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Abstract—This study presents a multi-task deep learning
approach for predicting age and gender attributes from facial
images, with the aim of obtaining a robust dual classifier. The
proposed system uses the pre-trained EfficientNet-B4 model as
the feature extractor of the main model and incorporates a two-
branch architecture, where the output of the gender classification
branch informs the age prediction branch. This means a condi-
tional feature learning with an explicit injection mechanism, by
injecting gender information into the age field of the dual-task
model, which is one of the novelties of our proposal. A curriculum
learning strategy is applied during training to progressively
improve the model’s performance using various datasets, such as
UTKFace, MORPH-II, and Adience. The proposed multi-phase
curriculum learning strategy, which uses both multi-task learning
and multi-dataset training, is another novelty of our proposal.
Experimental results show that the model achieves high accuracy
in both age and gender classification tasks while maintaining low
inference latency. Furthermore, the experiments highlighted that
the classification accuracy values of the proposed method, both
for gender and age, as well as in all datasets used, are close to
the best state-of-the-art results, which validates the robustness of
the proposed classifier.

Keywords—Age estimation; gender classification; multi-task
learning; curriculum learning

I. INTRODUCTION

Human face analysis is an important area of research in
computer vision, for performing and optimizing various facial
perception tasks, such as face recognition, age estimation,
gender determination, etc. In addition, biometric identification
has been increasingly used recently in various fields, such as
automatic detection of physical presence and confirmation of
the identity of individuals through image analysis, and gender
and age are two of the main biometric attributes [1].

Predicting age and gender from facial images is still an
active task in the field of computer vision, having a wide range
of applications in areas such as human-computer interaction,
image retrieval, security, surveillance and web content filtering

[2].

Recent advances in deep learning have significantly im-
proved the performance of age and gender recognition systems,
particularly through convolutional neural networks (CNNs)
and multi-task learning (MTL) frameworks [3]. MTL ap-
proaches are especially attractive in this domain, as age and
gender share underlying visual features that can be exploited
to improve generalization.

However, existing models usually use either a specialized
dataset of facial images using age and gender attributes for
training, or other models trained on very large facial datasets
(e.g., FaceNet [4], VGGFace [5], or ImageNet [6]), and then,

through transfer learning, the training is refined also on a
specialized dataset of facial images using age and gender
attributes. In both cases, the training and then estimation
process is limited to a not very large number of facial images,
which depends on the size and diversity of the specific dataset
used for training (or fine tuning).

One goal of our approach is to create a dual classifier for
the age and gender of people in facial images, which is robust
and can estimate the two attributes in various images. For
this, we will use several public datasets for training, which
contain images in various conditions, which will allow for
more accurate estimation of both age and gender.

The tasks related to the prediction of age and gender
of individuals are not completely independent, because there
are studies that have demonstrated that incorporating gender
information can improve the accuracy of age estimation from
facial images [7]. Another goal of our approach is to exploit the
dependency between the two tasks, which allows for increased
accuracy for both age and gender estimation.

Although there are proposals for the correlated treatment of
gender and age in facial images, these refer either to different
ways of training the models or to modifying the structure
of the models, but not to the direct dependence between the
gender and age tasks. We use a simpler variant, regarding the
modification of the model structure, resulting in a conditional
or hierarchical model with dual tasks, as presented in Fig. 1.

In this study, we propose an efficient multitask deep learn-
ing model to predict age and gender in facial images. Although
there are various proposals for this problem, the presented
system incorporates efficient methods from the field of multi-
task learning, which allow increasing both the robustness of
the system and the accuracy of the estimates.

The model employs EfficientNet-B4 [8] as a pre-trained
backbone, which is known for its balance between accuracy
and computational cost. EfficientNet introduces a new strat-
egy, known as Composite Scaling. It allows balancing and
adjusting the depth, width, and resolution of the network, thus
allowing the model to scale to arbitrary sizes. In addition,
EfficientNet maintains a balance between performance and
efficiency. EfficientNet (BO-B7) networks have been widely
used recently in various fields of computer vision, especially
in image classification [9]. They have also been used for age
estimation in facial images [10].

A two-branch architecture is constructed, in which the age
and gender branches are not totally independent. According to
[7], gender classification output is fed into the age estimation
branch to improve age prediction performance through feature
sharing.
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In the case of multi-task classification systems, there can
be problems with the loss function, because the tasks usually
differ in scale, complexity, or quality of the labels. Instead of
using the weighted linear sum of losses for each individual
task, we use a learnable task uncertainty by modeling ho-
moscedastic uncertainty, as in [11].

Even if an efficient pre-trained model is used as feature
extractor, the robustness of a dual-task model for simultaneous
gender and age recognition depends largely on the dataset on
which the dual model is trained. To increase the robustness of
such a dual classifier, we used several established datasets for
training and adapted the curriculum learning strategy [12].

Our work builds on these foundations, which are also the
main contributions:

e Using the pre-trained EfficientNet-B4 model as a
backbone, we propose a dual-task classifier for
gender and age in facial images, where the output
of the gender branch is used in the input of the age
branch, so that the gender prediction output is used
to improve age estimation.

o Unlike previous studies, such as [7], [13]-[15],
where multiple subnetworks for the two tasks
are created (and possibly trained separately)
and interconnected, we propose a conditional
feature learning with explicit injection mecha-
nism, by injecting gender information into the
age head of the dual-task model.

e Due to inconsistent age distributions and labeling
schemes in the training datasets, we use a unified
age classification strategy for all datasets, as well
as a unified data loader for the datasets, which can
be later used in the curriculum learning strategy.
In addition to the unified age classification strategy,
we propose an adaptive algorithm that learns age
categories based on the age distribution in the datasets.

o As far as we know, there are no proposals
that automatically generate age groups based
on information in datasets.

e  We use a learnable task uncertainty so that the contri-
bution of the task losses in the total loss is adaptive
during training and the accuracy of the estimates
is increased. This method is based on the method
proposed in [11].

e We implement a multi-phase curriculum learning
strategy for the training operation, based on several
elements, including: a) age range coverage, b)
age label granularity, and c) image quality. This
strategy allows for increased prediction accuracy, as
well as eliminating the catastrophic forgetting effect
due to the sequential use of samples from the datasets.

o Although it is not an adaptive method like in
[16], unlike the previous methods [17], [18],
the proposed method refers to both multi-
task learning and multi-dataset training. To our
knowledge, there have been no other proposals
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regarding multi-task learning and multi-dataset
training

The remainder of the study is organized as follows: Sec-
tion II provides a review of the related work. The proposed
method is described in Section III which also includes the
dual-task classifier and the curriculum learning strategy. The
experimental results are presented in Section IV. The study is
summarized, with some future directions, in Section V.

II. RELATED WORK

Deep learning methods for age and gender recognition
mainly use convolutional neural networks (CNN) trained from
scratch or with minimal learning transfer. These models fo-
cused on learning hierarchical features directly from facial im-
ages. Levi and Hassner [19] introduced a CNN architecture for
age and gender classification, demonstrating the effectiveness
of CNNss in capturing age- and gender-relevant facial features.
The paper [20] proposes an age and gender prediction method
from face images using convolutional neural network (CNN).
In this paper [21] authors utilized Haar Cascades for face
detection and a CNN for classification, achieving real-time age
and gender prediction.

A. Architectural Models

Recent advancements have incorporated sophisticated ar-
chitectures, transfer learning, and attention mechanisms to en-
hance accuracy and robustness in age and gender recognition.
The research [22] uses pre-trained models such as VGG19
and VGGFace, fine-tuned for age and gender prediction, using
the MORPH2 dataset. The authors [23] compared custom
CNN architectures with pre-trained models such as VGGI16,
ResNet50, and SE-ResNet50. The study found that transfer
learning significantly improved performance over training from
scratch. The paper [24] introduces an ensemble of attentional
and residual CNNs, leveraging attention mechanisms to focus
on informative facial regions, thereby enhancing prediction
accuracy.

B. Multi-Task Learning

Multi-Task Learning (MTL), or multi-attribute learning
(MAL) aims to improve the generalization of models by
leveraging domain-specific information contained in the train-
ing signals of related tasks. In computer vision, this often
involves simultaneously learning tasks such as object detection,
semantic segmentation, and depth estimation.

There are two main categories for the MTL, related to the
structure of these neural networks [25]:

1) Hard parameter sharing: where the initial layers of the
network are shared among all tasks, while the task-specific
layers are kept separate.

2) Soft parameter sharing: where each task has its own
model with its own parameters, but regularization techniques
are used to keep the parameters of different models similar.
This approach can lead to high inference cost [26].

MTL networks were used for face attribute estimation [7],
as well for other tasks, such as human pose estimation [27],
or face alignment [28].
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In MTLs, in addition to network structure, recent advances
also relate to loss weighting. Several loss weighting methods
are proposed to automatically combine the losses, such as:
task prioritization [29], which weights task losses according to
more difficult tasks during training, uncertainty weighting [11],
which models loss weights as task-dependent but data-agnostic
uncertainty, or gradient normalization [30], which learns loss
weights to enforce that the gradient norms for each task are
close

C. Curriculum Learning

Curriculum learning (CL) was introduced by Bengio et
al. [31] and involves training models by gradually increasing
the difficulty of training data. This method contrasts with
traditional training, in which data is presented in random
order. Easy-to-difficult ordering can also be used in multi-task
learning, by determining a learning order of tasks to maximize
the final result [17], [18]. There are several categories of
curriculum learning [12], such as: Teacher-student CL [32],
or Implicit CL [33]. In [34], a curriculum learning approach
for classification tasks on small to medium-sized datasets is
proposed, based on the order of samples.

III. PROPOSED METHOD
A. Dual-Task Architecture

Since hard parameter sharing allows multiple tasks to share
low-level parameters [26], this structure has advantages such as
lower storage costs. For this reason, the proposed deep multi-
task network is based on hard parameter sharing, as illustrated
in Fig. 1, where X represents the input tensor (images), while
X1 and X, represent the outputs of the model (predicted
age and predicted gender, respectively). In addition, for a
faster training and improved accuracy, the proposed dual-task
classifier uses EfficientNet-B4 as a shared backbone for feature
extraction. The shared layer before the branches forces the
model to compress shared task-based information into a lower-
dimensional vector, encouraging learning of shared features
and acting as an inductive bias.

Several studies across biomedical research and computer
vision confirm that aging patterns differ significantly between
men and women, which supports the integration of gender
cues in age estimation models. Biological factors such as
hormonal differences lead to gender-specific aging trajectories
in skin elasticity, bone structure, and facial fat distribution
[35]. In computer vision, deep learning-based age estimation
models consistently achieve higher accuracy when gender
information is included as input, indicating that aging cues
vary in distribution across genders [36].

There are not many proposals for the correlated treatment
of gender and age in facial images. In the study [13], a
fusion layer between gender-based output and age-based out-
put is proposed, which generates age prediction. In the study
[14] a cascaded framework containing a parent network and
multiple subnetworks is presented. For example, when using
a gender classifier trained on gender information, the other
two subnetworks are trained on male and female samples,
respectively. In the study [15], age grouping for male and
female faces is processed separately: one model is trained
to group male faces into different age groups, and another
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Fig. 1. Architecture of the dual-task classifier

model is learned to group female faces. In the study [36],
a hybrid deep learning architecture is proposed for facial
gender and age classification: a deep random forest is used
to estimate facial gender, and then age is recognized under
the conditional probability of gender alignment. In the study
[7], it is proposed four two-level CNN models: the first level
for gender classification, which contains one CNN, while the
second level contains three CNNs, one for each age category
(children, middle-aged people, adults, and the elderly).

In this proposal, a different approach has been chosen. We
designed a conditional or hierarchical model with dual task, in
which the gender prediction comes first, and the age classifier
benefits from this prediction, as presented in Fig. 1.

More exactly, to inject gender information into the age
head, we use a hard conditioning (post-prediction) method:

e  Run gender head first.
e  Concatenate predicted gender with shared features.

e Feed them into the age head.

The structure of the proposed architecture, as shown in Fig.
1, has several advantages:

e  The model can learn gender-specific age patterns.

e It also encourages the shared feature extractor to learn
disentangled but informative representations.

www.ijacsa.thesai.org

989 |Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

e Conditioning can reduce the variance in age predic-
tion.

B. Training Phase

In the training process, we use two main improvements to
increase the accuracy of the estimation operations:

e  An adaptive method to determine task-specific weights
when determining the total loss.

e A multi-dataset curriculum strategy by designing a
training schedule, which is similar to domain adap-
tation and multi-source learning.

In multi-task learning models, despite the advantages of-
fered by the hard parameter sharing structure, it presents a
major drawback: for a global optimization, all task-specific loss
objectives must be combined, requiring task-specific weights.
Selecting these weights can be difficult and expensive [25].
Even though the simplest way is to sum partial task losses,
this often leads to unbalanced training.

For this reason, in this proposal we will use an adaptive
method to determine task-specific weights, based on the Multi-
Task Uncertainty Weighting method [11]. This first improve-
ment of the training process allows automatic learning of task
weighting by modeling homoscedastic uncertainty.

The second improvement in the training process is related
to how a deep learning model learns from its input data. Bengio
[31] introduced the term curriculum learning, which is an
optimization strategy for handling a minimization problem.
When training a deep neural network, instead of using random
samples, it is better to organize these samples so that the less
complex examples are presented first.

Since a curriculum is implemented by ordering training
data according to difficulty, we will need to generalize this to
be able to handle training with multiple datasets, taking into
account the following information:

e The quality of the images in the datasets,
e  Age range coverage,

e Label granularity.

1) Dynamic learning of task weighting: Multi-task learning
involves optimizing a model based on multiple objectives
(determining a total loss based on the partial task losses) [see
Eq. (D]

Ezzwici; (1)

where, task weights w; are difficult to estimate.

In the proposal [11], the estimation problem of these
weights is viewed as an aleatoric uncertainty, which is task-
dependent (called homoscedastic uncertainty). In this case, the
total loss is derived from maximum likelihood estimation, and
for classification tasks, the minimisation objective (loss) has
the following form (only two taks are considered here):
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1 1
E = 7261 + log(al) + 72»62 + IOg(O'Q), (2)
01 03

where, 01 and o, are observation noise scalars, represent-
ing the noise parameters for the two tasks. Using classical
notation, o; represents the standard deviation, while 012 repre-
sents the variance.

Remark. There are some small differences from the rela-
tion in the work [11], because we are performing classification
tasks, not regression tasks:

e [, and Lo are cross-entropy losses, not Euclidean
losses.

e  Coefficients TiQ were replaced by %

As in [11], in practice the dual-task model should be trained
to predict the log variance,

s = log(o®), 3)

Because it is more numerically stable.

To achieve this, two trainable scalar parameters, p; and po,
will be defined as Eq. (4),

pi = log(o?), i € {1,2}, )

which represents the log of the variance (uncertainty) of
each task. These trainable parameters:

e  Will be initialized to 0 and updated in the training
phase through gradient descent, just like any other
weight.

e  They will be used as uncertainties associated with the
tasks when calculating the total loss:

L=ePLy +p1+eP2Ly+ po 5)

Remark. Using Eq. (3), the Eq. (2) and Eq. (5) are the
same.

2) Multi-dataset curriculum strategy: Typically, deep clas-
sification networks are trained using a specific dataset, which
is relevant to the respective domain, and the method used for
training is to randomly select samples at each iteration step.

This proposal attempts to extend classical training methods
in the following way:

e Instead of using a single dataset to train the dual-task
classifier, we use multiple datasets that are common
in the field of estimating the age and gender of people
in images (UTKFace, MORPH-II, and Adience)

e We use a learning strategy based on the curriculum
learning method [31], which involves training models
by gradually increasing the difficulty of the training
data.

When a neural network is trained sequentially on multiple
datasets, a phenomenon called catastrophic forgetting can
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occur, in which the neural network, after being trained on one
dataset and reaching a certain level of performance, loses that
knowledge when trained on a new dataset. There are several
proposals to reduce forgetting in curriculum learning, such as:

e  Regularization-based methods [37], where methods
are applied that penalize changes in important weights
for previously learned data

e  Progressive training with overlap [38], which involves
gradually increasing the proportion of more difficult
samples, while the model continues to train on the
previous ones

We will define a multi-phase curriculum training strat-
egy that allows training the dual-task model using multiple
datasets, according to the progressive training with overlap
method. In other words, an ordered sequence of examples,
from simple to complex, will need to be determined, which
will be exposed in the training process.

To be consistent with [31], the following questions must
be answered:

e  What does a sample mean, given that multiple datasets
are used?

e How can the difficulty of a sample be estimated?

e How can the training schedule be specified so that
the model is exposed from easier to more complex
samples?

Of the two classification tasks, the one associated with
age is the most difficult, because the facial aging process
is random, both for each individual person and for different
categories of people. For this reason, age-related characteristics
contribute to determining the difficulty of a sample. To be able
to efficiently and robustly learn the age classifier:

e A uniform age category scheme will need to be
created, depending on the structure of the datasets
used for training.

e A generic, instantiable data loader will need to be
created that allows the return of samples from a
specified dataset, which refers to a specified list of
age categories (age bins).

The answer to the first question is the following: a sample
from a multi-dataset curriculum strategy is a sequence of
samples from a list of specified datasets, associated with a
specified list of age bins. This can be formalized as follows.

Let N; be the number of age categories, and

B, ={0,1,...,N, — 1},

the set of age bins. Let D = {D;} % be the set of training
datatsets, where each dataset D;, 1 < ¢ < N, is specified as:

Di = (]VGJ’I’LG,L'7 SZ),

where, Name; is the name of the dataset, and S; C B, is
the set of age bins the dataset Name; contains.
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Denoting by DL the generic data loader, a k'"-sample from
a multi-dataset curriculum strategy is associated to a sequence
of datasets, DSeq; C D, and a set of age bins, BSet; C B,,
and it can be defined as a sequence (a list) of elementary
samples:

Xy, = X(DSeqy,, BSety,) = [X}}, ..., X7, (6)
X,z = DL(Namey,, BSety), 1 < j <np,

where, Namey; € DSeq,(N) for 1 <5 <p.

Remark. The order of the datasets in Eq. (6) matters
because they form a sequence (a list) and not a set.

The difficulty of the samples depends on the datasets
used for training, and the calculation of this score considers
elements such as :

e Image quality in datasets,

e  Age range coverage,

e  Number of samples per age range.

We will denote such a scoring function with score().

A schedule training is a list of ordered samples [see Eq.

(D],

ST = [X(DSeqy, BSet1), ..., X(DSeq,, BSet:)] =  (7)
=[X,..., X,

which meet the following conditions:

score(X;) < score(Xiy1), Vi€ {1,...,t —1},

e DSegq; is a subsequence of DSeq;, 1,

e BSet; C BSet;i1,

o DSeq, =D,

o BSet; =B,.

The first condition has its source in the curriculum learning

method, while the others have their source in the progressive
training with overlap method.

Remark. Some examples of curricula (list of multi-dataset
samples) are presented in Section IV-D.

3) The training algorithm: The function that describes the
training method is described in Algorithm 1, where model
is the dual-task classifier, while scheduleList is the list of
training samples.

In Algorithm 1:

1)  The parameter model represents an instance of the
class DualClassifier, which implements the dual task
classifier, as presented in Fig. 1. The class constructor
uses only two parameters: the number of classes for
the age attribute, and for the gender attribute:

model < DualClassifier (ageClasses, genderClasses)

2) The parameter scheduleList is a dictionary imple-
menting the multi-dataset curriculum strategy. The
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Algorithm 1 Training with Multi-Dataset Curriculum Strategy

Require: model, scheduleList
1: function TRAINCURRICULUM(model, scheduleList)
2: for schedule € scheduleList do

3: for (datasets, bins, epochs) € schedule do
4: for dataset € datasets do
5: for epoch € epochs do
6: TRAINONEEPOCH(
model, trainLoader)
7: end for
8: end for
9: end for
10: end for

11: end function

algorithm that generates the dictionary is adaptive and
does not require parameters (the datasets MORPH-II,
UTKFace and Adience are predefined).

3)  Each element in a training list has an additional ele-
ment, epochs, which specifies the number of training
epochs for that sample.

4)  The parameter trainLoader has the following mean-
ing:

filteredDataset <+ FilteredDataset(dataset, bins)
trainLoader < DataLoader (filteredDataset)

The function TRAINONEEPOCH is briefly described in
Algorithm 2.

Algorithm 2 Training One Epoch

Require: model, trainLoader
1: function TRAINONEEPOC(model, trainLoader)
2: for (images, labels) € trainLoader do
3 out < model(images)
4 L age < ENTROPYLOSS (0ut ggc, labels ¢ )
5 L gender < ENTROPYLOSS(0ut gender, labels gender)
6: L+ eipage‘cage +page +eip’qmd‘w£gendar +pgender
7 BACKWARD(L)
8 end for
9: end function

In Algorithm 2:

1) Loss values for age and gender are calculated using
a cross entropy loss function to be consistent with
classification tasks.

2)  The total loss value is calculated using Eq. (4) and
Eq. (5).

3)  Page and Pgender are two trainable scalar parameters,
which are initialized to 0 and updated in the training
phase at each epoch.

IV. EXPERIMENTS AND RESULTS

A. Datasets

We evaluated several publicly available facial datasets, both
controlled and uncontrolled, that allow for the estimation of
both gender and age of individuals based on face images, in the
field of multi-task learning. A controlled dataset is generated in
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a controlled environment with some limited variability during
image capture, while an uncontrolled dataset involves high
variability in real-life image capture [3].

As mentioned in Section III, we chose to use three widely
used public domain facial datasets, MORPH-II [39], UTKFace
[40] and Adience [41]:

e  MORPH-II is the most commonly used dataset in
literature. It is a controlled dataset with some envi-
ronmental variability (the images are captured in a
constrained environment).

e UTKFace is a controlled dataset with the widest age
range (0 to 116 years). Similar to MORPH, the
images in UTKFace are captured in a constrained
environment.

e Adience is the most challenging (and uncontrolled)
dataset [3].

A part of these datasets are used for training and validation,
while the other part is used for testing.

1) UTKFace [40]: UTKFace is a large-scale facial dataset
containing over 20,000 images, spanning a long age range
from O to 116 years. In addition to age labels (which represent
the exact age), the images in the dataset also contain binary
gender labels (0 - Male, 1 - Female), as well as ethnicity labels.
The images are 200 x 200 pixels in size and are aligned and
cropped.

Some qualitative elements related to UTKFace:

e Images are generally front-facing.

e Lighting and background are generally consistent,
with low variation.

e Label quality: because they are derived from filename,
not manually verified, can contain noise, especially in
age.

e UTKFace is more balanced than other datasets in
terms of age range but it underrepresents elderly and
infants

2) MORPH-II [39]: MORPH-II is a very large public
dataset of non-celebrity individuals, containing approximately
55,000 facial images from over 13,000 subjects, with an age
range of 16 to 77 years. The images have a variable size, often
over 200 x 240, and they have three labels: exact age, gender
(binary label), and race (black, white, others).

Qualitative elements related to MORPH-II:

e Images are frontal well-aligned.

e Lighting and background is controlled (studio-like)
and uniform.

e  Label quality is high, with metadata.

e  MORPH-II has a strong gender imbalance (=~ 85%
Male) and racial imbalance (=~ 77% African-
American).

e  Temporal data: It contains multiple images per person
over time.
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3) Adience [41]: Adience is a challenging dataset con-
taining approximately 26,000 facial images of 2,284 subjects,
collected from difficult real-world scenarios. Each image from
the dataset is labelled with a gender class label (binary), and
an age group class label. There are eight age groups (0-2,
4-6, 8-13, 15-20, 25-32, 38-43, 48-53, and 60+), and the
distribution of face images across age group and gender class
labels in Adience is shown in Table I.

TABLE I. THE AGE AND GENDER DISTRIBUTION IN ADIENCE

0-2 4-6 8-13 15-20 25-32 38-43 48-53 60+ Total
Male 4.69% 5.60% 5.72% 452%  14.04% 7.65% 249%  275% 47.18%
Female  4.20% 7.58% 7.32% 5.59% 16.47% 6.48% 2.59%  2.59% 52.82%
Total 8.89% 13.18% 13.05% 10.11 30.52% 14.14%  5.08%  5.34% 100.00%

Qualitative elements related to Adience:

e Images unconstrained, non-frontal, real-world poses.

e High variation of lighting and background (wild
dataset).

e Label quality images are human-labeled, but age
groups, not exact ages. In addition, there are gaps
between age groups.

e The distribution of labels is more balanced across
genders and ages than MORPH-II, but still uneven
between some age groups (as in Table I).

B. Preprocessing Operations

To achieve the research goals, several preprocessing steps
were performed on the datasets.

1) Preprocessing file names in UTKFace dataset: : A step
specific only to the UTKFace dataset, consisted of uniformly
processing the image file names, to eliminate labeling noise
(since labels are extracted from file names):

e Incorrect age labels: Some file names contain unreal-
istic ages due to estimation or annotation errors, and
there is also a mismatch between the apparent age and
the actual age written in the file name.

e  Ambiguous gender labels: The labels are O for male
and 1 for female, but some are mislabeled (especially
for children or when gender is difficult to determine
visually).

e Non-standard or corrupted filenames: Some images
are mislabeled or don’t follow the standard file naming
pattern, and a few are even missing tags completely.

2) Face detection and cropping: To obtain a robust clas-
sifier, but also because there are large differences between
datasets in terms of framing faces in images, before the
training, evaluation and testing operations, the two operations
must be performed.

3) Face alignment and resizing: The face alignment oper-
ation is useful for improving classification accuracy in face-
based tasks, such as age and gender classification, because:

e It reduces variability, as faces in datasets may be
skewed, rotated, or improperly centered.
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e Improves feature learning, as aligned faces lead to
better feature consistency across different images,
facilitating convergence and generalization.

Image resizing is important because CNN-based backbones
(such as EfficientNet-B4) accept images of predefined sizes
(380 x 380 in the case of EfficientNet-B4).

Remark. Face detection, cropping, face alignment are op-
erations included in the generic class used for loading custom
datasets in the training, validation and testing operations.

C. Age Labeling Strategy and Data Augmentation
e Label binning for age

e Handling class imbalance

Since the training operation is performed using three
datasets, a unified age labeling scheme will need to be de-
signed. To achieve this, the following elements were taken
into account:

e Adience is the only dataset that has age groups, the
others use exact age.

e The age range for the three datasets differs: 0 to 116
for UTKFace, 16 to 77 for MORPH-II and 0 to 100
for Adience.

e The age ranges at Adience are not consecutive (for
example, the range for the second group is 4 to 6, and
for the third group is 8§ to 13).

e  The distribution of images for age is generally imbal-
anced for all datasets.

This scheme will have eight consecutive age groups, which
will cover the entire age range between 0 and 100 years (in
the UTKFace dataset there are very few images of people over
100 years old, so they can be included in the last group). We
will denote the age groups as follows:

g1 =[0,c1], 3
gi:[Ci,1+1,Ci]7 i€{2,3,...,7},
gs = [c7 +1,100].

Denoting the Adience age groups as,

la1, 1], [az,b2], ..., [as, bs], &)

we will need to determine the values for the variables
C1,...,C7, SO that:

1)  Age ranges from Adience groups to be included in
the new ranges.

2)  The number of images in all datasets, for the eight
age groups, should be as balanced as possible.

Because the values for the boundaries ¢y, ..., c7 are inte-
gers, this is an integer optimization problem. We use an age
histogram function:
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Y

f(x,y) = Zn(z),

1=z

where, n(4) is a function that counts in all three datasets im-
ages with age 4. In addition, we will denote by f; = f(z;,y:)
the number of images in group g; [Eq. (8)].

The optimization problem can be formulated as following:

Problem 1: Given the Adience age groups as in Eq. (9),
and the new age groups as in Eq. (8), find all integer values
for the variables cy,...,cg that minimize the mean squared
deviation of group sizes:

8
1 _
g Z(f i f )27
i=1
subject to the following constraints:
c; € [bi,ai_H - 1], Vi € {17 .. ,7}
This discrete optimization problem does not always have
a unique solution, due in particular to the age distribution of
the datasets. This is not a problem, because there is no need

for just one canonical solution. In conclusion, we will choose
the first solution, if there are multiple possible solutions.

In this case we use the following solution:

(c1,...,c7) = (2,6,14,23,34, 45, 59),

noindent which means that the age groups are as follows:

0-2,3-6,7—14,15-23,24—34,35—45,46 — 59, 60 — 100.

Even after finding the solution, the age groups still remain
unbalanced, as seen in Fig. 2, due to age group constraints in
the Adience dataset.

Distribution of images by age group
7960

25000 -

20000 -

15000

Number of images

10000 -

5000 4

gl 92 93 g4 95 96 g7 g8
Age groups

Fig. 2. Distribution of images in datasets by age groups.

To further reduce the imbalance, two operations will be
performed:
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e Randomly removing images from those age groups
that have too many images.

e  Generating new images in age groups that have too
few images.

The generation of new images is based on augmentation
operations, such as: rotation, skewing, and random distortion.
In addition, these methods can enhance the dataset without
introducing distortions that degrade classification accuracy.

Above the median value, drop-out operations will be per-
formed, and below this value, augmentation operations. After
performing these operations, the histogram of images by age
group is shown in Fig. 3.

Distribution of images by age group
17500 1 S

15000
12500
10000 -

7500

Number of images

5000

2500

g4 95
Age groups

Fig. 3. Distribution of images in datasets by age groups after augmentation2.

The é ratio has been reduced to % To avoid overfitting,
we do not believe this ratio should be reduced further. When

necessary, a weighted sampling method will be used.

D. Implementing a Multi-Dataset Curriculum Strategy

To implement a multi-dataset curriculum strategy, we use
the following elements:

e A multi-dataset sample is represented by a list of
samples from a list of datasets, related to a list of
age bins, as described in Eq. (6).

e A score related to a a multi-dataset sample specifies
the training difficulty of that sample, which comes
from:

o  The quality of images from each dataset
o  The degree of imbalance of age bins

e A training schedule is a list of multi-dataset samples
ordered by their score, as in Eq. (7).

Since we are not yet ready to present an adaptive algorithm
that automatically learns a multi-dataset curriculum, regardless
of the list of datasets used for training, we will describe the
static creation of such a strategy for the three datasets used in
this research. Such an algorithm will be the subject of a future
study.

According to the quantitative elements of the datasets
presented in Section IV-A, the following three difficulty criteria
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TABLE II. DATASETS DIFFICULTY CRITERIA

Image quality = Age bins imbalance ~ Gender imbalance

UTKFace Adience UTKFace, Adience
MORPH-II UTKFace MORPH-II
Adience MORPH-II

are presented in Table II, in increasing order of difficulty for
each dataset:

Remark. The most important difficulty criterion is Gender
imbalance, because the dual-task model learns gender first, and
then age. The difficulty order is as follows:

e  Gender imbalance: important since the dual-task
model depends on gender output for age prediction.

e [mage quality: impacts feature extraction and predic-
tion robustness.

e Age imbalance: makes learning certain age bins
harder.

Considering the above remarks and the difficulty criteria,
as shown in Table II, below is an ordered list of multi-dataset
samples:

1)  Multi-dataset sample 1 (Gender-balanced, medium-
age, decent quality):
{"datasets’: [’"utkface’,
bins’: [3, 4, 5]}

2)  Multi-dataset sample 2 (Gradual age complexity
increase):

{"datasets’: ["utkface’,
bins’: [3, 4, 5, 6, 71}

3)  Multi-dataset sample 3 (Full age distribution):
{’datasets’: [’"utkface’, ’"adience’], ’
pbins’: [0, 1, 2, 3, 4, 5, 6, 7]}

4)  Multi-dataset sample 4 (Incorporate harder dataset
gradually):

{’datasets’: ["utkface’, ’"adience’, '
morph2’]1, ’'bins’: [3, 4, 5]}
5)  Multi-dataset sample 5 (Adds aging extremity):

{’datasets’: ["utkface’,

"adience’], '

"adience’], '

"adience’, '

morph2’]1, ’'bins’: [3, 4, 5, 6, 71}
6) Multi-dataset sample 6 (Full complexity and
diversity):
{’datasets’: ["utkface’, ’"adience’, '
morph2’], ’'bins’: [0, 1, 2, 3, 4, 5, 6,
71}
Remarks:

e The previous samples were written as dictionaries in
the Python language.

e Instead of the age groups g1, ...
bins: [0,1,...,7].

,gs, were used age

E. Results

In this section, the results of experiments performed on the
test parts of the UTKFace, MORPH-II, and Adience datasets
are presented.
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The proposed method is implemented in PyTorch. The
training was performed on the Google Colab framework, with
an NVIDIA Tesla T4 graphics card with 16 GB of GPU
memory. The maximum number of epochs was set to 45, but
an early stopping mechanism was used to avoid overfitting. A
dynamic learning rate was used via the ReduceLROnPlateau
learning rate scheduler in PyTorch. The total training time was
approximately 8 hours.

The tests were performed on a Windows PC with an Intel
Core Ultra 7, 16-core, 5 GHz processor and 32 GB of CPU
memory. The total number of test images in the 3 datasets is
approximately 9000. Using a batch size of 64, the total testing
time was approximately 5 minutes.

The accuracy is used to measure the performance of the
model, both for age and gender estimation. The accuracy
metric is calculated based on the true positive (TP), false
positive (FP), true negative (VN), and false negative (FN)
values, as follows:

TP + TN
TP + TN+ FP 4+ FN’

Accuracy =

Table III presents the estimation performance results for
gender and age for all three datasets.

TABLE III. GENDER AND AGE ACCURACY FOR ALL DATASETS

Gender Age
Adience 92.25 73.12
MORPH-II 97.92 77.17
UTKFace 97.74 69.83

It is observed that, although the MORPH-II dataset was
introduced last in the training process and has a strong gender
imbalance, the classification performances are the best in this
case (both in gender and age). Although it is the most gender-
unbalanced, the image quality is better than other datasets,
which makes the learning process for images in MORPH-II
better.

Regarding the other two datasets, Adience and UTKFace,
the results are different for gender and age: the classification
accuracy for age is better in Adience, while the accuracy for
gender is better in UTKFace.

This can be explained for the following reasons:

e  Although the images in Adience are collected from
difficult real-world scenarios, the image quality is
better than in the case of UTKFace, and the image
sizes are quite large, over 200 x 200 (most are around
600 x 600).

e In UTKFace, all images are 200 x 200 in size and
are aligned and cropped. But because they need to be
scaled to the size of 380 x 380 (which is the input size
for EfficientNet-B4) the scaling operation introduces
noise.

In conclusion, age estimation for the UTKFace dataset is
more difficult than for the other datasets.
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In the following, we will compare the results of the
proposed method with state-of-the-art works on facial gender
and age group estimation.

Table IV presents the results of estimating the performance
of the proposed method on the Adience dataset and compares
this with other proposed approaches based on deep learning.

TABLE IV. GENDER AND AGE ACCURACY FOR ADIENCE DATASET

Method Gender accuracy  Age accuracy

Zhang et al., 2017 [42] 93.24 66.74
Duan et al., 2018 [43] 88.20 52.30
Gurnani et al., 2019 [44] 91.80 62.11
Khan et al., 2020 [45] 93.60 69.40
Garain et al., 2021 [46] 81.80 66.10
Saha et al. 2023 [47] 84.94 75.10
Proposed method 92.25 73.12

The methods specified in Table IV use the 8 age groups as
defined in the Adience dataset (0-2, 4-6, 8-13, 15-20, 25-32,
38-43, 48-53, and 60+).

Table V presents comparisons of performance estimation
on the MORPH-II dataset, while Table VI presents compar-
isons of performance estimation on the UTKFace dataset.

TABLE V. GENDER AND AGE ACCURACY FOR MORPH-II DATASET

Method Gender accuracy  Age accuracy
Guo et al., 2014, [48] 98.50 70.00
Han et al., 2015 [49] 97.60 77.40
Wang et al., 2017 [50] 98.00 85.30
Khan et al., 2020 [45] 96.70 75.00
Han et al., 2018 [51] 81.80 66.10
Proposed method 97.92 77.17

TABLE VI. GENDER AND AGE ACCURACY FOR UTKFACE DATASET

Method Gender accuracy  Age accuracy
Krizhevsky et al., 2017, [52] 85.10 55.96
Huang et al., 2017 [53] 87.28 59.22
Das et al., 2018 [54] 98.23 70.10
Yuan et al., 2024 [55] 90.91 64.74
Proposed method 97.74 69.83

The vast majority of the methods specified in Table VI use
7 age groups: a) baby: 0 to 3 years, b) child: 4 to 12 years, c)
teenagers: 13 to 19 years, d) young: 20 to 30 years, e) adult:
31 to 45 years, f) middle aged: 46 to 60 years, and g) senior:
61 and above years.

It is observed that, in all three tables, the classification
results of our method do not exceed the best results of the
other proposals, but the following elements should be noted:
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e  The classification accuracy values for ours method are
close to the best results of the other methods, both for
gender and age.

e Related the classification accuracy for age groups,
the values are not always conclusive, because each
proposal had its own age grouping scheme. With the
exception of the Adience dataset, many other methods
use between 3 and 6 age groups, while our method
used 8 age groups, which led to a decrease in accuracy.

e  FEach of the other proposals used a single dataset for
training and testing, while our proposal used all 3
datasets.

One of the goals of our method is to create a robust
classifier for the gender and age of individuals in facial images,
which means that testing the classifier on unknown images
should have high accuracy, both for estimating age and gender.

E. Ablation Study

There are two important factors in our proposal. One is
dynamic learning of task weighting when calculating the total
loss. The other is the use of multi-dataset curriculum strategy
in the training phase. We investigate the effects of the two
factors on the accuracy of classification by gender and age.

1) Dynamic learning of task weighting: In multi-task learn-
ing, the total loss must be determined based on the partial
losses in the task, as presented in Eq. (1). Usually the total
loss is simply the sum of partial task losses:

EZZQ.

Another approach is to manually determine normalized
weights w;, depending on the difficulty of the tasks:

L= i wiﬁi,
i=1

such that >°1" , w; = 1.

We used a modified verison of the proposal from [11],

L= e 8DL; +log(o?) (10)

i=1

As described in Eq. (3), Eq. (4) and Eq. (5), which learns
the log of the variance, log(af), for each classification task 7.

The results shown in Tables IV, V and VI use the Eq. (10),
for n = 2 [or similarly, Eq. (5)].

To see the importance of using dynamic learning of task
weighting, we then retrained of the dual classifier. We used
the multi-dataset curriculum strategy in the training part, but in
Algorithm 2, we used the following two variants for calculating
the total loss value:

L= ‘Cage + ['genderv (1 1)
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and:

L=06"Lage + 0.4 Lyender- (12)

Remark. In Eq. (12), the weight for age classification is
higher than for gender classification, because this task is more
difficult.

In testing, the values obtained for accuracy were quite close
when Eq. (11) and Eq. (12) were used. The differences were,
however, greater between using Eq. (11) [or Eq. (12)] and Eq.
3.

Table VII presents the classification accuracy results for
gender and age when using both the original Eq. (5), and Eq.
(11) to calculate the total loss. An increase of approximately
2 per cent in accuracy is observed comparing the use of Eq.
(11) with the use of Eq. (5).

TABLE VII. COMPARISON OF MODEL PERFORMANCE DEPENDING ON
THE CALCULATION METHOD OF TOTAL LOSS

Dataset Total loss determination  Gender Age
. Equation 5 92.25 73.12
Adience

Equation 11 91.27 71.65
Equation 5 97.92 7717

MORPH-IT
Equation 11 97.23 75.31
Equation 5 97.74 69.83

UTKFace
Equation 11 94.68 66.25

2) Multi-dataset curriculum strategy: To determine the
contribution of the training method, we will perform several
experiments in which the dynamic learning of task weighting is
used as in Eq. (5). Since there are many possible combinations,
we will only test two combinations, which seem to be more
important for the study.

e  Since the accuracy values for the MORPH-II dataset
are the highest, and it uses only age groups g4, gb and
g6 (bins [3—5]), the samples will be ordered according
to the age group balance and the results obtained in
the main ordering scheme. We will use the following
ordered list of multi-dataset samples (will be noted as
list 1):
(1.1)  Core mid-age learning:

{"datasets’: ['morph2’],

(3, 4, 51}

Extended core mid-age:

{’datasets’: ['morph2’, ’"utkface’,

"adience’], ’'bins’: [3, 4, 5]}

Young age focus:

{"datasets’: [’"utkface’,

1, ’"bins’: [0, 1, 2]}

Elderly focus:

{"datasets’: [’"utkface’,

1, '"bins’: [6, 71}

Mid-age re-focus:

{"datasets’:

"adience’],

"bins’ :

(1.2)

(1.3)

"adience’

(1.4)

"adience’

(1.5)
["morph2’, ’"utkface’,
"bins’: [3, 4, 5]}
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(1.6)  All datasets:
{"datasets’:
"adience’]

4
4, 5, 6, 71}

["morph2’, ’"utkface’,
"bins’: [0, 1, 2, 3,

e  Another variation of the curriculum is based on the
uneven age distribution and imbalances of the Adi-
ence, UTKFace, and MORPH2 datasets. This time
MORPH-II is no longer considered an advantageous
dataset. We will denote this curriculum as list 2:

(2.1) Core mid-age learning:
{’datasets’: [’adience’, ’"utkface’
, 'morph2’], ’bins’: [3, 4, 5]}

(2.2)  Young age specialization:
{’datasets’: [’adience’, ’"utkface’
1, "bins’: [0, 1, 2]}

(2.3)  Elderly age focus:
{’datasets’: [’adience’, ’"utkface’
1, '"bins’: [6, 71}

(2.4) Balanced reintroduction:
{’datasets’: [’adience’, ’"utkface’
1, "bins’: [0, 1, 2, 3, 4, 5, 6,
71}

(2.5)  Fine tuning (all datasets):

{’datasets’: [’adience’, ’'utkface’
, 'morph2’]1, ’'bins’: [3, 4, 51}

Table VIII presents the classification accuracy results for
gender and age when using three lists of multi-dataset samples
in training phase: the original list and the two lists described
above (list 1 and list 2).

TABLE VIII. COMPARING MODEL PERFORMANCE BASED ON THE LIST
OF MULTI-DATASET SAMPLES

List of multi-dataset samples Dataset Gender Age
Adience 92.25 73.12

Original list MORPH-II 97.92 77.14
UTKFace 97.74 69.32

Adience 81.25 60.37

List 1 MORPH-II 99.08 87.25

UTKFace 85.32 58.45

Adience 92.75 73.82

List 2 MORPH-II 97.12 76.87

UTKFace 96.21 67.24

Based on the values in this table, the following remarks
can be drawn:

e In the case of list 1, the accuracy values are extremely
high for the MORPH-II dataset, but extremely low for
the other two datasets. The model learns classifications
for MORPH-II very well because this dataset is the
first in the list of datasets. And because of this, the
learnings for the other two datasets are at a disadvan-
tage.

e  The original list and list 2 generate predictions with
similar accuracy: the accuracy is slightly better in
the case of the original list for the MORPH-II and
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UTKFace datasets, and in the case of list 2 the
accuracy is slightly better for Adience.

In conclusion, evaluating the difficulty of multi-dataset
samples is a complex and difficult operation. It is expected
that in the future the manual design of a curriculum will be
replaced with an adaptive algorithm that automatically learns
a multi-dataset curriculum.

V. CONCLUSION

This study presents a deep multi-task learning approach
for facial gender and age recognition. Facial features are
extracted using a pre-trained model, EfficientNet-B4, which
has a balanced ratio between accuracy and computational cost.
A two-branch architecture is proposed, where the output of the
gender branch is fed into the age estimation branch to improve
age prediction.

Besides the mechanism for injecting gender information
into the age branch of the dual-task model, which is in the
architectural part of the proposal, the other contributions of the
proposal reside mainly in the training part of the dual classifier.

For robust classification, instead of training the model on
a single dataset, three of the most well-known datasets were
used simultaneously and a unified strategy for determining age
groups was proposed for all datasets. To improve training effi-
ciency and final model performance, a multi-dataset curriculum
strategy was proposed, which is based on the curriculum learn-
ing method for single datasets, which it extends to multiple
datasets.

Another improvement to increase the accuracy of the
estimation operations consists of implementing an adaptive
method for determining the task-specific weights when deter-
mining the total loss. This uses two trainable scalar parameters,
representing the logarithm of the variance of each task, which
are used to calculate the total loss.

The experimental study conducted on three datasets used
(Adience, MORPH-II and UTKFace) validated our contribu-
tions. Comparing the results of the proposed method with the
state-of-the-art works on gender and age estimation, the clas-
sification accuracy values of our method are close to the best
results of the other methods, both for gender and age. These
results are valid for all datasets used, which demonstrates the
robustness of the proposed dual classifier.

In its current form, the proposed method has some limita-
tions and constraints, which could be remedied in the future:

e  The multi-dataset curriculum method, although theo-
retically described, relies on manual curriculum cre-
ation.

e  Optimal generation of age groups is done automati-
cally, but it is based on predefined age groups in the
Adience dataset.

Future research are in several directions:

e Developing an adaptive algorithm that automatically
learns a a multi-dataset curriculum, based on loss
values, instead of a static and manually developed one.
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Development of an adaptive algorithm that automat-
ically determines age groups for the datasets used,
based only on the annotation .csv files.

Developing a similar lightweight model (e.g. based on
a pre-trained model such as EfficientNet-B0), which
can be transformed into a model for iOS applications.
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