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Abstract—With the widespread introduction of new 

technologies and, in particular, AI in various areas of life, students 

are increasingly using large language models (LLMs) such as 

ChatGPT and other similar tools to help them with their academic 

tasks. By using them, they can improve their productivity, 

improve their understanding of complex topics, and support their 

academic work. LLMs are used both in research, information 

gathering and preparation for exams and tests, as well as for 

generating ideas, creating code, and more. This study explores the 

possibility of using ChatGPT, Claude and DeepSeek for solving 

course and exam tasks. The results of the analysis could serve as a 

warning signal and motivation for future transformation of 

student testing and assessment methods. The ability to use AI 

systems to search, analyze, and summarize large volumes of 

information should shift the focus of assessment from classical 

fact-finding and practical performance of elementary tasks to 

creativity, combinability, and skills for adapting and applying the 

already gained knowledge. 
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I. INTRODUCTION 

The use of large language models (LLMs) and chatbot 
platforms in educational contexts, especially for solving course 
and exam tasks, is growing and offers various possibilities, but 
also raises important ethical and pedagogical questions. 

One of the directions of use is for teaching assistance, as 
learners can ask questions and receive information and 
explanations. In some of the tasks, the solution can be given step 
by step, rather than just providing the final results. In this way, 
students can be supported in the process itself and encouraged 
to think critically by asking them questions step by step instead 
of providing them with final answers. Unfortunately, some 
students rely too much on LLMs and do not even check the 
information they generate, which prevents them from mastering 
key skills in solving problems. An additional potential risk for 
them is the sometimes inaccurate or downright false information 
generated. 

Another direction of use is when working on projects. In this 
case, logical frameworks would be helpful before starting the 
writing process itself, detecting and correcting stylistic and 
grammatical inaccuracies and errors, as well as generating 
quotes. Greater attention should be paid when such tools are 
used to solve practical tests. If this opportunity is used for exam 
simulation and self-assessment, then the usefulness is once again 
a fact. Cases of concern, however, are when LLMs are used to 

directly solve exams or online tests, which violates academic 
ethics. The use of real-time artificial intelligence tools during 
exams is a violation of academic education policies. 

Types of AI-based platforms 

The platforms and tools used by students can be divided into 
general and those that are focused on education. 

Common platforms include: 

 ChatGPT [1] – used for information gathering and 
problem solving;  

 Claude [2] – suitable for longer documents and reasoning 
tasks; 

 Gemini [3]; 

 Copilot [4] – already built into Word, Excel and other 
tools of the Office suite; 

 DeepSeek by the Chinese hedge fund High-Flyer [5].  

The tools focused on education are Khanmigo by Khan 
Academy [6]; Google Socratic [7] as a mobile application for 
explaining test problems; Quillionz [8] for generating test 
questions, and Elicit [9] for searching and finding academic 
articles and other publications. 

In order to prevent risk, it is advisable to set clear rules for 
when the use of artificial intelligence tools is allowed, giving 
priority to originality. It is good for students to understand the 
strengths and weaknesses of the LLM so that they can be aware 
of the role of analytical and critical thinking. 

This study performs a series of experimental analyses aiming 
to test whether the LLM chatbots like ChatGPT, Claude and 
DeekSeek could solve exams in real time without any further 
interaction, rather than just providing exam materials as an 
image taken from a smartphone or smart watch. Results 
revealing the short answer “yes” should serve as a warning 
signal and motivation for future transformation of student 
testing and assessment methods. 

The study is structured as follows: Section II reviews related 
work done by other researchers. Section III presents the 
experimental setup and the examination materials used to test 
the LLM chatbots. Section IV discusses the experimental 
results, their alignment with the related work and their impact 
on the methods of examining and evaluating students. Finally, 
Section V ends the study with a conclusion, outlining the need 
for future transformation in education in the age of AI. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 16, No. 8, 2025 

333 | P a g e  

www.ijacsa.thesai.org 

II. RELATED WORK 

Puthumanaillam et al. [10] tested if LLMs (ChatGPT) can 
successfully complete an entire bachelor course in Aerospace 
Control Systems. Not just a single final exam, but an entire 
course with 115 course deliverables, ranging from multiple-
choice questions to complex Python programming tasks and 
long-form analytical writing. ChatGPT successfully completed 
the course and earned a B grade (82.24%). Its strongest results 
are in structured assignments and greatest limitations in open-
ended projects [10]. 

Rytilahti and Kaila [11] investigated the capabilities of LLM 
ChatGPT (GPT3.5 and GPT-4) tools to solve coding exercises 
in an Introductory programming course. Their results show that 
the LLM can indeed be quite effective in solving the coding 
exercises. Depending on the version of the tool, the selected 
approach (amateur or already experienced student), and the 
prompt used, ChatGPT was able to achieve between 63.4% and 
86.2% of the course’s total number of points. If programming 
exercises were only considered, then ChatGPT answered 100% 
correctly to 107 (75.9%) and to 139 (98.6%) of the course’s 141 
programming exercises [11]. This means that even students with 
no previous experience in programming can successfully 
complete programming courses by utilizing freely available 
tools [11]. 

VarastehNezhad et al. [12] evaluated the performance of 
popular LLMs (GPT-4o, Claude 3.5 Sonnet, Gemini 1.5 Flash, 
Llama-3.1-70B, Mistral Large 2, DeepSeek-V2, and Gemma-2-
27B) in answering questions in data structure and algorithm 
design from the Iranian university entrance exams for master’s 
programs in computer science. They analyzed the accuracy and 
the length of responses to the exams in 2022, 2023 and 2024. 
The questions were given to the LLMs in both Persian and 
English so that the authors could compare the LLMs’ 
performance in both languages. Results indicate that GPT-4o 
achieved the highest average accuracy (75.0%), followed by 
Claude 3.5 Sonnet (67.2%) and Mistral Large 2 (64.1%) [12]. 
As expected, evaluated LLMs perform better in English than in 
Persian, with GPT-4o having the largest performance gap 
(81.3% in English vs 68.8% in Persian). 

Felicia Burlacu [13] analyzes the patterns in the performance 
of LLMs, i.e. what factors influence the accuracy of the LLMs’ 
responses. She identified that all matters - the format of the 
question (multiple-choice or short answer), the length of the 
question and its type (factual or analytical). According to the 
results, LLMs perform best (71.42%) on multiple-choice 
questions of medium length (50 to 100 words) and factual type. 
Question length is important since a short question may not 
provide enough details to the LLM, while a long question could 
confuse it. Expectedly, factual questions get a higher average 
accuracy (64.28%) than analytical questions (42.85%). 

Knowing that LLM chatbots could be used for cheating 
during exams, Simon Kaare Larsen [14] proposes guidelines and 
strategies for creating LLM-resistant exams, including content 
moderation, deliberate inaccuracies, real-world scenarios 
beyond the model’s knowledge base, effective distractor 
options, evaluating soft skills, and incorporating non-textual 
information. 

III. EXPERIMENTAL SETUP 

Since we teach in subjects related to Computer Science, Web 
Programming and Artificial Intelligence, we are interested in 
how well the LLM chatbots could solve the exam materials in 
these specific subjects. 

The most commonly used exam formats for IT courses are 
“theoretical” with many questions that expect short open 
answers or multiple-choice answers, and practical exams, where 
students are required to write programming code and develop 
working applications. The first one is used to check students’ 
overall knowledge or common sense in a specific area of 
science, while the practical exam tries to evaluate students’ 
ability to develop real-life working applications on a computer. 
During practical exams, students are usually allowed to use any 
third-party educational resources on the Internet, except AI 
chatbots. 

The exam in Distributed Web Applications is a “theoretical” 
one containing 18 questions that require short open-ended 
answers. Students have 1 hour to answer all questions, but they 
usually do it faster. All questions are printed on  A4-sized paper, 
and students are required to answer with 1 to 3 sentences directly 
on that sheet of paper. Here are some example questions: 
“Specify two advantages of orchestration over choreography”, 
or “If you need to guarantee a strictly defined order of execution 
of web services, will you choose synchronous or asynchronous 
communication between them?” 

The exam in Information Retrieval is similar (see Fig. 1). It 
consists of 17 questions that require short open-ended answers 
between one word and 2 to 3 sentences. Students receive all 17 
questions printed on A4-sized paper and should write their 
answers on the same sheet as well. Here are some example 
questions: “What are the main differences between the Latent 
Semantic Analysis and the Vector Space Model?”, “Which 
similarity measures could be used to calculate similarity 
between sets of keywords?” or “What is the difference between 
flat clustering and hierarchical clustering?” 

In contrast to the previous two, the exam in Web 
Programming is practical and is conducted on a computer (see 
Fig. 2). Every student receives an individual assignment to 
develop a working web application from scratch. Examples, 
templates and partly implemented code from the exercises are 
allowed to be used as reference. The assignment consists of four 
sub-assignments that upgrade one another and increase the final 
grade from “Sufficient D” to “Excellent A”. An example 
assignment is shown in Fig. 2. 

For the purpose of our experiments, the blank exam papers 
or assignments, as received by students, are photographed with 
an ordinary smartphone and sent to the three chatbots – 
ChatGPT, Claude and DeepSeek. The answers provided by the 
AIs are then checked for correctness and evaluated by the 
authors of this study. We use the same grading system that we 
apply to our students as well. It is based on the percentage of 
correct answers as follows: 

< 40%, Fail F   70 – 84%, Very good B 

40 – 54%, Sufficient D  85%+, Excellent A 

55 – 69%, Good C 
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Fig. 1. An example assignment for a theoretical exam in information 

retrieval. 

 

Fig. 2. An example assignment for a practical exam in web programming. 

IV. RESULTS AND DISCUSSION 

Results from the theoretical exams in Distributed Web 
Applications and Information Retrieval are shown in Table I and 
Table II, respectively. 

TABLE I EVALUATION OF THE ANSWERS PROVIDED BY CHATGPT, 
CLAUDE AND DEEPSEEK TO THE QUESTIONS FROM THE EXAM IN 

DISTRIBUTED WEB APPLICATIONS 

LLM Model 
ChatGPT  

(GPT-3.5) 

Claude  

(Sonnet v3.7) 

DeepSeek 

(V3) 

Result,  

% correct 

answers 

91 % 92 % 82 % 

Grade Excellent A Excellent A Excellent A- 

Obviously, all three LLM chatbots will get an Excellent A in 
distributed web applications. All models provide correct 
answers only, but as seen in Table I, they achieve different 
percentages. How is that possible? Since there are questions that 
require a subset of the correct answers, like “Specify two 
advantages of orchestration over choreography”, that makes it 
possible. There are 4 to 5 advantages of orchestration over 
choreography, but they have different importance. Some of them 
are more important than others. DeepSeek, for example, 
provided two which are correct, but less important, so it does not 
get full points for this question. 

TABLE II EVALUATION OF THE ANSWERS PROVIDED BY CHATGPT, 
CLAUDE AND DEEPSEEK TO THE QUESTIONS FROM THE EXAM IN 

INFORMATION RETRIEVAL 

LLM Model 
ChatGPT  

(GPT-3.5) 

Claude  

(Sonnet v3.7) 

DeepSeek 

(V3) 

Result,  

% correct 

answers 

95 % 99.4 % 82 % 

Grade Excellent A Excellent A Excellent A- 

Similarly, when solving the exam in Information Retrieval, 
DeepSeek gives the lowest percentage of correct answers again, 
while Claude achieves 99.4%. In respect to language clarity, 
Claude does an excellent job generating beautiful sentences that 
sound like written by a real human. It should be mentioned here, 
that all exam materials are in Bulgarian, thus the AI answers are 
in Bulgarian as well. 

The next challenge for the three LLM chatbots is to solve 
practical exams and write or generate real programming code. It 
is known that they are good in providing working code 
fragments or entire basic applications, but it is curious if they 
can correctly understand our specific assignments and generate 
working and efficient code. Again, the assignment is 
photographed with an ordinary smartphone and sent to them for 
execution. Results are summarized in Table III. 

In terms of programming code, all models generate 
completely working code that satisfies all four sub-assignments, 
so the chatbots will get an Excellent A grade. ChatGPT and 
Claude use two additional and unnecessary arrays to cache data 
from the database, and thus two unnecessary cycles to create 
these arrays. When told that these two arrays are not necessary, 
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ChatGPT argues and motivates its decision to cache the data, 
while Claude agrees they could be omitted. 

TABLE III EVALUATION OF THE PROGRAMMING CODE PROVIDED BY 

CHATGPT, CLAUDE AND DEEPSEEK AS A SOLUTION TO THE PRACTICAL 

EXAM IN WEB PROGRAMMING 

LLM Model 
ChatGPT  
(GPT-3.5) 

Claude  
(Sonnet v3.7) 

DeepSeek 
(V3) 

Working 

code? 
Yes Yes Yes 

Optimal 

code? 

Uses 2 
unnecessary arrays 

and thus 2 

unnecessary cycles 
to create them 

(but could 

motivate its 
decision why) 

Uses 2 

unnecessary 

arrays and thus 2 
unnecessary 

cycles to create 

them 

Yes 

Grade Excellent A Excellent A Excellent A 

The results of our experiments with both theoretical and 
practical IT exams are similar and confirm those achieved by 
Puthumanaillam et al. [10] and Rytilahti and Kaila [11] in other 
subjects. 

Since students are illegally trying to use artificial 
intelligence (AI) during their exams, it is interesting to know 
how the AI chatbots themselves would evaluate a student who, 
during a practical exam, has to create an application, has the 
right to use all Internet resources, without AI, but he or she 
cannot do anything alone. However, if he or she is allowed to 
use artificial intelligence, then he or she gets an excellent 
solution from the AI, but does not understand it. 

Claude replies that, in its opinion, the student deserves “Fail 
F”, because the essence of both education and assessment is to 
measure students’ knowledge and skills, not their ability to find 
someone or something to do the work for them. 

ChatGPT states that the grade should be “Sufficient D” 
because we should not only evaluate knowledge, but also the 
ability to solve problems. If the student can solve problems with 
the help of AI, then he or she has at least some ability to find a 
solution. 

According to DeepSeek, the fair grade is “Sufficient D” 
since the problem is "solved", but the lack of understanding is a 
critical flaw in the educational context. The chatbot adds that, if 
the student can demonstrate how he or she used the AI, this 
shows some metacognitive skills and would even justify a 
“Good C” grade. 

Although LLM chatbots seem to easily solve exams, there 
are other tasks they cannot solve, even if they generate perfectly 
working programming code for solving them. For example, the 
assignment problem [15] or other optimization tasks. When 
asked why they are able to generate a programming code to 
solve the task but cannot provide the solution directly, LLM 
chatbots reply that they generate the code as text based on their 
training, but they do not have an access to servers to run it. That 
is why they can provide just the code, but not the overall final 
solution. This means that the programming code they generate 
for the practical exams has not been tested before giving it to 

students, and thus the LLM chatbots cannot actually guarantee 
that it is really working. 

V. CONCLUSION 

A series of experiments have been conducted, aiming to test 
whether large language models (LLM)-based chatbots could 
solve exam tasks in real-time with no or minimum interaction. 
Results could be summarized as follows: 

1) All the three AI chatbots (ChatGPT, Claude and 

DeepSeek) do an excellent job in solving both theoretical and 

practical exam tasks in the specified subjects, and would have 

earned an Excellent A grade. 

2) Students are not required to have any special skills in 

working with AI, nor skills in how to ask questions in order to 

get an accurate and correct answer. They simply take a picture 

of the assignment and send it to the chatbot. This could happen 

illegally during the exam, even without the teacher noticing 

that. 

3) When generating short open-ended answers in text 

format, Claude does the best job, answering most clearly and 

purposefully. 

4) In general, when generating text in Bulgarian, Claude 

performs best by providing short, beautiful and human-like 

sentences. 

5) DeepSeek answers the leanest and often tends to omit 

basic and well-known facts in its answer. 

Our experimental results completely align with those of 
other researchers, showing that LLM chatbots are quite good at 
solving both theoretical and practical IT exams. Especially when 
it comes to factual (fact-finding) questions or programming code 
generation, LLMs will not just pass the exam, but will get an 
excellent A or B grade. 

It seems that it is time to change the educational system again 
and shift the focus of assessment a little bit from the classical 
fact-finding and practical performance of elementary tasks to 
creativity, combinability, and skills for adapting and applying 
already gained knowledge. 
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