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Abstract—Artificial intelligence (AI) is increasingly being 

integrated into diagnostic and therapeutic interventions, offering 

potential advantages in accuracy, efficiency, and clinical decision-

making compared to conventional methods. This systematic 

review aimed to identify and characterise AI applications assessed 

in randomised controlled trials (RCTs), and to synthesise the 

reported clinical outcomes in comparison with standard 

approaches. A comprehensive search was conducted in PubMed, 

Scopus, and Web of Science for articles published between 2015 

and June 2024. Eligible studies included randomised controlled 

trials involving patients with various medical conditions who 

received diagnostic or therapeutic interventions supported by AI 

technologies. Comparators included conventional diagnostic or 

treatment methods, placebo, or standard care. Two reviewers 

independently screened the studies, extracted data, and assessed 

risk of bias using the Cochrane RoB 1 tool. A total of 13 trials 

involving 10,566 participants met the inclusion criteria, spanning 

a range of medical specialties including gastroenterology, 

dermatology, radiology, oncology, neurology, and ophthalmology. 

While several trials reported improvements in diagnostic 

accuracy, treatment planning, or procedural efficiency, other 

studies showed inconsistent or limited benefits, highlighting the 

variability in outcomes depending on the clinical context and type 

of AI application. This review offers an updated synthesis of AI-

based clinical interventions evaluated through randomised 

controlled trials and emphasises the need for further research to 

validate these tools, standardise their implementation, and assess 

their broader impact as health technology in modern healthcare 

systems. 
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I. INTRODUCTION 

In recent years, the field of artificial intelligence (AI) has 
experienced exponential growth, driving significant 
advancements across various disciplines, including medicine 
[1]. Medical applications of AI have begun to profoundly 
transform clinical practice and biomedical research, offering 
new possibilities to enhance diagnostic accuracy, personalize 
treatments, and optimize clinical data management [2–4]. These 
emerging technologies range from AI-assisted diagnostic 
systems to advanced predictive models and telemedicine 
applications, all aimed at improving the quality and efficiency 
of healthcare [5–7]. 

The implementation of AI in the medical field offers 
unprecedented opportunities for the personalization of 
treatments, dynamically adapting to the specific needs of each 
patient [8]. This ability not only improves clinical outcomes but 
also optimizes the utilization of medical resources, which is 
crucial in a globally strained healthcare environment [9]. AI-
based technologies facilitate continuous monitoring and patient 
follow-up, providing innovative tools for early disease detection 
and proactive management of chronic conditions [10]. By 
analyzing large volumes of data in real time, AI systems can 
alert healthcare professionals to potential complications before 
they clinically manifest, enabling faster and more effective 
interventions [11]. 

Despite these significant advancements, the integration of AI 
into medical applications presents crucial challenges [12], 
particularly in terms of ethical considerations, privacy, and 
variability in outcomes [13]. The collection and analysis of 
extensive medical data sets raise serious concerns about patient 
confidentiality and data integrity [14]. Moreover, the 
effectiveness of AI-based interventions can vary significantly 
depending on the specific medical condition and clinical 
context, which raises questions about their reliability and 
comparability to conventional methods [15]. To ensure the safe 
and equitable use of AI, it is imperative to establish clear and 
rigorous policies that address these issues, including algorithmic 
biases and disparities in implementation across different 
healthcare settings [16]. 

Furthermore, the successful integration of AI in medicine 
requires that healthcare professionals be adequately prepared to 
utilize these advanced tools [17]. This necessitates the 
development of comprehensive educational and training 
programs that equip medical staff with the skills needed to 
leverage AI technologies fully [18]. Understanding the ethical 
principles and best practices for integrating AI into daily clinical 
practice is essential [19], as is the ability to interpret and apply 
AI-generated recommendations while recognizing their 
capabilities and limitations [20]. 

Given the rapid evolution and proliferation of AI 
applications in medicine, there is a clear need for a systematic 
review that explores how these technologies are being applied in 
diagnostic and therapeutic contexts [21]. While prior reviews 
have provided broad overviews of AI in healthcare, they have 
often lacked a targeted focus on AI-based interventions 
evaluated through randomised controlled trials (RCTs). 
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To address this gap, a systematic review was conducted to 
identify and characterise diagnostic and therapeutic 
interventions based on AI, as evaluated in RCTs. 

 This review offers a structured synthesis of current 
applications and reported outcomes compared to conventional 
methods, highlighting areas of clinical promise, heterogeneity 
across medical fields, and directions for future research and safe 
implementation [23]. 

II. METHODOLOGY 

A. Design and Eligibility Criteria 

This systematic review followed the PRISMA 2020 
guidelines to ensure comprehensive and transparent reporting 
[24]. The PRISMA 2020 checklist is included as Supplementary 
Material 1. The objective of this review was to identify and 
synthesise randomised controlled trials (RCTs) that evaluated 
diagnostic or therapeutic interventions based on artificial 
intelligence (AI), compared to conventional approaches. The 
research question was structured using the PICO framework as 
follows: 

 Population (P): Patients with specific medical conditions 
receiving AI-based diagnostic or therapeutic 
interventions. 

 Intervention (I): AI-based diagnostic or therapeutic 
interventions. 

 Comparison (C): Conventional diagnostic or therapeutic 
methods, placebo, or standard care. 

 Outcome (O): Diagnostic accuracy, treatment efficacy, 
precision, and/or side effects. 

1) Inclusion criteria were: (i) RCTs evaluating diagnostic 

or therapeutic interventions supported by AI; (ii) studies 

including patients of any age, sex, or clinical condition; (iii) 

trials comparing AI-based approaches with conventional 

diagnostic or treatment methods, placebo, or standard care; and 

(iv) studies reporting quantitative clinical outcomes. 

2) Exclusion criteria were: (i) non-randomised studies 

(e.g., observational, cross-sectional, cohort, or case-control 

designs); (ii) RCTs without a comparator group using 

conventional methods; (iii) studies not reporting relevant 

clinical outcomes; (iv) duplicate publications; (v) editorials, 

conference abstracts, letters, reviews, or protocols. 

The review protocol was prospectively registered in the 
International Prospective Register of Systematic Reviews 
(PROSPERO) under registration number CRD42024583396, on 
26 August 2024. 

B. Information Sources and Search Strategy 

A systematic search was conducted across PubMed, Scopus, 
and Web of Science for studies published between January 2015 
and June 2024. The search strategy combined controlled 
vocabulary and free-text terms related to artificial intelligence 
and clinical interventions. Core search terms included “artificial 
intelligence”, “machine learning”, “deep learning”, “neural 
networks”, “natural language processing” combined with 
clinical concepts such as “diagnosis”, “treatment”, 

“therapeutic”, “patient care”, and study design filters 
(“randomised controlled trial”, “clinical trial”). 

Specific exclusion terms were also applied to remove non-
relevant designs, such as reviews, meta-analyses, case reports, 
editorials, and observational studies. Only original articles 
classified as clinical trials were retained. No restrictions were 
applied regarding patient population, but searches were limited 
to articles published in English or Spanish. 

The detailed search strategies for each database, including 
Boolean operators, limits, and filters, are provided in 
Supplementary Material 2. A total of 861 records were retrieved 
from PubMed, 1,359 from Scopus, and 306 from Web of 
Science. 

C. Selection and Data Collection Process 

All identified references were imported into Rayyan [25, 
26]. where duplicates were automatically removed. Two 
reviewers (SPC, OMS) independently screened titles and 
abstracts, followed by full-text review of potentially eligible 
articles. Any disagreements were resolved through discussion 
with a third reviewer (RFP). 

From the 2,526 records initially retrieved, 2,096 remained 
after duplicate removal. After screening 137 titles and abstracts, 
91 full-text articles were assessed for eligibility. Of these, 73 
were excluded for not meeting the inclusion criteria (detailed in 
Supplementary Material 3). Ultimately, 13 RCTs were included 
in the final analysis (Fig. 1). 

 

Fig. 1. Flow diagram of studies inclusion. 
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Data extraction was conducted independently by two 
reviewers using a pre-piloted form. Discrepancies were resolved 
by consensus. 

D. Variables Collected 

The primary outcomes of interest were diagnostic accuracy, 
treatment efficacy, and precision. Secondary outcomes included 
side effects and other clinically relevant metrics reported by the 
included studies. Each outcome was defined operationally 
according to the measures used in the original trials. 

E. Risk of Bias Assessment 

The risk of bias of the included RCTs was independently 
assessed by two reviewers (SPC, RFP) using the Cochrane 
RoB1 tool [27]. This tool evaluates six domains: random 
sequence generation, allocation concealment, blinding of 
participants, personnel and outcome assessors, incomplete 
outcome data, selective reporting, and other potential sources of 
bias. Disagreements were resolved with input from a third 
reviewer (OJF). 

The overall risk of bias for each trial was categorised as low, 
unclear, or high, based on the assessment across domains. 

III. RESULTS 

A. Study Selection 

The breakdown of results by database followed the search 
strategy based on the following string: “(artificial intelligence" 
OR "AI" OR "machine learning" OR "deep learning" OR 
"neural network*" OR "natural language processing") AND 
("medicine" OR "medical" OR "healthcare" OR "clinical" OR 
"health" OR "patient care" OR "diagnosis" OR "treatment" OR 
"biomedicine")”. A total of 2,526 open-access records were 
identified, considering documents in English and Spanish from 
the years 2015 to 2024 for Scopus, WoS, and PubMed. 

After removing duplicates, 2,096 records were screened by 
title and abstract. Following this initial screening, 137 articles 
were deemed potentially relevant and selected for full-text 
review. However, full text was not accessible for 46 of these 
articles. The remaining 91 articles underwent thorough full-text 
evaluation, leading to the exclusion of 73 studies due to various 
reasons, such as not meeting the inclusion criteria or lacking 
sufficient data for assessment. Ultimately, 13 randomised 
controlled trials (RCTs) with a combined total of 10,566 
participants were included in the systematic review (Fig. 1). 

B. Risk of Bias 

To enhance the rigor of the study, RoB 1 (Cochrane Tool) 
was employed for RCT. This comprehensive analysis covered 
various types of bias that could compromise the internal validity 
of the RCTs included in this review, including random sequence 
generation and allocation concealment to identify potential 

selection biases. Additionally, participant, personnel, and 
assessor blinding were examined to address performance and 
detection biases. Incomplete outcome data and selective 
reporting were also reviewed, as they might reflect attrition and 
reporting biases, respectively. Considering these factors, along 
with other potential biases, resulted in a thorough evaluation 
aimed at improving the study's quality and its conclusions, as 
detailed in Fig. 2. Table I shows characteristics of included 
randomized controlled trials. 

 
Fig. 2. Risk of bias summary across included studies. Note. Green represents 

low risk of bias; yellow represents unclear risk of bias; red represents high 

risk of bias. 
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TABLE I.  CHARACTERISTICS OF INCLUDED RANDOMIZED CONTROLLED TRIALS 

Author 

(year) 
Medical Area 

Population / 

Sample size 
Intervention 

Interventio

n Type 
Comparator 

AI Technology 

Used 

Main 

Conclusion 

Gastroenterology 

Miyaguchi 

(2024) [28] 
Gastroenterology 

Adults ≥20 

undergoing 

colonoscopy / 800 
(I:400, C:400) 

Linked-color 

imaging 

colonoscopy with 
AI assistance 

Diagnostic 

Linked-color 

imaging 

colonoscopy 
without AI 

CADEYE 
(Fujifilm EW10-

EC02) 

AI-assisted 

colonoscopy 

improved adenoma 
detection rate (ADR). 

Zhang 

(2024) [29] 
Gastroenterology 

Adults 18–75 

requiring 

colonoscopy / 
1360 (I:680, 

C:680) 

White-light 

colonoscopy with 
CADe 

Diagnostic 

White-light 
colonoscopy 

without 

CADe 

EndoAngel 

(Wuhan 
ENDOANGEL) 

Improved sensitivity 

and reduced polyp 
miss rate. 

Tang 

(2023) [32] 
Gastroenterology 

Adults with 

pancreatic masses 
/ 44 (I:21, C:23) 

CH-EUS 

MASTER-guided 
EUS-FNA 

Diagnostic 
Conventional 

EUS-FNA 

CH-EUS 
MASTER (AI-

guided contrast-

enhanced EUS) 

Improved diagnostic 

accuracy and yield. 

Hüneburg 
(2022) [34] 

Gastroenterology 

Adults ≥18 with 

Lynch syndrome / 

96 (I:50, C:46) 

AI-assisted 
colonoscopy 

Diagnostic 

High-
definition 

white-light 

endoscopy 

(HD-WLE) 

CAD-EYE 

(Fujifilm EW10-

EC02) 

Improved flat 

adenoma detection; 

overall ADR similar. 

Yao (2022) 

[35] 
Gastroenterology 

Adults >18 

undergoing 
colonoscopy / 

1076 (I:805, 

C:271) 

CADe, CAQ, and 

combined systems 
Diagnostic 

Colonoscopy 

without AI 

CADe (YOLO 
V3), CAQ (AI 

quality control) 

Combined AI 

improved ADR; CAQ 

was more effective 
than CADe alone. 

Shaukat 
(2022) [36] 

Gastroenterology 
Adults ≥40 / 1369 
(I:682, C:677) 

Colonoscopy with 
CADe 

Diagnostic 
Standard 
colonoscopy 

CADe (Computer-
Aided Detection) 

Increased ADR and 

adenomas per 

colonoscopy (APC). 

Repici 

(2020) [39] 
Gastroenterology 

Adults 40–80 
undergoing 

colonoscopy / 685 

(I:341, C:340) 

Colonoscopy with 

CADe 
Diagnostic 

Colonoscopy 

without 
CADe 

GI-Genius 

(Medtronic) 

Increased ADR 

without prolonging 
procedure time. 

Radiology 

Hwang 

(2023) [30] 
Radiology 

Adults ≥19 with 
respiratory 

symptoms / 3576 

(I:1761, C:1815) 

Chest radiograph 

interpretation with 
AI-CAD 

Diagnostic 

Standard 
chest 

radiograph 

interpretation 

Lunit INSIGHT 

CXR v2.0.2.0 

No improvement in 

sensitivity or false 
positives. 

Lee (2023) 

[31] 
Radiology 

Adults ≥20 

undergoing chest 

X-ray / 329 (I:166, 
C:163) 

AI-assisted 

interpretation of 

thoracic 
abnormalities 

Diagnostic 
Standard 
interpretation 

without AI 

Lunit INSIGHT 

CXR v2.0.3.0 

Improved non-
radiologist diagnostic 

accuracy. 

Dermatology 

Han (2022) 

[33] 
Dermatology 

Adults >19 with 

suspicious lesions 

/ 576 (I:305, 
C:292) 

Real-time AI-

assisted diagnosis 
Diagnostic 

Diagnosis 

without AI 

Model 
Dermatology 

(Multiclass AI) 

Significantly 

improved accuracy, 

especially in non-
experts. 

Oncology 

Nicolae 

(2020) [37] 
Oncology 

Prostate cancer 

patients / 41 (I:21, 
C:20) 

Machine learning-

based treatment 
planning 

Therapeutic 
Manual 

planning 

PIPA (Prostate 

Implant Planning 
Algorithm) 

Comparable 

dosimetry, with time 
and efficiency gains. 

Neurology 

Pavel 

(2020) [38] 
Neurology 

Neonates (36–44 
weeks) / 264 

(I:132, C:132) 

EEG with ANSeR 
for seizure 

detection 

Diagnostic 
Conventional 
EEG 

monitoring 

ANSeR 

(Algorithm for 

Neonatal Seizure 
Recognition) 

Better seizure-hour 

identification; no 

difference at patient 
level. 

Ophthalmology 

Linn (2019) 

[40] 
Ophthalmology 

Pediatric patients 
≤14 years / 350 

(I:350, C:350) 

Diagnosis using 

CC-Cruiser 
Diagnostic 

Diagnosis by 
senior 

consultants 

CC-Cruiser 
(Ophthalmic AI 

platform) 

Lower diagnostic 

accuracy, but faster 

with higher 
satisfaction. 

Note. I: Intervention group; C: Control group; AI: Artificial Intelligence; CADe: Computer-Aided Detection; CAQ: Computer-Aided Quality Improvement; CAD: Computer-Aided Diagnosis; ADR: Adenoma 

Detection Rate; ED: Emergency Department; CR: Chest Radiography; CXR: Chest X-ray; EUS-FNA: Endoscopic Ultrasound-Guided Fine-Needle Aspiration; CH-EUS MASTER: AI-assisted Contrast-Enhanced 

Harmonic Endoscopic Ultrasound system; HD-WLE: High-Definition White-Light Endoscopy; PIPA: Prostate Implant Planning Algorithm; ANSeR: Algorithm for Neonatal Seizure Recognition; EEG: 

Electroencephalogram. 
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IV. DISCUSSION 

This systematic review synthesised the current landscape of 
diagnostic and therapeutic interventions based on artificial 
intelligence (AI) as evaluated in randomised controlled trials 
(RCTs). The included studies span multiple medical specialties, 
offering a structured overview of how AI technologies are being 
implemented in clinical settings and what outcomes have been 
reported in comparison with conventional approaches. 

In gastroenterology, the integration of AI into endoscopic 
practice has consistently demonstrated clinically meaningful 
improvements. Multiple studies [28] and [39] confirmed that AI-
assisted colonoscopy significantly increased adenoma detection 
rates (ADR), a well-established surrogate marker for colorectal 
cancer prevention. Complementarily, the use of Computer-
Aided Detection (CADe) systems [29], [36] enhanced 
sensitivity for polyp detection without increasing unnecessary 
resections of non-neoplastic lesions, reinforcing their safety 
profile [22]. Importantly, AI demonstrated added value in 
specific high-risk populations: study [34] reported superior 
detection of flat adenomas in patients with Lynch syndrome, 
which are frequently overlooked by conventional methods. 
Beyond colonoscopy, AI has also optimized diagnostic yield in 
other domains, as evidenced by the CH-EUS MASTER system 
[32], which improved accuracy during EUS-FNA of pancreatic 
masses. Furthermore, the combined use of AI-driven detection 
and quality control systems [35] suggested a synergistic effect 
on real-time ADR, although this benefit was not replicated when 
each system was applied independently. Collectively, these 
findings not only highlight AI’s capacity to enhance early lesion 
detection but also illustrate its potential to reshape preventive 
strategies in gastrointestinal oncology [41]. By enabling real-
time visual analysis and identification of subtle mucosal changes 
often imperceptible to human observers, gastroenterology 
emerges as one of the most advanced fields for clinical AI 
implementation [42]. 

In radiology, the findings were more heterogeneous. Study 
[30] reported no significant improvement in sensitivity or false-
positive rates when chest radiographs were interpreted with AI 
assistance for the diagnosis of acute thoracic diseases. 
Conversely, study [31] demonstrated that an AI-assisted 
diagnostic protocol based on deep learning significantly 
enhanced the performance of non-radiologist physicians in 
detecting pulmonary abnormalities. These discrepant results 
may be explained by variations in the maturity of the algorithms, 
the expertise of end-users, and the clinical contexts in which the 
tools were applied. Collectively, they highlight the pressing 
need for validation studies that account for both technological 
development and real-world implementation challenges. 

In dermatology, study [33] showed that real-time AI 
assistance substantially improved diagnostic accuracy among 
non-expert physicians evaluating suspicious skin lesions. 
Interestingly, the greatest benefit was seen among trainees with 
limited dermatological experience, suggesting that AI functions 
not merely as a diagnostic adjunct but also as a pedagogical tool. 
This points to an underexplored opportunity for AI to strengthen 
medical education by supporting clinical reasoning and 
decision-making in early-career professionals. 

In oncology, study [37] showed that machine learning-based 
treatment planning for prostate cancer, specifically using the 
Prostate Implant Planning Algorithm (PIPA), improved time 
efficiency and streamlined workflow without compromising 
dosimetric quality compared to manual planning. These results 
highlight AI’s potential to optimize operational processes while 
maintaining treatment precision. 

In neurology, study [38] assessed the use of the ANSeR 
algorithm for neonatal seizure recognition. Although AI 
improved the identification of seizure hours, it did not enhance 
detection at the patient level when compared with conventional 
EEG. This suggests that, while AI can assist in data 
interpretation, its current clinical contribution to neonatal 
seizure diagnostics remains limited. 

In ophthalmology, study [40] evaluated the CC-Cruiser 
system and found that, although it facilitated faster diagnostic 
processes and improved patient satisfaction, its diagnostic 
accuracy and therapeutic decision-making were inferior to those 
of senior consultants. These results underscore the potential of 
AI to enhance efficiency and patient experience, but they also 
reveal critical limitations in replicating expert-level judgement. 
This suggests that, at present, AI should be regarded as an 
adjunctive tool rather than a replacement in complex clinical 
decision-making, highlighting the need for further refinement 
and validation before broader clinical integration. 

Overall, the included studies demonstrate a broad spectrum 
of AI applications across medical disciplines. However, the 
representation across specialties is uneven, with 
gastroenterology dominating the evidence base, while areas 
such as neurology [38] and ophthalmology [40] remain 
underrepresented. This limits the generalizability of findings to 
less-studied fields and highlights the need for more diverse and 
comprehensive RCTs in AI research. Additionally, the majority 
of included studies were conducted in technologically advanced, 
well-resourced hospital settings. Consequently, their 
applicability to low-resource or primary care environments 
remains uncertain. 

The certainty of evidence also varied. In gastroenterology, 
robust findings from multiple high-powered RCTs (e.g., [28],  
[29], [39]) provide strong support for the use of AI. In contrast, 
the mixed results in radiology [30], [31] and limited data in 
oncology and neurology reduce confidence in the broader 
applicability of these technologies. The variability in AI system 
types, clinical indications, and user expertise further complicates 
the ability to draw uniform conclusions across studies. 

Despite its strengths, this systematic review has several 
limitations. First, although the search strategy was extensive, it 
is possible that relevant studies were missed due to language 
restrictions or the stringent inclusion criteria. Second, 
heterogeneity across AI systems, patient populations, and 
outcome measures reduced the comparability of results and 
precluded meta-analysis. However, this same heterogeneity 
reflects the diversity and innovation within the field, illustrating 
the breadth of AI’s applicability to various clinical challenges. 

Notably, this review adheres to rigorous methodological 
standards, including AMSTAR-2 compliance, a predefined 
protocol, and a structured risk of bias assessment, which 
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collectively reinforce the validity and transparency of the 
findings. By restricting the review to randomised controlled 
trials, the study focused on high-quality evidence, ensuring that 
the conclusions are grounded in rigorous experimental data. 

In addition to evaluating clinical performance, this review 
indirectly reflects the growing sophistication and practical 
deployment of machine learning algorithms in healthcare 
settings. Most of the AI-based interventions included in the 
analysed RCTs involve deep learning models, computer vision 
tools, or natural language processing systems integrated into 
real-time clinical workflows. These findings not only 
demonstrate the clinical utility of AI but also highlight the 
importance of interdisciplinary collaboration between 
clinicians, data scientists, and engineers. Future studies should 
document more precisely the algorithmic architecture, training 
datasets, performance metrics, and update protocols of the AI 
systems being evaluated, to ensure reproducibility and 
transparency across both medical and computational 
communities. 

Collectively, these findings illustrate both the promise and 
the fragility of the current evidence base. Gastroenterology 
emerges as a model of successful integration of AI into routine 
practice, whereas other specialties remain in earlier stages of 
exploration, with evidence that is either inconsistent or limited 
in scope. This uneven development highlights the urgent need 
for methodological standardisation, greater representation of 
diverse healthcare contexts, and longitudinal validation studies 
to assess sustainability of outcomes over time. Addressing these 
gaps will not only advance the safe and equitable deployment of 
AI across medical disciplines but also ensure that its benefits 
extend beyond technologically advanced centres to the broader 
spectrum of global healthcare. 

Future research should prioritise underexplored medical 
specialties, assess AI interventions across diverse healthcare 
settings—including low-resource and primary care 
environments—and examine the impact of user training and 
experience on clinical outcomes. Longitudinal and multicentre 
studies are encouraged to evaluate the sustainability and 
generalisability of AI-assisted interventions. Moreover, 
developing standardised methodological frameworks and 
reporting guidelines will facilitate comparability, 
reproducibility, and evidence-informed adoption of AI 
technologies across clinical disciplines. 

V. CONCLUSION 

This systematic review identified and synthesised 
randomised controlled trials evaluating AI-based diagnostic and 
therapeutic interventions compared to conventional methods. 
The findings highlight that AI technologies can improve 
diagnostic accuracy and clinical performance, particularly in 
fields such as gastroenterology and dermatology. However, the 
variability of outcomes observed in specialties such as 
radiology, neurology and ophthalmology suggest that the 
clinical utility of AI is highly context dependent and influenced 
by the nature of the task, technological design and user expertise. 

These results underscore the importance of a critical and 
context-sensitive approach to the integration of AI in healthcare. 
While promising results support its implementation in specific 

domains, the observed heterogeneity indicates that AI is not a 
universal solution. A deeper understanding of the conditions 
under which AI adds the most value is essential, considering 
clinical context, provider training, technological maturity and 
patient characteristics. 

To advance responsible and effective integration of AI into 
clinical practice, future research should expand evaluation 
across diverse healthcare settings and populations. The 
development of standardised protocols and implementation 
guidelines is needed to ensure consistent and evidence-informed 
use. 

Additionally, studies should examine the impact of user 
training and experience on AI outcomes, and ensure that the 
deployment of these technologies promotes equity in access and 
benefit across all socioeconomic and geographic contexts. In 
summary, this systematic review provides an updated and 
evidence-based overview of AI applications in randomised 
controlled trials, offering a critical foundation to guide future 
research and the responsible integration of AI into clinical 
practice. 
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