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Abstract—The integration of Software Defined Networking
(SDN) and Network Function Virtualization (NFV) offers con-
siderable advantages in terms of scalability, interoperability,
and cost-efficiency. They redefine network architecture, replacing
rigid hardware-based control with a more flexible, software-
driven approach. However, this convergence also introduces sig-
nificant security threats and challenges due to architectural vul-
nerabilities and an expanded attack surface. This study presents
a comprehensive overview of the key security risks associated
with SDN/NFV networks. It analyzes existing countermeasures,
highlighting their effectiveness in addressing specific threats while
identifying limitations in achieving comprehensive security due to
inherent architectural vulnerabilities. The study concludes with
a discussion on open challenges and future research directions
toward more secure and resilient network infrastructures. This
study highlights the importance of an integrated security ap-
proach and identifies areas where further research is required to
enhance SDN/NFV security.
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I. INTRODUCTION

In today’s hyper-connected world, networks have become
the backbone of modern communications and services, from
enterprise operations to personal applications. As networks
grow in size and complexity, traditional networking archi-
tectures face limitations in terms of scalability, flexibility,
and manageability. Therefore, centralized administration and
virtualized infrastructures have become essential for effective
remote management and configuration [1].

This has led to the development of SDN, a novel paradigm
that decouples the control plane from the data plane, offering
greater programmability. SDN provides a centralized view of
the entire network, enabling administrators to dynamically
manage network traffic and resources through software ap-
plications. By separating control functions from the physi-
cal infrastructure, SDN allows the rapid deployment of new
network services, particularly in environments such as data
centers, cloud computing, and large-scale enterprise networks
[2].

While SDN centralizes and simplifies network control,
NFV focuses on decoupling network services from physical

devices by running them as software applications on virtualized
platforms. Through this change, hardware costs are reduced,
scalability is enhanced, and service provision is accelerated.
Combining SDN with NFV provides a more responsive and
controlled network architecture, especially for dynamic envi-
ronments [3].

Despite these promising benefits, the integration of
SDN/NFV causes new vulnerabilities and security issues. The
centralized control in SDN makes controllers potential targets
for cyber attacks [4]. Furthermore, open interfaces such as
Northbound and Southbound Application Programming Inter-
faces (APIs) expand the attack surface, creating more entry
points for attackers [5].

Given these emerging security challenges, traditional se-
curity mechanisms become inadequate. Artificial Intelligence
(AI) has increasingly become essential to detect, mitigate,
and prevent sophisticated attacks proactively [6]. Similar per-
spectives have been developed in our prior works, where
AI and Machine Learning (ML) were applied to enhance
SDN/NFV security [7], [8]. AI techniques enable automated
anomaly detection, adaptive threat response, and intelligent
decision-making that considerably surpass the capabilities of
conventional security solutions.

To frame the scope of this research, our study is guided
by a central inquiry: How can intelligent defense mechanisms
enhance the security of SDN and NFV architectures by ad-
dressing their inherent vulnerabilities and evolving threats?
More specifically, we ask in what ways such defenses can
strengthen these architectures against critical weaknesses and
emerging cyberattacks, and furthermore, how next-generation
intelligent strategies may be leveraged to secure SDN and
NFV while overcoming their most pressing challenges. These
complementary perspectives establish the foundation for the
analysis and recommendations presented in this work.

This study contributes by offering a thorough examination
of security vulnerabilities within SDN and NFV ecosystems,
a critical review of AI-based defense strategies, and the iden-
tification of research gaps that hinder robust implementation.
Furthermore, it outlines key recommendations to guide future
developments toward more resilient and secure programmable
networks.
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This study intends to encourage further studies towards en-
hancing the security of next-generation network environments
by highlighting the need of an integrated security strategy. In
our study, we provide an overview of the main security risks
influencing network topologies based on SDN and NFV. To
address these vulnerabilities, we review the countermeasures
that have been proposed in the literature and assess their
effectiveness and limitations. In addition, we discuss current
research gaps and open challenges that may hinder the imple-
mentation of reliable and secure SDN/NFV networks.

The structure of this study is as follows : Section II
introduces background and foundational concepts related to
SDN and NFV, followed by an overview of major security
threats and challenges in Section III. Section IV presents
countermeasures and a discussion on future directions. Section
V provides concluding remarks and perspectives for future
research.

II. BACKGROUND AND FUNDAMENTALS

A. From Traditional Network to Software-Defined Networking

The rapid progress of digital technologies, the virtualization
of services, and data intensive applications has revealed the
limitations of traditional network infrastructures [9]. Tradi-
tional networks rely on a distributed control model where
configuration and management tasks, such as routing policies,
access control rules, and software updates, must be applied
individually to each device. This lack of centralized orchestra-
tion raises operational complexity, extends the time required
to deploy updates or resolve misconfigurations, and leads to
higher maintenance costs [10]. Additionally, these architec-
tures frequently suffer from insufficient use of computational
and bandwidth resources, as well as a restricted capacity.

SDN emerged as a solution to overcome these limitations.
By separating the control plane from the data plane, SDN
enables centralized network control and simplifies the deploy-
ment of new services, as illustrated in Fig. 1.

Fig. 1. Traditional Network vs Software-defined networks.

The main benefit of SDN is its ability to decouple network
control from hardware, allowing administrators to manage and
modify the network through software interfaces without need
for physical alterations [11]. The abstraction is improved by the
vendor-neutral architecture of SDN, which ensures seamless
interoperability across multiple network devices and platforms.
This allows enterprises to extend their infrastructure, optimize
performance on customer demand, and respond quickly to

operational changes or security incidents [11]. The inherent
programmability and adaptability of SDN environments also
contribute to significantly better resource utilization, allowing
networks to operate more efficiently and respond dynamically
to real-time demands [12].

Fig. 2. Software-defined networks architecture.

Fig. 2 displays the fundamental architecture of SDN.
It consists of three main layers: the application layer, the
control layer, and the infrastructure or the data layer [13].
These layers are connected to one another by well-defined
interfaces, known as northbound and southbound interfaces.
This ensures that interactions and communication are carried
out without any disruptions across the framework. Network
behavior and policies are defined by software services hosted
at the application layer. These services may include traffic
engineering, quality of service (QoS) management, intrusion
detection, load balancing, and security monitoring. Instead
of explicitly configuring hardware, applications communicate
policies to the controller through the northbound interface.
This abstraction allows developers to introduce new features
or security functions rapidly without being constrained by the
limitations of proprietary hardware. In SDN systems, this layer
is ultimately responsible for enabling innovation and service
agility [14].

The control layer is the most important part of SDN.
It makes decisions by transforming application-level require-
ments into precise routing rules [14]. The SDN controller has
a global, real-time view of the whole network, which allows it
to make smart decisions about how traffic should be routed
or managed. This layer converts high-level application re-
quirements into low-level forwarding rules, which are installed
dynamically on switches and routers. By decoupling decision-
making from the physical devices, the controller ensures
coherent policy enforcement, optimized resource usage, and
rapid adaptation to network changes or security events. More-
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over, this layer supports programmability, allowing network
operators to define behavior through APIs and automation
frameworks.

The last layer, known as the infrastructure layer, also
referred to as the data plane, consists of physical or virtual
forwarding devices, such as switches and routers, that exe-
cute the instructions received from the controller through the
southbound interface [15]. These devices are simplified to
focus exclusively on packet forwarding, which reduces their
complexity, cost, and management overhead. The controller
may change their behavior dynamically, allowing for precise
traffic flow management and effective network resource use.

These layers together represent the four basic principles
of SDN: network programmability, abstraction of physical
infrastructure, centralized intelligence, and the separation of
control and data planes. Supported by protocols such as
OpenFlow, this architecture simplifies network management,
enhances scalability, and delivers the flexibility needed to
respond quickly to evolving operational and security demands.

B. The Need for Network Function Virtualization

Although SDN significantly enhances network control by
decoupling the control logic from forwarding devices, it does
not virtualize the network services themselves [16]. Middle-
boxes such as load balancers, firewalls, and NAT devices are
still dependent on proprietary hardware. This limits flexibility
and drives up operational costs. To address these constraints
and fully exploit the paradigm of SDN, NFV was developed.

The goal of NFV is to enable network functions to perform
as software instances on common, commodity servers by
separating them from specialized hardware [17]. This change
removes reliance on specific vendor appliances and allows
operators to deploy, scale, and manage services flexibly. SDN
offers centralized intelligence, and NFV delivers virtualized
services, creating an agile and cost effective networking envi-
ronment.

According to the European Telecommunications Standards
Institute (ETSI), NFV is built upon three essential key com-
ponents, illustrated in Fig. 3.

The components include Virtual Network Functions
(VNFs), Network Function Virtualization Infrastructure
(NFVI), and the Management and Orchestration (MANO)
system. Together, NFVI, VNFs, and MANO enable a software-
driven network that is automated and easily adaptable to
operational demands.

The first is the NFVI, which includes the physical hard-
ware, virtualization layer, and the virtualized resources. It
serves as the foundational layer, integrating the physical
hardware (servers, storage, and network resources) with a
virtualization layer that abstracts these resources into pools
of compute, storage, and connectivity. This abstraction allows
for the dynamic allocation of virtualized resources, supporting
the instantiation of virtual machines (VMs) and containers
that host the network functions [18]. This layer provides the
foundation to host virtual machines and containers.

The second block is VNFs, which implement specific
network functions using the virtual resources offered by the

Fig. 3. Network function virtualization.

NFVI. Examples include virtual routers (vRouter), firewalls
(vFW), and NAT (vNAT). These VNFs are modular and can
be deployed, updated, or removed dynamically [18].

The third and most critical block is MANO [18]. MANO
interacts with both the VNFs and the NFVI to manage the
lifecycle of services and resources. It is responsible for au-
tomating tasks such as deployment, scaling, monitoring, and
resource allocation. This block ensures that virtual services
can be managed efficiently and adjusted in real-time based on
traffic demands or system policies.

NFV offers several benefits, as shown in Fig. 4:

By replacing dedicated appliances with software instances,
NFV reduces capital expenditures (CAPEX) and operational
expenditures (OPEX) while accelerating service deployment.
It also enables faster deployment of new services and better
scalability, since virtual functions can be instantiated or ter-
minated as needed. In addition, NFV simplifies updates and
promotes vendor independence, allowing service providers to
choose flexible software solutions without being locked to
specific hardware platforms [19]. These characteristics position
NFV as a key enabler of flexible, automated, and future-proof
network infrastructures.

C. SDN and NFV Complementarity

SDN and NFV are two complementary technologies that
aim to modernize and optimize network architecture. While
SDN focuses on the separation of the control and data planes
to enable centralized overview and programmable control,
NFV addresses the virtualization of network services that
traditionally relied on dedicated hardware.

These two paradigms operate at different layers of the
network but are designed to work together [20]. SDN pro-
vides the intelligence and global view necessary to control
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Fig. 4. Advantages of network function virtualization.

how data flows across the network, while NFV delivers the
actual network functions as software running on virtualized
infrastructure. The integration of SDN and NFV results in a
flexible and programmable networking model, where services
and control are both decoupled from rigid infrastructures and
can evolve dynamically to meet operational requirements.

This synergy allows for greater agility, faster service de-
ployment, and reduced operational complexity. It also supports
automation and resource optimization by enabling flexible ser-
vice chaining and centralized orchestration. The combination
of SDN and NFV is particularly beneficial in modern use cases
such as 5G, cloud-native infrastructure, and edge computing,
where scalability and adaptability are essential [21]. To better
understand the roles and differences of SDN and NFV, Table I
presents a comparative summary of their key aspects.

TABLE I. COMPARISON BETWEEN SDN AND NFV

Aspect SDN NFV

Primary Focus Separation of control and
data planes

Virtualization of network
functions

Key Component SDN Controller VNFs, NFVI, MANO

Control Mechanism Centralized control via
software

Lifecycle and resource
management via MANO

Infrastructure Programmable switches
and routers

Servers and virtualization
layers

Deployment Speed Faster path control and
policy updates

Rapid deployment of vir-
tual services

Vendor Dependency Vendor-neutral (via
OpenFlow and APIs)

Reduces reliance on pro-
prietary hardware

Example Use Cases Dynamic routing, traffic
engineering

Virtual firewalls, NAT,
load balancing

Relationship Controls how data flows
in the network

Provides the services that
flow over the network in-
frastructure

While SDN enables centralized control and dynamic net-
work management, it does not cover the virtualization of the

network functions themselves. For this reason, a complemen-
tary approach called NFV was introduced to decouple network
services from dedicated hardware. NFV enables these services
such as routing, firewalls, or load balancing to run as software
on general purpose servers.

III. SECURITY THREATS AND CHALLENGES

A. Software-Defined Networking Challenges

SDN introduces a revolutionary network architecture; how-
ever, this change brings several challenges. One of the most
critical is the centralization of control. Acting as the brain of
the network, the controller becomes a single point of failure.
Any malfunction, misconfiguration, or successful intrusion
against this component can lead to a complete collapse of
network services. Attackers who manage to compromise the
controller gain unprecedented control, enabling them to alter
flow rules, inject malicious policies, and disrupt or hijack
traffic across the entire infrastructure. If compromised, the
controller could enable full network disruption [22]. In this
context, our earlier research proposed intelligent approaches to
detect and resolve policy violations within SDN control and
data planes [23], [24].

In addition, communication between SDN components
introduces another layer of vulnerability. The southbound
interface, typically relying on protocols such as OpenFlow
[25], lacks robust native security features, leaving it exposed to
message spoofing, tampering, and man-in-the-middle attacks
(MitM). Similarly, northbound interfaces often suffer from
insufficient access control. When improperly secured, these
interfaces may allow unauthorized access or the injection of
malicious services which significantly weakens the trust model
of the entire architecture.

Scalability [26], also represents a persistent challenge. As
networks grow in size and complexity, optimizing controller
placement, balancing workloads, and minimizing latency in
control messages become increasingly challenging. In dis-
tributed deployments, where multiple controllers must syn-
chronize to maintain a coherent global view, inconsistencies
may arise, resulting in policy conflicts and operational insta-
bility [27]. These architectural weaknesses are aggravated by
the absence of unified security frameworks and the reliance
on open-source components that often lack rigorous hardening
against advanced threats.

A particularly severe threat to SDN infrastructures is the
Distributed Denial of Service (DDoS) attack. In traditional
networks, such attacks aim to overwhelm servers or network
links with excessive traffic, but in SDN, the impact is often
more damaging because of the centralized nature of control.
During a DDoS attack, large volumes of malicious traffic
are generated from multiple sources and directed toward the
data plane, triggering a flood of control messages sent to
the controller. This sudden surge of requests can exhaust the
controller’s processing capacity, resulting in delays, instability,
or even total network failure. Attackers may also target the con-
troller directly, exploiting its role as the decision-making hub
to paralyze its operations. The consequences of a successful
DDoS attack include severe service degradation, unavailabil-
ity of critical applications, and disruption of communication
across the entire network [28].
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Beyond these aspects, SDN operates in a highly dynamic
environment where policies, flows, and states change con-
tinuously. Ensuring consistent visibility across all elements,
preventing rule conflicts, and maintaining traceability in such
rapidly evolving conditions require sophisticated monitoring
systems that are still under development [29]. Without ade-
quate oversight, misconfigurations or silent intrusions can re-
main undetected for extended periods, undermining the overall
security posture of the network.

Table II summarizes the main threats affecting each SDN
domain, outlines the associated risks, and highlights defensive
measures capable of mitigating these vulnerabilities. This
analysis emphasizes the urgent need for integrated security
mechanisms capable of addressing both the architectural weak-
nesses and the evolving threat landscape that characterizes
SDN deployments [30].

B. Network Function Virtualization Challenges

NFV reshapes traditional network architectures by de-
coupling network functions from proprietary hardware and
deploying them as software instances on commodity servers
[19]. This transformation provides unprecedented scalability
and operational flexibility, but at the same time introduces
complex risks that threaten the reliability and security of
virtualized infrastructures [31]. The dynamic and distributed
nature of NFV, where VNFs are instantiated, migrated, or
terminated on demand, creates an environment in which en-
suring consistency, isolation, and performance becomes highly
challenging. Unlike static hardware-based systems, NFV relies
on virtualization layers, orchestration components, and multi-
domain coordination, all of which may become sources of
vulnerabilities if not carefully secured [31].

The threats associated with NFV extend across multiple
layers, from the physical hardware to virtualized resources and
orchestration control, each requiring tailored countermeasures.
Table III consolidates the main threat categories, describes
their mechanisms, and links them to appropriate mitigation
strategies. This table demonstrates that achieving security in
NFV is not the responsibility of a single component but rather
the result of coordinated efforts across all layers, combining
isolation, authentication, monitoring, and resilience techniques
to ensure that flexibility does not come at the expense of
security.

One major concern is the complexity of orchestration and
management of virtualized resources across multiple domains.
The dynamic nature of VNFs makes it difficult to ensure con-
sistent performance, availability, and isolation. Furthermore,
resource allocation and scaling mechanisms can lead to unpre-
dictable performance and increased attack surfaces. Another
challenge lies in interoperability and standardization. NFV
environments often consist of heterogeneous components from
different vendors, making integration and management more
error prone. Additionally, the reliability and fault tolerance of
VNFs must be guaranteed, especially in critical applications
such as vehicular or industrial networks.

The orchestration of VNFs across heterogeneous infrastruc-
tures is one of the primary difficulties in NFV deployment.
Managing resources dynamically while maintaining service
continuity requires precise coordination of computing, storage,

and network elements, a task that becomes increasingly com-
plex in multi-tenant or cross domain environments. Inconsis-
tent resource allocation, poor synchronization, or errors during
VNF migration may lead to unpredictable QoS, degradation in
performance, and in some cases complete service disruption
[32]. Furthermore, the lack of standardized interfaces and
uniform protocols between components from different vendors
hampers interoperability, making integration error prone and
potentially insecure. These architectural constraints are even
more critical in latency sensitive environments such as indus-
trial control systems and vehicular networks, where reliability
and fault tolerance are non negotiable requirements [33].

From a security perspective, NFV inherits threats from both
traditional networks and cloud computing while introducing
new attack surfaces specific to virtualization. Hypervisors,
which manage the virtualization layer, are particularly sensitive
targets. Also, a successful exploitation can compromise all
hosted VNFs and give attackers control over the underlying
infrastructure. The orchestration layer, known as MANO, also
becomes a high-value target because of its privileged role in
managing the entire NFV lifecycle. Exploiting insecure APIs
or misconfigurations at this level can lead to unauthorized op-
erations, data leaks, or the injection of malicious components
[34]. The trustworthiness of third-party VNFs is another major
concern, as these functions may contain backdoors, hidden
malware, or exploitable vulnerabilities that compromise the
entire chain of services once deployed.

Another significant challenge arises from the lifecycle of
VNFs. Each instantiation, scaling, migration, or termination
presents specific vulnerabilities [35]. For example, during
migration, data and states are transferred across domains, and
insufficient protection during this process can allow intercep-
tion or tampering. Similarly, insecure onboarding of VNFs can
facilitate the deployment of malicious images, while improper
termination may leave residual data or open configurations
exploitable by attackers. The absence of continuous monitoring
during these operations further increases the likelihood of
undetected intrusions or misconfigurations persisting within
the infrastructure [36].

The complexity of NFV also lies in its dependency on
cloud-like environments and programmable interfaces, where
the attack surface expands rapidly with each added component
or tenant. An adversary can exploit poorly monitored orches-
tration decisions, manipulate inter-VNF communications, or
overload physical resources to trigger cascading failures. These
scenarios highlight the urgent need for context-aware intrusion
detection, runtime verification mechanisms, and automated
incident response capable of adapting to evolving threats. At
the same time, strict verification of VNF integrity, secure
software supply chains, and robust cryptographic protections
for management channels are essential to strengthen trust
within NFV ecosystems. Fig. 5 highlights some of the most
critical threats affecting NFV environments. These threats
arise at multiple layers of the architecture, ranging from
physical resources to virtualization platforms and orchestration
mechanisms, underscoring the need for comprehensive and
coordinated defense strategies.
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TABLE II. RISKS AND THREATS IN SDN SECURITY DOMAINS

Security Component Vulnerability/Threat Risk Consequences Defensive Action

Control Plane Over dependence on a single controller
instance

Loss of orchestration, network paralysis Use distributed architectures, backup con-
trollers, and high availability frameworks

Northbound Interfaces APIs exposed to orchestration platforms
and apps without strict security controls

Unauthorized access, policy override, service injection TLS encryption, API gateway, strong RBAC,
input validation

Southbound Interfaces Message injection or tampering in pro-
tocols like OpenFlow

Corrupted flow tables, misrouting, loss of trust Message authentication, channel encryption,
switch-level access policies

Application Layer Malicious or vulnerable apps interacting
with the controller

Flow conflicts, data leakage, service disruption App sandboxing, behavioral monitoring, ap-
plication certification workflows

Flow Management Conflicts or outdated flows in switch
tables

Policy violation, packet loops, resource waste Implement rule expiration, rule audits, con-
sistency validation engines

Inter Communication Lack of verification between East and
West control domains

Propagation of compromised state, unsynchronized
behavior

Signed messaging, secure sync protocols,
consensus mechanisms

Monitoring Unlogged configuration changes, miss-
ing traceability

Persistent misconfigurations, undetected policy viola-
tions

Continuous auditing, automated logging, ver-
sion control and rollback systems

TABLE III. VIRTUAL NETWORK SECURITY: THREATS VS COUNTERMEASURES

Threat Category Threats Countermeasure Category Countermeasures

Disclosure
Information Leakage, Information Interception, Intro-
spection Exploitation

Access Control Trusted Virtual Domains, Sandboxes

Deception
Identity Fraud, Loss of Registry Entries, Replay Attacks Authentication Interoperability Between Federations, Certificate-

Based, Key-Based

Disruption Physical Resource Overloading, Physical Resource Fail-
ure

Confidentiality VLANs and VPNs, Tunneling and Cryptography, Fire-
walling and Subnetting

Usurpation Identity Fraud, Software Vulnerability Exploitation Integrity, Nonrepudiation, Availability Path Splitting, Limiting Introspection, Cryptography,
Timestamping, Physical Resource Isolation, Virtual
Network Resilience

Fig. 5. Network function virtualization threats.

C. Security Threats within SDN and NFV

Nowadays, the majority of existing frameworks are focused
on migrating network functions from hardware devices to vir-

tualization environments. SDN and NFV are two independent
but complementary concepts. When combined, they provide
an additional benefit in terms of simplified management, rapid
service deployment, and reduced operational costs. However,
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it also significantly expands the attack surface, as each tech-
nology introduces its vulnerabilities while their interaction
creates new, composite risks that span multiple layers of the
architecture [36].

In SDN, the centralized controller is an essential asset but
also a critical weakness. Its compromise can disrupt the entire
network, enabling attackers to manipulate flow rules or shut
down services altogether. Similarly, NFV introduces threats
at the virtualization layer, where hypervisors and VNFs be-
come primary targets. Malicious VNFs or hypervisor exploits
may breach isolation boundaries, gaining access to the host
environment and other tenants. The orchestration layer, shared
between SDN and NFV, faces its own set of threats. Weakly
secured MANO components or misconfigured APIs can allow
privilege escalation, unauthorized control operations, or the
deployment of rogue VNFs that compromise the network.

MitM attacks [37], represent another severe risk in these
ecosystems. Interception of traffic can occur both in SDN
control channels and during NFV operations such as VNF
migration, allowing adversaries to manipulate or spy on com-
munications. DoS attacks are also particularly damaging in
this context. Overwhelming the SDN controller, the NFV or-
chestrator, or the underlying infrastructure can degrade perfor-
mance or even cause complete service outages. These attacks
become more difficult to mitigate in dynamic environments,
where large volumes of traffic are legitimate and distinguishing
malicious flows is challenging.

The programmability of SDN and NFV, while central to
their flexibility, also creates opportunities for misconfiguration.
Incorrect policies, insecure automation scripts, and flawed
orchestration workflows can unintentionally expose the net-
work to vulnerabilities without any direct attacker involvement.
Furthermore, unpatched software in SDN applications or VNF
packages provides attackers with exploitable weaknesses that
can propagate rapidly across virtualized infrastructures. Third-
party VNFs pose an additional risk, as they may include
hidden backdoors or malicious code capable of undermining
the integrity of the network once deployed [38].

The integration of SDN and NFV introduces complex
interdependencies between control, orchestration, and virtual-
ization layers. This tight coupling means that an attack on one
component can cascade, affecting other layers and amplify-
ing its impact. Securing such an environment requires more
isolated defense mechanisms. It demands a holistic approach,
where isolation, strong authentication, integrity verification,
and continuous monitoring are enforced consistently across
all layers. Real-time intrusion detection, secure orchestration
policies, and rigorous VNF verification processes are crucial
for ensuring that the benefits of SDN/NFV adoption are not
undermined by evolving cyber threats [39].

Table IV synthesizes the main threat domains observed in
SDN and NFV environments, and highlights how their inte-
gration increases exposure to attacks. This summary underlines
the necessity for coordinated security mechanisms capable of
addressing vulnerabilities at every level of the SDN/NFV stack,
preventing isolated weaknesses from escalating into systemic
failures.

TABLE IV. SUMMARY OF SECURITY CHALLENGES IN SDN AND NFV

Domain Challenges / Threats

NFV VNF isolation failure, insecure lifecycle management,
hypervisor vulnerabilities, untrusted VNF onboarding

SDN Centralized controller exposure, insecure APIs, third-
party app vulnerabilities, southbound protocol threats

SDN/NFV Integration DoS attacks, MitM, VNF escape, orchestration manipu-
lation, privilege escalation

IV. COUNTERMEASURES REVIEW AND FUTURE
DIRECTIONS

A. Countermeasures Review

In recent years, research on SDN and NFV security
has evolved considerably, moving from traditional protection
mechanisms to intelligent, adaptive frameworks. Countermea-
sures have been proposed for every architectural layer, includ-
ing the control plane, data plane, virtualization infrastructure,
orchestration systems, and exposed APIs.

For SDN, earlier studies recommended strengthening the
controller through redundancy, fine-grained access controls,
and secure southbound communication. Jiménez et al. [40] ap-
plied the STRIDE methodology to analyze threats across SDN
layers and recommended tighter access policies, controller
hardening, and secure APIs. Despite these enhancements, they
noted unresolved challenges such as dynamic policy conflicts
and insufficient protection against zero-day vulnerabilities.

Beyond static defenses, several studies have proposed AI-
enhanced security frameworks. Shobowale et al. [41] explored
5G threats focusing on SDN and NFV layers, introducing a
combination of blockchain-based authentication, layered ac-
cess control, and AI-driven intrusion detection. However, their
framework faced scalability challenges, high computational
overhead, and limited coverage against emerging side-channel
and supply-chain attacks.

In the NFV context, Pattaranantakul et al. [42] proposed
countermeasures such as hypervisor isolation, trust domains,
and adaptive access control. While these techniques improved
security at individual layers, the lack of orchestration-level
integration allowed sophisticated interlayer attacks to persist.

Other research explored entropy-based detection. Fan et al.
[43] developed a lightweight approach using fusion entropy to
detect DDoS attacks in SDN. Their model combined informa-
tion entropy and logarithmic energy entropy to identify anoma-
lies with high precision. Although effective in simulations, it
required manual threshold settings and lacked evaluation in
complex multi-controller deployments.

More recent works emphasized hybrid and intelligent sys-
tems. Nadeem et al. [44], reviewed ML techniques for securing
SDN, focusing on detecting DDoS, botnets, and ransomware.
They demonstrated how supervised and deep learning models
can improve detection accuracy, while also highlighting vulner-
abilities to adversarial samples and the need for explainability.
Similarly, the Hybrid SDN-IDS framework leveraged dynamic
SDN control and NFV monitoring to detect and mitigate
threats in real-time. Its evaluation showed improved detection
rates, but its performance under large-scale traffic conditions
remains uncertain.
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TABLE V. FUTURE RESEARCH DIRECTIONS FOR ENHANCING SDN/NFV SECURITY

Research Direction Objective Addressed Challenge

Unified Threat Intelligence [40], [46] Enable cross-layer visibility and event correlation
across SDN, NFV, and cloud domains

Fragmented monitoring, lack of coordination between
components

Lightweight, Real-Time Detection [43], [44] Design efficient anomaly detection models suitable for
resource-constrained environments

High computational cost of current AI methods; unsuit-
able for IoT/edge

Autonomous and Self-Adaptive Security [47] Develop self-healing systems that react to evolving
threats and reconfigure policies automatically

Inability to respond dynamically to zero-day or stealth
attacks

Secure VNF Marketplaces [19], [42] Ensure trust in third-party VNFs through attestation,
certification, and runtime monitoring

VNF tampering, backdoors, and insecure onboarding

Formal Verification of Orchestration Policies [41] Apply formal methods to validate orchestration rules
before deployment

Misconfiguration risks, policy inconsistencies, privilege
escalation

Post-Quantum Cryptography and Trusted Execution
Environments (TEEs) [48]

Strengthen data confidentiality and control-plane in-
tegrity in next-gen programmable networks

Future cryptographic attacks; lack of hardware-assisted
security primitives

For Next-Generation Networks, AI-driven cross-layer
frameworks have gained traction. Alnaim [45] critically exam-
ined SDN, NFV, and network slicing in 5G, proposing security-
by-design methodologies and UML-based reference models.
However, the lack of standardized enforcement limits their
adoption. The study [46] proposed integrating SDN controllers,
NFV orchestration, and AI anomaly detection for slice-aware
protection in 5G/6G. While promising, its real-world latency
and scalability remain to be validated. Complementary to
these studies, our contributions investigated how ML-based
algorithms can strengthen intrusion detection in SDN/NFV
environments [8] and proposed frameworks for automated
policy enforcement [23].

Finally, Li et al. [47] introduced a proactive defense
combining Moving Target Defense (MTD) and Reinforcement
Learning (RL). This approach dynamically reconfigures net-
work parameters to counter stealthy attacks, yet introduces new
risks tied to the vulnerabilities of RL models themselves.

Although several AI-based security mechanisms have been
proposed in the literature, most are evaluated in ideal or simu-
lated settings. There remains a lack of critical assessment under
adversarial scenarios or across heterogeneous infrastructures
combining SDN controllers, NFV orchestrators, and multi-
tenant environments.

In summary, literature shows a clear progression toward
adaptive, AI-enhanced, and cross-layer security frameworks for
SDN and NFV. However, common limitations persist such as
high computational demands, lack of standardized orchestra-
tion, and limited validation under real world conditions. These
findings highlight the need for lightweight AI models, resilient
orchestration-level controls, and robust defenses against adver-
sarial threats.

B. Discussion and Future Directions

The reviewed literature confirms a clear evolution toward
AI-augmented, cross-layer, and adaptive security frameworks
for SDN and NFV networks. These solutions aim to address
complex threats in highly dynamic environments such as 5G,
IoT, and vehicular networks. Nevertheless, several persistent
challenges remain unresolved.

Among AI techniques, supervised models dominate cur-
rent literature, yet their dependence on labeled data lim-
its real-world generalization [44]. RL and unsupervised ap-

proaches, while promising, still lack extensive benchmarking
in SDN/NFV contexts [47]. This observation is consistent with
earlier surveys that emphasized the gap between simulation-
based validation and practical deployment in operational in-
frastructures [40], [44]. For instance, [40] highlights how
current solutions often remain limited to laboratory environ-
ments, reducing their applicability to real-world programmable
infrastructures.

Another key limitation lies in the absence of standardized
and interoperable security frameworks. Current solutions often
address threats at isolated layers (control, data, or virtual-
ization), but fail to ensure consistent protection across the
entire architecture [41], [46]. Moreover, many approaches
are validated only under ideal laboratory conditions, with
limited assessment under realistic network traffic and latency
scenarios [45]. This limitation is particularly evident in large-
scale SDN deployments, where orchestration complexity and
latency constraints cannot be ignored [46].

AI and ML have shown significant potential in improv-
ing detection and response capabilities, as demonstrated in
recent works on SDN security [44], [45]. However, they
bring new risks such as high computational demands, lack
of explainability, and exposure to adversarial manipulation
[25], [47]. The complexity of training and deploying robust
AI models remains a barrier, particularly in edge and multi-
tenant scenarios where resources are constrained, a limitation
which is also emphasized in studies on real-time SDN/NFV
security frameworks [41], [46]. These findings are consistent
with our previous proposals, which stressed the importance
of lightweight and explainable AI for practical deployment in
programmable networks [7], [24]. As noted in [47], adversarial
interference against AI-driven systems represents an emerging
risk that requires more resilient and transparent defense mech-
anisms.

Moreover, a critical gap remains in evaluating these secu-
rity frameworks under realistic, heterogeneous environments.
Very few approaches have been tested across operational
SDN/NFV infrastructures involving cross-domain orchestra-
tion, adversarial interference, or third-party VNF integrations
factors, that are crucial for assessing their robustness and
scalability.

In summary, while substantial progress has been made
toward intelligent and adaptive SDN/NFV defenses, the lit-
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erature highlights clear research gaps. Addressing interoper-
ability, ensuring scalability, and developing robust, adversarial-
resilient AI models remain essential for advancing secure and
trustworthy programmable networks.

To guide future work, several promising directions have
emerged from the literature. These focuses on enhancing se-
curity intelligence, improving the adaptability of defenses, and
addressing the unique challenges of highly dynamic SDN/NFV
ecosystems. Table V summarizes these key directions and their
corresponding objectives.

In addition to these conceptual directions, future work
will include experimental validation of selected approaches,
particularly AI-driven detection mechanisms, through imple-
mentation and evaluation in real-world programmable network
environments such as SDN-based vehicular or cloud-edge
architectures.

In conclusion, while existing studies have laid a strong
foundation, the increasing complexity of SDN and NFV de-
mands new generations of security frameworks that are not
only intelligent and adaptive but also lightweight, verifiable,
and resilient to emerging attack strategies.

V. CONCLUSION

Next-Generation Networks, built upon concepts like SDN
and NFV, have emerged as innovative and diverse architec-
tures. By decoupling the control and data planes and virtual-
izing network functions, they offer unprecedented flexibility,
programmability, and operational efficiency. However, this
paradigm shift also brings forth new attack vectors, archi-
tectural weaknesses, and orchestration challenges that demand
proactive and adaptive security measures.

This study underscores the necessity of adopting a unified
and cross-layer security framework to mitigate the evolving
threats specific to SDN and NFV deployments. By identifying
critical gaps in existing solutions and evaluating their limita-
tions, it aims to inspire more effective approaches tailored to
the demands of programmable and distributed infrastructures.
Furthermore, the integration of intelligent techniques, such
as AI and ML, emerges as a promising direction offering
dynamic, context-aware defenses suited for complex environ-
ments such as 5G, IoT, and edge networks.

In line with our guiding research questions, this work
has shown that intelligent defense mechanisms can enhance
the security of SDN and NFV by addressing their inherent
vulnerabilities. They can also strengthen these architectures
against emerging cyberattacks, while next-generation intelli-
gent strategies hold strong potential to overcome their most
pressing challenges. Nevertheless, certain limitations remain:
most proposed solutions are evaluated in simulated settings,
lack cross-layer interoperability, and do not fully consider
adversarial manipulation or real-world scalability.

Future research must therefore prioritize resilient,
lightweight, and verifiable security mechanisms validated
under realistic deployment conditions. By closing these gaps,
the community can move closer to achieving robust and
trustworthy programmable networks capable of supporting
critical infrastructures in 5G, IoT, and beyond.
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