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Abstract—Application Programming Interface (API) 

management is currently a trending research area; however, APIs 

require careful attention to Non-Functional Requirements (NFRs) 

to ensure system performance, maintainability, security, and 

resiliency. The software industry struggles to maintain API 

quality, especially NFRs, due to a focus on functional aspects in 

standards like the OpenAPI Specification (OAS). Similarly, 

standards, such as ISO/IEC 25010:2023, evaluate the quality of 

general software but offer limited guidance on addressing API 

challenges. Based on the industry perspective, this paper 

prioritizes the most critical quality attributes and their influencing 

factors for APIs, supporting the development of a Non-Functional 

Requirement Quality Framework for APIs (NFRQF-API). We 

adopted ISO/IEC 25010 as our reference standard and surveyed 

industry experts. Eleven NFRs are added in the survey, including 

nine from ISO/IEC 25010 and two additional attributes, 

Observability and Resiliency, identified through the literature 

review. A structured survey tool has been validated, pilot-tested, 

and distributed to 38 API practitioners, with data analyzed 

through IBM Statistical Package for the Social Sciences (IBM 

SPSS). SPSS demonstrates strong internal consistency (α > 0.7) 

across items within each group. Additionally, Maintainability 

(4.29) and Resiliency (4.20) have been identified as core NFRs, 

while Interaction Capability (3.18), Flexibility (3.18), and Safety 

(2.93) have lower scores based on their mean calculation. The 

remaining six NFRs are moderately significant, highlighting their 

ongoing importance. These findings, based on NFR classification, 

establish a solid foundation for developing a Quality Framework 

for APIs aligned with modern Software engineering requirements. 

The article supports researchers and practitioners to build a 

strong understanding towards NFR prioritization, which is a 

crucial step for API quality management. 
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I. INTRODUCTION 

In the modern landscape, APIs have become the core 
elements of digital ecosystems, such as cloud computing, mobile 
platforms, and microservices architectures. APIs cover both 
technical and business aspects. Technically, solutions are 
provided by the APIs based on the problems faced by business 
organizations and establish a set of requirements that determine 

how the application interacts and supports in the exchange of 
data. On the other hand, from a business perspective. APIs serve 
the organizations in utilizing their resources more efficiently to 
generate value, both across various departments and in 
collaboration with external partners [1]. As APIs gain significant 
popularity in the modern software ecosystems, their quality, 
explicitly focusing on NFRs, is crucial for their success [2]. 
However, despite their importance, organizations mainly face 
challenges in managing API quality, particularly regarding 
scalability, security, maintainability, and performance [3], [4]. 

NFRs are referred to as constraints and quality attributes  [5], 
however, neglecting them can result in expensive post-
development rework in software applications, which is usually 
a significant risk in the success of any project  [6], [7]. Similarly, 
Observability and Resiliency have emerged as vital quality 
attributes in managing the complexity and reliability of modern 
APIs and microservices. As the behaviour of an API differs from 
that of traditional software, Observability as a quality attribute 
not only specifies the quality of the API's behaviour but also the 
tools, logs, and monitoring systems that provide transparency 
into its real-time operations [8], [9]. Likewise, Resiliency 
supports the graceful handling of failures without any 
disruptions in API services [10], [11]. Recent studies have 
demonstrated that integrating degradation and recovery through 
automated requirement-driven adaptations significantly 
improves overall system resilience and minimizes downtime 
[12]. 

The OpenAPI Specification (OAS) is one of the popular 
existing RESTful APIs standards [13], but it primarily focuses 
on functional aspects [14], [15], and limited to address the NFRs 
[16], [17]. Additionally, international quality standards, such as 
ISO/IEC 25010:2023, outline nine quality attributes, including 
Functional Suitability, Performance Efficiency, Compatibility, 
Interaction Capability, Reliability, Security, Maintainability, 
Flexibility, and Safety [18] but it mainly focuses on maintaining 
the quality of general software, and is limited in addressing API-
specific challenges [19]. Therefore, the lack of comprehensive 
API guidance in these standards may lead to poor API 
management, which can impact quality and reliability [20]. 
Hence, improving API quality through a comprehensive 
framework that considers the broader range of quality attributes, 
including both design-time and runtime aspects, remains a 

*Corresponding author. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 16, No. 9, 2025 

350 | P a g e  
www.ijacsa.thesai.org 

significant unexplored domain in software engineering [21], 
[22], “in press” [23]. 

This study identifies and prioritizes key NFRs along with 
their influencing factors that affect API quality, based on 
industry perception. The industry feedback has been collected 
through a structured, validated questionnaire that underwent 
expert reviews, pilot testing, and statistical validation, 
contributing a refined classification of NFRs relevant to real-
world software development. The findings based on the 
classification of NFRs support the development of an NFR 
Quality Framework for APIs, which builds a strong 
understanding towards the quality management of APIs for both 
researchers and industry. 

This paper is organized into the following sections: 
Section II presents the literature review, Section III describes the 
methodology, including the comprehensive NFR prioritization 
process, while Section IV covers the results and a brief 
discussion. Similarly, Section V discusses practical and 
theoretical implications, whereas Section VI concludes by 
summarizing the findings and proposing directions for future 
research. 

II. LITERATURE REVIEW 

A. Significance of Application Programming Interface (API) 

The API standard was first developed in the 1940s as a 
modular software library for EDSAC [24]. The term 
"Application Program Interface" was first introduced in the 
1960s [25] to denote the data structures and functions associated 
with computer graphics on remote systems [26]. In the 2000s, as 
the Internet became famous, the Representational State Transfer 
(REST) architecture was formalized with the name of a network-
based API, where the REST and similar APIs have been 
collected and are called "Web API" [27]. The growing 
significance of APIs in today’s dynamic digital environment has 
accelerated software development [28], [29]. APIs serve as 
intermediaries, facilitating communication between various 
systems and enhancing integration, which promotes efficiency, 
innovation, and collaboration [30]. 

1) API development life cycle: APIs are not just a 

component that a developer can set and forget [31]. Developers 

need to plan, create, deploy, and monitor APIs to keep them 

aligned with business needs and know when to retire them. In 

his article, Stephen J. Bigelow [32] explains the five stages of 

an API lifecycle: Plan, Develop, Test, Deploy and Retire, as 

shown in Fig. 1: 

 
Fig. 1. API development life cycle. 

B. Managing Non-Functional Requirements (NFRs) 

One of the significant challenges in the dynamic world of 
software development is managing Non-Functional 
Requirements (NFRs) because of the deployment and frequent 

changes they face during the development lifecycle [33], [34]. 
NFR, as a term, was first used by Roman, G-C., in 1985 [35]. 
Furthermore, this term is also called quality attributes [5], goals, 
and non-behavioural requirements, respectively [35]. 
Krishnamurthy and Saran (2007) use the term "auxiliary 
requirements" to expand the interpretation of NFR [36]. Some 
NFRs are crucial and required to be addressed while designing 
the APIs, such as reliability, security, performance, 
maintainability, compatibility, and usability [37]. NFRs impact 
software systems' overall quality and success in a growing 
software development environment, where a poor approach to 
NFR management may be the reason for project failure [38]. 

Observability is one of the key attributes that support 
enhancing the system’s reliability and performance [39]. It 
covers most of the post-deployment aspects of APIs, such as 
logging, monitoring, and metrics collection [40], [41]. Similarly, 
the observability also supports efficient debugging and cost 
management in APIs [42], [43]. Organizations can ensure that 
their APIs are robust, efficient, and cost-effective by following 
the three main components of observability, such as logging 
completeness, real-time monitoring, and distributed tracing [43], 
[44]. Similarly, the Resiliency covers fault tolerance, graceful 
degradation, automatic recovery, and self-healing, which are the 
crucial aspects in maintaining continuous service and reliability 
in distributed systems [45]. Fault tolerance is a crucial aspect in 
APIs that ensures that systems can continue their services even 
in the failures [12].  It provides the reliability of APIs during 
failures, which is essential for maintaining high availability and 
performance. Automatic recovery mechanisms are integral to 
self-healing systems, which aim to restore normal operations 
after a failure [46]. Kumar et al. in 2022 [47] highlight the 
critical importance of NFRs during software development by 
emphasizing that usability, security, and reliability are often 
overlooked or inefficiently addressed. While various existing 
development methodologies, such as Agile, Scrum, Spiral, 
DevOps, etc., mainly focus on the Functional areas [48], 
however, the developers ignore the crucial aspect of NFRs when 
designing the APIs [49], even though the quality of an 
application is primarily based on the NFRs [50]. 

Like traditional software, the quality of an API is crucial [51] 
that can be analyzed by evaluating multiple aspects, such as 
functional and non-functional [52]. The functional quality is 
mainly maintained by referring to the requirements that have 
been collected and documented. However, the Non-Functional 
Requirements are partially addressed, which can affect the 
quality of the software [53] as well as APIs [15]. Hence, 
software quality is essential in a software development 
environment and needs to be maintained frequently [54]. 

C. Review of Quality Factors Addressed 

ISO/IEC25010 is the latest product quality model, updated 
in 2023 as the second edition. This model belongs to the Systems 
and Software Quality Requirements and Evaluation (SQuaRE) 
family, which applies to Information and Communication 
Technology (ICT) and software products. To assess the quality 
of the products, this model comprises nine quality characteristics 
[20], such as, Functional Suitability,  Performance Efficiency, 
Compatibility, Interaction Capability, Reliability, Security, 
Maintainability, Flexibility, and Safety [20], as shown in Fig. 2. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 16, No. 9, 2025 

351 | P a g e  
www.ijacsa.thesai.org 

 
Fig. 2. A Diagrammatic model of ISO/IEC 25010:2023. 

In Table I, we have analyzed few studies based on quality 
attributes addressed such as, Functional Suitability (FS), 
Performance Efficiency (PE), Compatibility (CY), Interaction 
Capability (IC), Reliability (RL), Security (SE), Maintainability 
(MY), Flexibility (FY), Safety (SA), along with the two 
emerging quality attributes, Observability (OY) and, Resiliency 
(RS). 

By summarizing the review of the above-mentioned articles 
in terms of the comparison of quality factors addressed, Table I 
shows that the majority of articles only addressed Performance 
efficiency, Security, Maintainability, and to some extent, 
Functional suitability and Reliability as quality attributes in their 
research. However, their focus on the remaining NFRs 
mentioned in ISO/IEC 25010:2023 is limited. The two emerging 
quality attributes, Observability and Resiliency, identified in the 
literature review, are also addressed in a limited manner. 
However, the NFRQF-API effectively addresses all key non-
functional quality attributes in alignment with ISO/IEC 25010. 

TABLE I.  LITERATURE REVIEW ON QUALITY FACTORS ADDRESSED 

References 
List of Quality Attributes 

FS PE CY IC RL SE MY FY SA OY RS 

[46]       򢝖 򢝖             򢝖       

[12]                      򢝖          

[55]       򢝖             򢝖 򢝖       

[56]          򢝖                      

[41]                      򢝖       򢝖 

[47]       򢝖 򢝖          򢝖 򢝖    򢝖 

[57]                                  

[58]          򢝖                      

[59]          򢝖                      

[60]          򢝖                      

[61]          򢝖                      

[62]          򢝖                      

[63]          򢝖                      

[64]                            򢝖 򢝖 

[65]       򢝖             򢝖       򢝖 

[66]                      򢝖       򢝖 

[67]                      򢝖       򢝖 

[68]       򢝖 򢝖                   򢝖 

[69]                      򢝖       򢝖 

[70]                      򢝖    򢝖 򢝖 

NFRQF- API                                  

Legend:       =Fully Addressed,   =Not Addressed, 򢝖= Partially Addressed 
 

III. METHODOLOGY 

This study adopts a quantitative research methodology to 
identify and prioritize the key NFRs that affect the quality of 
APIs. The quantitative approach has been selected due to its 

suitability in collecting expert perceptions. Fig. 3 shows a 
systematic structure of the Methodology adopted in this study. 
The structure of the Methodology consists of five phases, 
including Survey design, Expert Validation Process, Survey 
Distribution (covering both Pilot and Final Survey distribution), 
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Cronbach’s alpha reliability test using IBM SPSS Statistics, and 
Data analysis (utilizing descriptive statistical tools such as mean 
and Standard Deviation). 

 
Fig. 3. A Structure of a research methodology structure. 

A. Implementation of Methodology 

1) Phase 1: Survey Design. The questionnaire for the pilot 

study comprises two primary sections: demographic data to 

contextualize participant responses, and targeted questions 

assessing the perceived importance of quality attributes 

mentioned in ISO/IEC 25010:2023. The first section includes 

12 closed-ended and open-ended questions to collect detailed 

demographic data, focusing on participants' professional roles, 

industry sectors, and experience with API management. The 

second section includes 47 closed-ended questions linked to 11 

quality attributes and the factors influencing them. Each quality 

attribute grid includes a mandatory 5-point Likert scale to 

assess respondent feedback, ensuring accurate and consistent 

responses. 

2) Phase 2: Expert Validation Process. To ensure the 

accuracy, clarity, and appropriateness of the questionnaire, both 

face validity and content validity [71] assessments have been 

conducted prior to distribution, as mentioned below: 

a) Face validity. The face validity [71], [72] of the 

questionnaire has been assessed through direct consultations 

with four academic experts possessing relevant backgrounds in 
research methodology, software engineering, and computer 
science. Their feedback has been pursued to ensure that the 
questionnaire is not only visually appealing and structurally 
sound but also suitable for effective data collection and 

analysis. Their feedback addressed: 

• The overall clarity and understandability of the 
questions. 

• The formatting of Likert scale responses for consistency 
and ease of use. 

• Vocabulary adjustments to simplify technical jargon for 
broader respondent comprehension. 

• Structural suggestions include expanding the number of 
questions per variable to enhance statistical reliability. 

b) Content validity. Content validity [71], [73] is assessed 
by five domain experts in API development and software 

architecture, who evaluated the questionnaire for: 

• Relevance and representativeness of the selected NFRs. 

• Alignment with real-world industry practices, such as 
development environments, tools, and common 
development challenges. 

• Addition of two novel NFRs and improvements to 
demographic and technical sections. 

Overall, other industry experts have provided positive and 
encouraging feedback on the questionnaire. They also 
recognized that the inclusion of two emerging NFRs from the 
literature, along with attributes mentioned in the ISO/IEC 25010 
standard, enhances the questionnaire's comprehensiveness and 
practicality. This feedback shows the applicability and 
usefulness of the questionnaire for both academic and 
professional domains. 

3) Phase 3: Survey distribution 

a) Pilot study and validation process. To ensure the 
instrument's quality and reliability, a pilot study [74], [75] with 
16 respondents across various countries has been conducted. By 

following the guidelines of M. Tavakol and R. Dennick (2011) 
[76], a Cronbach’s Alpha has been employed, which has 
supported identifying issues related to low reliability, such as 
redundancy, ambiguity, and imbalance among items. Based on 
the pilot results presented in Table II, overlapping or unclear 
questions have been refined, and the questionnaire structure has 

been adjusted to assign an equal number of 4 items, resulting in 
a total number of 44 questions. This adjustment helps to avoid 

potential biases in the calculation of mean scores. 

b) Final survey distribution. The questionnaire-based 

survey methodology employed a non-probabilistic convenience 
sampling approach, following the expert recommendations of 
Wohlin, Fowler Jr, and Kasunic [77], [78], [79] to gather data 
from industry experts specialized in API domains across 
multiple countries. Convenience sampling involves selecting 
participants based on their accessibility and availability, with a 

particular focus on their expertise and relevance to API 

management. 
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c) Data collection. Data collection has occurred through 
an online survey platform (Google Forms), chosen for its 
accessibility and effectiveness in managing responses. The 
survey has been accessible to respondents for over four weeks, 
allowing industry experts sufficient flexibility to participate and 

complete the questionnaire conveniently. A total of 38 relevant 
and valid responses have been collected during the four-week 

period. 

4) Phase 4: Content Validity Indices (I-CVI and S-CVI) 

and Reliability Test 

a) Item-level content validity index and scale-level content 

validity index. Table III provides a detailed summary of the I-
CVI (Item-level Content Validity Index) values for individual 
items and the overall S-CVI (Scale-level Content Validity 
Index) score, reflecting the content validity of the 

questionnaire. 

TABLE II.  GROUP-WISE CRONBACH’S ALPHA RELIABILITY FOR NFR 

ITEMS (PILOT STUDY) 

Sr.# NFRs Number of Items 
Cronbach's Alpha 

(Pilot Study) 

1.  FS 5 0.61 

2.  PE 4 0.57 

3.  CY 4 0.41 

4.  IC 5 0.72 

5.  RL 3 0.48 

6.  SE 4 0.75 

7.  MY 5 0.54 

8.  FY 3 0.52 

9.  SA 5 0.50 

10.  OY 4 0.80 

11.  RS 5 0.77 
 

TABLE III.  I-CVI (ITEM-LEVEL CVI) AND S-CVI (SCALE-LEVEL CVI) 

NFR Factors 
Experts rating 

3 or 4 
I-CVI 

FS 

FS1: It is important that the API provides all the required functions for users. 5 1.00 

FS2: It is important that the API covers all tasks and goals thoroughly. 4 0.80 

FS3: It is important that the API provides accurate and reliable results. 5 1.00 

FS4: It is essential that Functional Suitability supports API quality by allowing tasks to be completed without 

unnecessary steps. 
5 1.00 

PE 

PE1: It is important that the API provides a quick response time under expected load conditions. 4 0.80 

PE2: It is important that the API ensures minimal resource usage during operations. 5 1.00 

PE3: It is important that the API efficiently handles high traffic, ensuring performance under peak conditions. 5 1.00 

PE4: It is essential that Performance Efficiency enhances API speed, responsiveness, and resources used to ensure 

quality. 
4 0.80 

CY 

CY1: It is important that the API integrates seamlessly with other systems, regardless of platform. 4 0.80 

CY2: It is important that the API supports multiple platforms (e.g., mobile, web, IoT) and environments. 5 1.00 

CY3: It is important that the API ensures backward compatibility with previous versions. 4 0.80 

CY4: It is essential that Compatibility supports API quality by ensuring seamless integration with multiple platforms 

and systems. 
5 1.00 

IC 

IC1: It is important that the API’s interface is intuitive and easy for users to operate and control. 4 0.80 

IC2: It is important that the API provides meaningful error messages for troubleshooting. 4 0.80 

IC3: It is important that users can quickly learn to use the API. 4 0.80 

IC4: It is essential that an API’s quality depends on strong Interaction Capability, including clear documentation, a user-

friendly interface, and easy integration. 
4 0.80 

RL 

RL1: It is important that the API consistently performs its intended functions without failure, even under load. 5 1.00 

RL2: It is important that the API ensures high availability with minimal downtime to maintain service continuity. 5 1.00 

RL3: It is important that the API remains operational even in the event of an error. 5 1.00 

RL4: It is essential that Reliability supports API quality by ensuring consistent performance, high availability, and 

minimal downtime. 
4 0.80 

SE 

SE1: It is important that the API provides strong authentication and authorization to secure access. 5 1.00 

SE2: It is important that the API uses data encryption during transmission and storage to protect sensitive information.  5 1.00 

SE3: It is important that the API is resilient against common security threats, such as injection and cross-site scripting 

attacks. 
4 0.80 

SE4: It is essential that Security supports API quality by protecting data, preventing unauthorized access, and meeting 

security standards. 
4 0.80 

MY 

MY1: It is important that the API has a clear modular architecture to support easy maintenance and upgrades.  5 1.00 

MY2: It is important that the API allows seamless updates and versioning without disrupting service or breaking 

backward compatibility. 
5 1.00 

MY3: It is important that well-structured and clear documentation helps maintain and troubleshoot the API efficiently. 5 1.00 
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MY4: It is essential that Maintainability enables easy updates, bug fixes, and adaptation to new requirements over time. 5 1.00 

FY 

FY1: It is important that the API supports multiple deployment models (e.g., cloud, on-premises). 4 0.80 

FY2: It is important that the API can be installed easily. 4 0.80 

FY3: It is important to design APIs that are scalable to support flexibility. 4 0.80 

FY4: It is essential that the API stays flexible so it can adapt to new business needs and changing technologies. 5 1.00 

SA 

SA1: It is important that the API does not cause harm to people, property, or the environment. 4 0.80 

SA2: It is important that the API works within safe limits to prevent unsafe actions. 4 0.80 

SA3: It is important that the API can help find risks that could cause harm. 4 0.80 

SA4: It is essential that Safety helps ensure API quality by preventing unsafe actions and switching to a safe mode if 

something goes wrong. 
4 0.80 

OY 

OY1: It is important that the API captures and retains logs for debugging, auditing, and monitoring performance. 5 1.00 

OY2: It is important that the API provides real-time monitoring and alerts to notify of any failures. 4 0.80 

OY3: It is important that the API uses distributed tracing to track requests across services. 5 1.00 

OY4: It is essential that Observability supports API quality by enabling monitoring, logging, and troubleshooting to 

maintain optimal performance. 
5 1.00 

RS 

RS1: It is important that the API handles failures smoothly without disrupting service. 5 1.00 

RS2: It is important that the API keeps partial functionality available instead of failing completely. 5 1.00 

RS3: It is important that the API can recover automatically from failures without requiring manual intervention. 5 1.00 

RS4: It is essential that Resiliency supports API quality by effectively managing failures, recovering quickly, and 

maintaining uninterrupted operations. 
5 1.00 

S-CVI (Average of I-CVIs) 0.91 
 

N= Number of Experts = 5 

M= Number of Items = 44 

Ai= Number of experts who rated item (i) as 3 or 4 

𝐼 − 𝐶𝑉𝐼𝑖 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑝𝑒𝑟𝑡𝑠 𝑟𝑎𝑡𝑖𝑛𝑔 3 𝑜𝑟 4 (𝐴𝑖)

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐸𝑥𝑝𝑒𝑟𝑡𝑠
 

IF,  (Ai= 5 and N= 5) 𝐼 − 𝐶𝑉𝐼𝑖 (𝑓𝑜𝑟 24 𝑖𝑡𝑒𝑚𝑠) =  
5 

5
, 𝐼 −

𝐶𝑉𝐼𝑖 = 1.00 

IF,  (Ai= 4 and N= 5) 

𝐼 − 𝐶𝑉𝐼𝑖 (𝑓𝑜𝑟 20 𝑖𝑡𝑒𝑚𝑠) =  
4 

5
, 𝐼 − 𝐶𝑉𝐼𝑖 = 0.80 

𝑆 − 𝐶𝑉𝐼𝐴𝑣𝑒 = 
∑ (𝐼 − 𝐶𝑉𝐼 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖𝑡𝑒𝑚𝑠)

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐼𝑡𝑒𝑚𝑠 (𝑀)
 

Hence, 

𝑆 − 𝐶𝑉𝐼𝐴𝑣𝑒 =  
40 

44
, 𝑆 − 𝐶𝑉𝐼𝐴𝑣𝑒 = 0.91 

To ensure the relevance and appropriateness of the 
questionnaire items before the final distribution, a Content 
Validity Index (CVI) has been calculated based on ratings from 
five domain experts. Each expert has rated all 44 items on a 4-
point scale (1 = Not Relevant to 4 = Highly Relevant). An item-
level CVI (I-CVI) has been computed by dividing the number of 
experts who rated an item as 3 or 4 by the total number of 
experts. All 44 items have achieved an I-CVI ≥ 0.78, indicating 
acceptable content validity based on the standard threshold 
recommended by Lynn (1986) [80] and supported by the recent 
studies of Almohanna et al., (2022) [81]. Thus, no items have 
been eliminated at this stage. By following the guidelines of 

Polit, D. F., & Beck, C. T. (2006), the Scale-level Content 
Validity Index (S-CVI) has been calculated as the average of all 
I-CVI values across the instrument, which shows 0.91, 
indicating excellent overall content validity [73]. 

b) Reliability test (Cronbach’s alpha). By following the 
guidelines of M. Tavakol and R. Dennick (2011) [76], a 
Cronbach’s Alpha is employed to assess the reliability of the 
questionnaire shown in Table IV, followed by Fig. 4, which 

ensures that the set of questionnaire items is reliable. 

The above-mentioned Table IV and Fig. 4 demonstrate the 
acceptable reliability (α > 0.7) [76], [82] of the items mentioned 
against each NFR. Reliability coefficients across all NFRs in the 
final study exceeded the acceptable threshold of 0.70, with 
Compatibility (CY), Security (SE), and Observability (OY) 
achieving the highest reliability, above 0.80. However, 
Functional Suitability (FS), Performance Efficiency (PE), 
Interaction Capability (IC), Reliability (RL), Maintainability 
(MY), Flexibility (FY), Safety (SA), and Resiliency (RS) 
remained between 0.70 and 0.80, indicating good reliability 
coefficients. 

5) Phase 5: Data Analysis. The collected data have been 

prepared for analysis through coding and categorization based 

on participant responses to Likert-scale items. By applying 

IBM SPSS Statistics, descriptive statistical tools such as mean 

and standard deviation are used to compute the ranking of NFRs 

for identification purposes. Table V, together with Fig. 5, 

below, shows the mean and standard deviation range to 

compute the ranking of NFRs. By following the guidelines of 

“Boone & Boone, 2012” [83], an interpretation based on the 

mean and standard deviation has also been included in the table. 
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TABLE IV.  GROUP-WISE CRONBACH’S ALPHA RELIABILITY FOR NFR ITEMS (FINAL STUDY) 

Sr.# NFRs 
Final Study 

Number of Items Cronbach's Alpha 

1.  FS 4 0.72 

2.  PE 4 0.74 

3.  CY 4 0.81 

4.  IC 4 0.73 

5.  RL 4 0.76 

6.  SE 4 0.82 

7.  MY 4 0.75 

8.  FY 4 0.76 

9.  SA 4 0.76 

10.  OY 4 0.82 

11.  RS 4 0.79 

 
Fig. 4. Group-wise Cronbach’s a lpha reliability for NFR items (final study). 

TABLE V.  OVERALL MEAN AND STANDARD DEVIATION FOR 11 NFRS 

NFR Mean Standard Deviation Interpretation 

MY 4.29 0.58 High Importance, High Consensus 

RS 4.20 0.69 High Importance, High Consensus 

FS 4.18 0.54 Moderate Importance, High Consensus 

OY 4.16 0.61 Moderate Importance, High Consensus 

SE 4.14 0.65 Moderate Importance, High Consensus 

RL 4.09 0.62 Moderate Importance, High Consensus 

PE 4.08 0.65 Moderate Importance, High Consensus 

CY 3.97 0.66 Moderate Importance, High Consensus 

IC 3.18 0.68 Low to Moderate Importance, High Consensus 

FY 3.18 0.55 Low to Moderate Importance, High Consensus 

SA 2.93 0.63 Low to Moderate Importance, High Consensus 

0.66
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Fig. 5. NFR-wise mean and standard deviation. 

The above-mentioned Table V, followed by Fig. 5 shows 
that Maintainability and Resiliency achieve “High Importance” 
as Core NFRs, while Functional Suitability (FS), Observability 
(OY), Security (SE), Reliability (RL), Performance Efficiency 
(PE), and Compatibility (CY) are considered to have moderate 
importance and are regarded as Critical NFRs. Conversely, 
Interaction Capability (IC), Flexibility (FY), and Safety (SA) are 
assessed as “Low to Moderate Importance” and are interpreted 

as Contextual NFRs. On the other hand, the standard deviation 
indicates a high level of variability in participants’ responses to 
each item in the questionnaire. 

For a detailed analysis of the factors influencing each NFR, 
Table VI offers an interpretation of each factor based on the 
mean and standard deviation.

TABLE VI.  INTERPRETATION BASED ON FACTOR-WISE MEAN AND STANDARD DEVIATION 

NFR Factors Mean Standard Deviation Mean Interpretation Standard Deviation Interpretation 

FS 

FS1 4.29 0.65 High Importance High Consensus 

FS2 4.03 0.82 Moderate Importance Moderate Consensus 

FS3 4.03 0.79 Moderate Importance High Consensus 

FS4 4.37 0.63 High Importance High Consensus 

PE 

PE1 4.18 0.83 Moderate Importance Moderate Consensus 

PE2 3.87 0.96 Moderate Importance Moderate Consensus 

PE3 4.03 1.00 Moderate Importance Moderate Consensus 

PE4 4.24 0.63 High Importance High Consensus 

CY 

CY1 3.95 0.87 Moderate Importance Moderate Consensus 

CY2 4.26 0.72 High Importance High Consensus 

CY3 3.79 0.87 Moderate Importance Moderate Consensus 

CY4 3.87 0.84 Moderate Importance Moderate Consensus 

IC 

IC1 3.21 0.93 Low to Moderate Importance Moderate Consensus 

IC2 3.18 0.93 Low to Moderate Importance Moderate Consensus 

IC3 3.11 0.89 Low to Moderate Importance Moderate Consensus 

IC4 3.24 0.88 Low to Moderate Importance Moderate Consensus 

RL 

RL1 3.87 0.99 Moderate Importance Moderate Consensus 

RL2 4.05 0.80 Moderate Importance Moderate Consensus 

RL3 4.05 0.80 Moderate Importance Moderate Consensus 

RL4 4.37 0.63 High Importance High Consensus 

SE 
SE1 4.18 0.8 Moderate Importance Moderate Consensus 

SE2 4.11 0.86 Moderate Importance Moderate Consensus 

0

1

2

3

4

5

MY RS FS OY SE RL PE CY IC FY SA

4.29 4.20 4.18 4.16 4.14 4.09 4.08 3.97

3.18 3.18
2.93

0.58 0.69 0.54 0.61 0.65 0.62 0.65 0.66 0.68 0.55 0.63

Mean Standard Deviation
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SE3 3.95 0.87 Moderate Importance Moderate Consensus 

SE4 4.34 0.71 High Importance High Consensus 

MY 

MY1 4.21 0.74 High Importance High Consensus 

MY2 4.05 0.90 Moderate Importance Moderate Consensus 

MY3 4.53 0.65 High Importance High Consensus 

MY4 4.37 0.75 High Importance High Consensus 

FY 

FY1 3.11 0.80 Low to Moderate Importance Moderate Consensus 

FY2 3.16 0.79 Low to Moderate Importance High Consensus 

FY3 3.24 0.63 Low to Moderate Importance High Consensus 

FY4 3.21 0.66 Low to Moderate Importance High Consensus 

SA 

SA1 2.84 0.82 Low to Moderate Importance Moderate Consensus 

SA2 2.84 0.89 Low to Moderate Importance Moderate Consensus 

SA3 3.29 0.69 Low to Moderate Importance High Consensus 

SA4 2.74 0.86 Low to Moderate Importance Moderate Consensus 

OY 

OY1 4.16 0.82 Moderate Importance Moderate Consensus 

OY2 4.05 0.84 Moderate Importance Moderate Consensus 

OY3 4.18 0.69 Moderate Importance High Consensus 

OY4 4.26 0.69 High Importance High Consensus 

RS 

RS1 3.97 0.91 Moderate Importance Moderate Consensus 

RS2 4.32 0.84 High Importance Moderate Consensus 

RS3 4.32 0.90 High Importance Moderate Consensus 

RS4 4.21 0.87 High Importance Moderate Consensus 
 

The above-mentioned Table VI shows an in-depth analysis 
of the factors associated with each NFR, where each NFR is 
divided into four items based on the factors affecting it. Table VI 
presents the Mean, Standard deviation, and interpretation based 
on the mean and standard deviation of the four items for each 
NFR. Out of the 11 NFRs (44 items), 8 NFRs (32 items) are 
categorized as having “High” or “Moderate” importance. 
However, 3 NFRs (12 items) specifically Interaction Capability 

(IC), Flexibility (FY), and Safety (SA) are assessed as having 
"Low to Moderate" importance. 

IV. RESULTS AND DISCUSSION 

A. Comparison of Pilot and Final Studies 

Table VII, followed by Fig. 6 below, summarizes the key 
differences between pilot and final reliability metrics.

TABLE VII.  GROUP-WISE CRONBACH’S ALPHA RELIABILITY COMPARISON OF PILOT AND FINAL STUDY 

Sr.# NFR 
Pilot Study Final Study 

Number of Items Cronbach's Alpha Number of Items Cronbach's Alpha 

1.  FS 5 0.61 4 0.72 

2.  PE 4 0.57 4 0.74 

3.  CY 4 0.41 4 0.81 

4.  IC 5 0.72 4 0.73 

5.  RL 3 0.48 4 0.76 

6.  SE 4 0.75 4 0.82 

7.  MY 5 0.54 4 0.75 

8.  FY 3 0.52 4 0.76 

9.  SA 5 0.50 4 0.76 

10.  OY 4 0.80 4 0.82 

11.  RS 5 0.77 4 0.79 
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Fig. 6. Group-wise Cronbach’s alpha reliability comparison of pilot and final study.

Based on the comparison between the Pilot and Final studies 
mentioned in the above Table VII, the final survey achieved 
higher Cronbach’s alpha scores and confirmed improved 
internal consistency, with group-wise reliability for each NFR 
exceeding the threshold of 0.70, demonstrating strong reliability 
across all individual dimensions. 

The Item-Level Content Validity Index (I-CVI) was 
calculated as the proportion of experts rating each item as three 
or four. Twenty-four items were rated three or four by all five 
experts, resulting in an I-CVI of 1.00. Conversely, 20 items 
received ratings of three or four from four experts, resulting in 
an I-CVI of 0.80. Consequently, all items exceeded the 
recommended minimum of 0.78 for five reviewers. Using the 
average method, the Scale-Level Content Validity Index (S-
CVIAve) also confirmed the excellent overall content validity of 
the instrument as 0.91. 

B. Prioritization of NFRs 

Analysis of expert responses based on the Descriptive 
analysis of NFRs (mentioned in Tables V and VI) shows: 

• Maintainability (MY) and Resiliency (RS) have been rated 
as highly important (Mean ≥ 4.20) with strong consensus 
(SD ≤ 0.79) and are classified as Core NFRs. 

• Functional Suitability (FS), Performance Efficiency (PE), 
Compatibility (CY), Reliability (RL), Security (SE), and 
Observability (OY) demonstrate moderate importance 
(Mean 3.40 – 4.19), with varying levels of consensus and 
are categorized as Critical NFRs. 

• Interaction Capability (IC), Flexibility (FY), and Safety 
(SA) are rated as low to moderate significance (Mean 2.60 
– 3.39), with standard deviations reflecting considerable 
variability in responses and are classified as Contextual 
NFRs. 

• The factor-wise analysis also reveals similar trends: the 
dimensions related to MY and RS were rated as highly 
important, while those associated with IC, FY, and SA 
scored comparatively lower. 

C. Validation and Related Work 

The classification of NFRs into Core, Critical, and 
Contextual categories was validated through experts’ feedback, 
as demonstrated by the results of descriptive statistics. These 
results align with recent research that identifies Maintainability 
[84], [85] and Resiliency [10] as the essential NFRs of API 
quality and long-term adaptability [86]. Other studies highlight 
Resiliency as a key attribute for modern microservice and cloud-
native APIs, emphasizing fault tolerance and automatic recovery 
to ensure uninterrupted service [11], [12]. Similar support exists 
for Functional Suitability, Performance Efficiency, 
Compatibility, Reliability and Security as primary quality 
attributes in API design [85], [3], [4]. Likewise, observability as 
a quality attribute not only defines the behaviour of the API but 
also covers the tools, logs, and monitoring systems that offer 
transparency into its real-time operations [8], [9]. By integrating 
these findings with the ISO/IEC 25010 quality model and 
expanding it to incorporate emerging factors such as 
Observability and Resiliency, this study bridges established 
standards with current industry needs, offering both theoretical 
foundation and practical relevance. 

V. PRACTICAL AND THEORETICAL IMPLICATIONS 

This research offers both practical and theoretical 
contributions through the presentation of a validated 
prioritization of NFRs for API development. These 
requirements are categorized as Core, Critical, and Contextual, 
aligning with ISO/IEC 25010 while incorporating emerging 
NFRs such as Observability and Resiliency. The classification 
supports industry professionals in early planning of high- and 
medium-prioritized NFRs and their influencing factors during 
the development phases of APIs. Conversely, lower-prioritized 
Contextual NFRs are addressed as context-based on specific 
project requirements. Furthermore, theoretically, it enhances the 
literature by integrating emerging API-specific NFRs with an 
international standard, offering researchers with a structured and 
empirically supported foundation for future studies and for 
developing a comprehensive NFR-based API quality 
framework. 
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VI. CONCLUSION AND FUTURE WORK 

This study introduces a practical and validated instrument 
for capturing industry insights on API-related NFRs. The 
comprehensive pilot process, expert feedback, and strong 
internal consistency verify that the instrument is reliable and 
relevant for guiding future framework development. Moreover, 
our study successfully prioritize the most critical NFRs that 
influence API quality, as determined by relevant industry 
experts. We have gathered feedback from 38 respondents with 
considerable expertise in the API domain. The key findings 
emphasize that Maintainability and Resiliency are top priorities 
as core NFRs, reflecting the need for APIs that are easy to 
update, troubleshoot, and recover after failures. Meanwhile, 
moderate importance for critical NFRs highlights that 
Functional Suitability, Performance Efficiency, Compatibility, 
Reliability, Security, and Observability remain essential. 
Considering the low ratings for Interaction Capability, 
Flexibility, and Safety, our proposed framework should focus on 
developer-focused usability, in addition to the user-focused 
usability defined under Interaction Capability in the ISO 
standard. Furthermore, the framework will also assess whether 
the installability, as mentioned in the Flexibility and physical 
safety aspects of Safety, genuinely applies to the API domain. 

Based on the preliminary findings, future research should 
focus on developing a comprehensive Non-Functional 
Requirement Quality Framework for APIs (NFRQF-API) that 
aligns with current quality standards. Additionally, these 
insights can significantly support both academic research and 
industry practices, offering a solid foundation for developing an 
API Non-Functional Requirements Quality Framework for APIs 
that aligns well with modern software engineering approaches 
and practical implementation needs. 
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