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Abstract—Forecasting food loss with high accuracy is crucial 

for improving global food security, optimising supply chains, and 

supporting sustainability goals. However, conventional time series 

models and standard deep learning techniques, including 

recurrent neural networks (RNNs), often fall short in handling the 

irregularity, seasonality, and complexity inherent in food loss 

data. While Gated Recurrent Units (GRUs) offer advantages over 

traditional RNNs, such as mitigating vanishing gradients, they still 

face limitations in modelling long-range dependencies and noisy 

sequences. This paper reviews recent advancements aimed at 

overcoming these challenges by enhancing GRU-based models 

with attention mechanisms and seasonal-trend decomposition 

using Loess (STL). Evidence from related domains shows that 

attention mechanisms improve the capture of long-term 

dependencies and interpretability, while STL decomposition 

strengthens stability and accuracy by isolating seasonal and trend 

components. Hybrid GRU models that combine both approaches 

consistently outperform standalone methods, highlighting their 

promise for robust and interpretable forecasting. Though 

underexplored in the context of food loss, this paper identifies the 

research gap and advocates for domain-specific GRU–attention–

STL architectures, offering a foundation for future empirical 

work to enable timely interventions and foster resilient, data-

driven food systems. 
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I. INTRODUCTION 

This study tackles the pressing challenge of enhancing 
GRU-based forecasting for food loss prediction, a task that 
demands accurate modelling of complex, irregular, and 
temporally dependent data. Food loss, defined as the 
measurable reduction in food quantity or quality throughout the 
supply chain, is not only an economic inefficiency but also a 
social and environmental concern. Globally, approximately 
one-third of all food produced—about 1.3 billion tonnes—is 
lost or wasted every year, representing an estimated USD 1 
trillion in direct economic losses and contributing nearly 8–
10% of total greenhouse gas emissions [1]. Moreover, about 
14% of food is lost between harvest and retail, 32% on food 
service and more, intensifying the strain on global food systems 
[2]. These staggering figures highlight the urgency of 
developing robust forecasting models that can enable timely 
interventions to minimise loss, improve efficiency, and 
promote sustainability. 

Traditional statistical and deep learning methods have been 
applied to time series forecasting in various domains, yet they 
often struggle with the irregularity, seasonality, and noise 
inherent in food loss data. The shortcomings highlight the need 
for innovative architectures capable of capturing both fine-
grained temporal dynamics and broad structural patterns within 
food loss datasets, as food loss poses serious implications for 
food security, economic sustainability [3], and environmental 
health, necessitating precise, interpretable forecasting models 
to guide data-driven interventions. 

Recent advances in attention mechanisms and 
decomposition techniques offer promising solutions. Attention 
mechanisms, such as self-attention, temporal attention, and 
multi-head attention, dynamically prioritise informative time 
steps and enhance the interpretability of deep learning models 
by revealing which patterns contribute most to predictions. At 
the same time, Seasonal and Trend decomposition using Loess 
(STL) has proven effective in isolating trend and seasonal 
components from noisy signals, improving data quality and 
learning efficiency. However, although advances in deep 
learning [19], especially RNN-GRU and attention mechanisms, 
have shown strong potential in time series analysis across 
various domains [4], the integration of both seasonal-trend 
decomposition using Loess (STL) and attention in GRU 
architectures (GRU-attention-STL) for food loss forecasting 
remain underexplored. 

The rationale for this new initiative is therefore twofold: 
first, to synthesise existing advancements in attention-enhanced 
GRUs and STL-based decomposition to demonstrate their 
relevance to food loss forecasting; and second, to advocate for 
the development of hybrid GRU–attention–STL architectures 
tailored to the unique challenges of food loss data. Such models 
are expected to not only boost forecasting accuracy and 
robustness but also provide interpretable insights into the 
underlying seasonal and temporal patterns, thereby supporting 
data-driven decisions in agriculture and supply chain 
management. 

This paper is organised to provide a comprehensive review 
of recent advancements in GRU-based time series forecasting, 
with a specific focus on applications relevant to food loss 
prediction. Section II.A introduces the foundational concepts of 
GRU models and their role in time series modelling, outlining 
their structure, strengths, and limitations, particularly in 
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capturing long-term dependencies and handling complex 
sequential data. Section II.B explores how attention 
mechanisms, such as Self-Attention, Bahdanau, Multi-head, 
Cross-Attention, Dual-Attention, Temporal-Attention and 
more, have been integrated with GRUs to dynamically 
prioritise relevant time steps and improve forecasting accuracy 
in various domains. Section II.C reviews the use of seasonal-
trend decomposition using Loess (STL) to preprocess time 
series data, enabling GRUs to better learn from trend and 
seasonal patterns by reducing noise and structural complexity. 
Section III presents the methodological review framework, 
summarising and comparing existing studies in structured 
tables based on their use of attention mechanisms and seasonal-
trend decomposition using Loess (STL) decomposition, while 
identifying design patterns, model architectures, and 
performance outcomes. Section IV discusses the observed 
relationships across these studies, highlighting how attention 
mechanisms enhance temporal adaptability and how seasonal-
trend decomposition using Loess (STL) supports signal clarity, 
as well as the synergistic benefits of combining both 
techniques. Section V outlines key research gaps, emphasising 
the absence of GRU-attention-STL hybrids in food loss 
forecasting and posing future research questions around fusion 
strategies, generalisability, and dataset availability. Finally, 
Section VI concludes by reaffirming the value of these 
enhancements for developing more accurate, interpretable, and 
robust GRU-based forecasting models and encourages future 
empirical exploration within the food supply chain domain. 

II.  LITERATURE REVIEW 

This section provides an overview of the existing literature 
related to GRU-based time series forecasting, with a focus on 
techniques that enhance model performance through attention 
mechanisms and time series decomposition. These methods 
have been widely studied and applied across various domains. 
Their combined application remains underexplored in the 
context of food loss forecasting. By reviewing key 
advancements and their outcomes, this literature review aims to 
highlight the strengths, limitations and potential of these 
techniques as foundational components for future food loss 
prediction models. 

A. Gated Recurrent Unit in Time Series Forecasting 

The GRU [5] is a type of recurrent neural network (RNN) 
designed for processing sequential data such as time series [6]. 
While RNNs, Long Short-Term Memory (LSTM) networks [7], 
and GRUs all model sequential data, they differ in complexity 
and performance. Standard RNNs often suffer from the 
vanishing gradient problem, limiting their ability to capture 
long-term dependencies [8]. LSTMs address this limitation 
with memory cells and gated mechanisms: input, forget, and 
output gates that help manage information flow [9]. GRUs, 
introduced as a simpler alternative to LSTMs, use gating 
mechanisms as well but with a more compact structure, offering 
efficient retention of relevant temporal information. 

GRUs use only two gates: the update gate, which controls 
how much past information is retained, and the reset gate, 
which determines how much past information is forgotten. This 
streamlined structure enables GRUs to selectively preserve 
relevant data and discard noise, leading to more efficient 

learning of sequence patterns. The operations within a GRU cell 
are defined by equations in (1): 

𝑧𝑡 =  𝜎 (𝑊𝑧 [ℎ𝑡−1 ,  𝑥𝑡] +  𝑏𝑧)  

𝑟𝑡 =  𝜎 (𝑊𝑟 [ℎ𝑡−1 ,  𝑥𝑡] +  𝑏𝑟) 

ℎ𝑡̂ =  𝑡𝑎𝑛ℎ(𝑊ℎ̂  [𝑟𝑡  ∘  ℎ𝑡−1 ,𝑥𝑡] +  𝑏ℎ̂) 

ℎ𝑡  = 𝑧𝑡 ∘ ℎ𝑡̂  + (1 − 𝑧𝑡) ∘ ℎ𝑡−1    (1) 

where zt and rt are the update and reset gate vectors 
respectively at time step t . W’s are the learnable weight 
matrices and the b’s are the biases. xt

 is the input vector and the 
h’s are the state vectors. [⋅,⋅] denotes the 
concatenation of two vectors into a longer 
vector. ~ht is the candidate output activation while h t

 is the 

updated hidden state or can be said as the final hidden state. ◦ 
denotes element-wise multiplication. For time t = 0, the hidden 
state variable is set to h0 = 0. The update-gate u and reset-gate 
r, control the flow of information from one time step to another, 
and thus they are able to capture long-term dependency. 

GRUs often match the performance of LSTMs while using 
fewer parameters and requiring less training time. Their balance 
of simplicity and effectiveness makes them well-suited for time 
series forecasting, particularly when short- to medium-term 
dependencies are key. Fig. 1 illustrates the internal cell 
structures of RNN, LSTM, and GRU [6]. 

 

 

Fig. 1. Internal structure of (a) RNN cell; (b) LSTM cell; (c) GRU cell [6]. 

GRUs are widely used in time series forecasting for their 
ability to capture temporal dependencies. They are particularly 
effective in domains where patterns evolve gradually and 
depend on past values, such as weather prediction, energy 
demand, stock markets, and, increasingly, agriculture and food 
systems. 

Fig. 2 shows the unfolded GRU through time [10]. xi 
(t) is the 

input vector at time step vector at time step t. It represents the 
features or data being fed into the GRU at each time step. hi

(t-1), 
hi

(t), hi
(t+1), hi

(t+2), and, hi
(t+n) is the hidden state from the previous 
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time step. Each hidden state captures information from the 
current input and the previous hidden state. Each box labeled 
"GRU" processes input x and the previous hidden state ℎ to 
produce the current hidden state hi

(t). 

 

Fig. 2. GRU unfolded through time [10]. 

GRUs have been applied across various agriculture and 
food-related forecasting tasks, including crop yield prediction 
based on environmental data [11], soil moisture estimation [12], 
food demand forecasting in supply chain [13], spoilage 
prediction [14], seed trait analysis for protein, oil, and sucrose 
content [15], and price forecasting of agricultural products [14, 
15]. Their ability to handle noisy, nonlinear, and seasonally 
influenced datasets makes GRUs a valuable tool in agricultural 
time series modelling. 

With fewer parameters and faster training compared to 
LSTMs, GRUs maintain competitive accuracy [16, 17], 
particularly for capturing short- to medium-term dependencies, 
making them suitable for predicting food supply fluctuations 
and short-term losses. However, GRUs can struggle with highly 
irregular or seasonal data that require learning long-range 
dependencies [20]. To address this, recent studies have 
explored integrating attention mechanisms and time series 
decomposition to enhance GRU forecasting performance [21]. 

B. Enhancing GRU with Attention Mechanism 

Attention mechanisms significantly enhance sequence 
learning by allowing models to dynamically focus on the most 
relevant parts of input sequences. Unlike standard recurrent 
models that rely on fixed-length context vectors, attention 
assigns varying weights to different time steps, improving 
performance on long and complex sequences. 

1) Standard attention mechanism: The study [22] 

introduces a GRU-attention hybrid model for enhancing elastic 

scaling in container clouds. This model significantly improves 

prediction accuracy and resource management efficiency in 

container cloud environments.  It effectively handles dynamic 

loads and reduces operating costs, although further optimisation 

is needed to control resource oversupply. Fig. 3 shows the 

prediction curve. Notice that GRU-attention appeared to be 

more accurate and less error than the GRU-only model. 

 

Fig. 3. Comparison of prediction accuracy [22]. 

To enhance multi-step solar radiation forecasting, Kong et 
al. [23] used the Kalman Filter [24] for data denoising, and 
improved input quality. They proposed a hybrid model 
combining Empirical Mode Decomposition (EMD), GRU, and 
standard attention mechanisms. Seasonal analysis showed this 
integration improved accuracy and reduced computational 
complexity. The structure of the attention-optimised GRU is 
shown in Fig. 4. 

 

Fig. 4. Architecture diagram of an attention-optimised GRU [23]. 

2) Cross-attention and multi-scale attention: Cross-

attention mechanisms vary in architecture, purpose, and 

integration. While  [23] used standard cross-attention, 

Farahmand et al. (2025) demonstrate that cross-attention and 

multi-scale attention in the AttenGluco framework enhance 

blood glucose forecasting by effectively capturing long-term 

dependencies, leading to improved prediction accuracy [25]. 

Zhu et al. [26] also introduced MCI-GRU, a stock prediction 

model combining multi-head cross-attention with a modified 

GRU that replaces the reset gate with an attention mechanism 

to better capture temporal and cross-sectional features. 

3) Self-attention and cross-attention: The general formula 

for the attention is presented in (2): 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉)  =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
)  𝑉 (2) 

where Q, K, V are the concatenation of query, key and value 
vectors, and dk is the dimension of the keys, used for scaling. 
The softmax makes the scores into probabilities that weight the 
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values 𝑉. In self-attention, the query, key and value all come 
from the same input sequence (3): 

Q = XW Q,    K = XW K,    V = XW V (3) 

where, X is the input sequence. Self-attention is used to let 
each position in the input sequence attend to other positions in 
the same sequence. Cross-attention is similar to self-attention. 
Self-attention focuses on relationships within a single input 
sequence, while cross-attention focuses on relationships 
between two different input sequences (4): 

Q = X1W Q,    K = X2W K,    V = X2W V   (4) 

where, X1 is the input where we want to generate attention 
for example decoder input, while X2 is the input to attend to, 
the encoder output. In short, the inputs for self-attention are all 
the same Q = K = V while cross-attention is from different 
sequences, Q ≠ K and V. Q comes from the decoder's output 
and K and V come from the encoder's output. The purpose of 
self-attention is to learn internal dependencies in a sequence. 
The cross-attention is to learn how one sequence attends to 
another. 

In 2022, Shangzhu Jin et al. [27] enhanced deep knowledge 
tracing using a GRU network with self-attention, improving 
sensitivity to long sequences and prediction accuracy by 
leveraging historical knowledge states. The attention 
mechanism strengthened the influence of historical knowledge 
on future performance, leading to higher AUC and precision 
scores on the ASSISTments datasets compared to benchmark 
models. This demonstrated significant improvement in 
knowledge tracing tasks and better prediction performance. In 
the following year, Xikun Wei et al. [28] applied the 
Transformer’s self-attention to improve runoff prediction in the 
Yangtze River basin. By integrating self-attention into LSTM 
and GRU models (LSTM-SA and GRU-SA), they achieved 
notable accuracy gains, especially under limited training data, 
by focusing on critical information. 

The ProbSparse self-attention mechanism, a variant of 
traditional self-attention, was introduced to improve efficiency 
in long-sequence time series forecasting. Study [29] integrates 
it with LSTM to enhance prediction capacity for such tasks. 
Given the similarity between LSTM and GRU, integrating 
ProbSparse self-attention into GRU also holds potential. 

Similarly, [30] showed that integrating multi-head self-
attention into a GRU framework enhances the modelling of 
global dependencies and complex temporal patterns. Their 
FSR-MSAGRU model, applied to PM2.5 forecasting, 
improved accuracy and generalisation across datasets, 
reinforcing the value of attention in time-series prediction. 

Demertzis et al. [31] showed that integrating GRUs with a 
cross-modal dynamic attention mechanism improves anomaly 
detection in time-series data. GRUs enhance prediction 
accuracy by capturing temporal dependencies and enabling 
adaptive focus on relevant features, particularly in smart 
communication environments. 

4) Temporal attention and other attentions: Sehovac and 

Grolinger [32] demonstrated that temporal attention has 

improved time-series forecasting when combined with GRUs. 

Their work on electrical load prediction showed that 

incorporating Bahdanau attention into Seq2Seq RNNs 

enhances the capture of time dependencies, leading to higher 

accuracy than traditional models. Similarly, [33] integrated 

temporal and spatial attention into a GRU-based architecture, 

significantly boosting forecasting and fault diagnosis for 

electro-mechanical actuators. Their model, combining 

seasonal-trend decomposition using Loess (STL), hybrid 

spatial–temporal attention GRU, and DTW-based similarity, 

achieved accurate multistep predictions and robust fault 

detection, outperforming standard GRU and LSTM models. 

Fig. 5 illustrates the model’s structure. 

 

Fig. 5. Structure flowchart of HSTA-GRU model [33]. 

The authors in [34] investigated integrating GRUs with 
various attention mechanisms, including Multiplicative, Scaled 
Dot-Product, Bahdanau, Luong, and Self-Attention, to improve 
phishing URL detection. After comparing performance across 
these mechanisms, the study selected top-performing models 
and benchmarked them against GRU without attention and 
other baselines. As shown in Fig. 6, attention-enhanced models 
achieved higher accuracy and overall better performance, 
indicating that attention helps GRUs focus on relevant input 
features for more accurate threat detection. 

 

Fig. 6. Comparison of performances with various attentions and models. 
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The author in [35] introduces a GRU-based encoder-
decoder model with a temporal attention mechanism for 
predicting ship speed over multiple horizons. The temporal 
attention mechanism and encoder-decoder structure enhance 
the model's ability to handle multi-horizon predictions and 
consider exogenous factors. By incorporating exogenous 
factors and focusing on influential time steps, the model 
achieves better prediction accuracy. Fig. 7 proves that by 
adding an attention mechanism to GRU, the average RMSE and 
average MAE prediction errors are reduced. 

 

Fig. 7. The RMSE and MAE of different models of the ten experiments 

[35]. 

In [36], an interpretable condition monitoring method for 
offshore wind turbine gearboxes is proposed using a Spatial-
Temporal Attention and GRU-based Network (STAGN). The 
model integrates spatial-temporal attention with GRU to 
effectively extract features from SCADA data. Fig. 8 shows the 
structure of the spatial attention module. Each input variable’s 
spatial attention weight is calculated by (5) and (6) is used to 
calculate the normalised spatial attention weight 𝛼j(t) for the j-
th input variable at time t. 

 

Fig. 8. Structure of spatial attention module [36]. 

𝑒(𝑡) =  𝜎(𝑊𝑠𝑎𝑥(𝑡) + 𝑏𝑠𝑎)  (5) 

𝛼𝑗
(𝑡) =

𝑒𝑥𝑝(𝑒𝑗
(𝑡))

∑𝑚
𝑖=1 𝑒𝑖

(𝑡)   (6) 

According to [36], the temporal attention module enhances 
key temporal feature representation and mitigates early-stage 
information loss, while the spatial attention module captures 
spatial correlations. Together, they improve early fault 
detection and normal behaviour modelling (NBM), as validated 
on the Donghai Bridge offshore wind farm. Besides, Cui et al. 
[37] showed that integrating hierarchical contextual attention 
into GRU networks improves forecasting in sequential 
recommendation tasks by effectively capturing both long- and 
short-term dependencies. Their HCA-GRU model 
outperformed traditional RNN-based approaches in accuracy 
and ranking performance on real-world datasets. 

5) Trend-aware attention: Trend-aware attention [38] is 

designed to highlight long-term upward or downward patterns 

in time-series data, unlike standard attention, which treats all 

inputs equally. Chen et al. [38] introduced the TAA-

Transformer, which incorporates this mechanism to improve 

lithium-ion battery capacity prediction by capturing both local 

and global features. Compared to GRU, which lacks trend-

aware attention, the TAA-Transformer achieved superior 

predictive accuracy. Although focused on Transformers, the 

study suggests that integrating trend-aware attention into GRU 

is feasible and could enhance performance in similar 

forecasting tasks. 

Trend-aware multi-head flow attention has also been 
applied to forecasting tasks. Yang et al. [39] proposed 
JGFACN, a model combining a dynamic Jacobi graph with 
trend-aware flow attention for traffic prediction. Compared to 
methods including LSTM [18], JGFACN showed superior 
performance by dynamically adapting to temporal features. 
While the study did not integrate attention into GRU, its 
effectiveness suggests potential gains if applied to GRU-based 
time-series forecasting models. 

6) Dual-attention: Tan et al. [40] also introduced DATA-

GRU, a Dual-Attention Time-Aware GRU model, to address 

irregular intervals and missing values in EHR time-series data. 

Incorporating unreliability-aware and symptom-aware 

attention, the model effectively predicts patient mortality risk 

with improved accuracy and interpretability over state-of-the-

art methods. Fig. 9 illustrates the DATA-GRU architecture and 

attention integration. 

 

 

Fig. 9. Architecture of DATA-GRU is shown in (a) and dual attention 

mechanism in (b) [40]. 
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The study in [41] proposed a dual-stage attention-based 
RNN (DA-RNN) using input attention to focus on relevant 
driving series and temporal attention to capture long-term 
dependencies, improving time-series forecasting accuracy on 
datasets like SML 2010 and NASDAQ 100. While based on 
LSTM, the dual-stage attention mechanism could similarly 
benefit GRU models. In 2023, [42] introduced PDAGRU, a 
Parallel GRU model with multiplicative and temporal attention 
layers, for probabilistic RUL prediction of wind turbine 
bearings. As shown in Fig. 10, this approach significantly 
enhances accuracy and reliability by better extracting 
degradation features from time-series data. 

 

Fig. 10. The RUL prediction performance metrics with different methods 

[42]. 

In [43], the Hierarchical Attention Cascade Neural Network 
(CasHAN) is proposed to predict future cascade growth based 
on early evolution. As shown in Fig. 11, sequences from 
cascade graphs are encoded using a bidirectional GRU, then 
refined through node-level attention (capturing user influence) 
and sequence-level attention (addressing community 
redundancy), improving prediction accuracy. 

 

Fig. 11. The overall architecture of the proposed CasHAN model [43]. 

However, these attention-based GRU models have not been 
specifically applied to food loss forecasting, which poses 
distinct challenges due to the irregular, seasonal, and multi-
source nature of agricultural data. Unlike applications in stock 
prediction, solar radiation, or aerospace forecasting, food loss 

prediction requires models to handle domain-specific variables, 
temporal variability, and data sparsity. This highlights a critical 
research gap for attention-enhanced GRU models tailored to 
food loss forecasting. 

C. Enhancing GRU with Seasonal and Trend Decomposition 

Seasonal-trend decomposition using Loess (STL) [44] is a 
time-series technique that separates data into seasonal, trend, 
and residual components. It uses LOESS, Locally Estimated 
Scatterplot Smoothing, and a nonparametric regression method, 
to flexibly estimate trends and seasonality over time. This 
decomposition aids in forecasting, anomaly detection, and 
identifying underlying patterns. 

Despite advances in time-series modelling, decomposition 
integration within GRU architectures remains underexplored. 
Hewamalage et al. [45] noted that while RNNs, including 
GRUs, can model seasonality, this is mainly effective for time 
series with consistent seasonal patterns. For nonstationary or 
variable-seasonality data, they recommend deseasonalisation 
prior to modelling. Seasonal-trend decomposition using Loess 
(STL) provides a robust, nonparametric approach to 
decomposing time series into seasonal, trend, and residual 
components, enabling models to focus on learning more 
meaningful patterns from each. 

Similarly, [46] proposed a short-term electricity forecasting 
model combining seasonal-trend decomposition using Loess 
(STL) with dual GRUs to separately capture global and local 
dependencies, significantly improving accuracy and robustness 
in handling nonlinear real-world data. Fig. 12 shows the 
structure of the proposed scheme. 

 

Fig. 12. The structure of the proposed scheme by [46]. 

The study in [47] introduced a hybrid STL-based 
framework for rainfall prediction, combining GRU, multi-time-
scale GRU, and LightGBM to model decomposed components 
separately. This approach notably improved forecasting 
accuracy and robustness, especially for extreme rainfall events, 
by capturing key patterns in meteorological data. Fig. 13 
illustrates the framework of the STL-ML approach to predict 
rainfall. As noted in [33], seasonal-trend decomposition using 
Loess (STL) also enhances attention-based GRU models by 
isolating trend, seasonal, and residual components, enabling 
more effective pattern extraction and improving fault prediction 
accuracy in electro-mechanical actuators. 

An ensemble model proposed in 2020 [48] applied 
seasonal-trend decomposition using Loess (STL) with GRUs 
for base station traffic forecasting, demonstrating that 
modelling each decomposed component separately and 
recombining results enhances overall accuracy. Seasonal-trend 
decomposition using Loess (STL) effectively reduces noise and 
outliers, allowing GRUs to better capture nonlinear patterns and 
outperform standalone GRU and SARIMAX models. 

https://www.zotero.org/google-docs/?phjPxQ
https://www.zotero.org/google-docs/?BnuBA5
https://www.zotero.org/google-docs/?NfhE4B
https://www.zotero.org/google-docs/?EiNqvK
https://www.zotero.org/google-docs/?cCvha2
https://www.zotero.org/google-docs/?ZRqOW6
https://www.zotero.org/google-docs/?Lcp4iN
https://www.zotero.org/google-docs/?KN6xeo
https://www.zotero.org/google-docs/?l0xlb5
https://www.zotero.org/google-docs/?H2mDaR
https://www.zotero.org/google-docs/?f9H4ZA
https://www.zotero.org/google-docs/?nBin71
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Fig. 13. Framework of the hybrid STL-ML approach for [47]. 

In climate forecasting, Liu et al. [49] introduced an STL-
GRU model for temperature prediction, enabling GRUs to 
capture complex temporal correlations. This approach 
improved accuracy and efficiency across multiple regional 
datasets. The predictive performance indicators comparison for 
[49] are shown in Fig. 14. Similarly, Jia et al. [50] developed 
STL-IWOA-GRU for groundwater level prediction, integrating 
seasonal-trend decomposition using Loess (STL), an improved 
whale optimisation algorithm (IWOA), and GRU to handle data 
complexity with strong accuracy and robustness. 

 

Fig. 14. Predictive performance indicators for [49]. 

Zhang et al. [51] proposed an STL-GRU-SVR model for 
sales forecasting, emphasising the importance of modelling 
trend, seasonal, and residual components independently to 
improve prediction. Likewise, [30] incorporated seasonal-trend 
decomposition using Loess (STL) in a GRU-based 
environmental forecasting model, enhancing feature space 
reconstruction and improving precision and robustness by 
isolating periodic and trend components. 

III. METHODOLOGICAL REVIEW FRAMEWORK 

This section presents a structured synthesis of existing 
studies that apply GRU-based models enhanced with attention 

mechanisms and time series decomposition. To make the 
findings accessible, the review is organised into a series of 
tables, each dedicated to a specific category of techniques. For 
instance, Tables I to VI summarise studies that integrate 
different types of attention mechanisms into GRU architectures, 
including Bahdanau (additive) attention, Luong 
(multiplicative) attention, self-attention, cross-attention, 
temporal attention, dual-attention, and more advanced designs 
such as hybrid spatial–temporal and trend-aware attention. 
Each table outlines the application domain, methodological 
approach, key contributions, and the specific challenges 
addressed, allowing us to see at a glance how these mechanisms 
influence forecasting performance across different contexts. 
Table VII focuses on studies that incorporate Seasonal-Trend 
decomposition using Loess (STL), highlighting how 
decomposing raw data into seasonal, trend, and residual 
components enhances learning efficiency and accuracy. By 
categorising and comparing these approaches, the framework 
provides both technical depth for researchers and clarity for 
practitioners, illustrating how attention mechanisms and 
seasonal-trend decomposition using Loess (STL) contribute 
individually and in combination to improving forecasting 
outcomes. Below shows review framework for each tables: 

• Table I: Standard Attention Mechanisms 

• Table II: Cross-Attention and Multi-Scale Attention 

• Table III: Self-Attention and Cross-Attention 

• Table IV: Temporal Attention and Other Attentions 

• Table V: Dual-Attention Reviews 

• Table VI: Trend-Aware Attention 

• Table VII: Seasonal-Trend Decomposition using Loess 
(STL) 

TABLE I.  REVIEW FRAMEWORK FOR STANDARD ATTENTION 

MECHANISMS 

Application Methods 
Key 

contributions 
Gap Addressed 

Container cloud 

elastic scaling 

[22] 

GRU-attention 

hybrid model, 

Improved 

Horizontal 

Pod 

Autoscaler 

(HPA) 

Enhanced load 

prediction and 

elastic scaling 

in container 

clouds, 

improving 

prediction 

accuracy and 

resource 

management 

efficiency. 

Addressed the 

challenge of 

achieving 

efficient resource 

scheduling and 

elastic scaling in 

dynamic load 

environments, 

improving 

prediction 

accuracy and 

adaptability to 

complex load 

patterns.  

Solar Radiation 

Prediction 

EMD-GRU-

Attention 

(EGA) model 

combining 

EMD, GRU, 

and standard 

attention 

mechanism.  

Enhanced 

multi-step 

solar radiation 

prediction 

accuracy and 

reduced 

computational 

burden.  

Addressed 

nonlinear, 

nonstationary 

data challenges 

and improved 

prediction 

accuracy.  

https://www.zotero.org/google-docs/?34xzxN
https://www.zotero.org/google-docs/?MwvIQl
https://www.zotero.org/google-docs/?jFlkHB
https://www.zotero.org/google-docs/?698juf
https://www.zotero.org/google-docs/?v5501H
https://www.zotero.org/google-docs/?KdKJuc
https://www.zotero.org/google-docs/?ewb0wX
https://www.zotero.org/google-docs/?nKIOfr
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TABLE II.  REVIEW FRAMEWORK FOR GRU-CROSS-ATTENTION AND 

GRU-MULTI-SCALE ATTENTION MECHANISMS 

Application Methods 
Key 

contributions 

Gap 

Addressed 

Blood Glucose 

Forecasting [25] 

Multimodal 

Transformer 

with cross-

attention and 

multi-scale 

attention.  

Improved 

long-term 

BGL 

prediction 

accuracy using 

AI-READI 

dataset.  

Addressed 

long-term 

forecasting 

challenges and 

data fusion 

with different 

rates.  

Stock Prediction 

[26] 

MCI-GRU 

model with 

multi-head 

cross-

attention and 

improved 

GRU.  

Enhanced 

stock 

prediction 

accuracy by 

integrating 

cross-attention 

and improved 

GRU.  

Addressed 

limitations in 

capturing 

complex 

market 

dynamics and 

latent states.  

TABLE III.  REVIEW FRAMEWORK FOR GRU-SELF-ATTENTION AND GRU-
CROSS-ATTENTION 

Application Methods 
Key 

contributions 

Gap 

Addressed 

Knowledge Tracing 

[27] 

GRU with 

Self-

Attention.  

Improved 

prediction 

accuracy and 

sensitivity to 

long sequence 

data in 

knowledge 

tracing.  

Addressed 

information 

loss in long 

sequence data 

and enhanced 

historical 

knowledge 

impact on 

future 

performance.  

Runoff Prediction in 

Yangtze River Basin 

[28] 

Transformer 

(TSF), 

LSTM, GRU, 

LSTM-SA, 

GRU-SA with 

Self-

Attention  

Demonstrated 

that GRU 

outperforms 

TSF in limited 

data scenarios; 

Self-Attention 

improves 

LSTM and 

GRU 

performance.  

Addressed the 

challenge of 

limited data 

for TSF and 

improved 

prediction 

accuracy with 

Self-Attention 

in LSTM and 

GRU.  

Long Sequence 

Time-Series 

Forecasting [29] 

Informer with 

ProbSparse 

self-

attention, 

self-attention 

distilling, 

generative 

style decoder.  

Achieved 

efficient long 

sequence 

forecasting 

with reduced 

time 

complexity and 

memory usage.  

Addressed 

inefficiencies 

in 

Transformer 

models for 

long sequence 

forecasting.  

PM2.5 Concentration 

Prediction [30] 

FSR-

MSAGRU 

model using 

feature space 

reconstruction 

and 

multihead 

self-attention 

GRU.  

Improved 

prediction 

accuracy and 

generalisation 

by capturing 

periodic and 

global features.  

Addressed 

limitations in 

capturing 

periodicity 

and global 

features in 

PM2.5 data.  

Application Methods 
Key 

contributions 

Gap 

Addressed 

Anomaly Detection 

in Data Streams [31] 

CM-DANA 

model with 

cross-modal 

dynamic 

attention and 

multimodal 

learning.  

Improved 

anomaly 

detection 

accuracy and 

efficiency in 

smart 

communication 

environments.  

Addressed 

challenges in 

handling 

heterogeneous 

data types and 

evolving 

patterns.  

TABLE IV.  TEMPORAL ATTENTION AND OTHER ATTENTIONS 

Application Methods 
Key 

contributions 

Gap 

Addressed 

Fault Diagnosis for 

Electro-Mechanical 

Actuators [33] 

STL-HSTA-

GRU with 

Dynamic Time 

Warping 

(DTW) for 

classification.  

HSTL = hybrid 

spatial-

temporal 

attention 

Improved 

fault diagnosis 

by combining 

STL 

decomposition 

with hybrid 

spatial-

temporal 

attention GRU 

and DTW for 

classification.  

Addressed 

challenges in 

handling 

nonlinear and 

seasonal data 

for early fault 

detection.  

Load Forecasting 

[32] 

Sequence-to-

Sequence RNN 

with 

Bahdanau 

Attention, 

using GRU, 

LSTM, and 

Vanilla RNN 

cells.  

Improved load 

forecasting 

accuracy by 

adapting S2S 

RNN with 

attention 

mechanisms.  

Addressed 

challenges in 

capturing time 

dependencies 

and improving 

prediction 

accuracy.  

Phishing URL 

Detection [34] 

GRU with 

various 

attention 

mechanisms: 

Multiplicative, 

Scaled Dot-

Product, 

Bahdanau, 

Luong, Self-

Attention.  

Achieved 

98.14% 

accuracy 

using GRU 

with 

Bahdanau 

attention for 

phishing URL 

detection.  

Enhanced 

detection 

accuracy and 

adaptability 

over 

traditional 

methods, 

addressing 

evolving 

phishing 

threats.  

Ship speed 

prediction [35] 

GRU-based 

encoder-

decoder, 

Temporal 

attention 

mechanism, 

Dropout layers, 

Huber loss 

function, 

Adam 

optimizer 

Proposed a 

model for 

accurate and 

timely ship 

speed 

prediction 

using a GRU-

based 

encoder-

decoder with a 

temporal 

attention 

mechanism.  

Addressed the 

challenge of 

predicting 

ship speed by 

considering 

both previous 

speed and 

exogenous 

factors like 

weather and 

sea conditions, 

and improved 

prediction 

accuracy with 

a temporal 

attention 

mechanism.  

https://www.zotero.org/google-docs/?gbB3Iu
https://www.zotero.org/google-docs/?ALxjmq
https://www.zotero.org/google-docs/?2gkd2h
https://www.zotero.org/google-docs/?F7lmFN
https://www.zotero.org/google-docs/?KzbRXq
https://www.zotero.org/google-docs/?v20aba
https://www.zotero.org/google-docs/?2RuOtM
https://www.zotero.org/google-docs/?j5WYEe
https://www.zotero.org/google-docs/?EE1Oq5
https://www.zotero.org/google-docs/?JK6Pjo
https://www.zotero.org/google-docs/?xptTDF
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Offshore Wind 

Turbine Gearbox 

Monitoring [36] 

Spatial-

Temporal 

Attention and 

Gated 

Recurrent Unit 

(GRU) 

Introduced an 

interpretable 

model using 

spatial-

temporal 

attention to 

enhance 

feature 

extraction and 

improve 

monitoring 

accuracy.  

Addressed the 

challenge of 

early-stage 

information 

loss and lack 

of 

interpretability 

in condition 

monitoring 

models.  

Sequential 

Recommendation 

[37] 

Hierarchical 

Contextual 

Attention-

based GRU 

(HCA-GRU) 

Introduced a 

hierarchical 

contextual 

attention 

mechanism to 

enhance short-

term interest 

modelling and 

combine it 

with long-

term 

dependencies 

for better user 

interest 

representation.  

Addressed the 

limitation of 

RNN's 

monotonic 

temporal 

dependency 

by capturing 

complex 

correlations 

among recent 

items and 

assigning 

nonmonotonic 

weights.  

TABLE V.  DUAL-ATTENTION REVIEWS 

Application Methods 
Key 

contributions 

Gap 

Addressed 

Mortality Risk 

Prediction from 

Irregular 

Multivariate Time 

Series [40] 

Dual-

Attention 

Time-Aware 

Gated 

Recurrent 

Unit (DATA-

GRU).  

The Dual-

Attention 

including 

Unreliability-

aware 

attention and 

Symptom-

aware 

attention.  

Introduced a 

model with 

time-aware 

and dual-

attention 

mechanisms  

to handle 

irregular 

intervals and 

missing values 

in EHR data.  

Addressed the 

challenges of 

irregular time 

intervals and 

missing 

values in EHR 

data by 

preserving 

temporal 

information 

and improving 

data 

reliability.  

Time Series 

Prediction [41] 

Dual-Stage 

Attention-

Based 

Recurrent 

Neural 

Network (DA-

RNN) 

Introduced a 

dual-stage 

attention 

mechanism 

(input and 

temporal 

attention) to 

select relevant 

input features 

and capture 

long-term 

dependencies 

in time series.  

Addressed the 

challenge of 

capturing 

long-term 

dependencies 

and selecting 

relevant 

driving series 

in time series 

prediction.  

Probabilistic RUL 

Prediction of Wind 

Turbine Bearings 

[42] 

Parallel GRU 

with Dual-

Stage 

Attention 

Mechanism 

Introduced a 

dual-stage 

attention 

mechanism to 

enhance 

Addressed the 

challenges of 

efficient 

degradation 

information 

Application Methods 
Key 

contributions 

Gap 

Addressed 

(PDAGRU).  

 

The Dual-

Stage = 

multiplicative 

attention and 

temporal 

attention 

degradation 

information 

extraction and 

a parallel 

structure for 

improved 

prediction 

accuracy and 

uncertainty 

quantification.  

extraction, 

vanishing 

gradient 

problem, and 

prediction 

uncertainty.  

Information Cascade 

Prediction [43] 

Hierarchical 

Attention 

Cascade 

Neural 

Network 

(CasHAN) 

with Node-

Level and 

Sequence-

Level 

Attention 

Introduced a 

model using 

hierarchical 

attention 

mechanisms 

to improve 

cascade 

prediction by 

considering 

user influence 

and 

community 

redundancy.  

Addressed the 

lack of 

consideration 

for user 

influence and 

community 

redundancy in 

cascade 

prediction 

models.  

TABLE VI.  TREND-AWARE ATTENTION 

Application Methods 
Key 

contributions 

Gap 

Addressed 

Lithium-Ion Battery 

Capacity Prediction 

[38] 

Trend-Aware 

Attention 

(TAA) 

Transformer 

with 1-D 

Convolution.  

Introduced 

TAA to 

capture local 

trends and 

global 

features, 

improving 

prediction 

accuracy over 

standard 

Transformers.  

Addressed the 

limitation of 

standard 

Transformers 

in capturing 

local trend 

information in 

time-series 

data.  

Traffic Forecasting 

[39] 

Dynamic 

Jacobi Graph 

and Trend-

Aware Flow 

Attention 

Convolutional 

Network 

(JGFACN) 

Introduced a 

model 

combining 

dynamic 

Jacobi graph 

convolution 

with trend-

aware flow 

attention to 

capture 

spatial-

temporal 

correlations 

effectively.  

Addressed 

challenges in 

capturing 

spatial-

temporal 

correlations, 

dynamicity, 

and 

heterogeneity 

in traffic data.  

Table VII below presents a review of studies that 
incorporate seasonal-trend decomposition using Loess (STL) as 
part of their forecasting frameworks. These works demonstrate 
how it is used to isolate trend and seasonal components from 
raw time series data, thereby improving model stability and 
learning efficiency. The table summarises how seasonal-trend 
decomposition using Loess (STL) has been combined with 
models such as GRU, LightGBM, and hybrid neural networks 
across various domains. This synthesis highlights the versatility 

https://www.zotero.org/google-docs/?hjfSaD
https://www.zotero.org/google-docs/?usuLOG
https://www.zotero.org/google-docs/?t6khJT
https://www.zotero.org/google-docs/?PnmH5k
https://www.zotero.org/google-docs/?No4uvc
https://www.zotero.org/google-docs/?FqzkxY
https://www.zotero.org/google-docs/?wVbyZW
https://www.zotero.org/google-docs/?EaU8lw
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and effectiveness of seasonal-trend decomposition using Loess 
(STL) as a preprocessing technique, offering valuable guidance 
for its potential application in food loss forecasting. 

TABLE VII.  REVIEW FRAMEWORK FOR SEASONAL-TREND 

DECOMPOSITION USING LOESS 

Application Methods 
Key 

contributions 

Gap 

Addressed 

Short-Term 

Electricity 

Forecasting [46] 

Combined 

GRU with 

STL 

Decomposition 

Developed a 

scheme using 

STL 

decomposition 

and dual GRU 

networks 

(GlobalGRU 

and 

LocalGRU) to 

capture local 

and global 

dependencies, 

enhancing 

prediction 

accuracy.  

Addressed the 

inability of 

traditional 

models to 

capture complex 

nonlinear 

relationships 

and local 

historical 

information in 

electricity data.  

Rainfall Time 

Series Prediction 

[47] 

STL, GRU, 

Multi-time-

scale GRU, 

LightGBM 

Developed a 

hybrid STL-

ML approach 

integrating 

STL 

decomposition 

with machine 

learning 

models to 

predict 

rainfall, 

effectively 

capturing 

trend, 

seasonal, and 

remainder 

components.  

Addressed the 

challenge of 

accurately 

predicting 

rainfall by fully 

extracting and 

utilising 

underlying 

patterns and 

information 

from rainfall 

time series.  

Fault Diagnosis for 

EMAs [33] 

STL-HSTA-

GRU, SM 

Developed a 

method 

combining 

STL for 

seasonal-trend 

decomposition 

with HSTA-

GRU for 

spatio-

temporal 

prediction and 

SM for 

classification.  

Addressed 

early-stage fault 

detection and 

nonlinear, 

seasonal data 

challenges in 

EMAs.  

Base Station 

Traffic Forecasting 

[48] 

STL, GRU 

Developed an 

ensemble 

model 

combining 

STL 

decomposition 

with GRU to 

improve 

traffic 

forecasting 

accuracy by 

reducing noise 

and outliers

Addressed the 

challenge of 

nonlinearity and 

chaotic 

behaviour in 

traffic data, 

enhancing 

prediction 

accuracy over 

standalone 

models. 

Application Methods 
Key 

contributions 

Gap 

Addressed 

 .  

Climate Time 

Series Forecasting 

[49] 

STL, GRU 

Developed a 

hybrid STL-

GRU model to 

improve 

temperature 

prediction 

accuracy by 

capturing 

seasonal 

variations and 

long-term 

trends.  

Addressed the 

challenge of 

nonlinearity and 

temporal 

dependencies in 

temperature 

data, enhancing 

prediction 

accuracy over 

traditional 

models.  

Groundwater 

Level Prediction 

[50] 

STL, IWOA, 

GRU.  

IWOA stands 

for Improved 

Whale 

Optimisation 

Algorithm.  

Developed a 

hybrid STL-

IWOA-GRU 

model to 

improve GWL 

prediction 

accuracy by 

enhancing 

convergence 

speed and 

global search 

capabilities.  

Addressed the 

challenge of 

nonlinearity and 

complexity in 

GWL time 

series under 

EWR, 

improving 

prediction 

accuracy over 

traditional 

models.  

EWR stands for 

Ecological 

Water 

Replenishment.  

Sales Forecasting 

[51] 

STL, SVR, 

GRU 

Developed a 

sales 

forecasting 

model 

combining 

STL with 

SVR and 

GRU for 

higher 

accuracy.  

Addressed the 

lack of direct 

forecasting 

using 

decomposed 

components in 

sales data.  

PM2.5 Prediction 

[30] 

FSR-

MSAGRU 

(STL, 

MSAGRU) 

Developed a 

model 

combining 

STL for 

capturing 

periodic and 

trend 

information 

with feature 

space 

reconstruction 

and multihead 

self-attention 

GRU for 

PM2.5 

prediction.  

Addressed the 

neglect of 

periodic and 

global features 

in PM2.5 

prediction 

models.  

IV. DISCUSSION 

After reviewing a broad range of GRU-based forecasting 
studies that utilise attention mechanisms and seasonal-trend 
decomposition using Loess (STL), several clear relationships 
and patterns emerge across different domains and 

https://www.zotero.org/google-docs/?9T1ma0
https://www.zotero.org/google-docs/?T7Kz82
https://www.zotero.org/google-docs/?mzyYOj
https://www.zotero.org/google-docs/?ZCqIGF
https://www.zotero.org/google-docs/?6lHdoO
https://www.zotero.org/google-docs/?Ux7uPi
https://www.zotero.org/google-docs/?XlUJkN
https://www.zotero.org/google-docs/?LCJFAT
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methodological designs. These patterns not only clarify how 
these methods contribute to forecasting performance, but also 
offer valuable direction for future food loss forecasting 
research. 

A. Attention Mechanisms 

Various forms of attention, such as Self-attention, multi-
head, cross-attention, dual-stage attention, and trend-aware 
attention, Bahdanau, Luong, and more, have been applied to 
GRU-based or related-based models like LSTM or others. A 
consistent pattern observed is that attention mechanisms 
improve the model’s ability to capture long-term dependencies 
and enhance interpretability, especially in nonstationary or 
highly dynamic time series tasks. For instance, studies using 
multi-head or dual-stage attention (e.g. MCI-GRU [26], 
PDAGRU [42]) often outperform standard GRUs by 
dynamically focusing on critical time steps or features. 

However, model complexity and training cost tend to 
increase with more advanced attention designs. These 
mechanisms also differ in scope while self-attention captures 
internal temporal dependencies, cross-attention and dual-stage 
attention are more effective when fusing heterogeneous inputs 
or signals from different domains. 

B. Seasonal-Trend Decomposition Using Loess (STL) 

Studies applying seasonal-trend decomposition using Loess 
(STL) consistently show that separating trend and seasonal 
components improves the stability and learning efficiency of 
GRU models. Models such as STL-HSTA-GRU [33], STL-
IWOA-GRU [50] and more demonstrate that denoising inputs 
via seasonal-trend decomposition using Loess (STL) enhances 
model focus and leads to higher forecasting accuracy across 
domains such as electricity load, rainfall, climate, and 
groundwater levels. An important correlation observed is that 
seasonal-trend decomposition using Loess (STL) often pairs 
well with ensemble or hybrid frameworks, especially where 
trend clarity and seasonal structure play a strong role in 
outcomes. 

C. Combination of Attention Mechanisms and STL 

A smaller but growing subset of studies (e.g., STL-HSTA-
GRU [33], FSR-MSAGRU [30]) explore hybrid models that 
integrate both attention mechanisms and seasonal-trend 
decomposition using Loess (STL). These models show 
synergistic benefits: seasonal-trend decomposition using Loess 
(STL) reduces input complexity by isolating components, 
allowing the attention-enhanced GRU to better identify which 
time points or signals are most important. This layered 
approach improves robustness and interpretability, particularly 
in domains with noisy, multi-scale, or highly seasonal data. 
While fewer in number, these hybrid designs consistently 
outperform single-technique models in accuracy and 
generalisation, suggesting that the combination of seasonal-
trend decomposition using Loess (STL) and attention 
mechanisms is greater than the sum of its parts. 

V. RESEARCH GAPS AND FUTURE DIRECTIONS 

A key limitation in current research is the lack of studies 
applying combined seasonal-trend decomposition using Loess 
(STL) and attention-based GRU architectures specifically to 

food loss forecasting. While this hybrid approach has proven 
effective in domains like electricity pricing, air quality 
monitoring, and fault detection, its potential remains 
unexplored in the context of food loss, despite the data’s 
seasonal, irregular, and nonlinear nature. 

Future work should focus on developing GRU-based hybrid 
models that incorporate both seasonal-trend decomposition 
using Loess (STL) and attention mechanisms. Such 
architectures could better capture long-term dependencies, 
dynamic temporal features, and structured patterns, offering a 
promising path toward improved accuracy and interpretability 
in food-related time-series forecasting. 

A key direction for future research is optimising how 
attention weights are fused with decomposed components, 
trend, seasonality, and residuals, rather than applying attention 
to raw sequences. This component-level integration could 
enhance both interpretability and precision. Another open 
question involves the use of adaptive decomposition techniques 
that adjust to the characteristics of different food types or 
supply chain contexts, potentially improving generalisability 
across agricultural sectors. Additionally, the development and 
release of real-world food loss datasets and standardised 
benchmarks are critical for enabling rigorous model evaluation 
and comparison. 

Addressing these gaps is essential for building practical, 
data-driven forecasting tools capable of making a tangible 
impact on food loss. By combining seasonal-trend 
decomposition using Loess (STL), GRU architectures, and 
attention mechanisms, future models can deliver more accurate, 
interpretable, and responsive predictions tailored to the 
complexities of food supply chains. Such advancements would 
support producers, distributors, and policymakers in identifying 
loss-prone points earlier, improving resource allocation, and 
enabling timely interventions. Ultimately, this research not only 
advances time-series modelling but also contributes to broader 
goals of reducing waste, enhancing food security, and fostering 
more resilient and sustainable supply systems. 

VI. CONCLUSION 

In summary, this paper highlights that both attention 
mechanisms and seasonal decomposition are promising 
enhancements for GRU-based food loss forecasting. Our 
review of models across domains, such as electricity load, air 
quality, rainfall, and fault detection, consistently shows 
performance gains when attention or decomposition techniques 
are used, especially in combination with GRU networks. 
Attention mechanisms improve a model’s ability to capture 
long-range temporal dependencies and dynamically prioritise 
time steps, while seasonal-trend decomposition using Loess 
(STL) isolates trend and seasonal components, allowing GRUs 
to learn from cleaner, more structured inputs. 

This study advances understanding of how architectural 
innovations can address challenges like long-term 
dependencies, seasonality, and noise in food loss data. It also 
identifies a key research gap: despite their success in other time-
series contexts, hybrid STL-attention-GRU models remain 
largely unexplored in food supply chains. Given the inherent 
complexity and variability in food production and distribution, 
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developing such models is not only a valuable academic pursuit 
but also a practical necessity for reducing waste and improving 
food system resilience. 

This review also sets the stage for future research by 
outlining key directions, such as optimising the integration of 
attention weights with decomposed components, exploring 
adaptive or domain-specific decomposition techniques for 
improved generalisation, and developing real-world datasets 
and benchmarks for consistent, reproducible evaluation. 

Future empirical work should focus on designing and 
testing hybrid architectures that combine GRU networks with 
seasonal-trend decomposition using Loess (STL) and attention 
mechanisms for food loss forecasting. These models hold 
promise for delivering more accurate, interpretable, and 
resilient forecasting tools capable of supporting timely 
interventions and strategic decisions across the food supply 
chain. Ultimately, such innovations can contribute to global 
efforts to reduce food waste, strengthen supply chain resilience, 
and promote sustainable resource management. 
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