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Abstract -  Recently much work has been reported in literature 

regarding Text Independent speaker identification models.  

Sailaja et al (2010)[34] has developed a Text Independent speaker 

identification model assuming that the speech spectra of each 

individual speaker can be modeled by Mel frequency cepstral 

coefficient and Generalized Gaussian mixture model.  The 

limitation of this model is the feature vectors (Mel frequency 

cepstral coefficients) are high in dimension and assumed to be 

independent.  But feature represented by MFCC’s are dependent 

and chopping some of the MFCC’s will bring falsification in the 

model.  Hence, in this paper a new and novel Text Independent 

speaker identification model  is developed by integrating 

MFCC’s with Independent component analysis(ICA) for 

obtaining independency  and to achieve low dimensionality in 

feature vector extraction.  Assuming that the new feature vectors 

follows a Generalized Gaussian Mixture Model (GGMM), the 

model parameters are estimated by using EM algorithm.  A 

Bayesian classifier is used to identify each speaker.  The 

experimental result with 50 speaker’s data base reveals that the 

proposed procedure outperforms the existing methods. 

Keywords - Independent component analysis; Generalized 

Gaussian Mixture Model; Mel frequency cepstral coefficients; 
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I. INTRODUCTION 

The growing need for automation in complex work 
environments and the increased need for voice operated 
services in many commercial areas have motivated the present 
work.   While many existing systems for speaker identification 
achieve good performance in relatively constrained 
environments, performance invariably deteriorates in noisier 
environment. Speaker identification system is the process of 
selecting the best matched speaker among the enrolled 
speakers, with features extracted from speech signals.  

Many techniques involving statistical or probabilistic 
approaches have been applied to speaker specific speech 
patterns (Leena Mary and Yegnanarayana (2008), Jyoti et al 
(2011)) [22] [18]. Several methods were employed to separate 
mixed signals known as ‘Blind Source Signals’ (BSS) [13]. 
The term blind refers to the fact that the method of 

combination and source signal characteristics are unknown, so 
BSS permits a wide range of signals as input.   

Text independent speaker identification system has many 
potential applications like security control, telephone banking, 
information retrieval systems, speech and gender recognition 
systems, etc. Speaker identification system involves two parts: 
front-end (feature extractions) and back-end (actual 
recognition). These system use processed form of speech 
signals instead of using raw speech signals as it is obtained. 
This is to reduce the time consumed in identifying the speaker 
and to make the process easy, by reducing the data stream and 
exploiting its advantage of being redundant. Computation of 
cepstral coefficients using preprocessing and feature 
extraction phases plays a major role in text independent 
speaker identification systems Ning Wang et al (2010) [24]. 

Various studies made by Zhu, (1994) and Furui, 
(1982)[38][28] have also shown that computing cepstral 
coefficient is the best among all the parameters for any type of 
speaker recognition. It was proved that the performance of the 
speech recognizers can improve using cepstral representation 
of the signals for both clean and noisy speech (Erell, (1993)) 
[11] . Recently    Reynold (1994)[5]  have used Mel frequency 
cepstral coefficients are base line acoustic futures for text 
independent speaker identification and assumed that Mel 
frequency cepstral coefficients associated with speakers 
speech spectra follows a Gaussian Mixture Model.  

Sailaja, Sriniva Rao and Reddy (2010a, 2010b, 2010c, 
2011)[35][33][32][34] have developed and analyzed text 
independent speaker identification models with Mel frequency 
coefficients as future vectors and follow either Doubly 
truncated multivariate Gaussian mixture model or Generalized 
Gaussian mixture model.  The Generalized Gaussian mixture 
model will also include Gaussian mixture model as particular 
case. In all these papers the authors considered only a first few 
Mel frequency cepstral coefficients and the remaining 
coefficients are dropped as insignificant due to high 
dimensionality problems. They have also assumed that the 
Mel frequency cepstral coefficients of each speaker speech 
spectra are independent.  



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 2, No. 12, 2011 

86 | P a g e  
www.ijacsa.thesai.org 

But in reality the adjacent Mel frequency cepstral 
coefficient are correlated.  Ignoring the dependences and 
dropping some of the Mel cepstral coefficients may lead to a 
serious falsification of model.   So, to have a robust model for 
the speakers speech spectra, it  is need a to reduce the 
dimensionality and avoid dependence  among the features  this 
can be  done by further  processing the Mel frequency cepstral 
coefficients of  each speakers speech spectra with Independent 
component analysis.(ICA).  The integration of ICA with Mel 
frequency cepstral coefficients will make the feature vector 
more robust in characterizing the speech spectra of the 
speaker. 

The ICA, tries to express a set of random variables with 
some noise as linear combination of components that are 
statistically independent. ICA is the powerful tool available 
for high dimensional multivariate analysis. Application of this 
tool to speech analysis results in computational and conceptual 
simplicity. Independent component analysis is a technique 
used for text independent speaker identification system.  ICA 
helps in capturing some of the essential features of speech data 
in many Speaker identification Systems (Hyvarinen, 
(2001))[10]. ICA techniques can be used to separate mixed 
signals. The required assumption in applying ICA is that the 
observed signals are linearly mixed. As general feature vectors 
for patter recognition are nonlinearly mixed, distinguishing 
among characteristics is intractable. However, the 
normomrophic process of cepstrum parameter extraction, 
which transforms convolutively mixed filters functions into 
additive ones, ICA is applied to this problem domain and 
transformed feature vectors are used for the training and 
testing of a speaker identification system. 

Hence, in this paper a text independent speaker 
identification method is developed and analyzed integrating 
independent component analysis (ICA) with Mel frequency 
cepstral coefficient and using Generalized Gaussian mixture 
model.  The procedure for extracting the feature vectors of the 
speaker speech spectra using Mel frequency cepstral 
coefficients and independent component analysis is presented.  
Assuming that the feature vector of each individual speech 
spectra follows a Generalized Gaussian mixture model, the 
estimation of the model parameters is done by using the 
updated equation of EM algorithm.  The speaker identification 
algorithm under Bayesian frame work is also presented. The 
efficiency of the developed procedure is studied by conducting 
experimentation with 50 speakers with 12 utterances of locally 
recorded data base. A comparative study of different earlier 
models with the proposed (ICA + MFC coefficients) 
hybridized method is also discussed. 

II. FEATURE VECTORS EXTRACTION 

In this section we briefly describe the feature vector 
extraction of each speaker speech spectra.  Reliable and 
efficient smoothing of the frequency response of a human 
vocal tract is to be obtained as feature vector.  Mel frequency 
cepstral coefficients have gained importance in speaker 
identification to describe the signal characteristics. According 
to psychophysical studies human perception of the frequency 
content of sounds follows a subjectively defined nonlinear 
scale called the Mel scale [4] [10], . This is defined as                

fmel =2595log [1+(f/700)] 

Where, fmel is the subjective pitch in Mel’s corresponding 
to f, the actual frequency in Hz. This leads to the definition of 
MFCC, a base acoustic feature for speech and speaker 
recognition applications. ICA is the liner and a supervised 
dimensional reduction algorithm. ICA is not necessarily 
orthogonal and it extracts independent components even with 
smaller magnitudes. This section gives brief introduction and 
analysis of ICA algorithms. Text independent speaker 
identification system is a highly complex model associated 
with a huge number of feature vectors. Analysis of such 
models a challenging task. Under such circumstance 
dimensional reduction of the data becomes a major 
requirement for obtaining better identification results.  This 
can be achieved by using ICA algorithms. 

Each person’s voice has distinguishing properties and 
features which makes them unique. Air stream pumped by the 
lungs modifies itself to generate desired sequence of sounds 
every time a person tries to speak. This implies that there exist 
some differences in the characteristics of speech depending on 
the changes in the shape of the vocal tract, vibration of the 
vocal chords and the nasal cavity. Vocal tract can then be 
considered as a set of filters that change or alter a set of 
excitation signals. ICA aims at extracting a set of statistically 
independent vectors from the matrix of training data, the Mel-
frequency Cepstral feature vectors derived from the original 
signal. It tends to find directions of minimum mutual 
information. It aims at capturing certain Correlations among 
the frequencies present in the spectral based representation of 
a speech signal. This is achieved by ICA in the form of linear 
combinations of basic filter functions specific to each person. 
Specific sounds are then generated by combining these 
functions in a statistically independent nature. 

 The signal X is used as  a proper Mel-Cepstral based 
representation of the original signal and the data can be 
observed as a set of multivariate time series resulting from a 
hidden linear mixing process A of independent functions S 
(Potamitis, (2000))[25], (Hyvarinen, (2001))[14]. Linear 
combination of such sources or functions can be summarized 
as (Cardoso, (1996))[4] 

   Ax = S                                      (1) 

                                                                                                  
The problem of ICA is to determine both the excitation 

signal s and the scalars A and the only known component is 
the matrix of the MFCC coefficients of the input speech 
signal. s can be computed as follows (Hyvarinen, (1997))[16] 

S= A x −1                                 (2)  

                                                                                        
A can be computed by consider x as a vector of 

observations, where each observation is expressed as a linear 
combination of independent components. In order to estimate 
one of the independent components, a linear combination of  xi   
is chosen such that (Hyvarinen, (1997))[16], (Michael, 
(2002))[19] 

                             (3) 
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with respected to the conditions stated  in equation (1)   
and equation (2), the linear combination represents in equation 
(3)   is a true combination of independent components if w 
were one  of the columns of the inverse of A.  After 
preprocessing and whitening, the final equation is given as            
(Michael, (1999)) [24]  

                     (4)                                         

  Fast ICA algorithm (Hyvarinen, (1999))[11] is used to 
estimate   wi which constitutes the rows of W. Since the 
components are considered to be statistically independent, the 
variance between them is high. The following steps are used to 
estimate w 

1. Choose an initial random guess for   W 

2. Iterate: W <= E{x (     )} - E{  (     )}W 

3. Normalize:     W <=    
 

     
  

       4.  If not converged, go back to step 2.  

Once w is estimated the final step is to project the signal 
into the space created by ICA. 

New dataset =Wica* Mean Adjusted original Data,  

where, Wica is the transformation matrix obtained from 
Fast ICA algorithm.  

The multivariate dimensionality reduction techniques 
(ICA) can be applied to Mel spectral energies (Ding, 
(2001))[9], or the Mel frequency cepstral coefficient after the 
feature vectors obtained through MFCC’s makes the 
dimension reduction possible and more efficient (Wanfeng, 
2003)[36] . This is because the Mel frequency feature vector 
characteristics agree with the assumptions made in ICA 
algorithms (Somervuo, (2003))[30].   

The extraction of Feature vectors for speaker identification 
is done in two steps.  :  

 1. Compute MFCC’s,   and 2. Apply ICA to transform them 

to get new feature vectors. 

The computation steps for extracting the new feature 
vectors are as follows. 

Step 1. 

(a) Take the Fourier transform of a signal  

(b) Map the powers of the spectrum  obtained above on 

to the Mel scale, using triangular  overlapping 

windows 

(c) Take the logs of the powers at each of the Mel 

frequencies  

(d) Take the discrete cosine transform of the list of the 

Mel log powers, as it were a signal  

(e) The MFCCs are the amplitudes of the resulting 

spectrum. 

Step 2.   

(f)  Apply ICA transform to Mel frequency cepstral 

coefficients to get the new feature vectors of each 

speaker speech spectra 

III.  SPEAKER IDENTIFICATION MODEL WITH GENERALIZED 

GAUSSIAN DISTRIBUTION: 

In this section we describe the speaker identification 
process.  Fig.1 represents the block diagram of the proposed 
text independent speaker identification system with   
Generalized Gaussian distribution using integrating ICA in the 
system after feature extraction. 

Here it is assumed that the feature vector (after processing 
the MFCC with ICA) follows a multivariate Generalized 
Gaussian mixture model.  The motivation for considering the 
Generalized Gaussian mixture models is that the individual 
component densities of a multi model density like the mixture 
model may model some underlying set of acoustic processes.  

It is reasonable to assume the acoustic space corresponding 
to a speaker voice can be characterized by acoustic classes 
representing some broad phonetic events such as vowels, 
nasals or fricatives. These acoustic classes reflect some 
general speaker dependent vocal tract configurations that are 
useful for characterizing speaker identity. The spectral shape 
of its acoustic class can in turn be represented by the mean of 
its component density and the variation of the average spectral 
shape can be represented by the co-variance matrix. Therefore 
the entire speech spectra of the each individual speaker can be 
characterized as a M component Finite Multivariate 
Generalized Gaussian mixture distribution. 

The probability density function of the each individual 
speaker speech spectra is         

                    (2.1)      

                

 where,  j=1,2,…,D; i=1,2,3…,M; 

t=1,2,3,…,T  is a D dimensional random vector representing 
the MFCC vector 

λ is the parametric set such    λ = (µ,ρ,∑ )  

  is the component weight such that             
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Fig 1. Schematic diagram representing the Speaker Identification process 

     is the probability  density of ith  acoustic class  

represented by  new    vectors of the  speech data and  the D-
dimensional Generalized Gaussian (GG)    distribution (M. 
Bicego et al (2008))(23) and is of the form 

  ( ⃗   (     )  
[   ( )]    

[ ( ) (   )] 
   ( ‖

 
 

 
   ( ⃗    ⃗⃗  )

 (   )
‖

 

)               

(2.2)                                                         Where,    ( )  
 

 
 (

 

 
)  and 

  (ρ  )  √
 (  ρ)

 (  ρ)
                                           (2.3)                                                             

 

And      stands for the lρ norm of 

vector x, Σ is a symmetric positive definite matrix. The 

parameter  is the mean vector, the function A (ρ) is a 

scaling factor which allows the var(x) =  2 and ρ is the shape 
parameter when ρ=1, the Generalized Gaussian corresponds to 
a laplacian or double exponential Distribution. When ρ=2, the 
Generalized Gaussian corresponds to a Gaussian distribution.  
In limiting case ρ→ + ∞ Equation (2.2) Converges to a 

uniform distribution in (µ-√3 , µ+√3 ) and when ρ →o +, the 
distribution becomes a degenerate one when x=µ.   

The model can have one covariance matrix per a 
Generalized Gaussian density of the acoustic class of each 
speaker. Based on the previous studies, the diagonal 
covariance matrix is used for speaker model. As a result of 
diagonal covariance matrix for the feature vector, the features 
are independent and the probability density function of the 
feature vector is  

   

   To find the estimate of the  model parameters αi µij and 
 ij for i= 1,2,3 …,M, j=1,2,…,D, we  maximize the  expected 
value likelihood  (or) log likelihood function.  Here the shape 
parameters ‘ρij’ is estimated by the procedure given by 
Armando.J el at (2003) [1] for each acoustic class of each 
speech spectra.   

  The updated equations of the parameters for EM algorithm are 

as given by Sailaja et al (2010) [34] are     
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The updated equation for estimating αi is  

                                                                                                                                

Where  =    are the estimates obtained     

The updated equation for estimating   is 

                                    

 where, A   is some function which must be equal 

to unity for ρi = 2 and must be equal to  for 1, in the 

case of N=2, we have also observed that A  must be 

an increasing function of .   

The updated equation for estimating   is 

  

IV. SPEAKER IDENTIFICATION USING BAYES’ DECISION 

RULE  

The extracted feature vectors from each test speaker were 
applied to the function “ICA Transform” (Fig. 1) and were 
estimated into the space of ICA created by the associated 
speaker with unique speaker ID. This uses the stored ICA W 
from the trained speaker model. The new feature vectors of the 
test utterances and the trained models were fed to a Byes 
classifier for identification applications which employ large 
group of data sets and the corresponding test speaker was 
identified (Domingo’s,  (1997))[8][9]. 

is called a posteriori probability for an 

acoustic class i and is defined by the following equation  

 
For a given observation sequence the main goal is to find 

the speaker model that has the maximum posteriori probability 
represented as (Reynolds,(1995))[7] 

 

           

The speaker identification system finally computes S using 
the logarithms and the independence between the 
observations.  

V. EXPERIMENTAL RESULTS 

The performance of the developed model is evaluated by 
using a database of 50 speakers. For each speaker there are 12 
conversations of approximately 4sec.each recorded in 12 
separate sessions. Out of which three, four & five sessions are 
used for training data and the remaining sessions used for 
testing data. The speaker’s speech data was recorded locally 
by using high quality Microphone. The test speech was first 
processed by front end analysis explained in section 2 to 
produce a new transformed   feature vectors which are 
obtained for test sequence length 4 seconds, ith the procedure 
given by Smitha Gangisetty (2005)[29]. 

 Using the classified data for each speaker the updated 
equations of the parameters are calculated by the procedure 
explained in section 3, the refined estimates of the parameters 
are obtained. The global model for each speaker density is 
estimated by using the derived parameters.  With the test data 
set, the efficiency of the developed model is studied by 
identifying the speaker with the Speaker identification 
algorithm given in section (4).   The average percentage of 
identification was computed and the results are tabulated. Two 
sets of experiments were carried out for evaluating the 
performance of the develop model.  

EXPERIMENT -1. This experiment involves clean train and 
test signals. 

TABLE 1.  AVERAGE PERCENTAGE OF CORRECT IDENTIFICATION VERSUS   FOR 

VARIOUS SPEAKER IDENTIFICATION MODELS 

Model Percentage of accuracy 

GMM-nv  94.6±1.8 

GMM-gv  89.7±2.4 

TGMM  80.2±3.1 

GC  67.3±3.76 

FDTMGMM (K-means) 96.4±1.7 

FDTMGMM 
(Hierarchical clustering) 

97.1±1. 

Embedded ICA with GMM 94.12% 

Embedded ICA with GGMM 97.8±12. 

A comparative study of the Performance of the  developed 
model is carried with reference to existing  speaker modeling 
techniques. Specially the other techniques are the unimodel 
Gaussian classifier given by H.Gish (1985)[12], Tied Gaussian 
Mixture model given by J. Oglesby and J. Mason,(1991)[20] 
and the Gaussian Mixture Model using nodal 
variance(GMMnv) and Gaussian Mixture Model using global 
variance (GMMgv) by Douglas A Reynolds (1994)[5], and 
Finite Doubly Truncated Gaussian Mixture Model .   

From, Table 1, it is observed that the average percentage of 
correct identification for the developed model is 
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97.8±12 The percentage correctness for the Gaussian Mixture 
Model with integrated ICA is 94.12%. This clearly shows that 
the speaker identification model with multivariate Generalized 
Gaussian Mixture Model is having higher average percentage 
of correct identification than the other models. 

EXPERIMENT -2.  Additive white Gaussian noise (AWGN) 
affected train signals at a particular SNR of 30dBand AWGN 
affected test signals with varying SNR’s.  From the table we 
found that as the signals to noise ratio increases the 
identification rate also increases.  The performance of speaker 
identification is improved using ICA with Generalized 
Gaussian Mixer Model even in noisy conditions.  

TABLE 2.PERFORMANCE OF PCA AND ICA WITH VARIATION IN SNR          OF 

THE TEST SIGNALS 

 

MODEL TRAIN 
: 30dBSNR 

TEST VALUES OF 
SNR dB 

0 10 20 

ICA with GMM 51.00% 70.00% 85.50% 

PCA with GMM 40.33% 62.41% 76.70% 

ICA with GGMM 55.01% 72.34% 88.45% 

VI. CONCLUSION 

In this paper a novel Text Independent Speaker 
Identification model is developed with the assumption that the 
feature vector associated with the speech spectra of each 
individual speaker follows a Generalized Gaussian Mixture 
Model.  The Generalized Gaussian Mixture Model also 
includes the lepto kurtic or platy kurtic nature of the feature 
vector associated with each vocal class of individual speaker’s 
speech spectrum. The new feature vectors are derived for the 
each speaker s speech data through the mel frequency cepstral 
coefficients + ICA.  

This procedure avoids the loosing of information on 
speech spectra, by dropping some of the MFC Coefficients 
and avoids the dependencies among them. The model 
parameters are obtained by deriving the up dated equations 
from the EM Algorithm associated with Finite Multivariate 
Generalized Gaussian Mixture Model. An experimentation 
with 50 speakers speech data revealed that this Text 
Independent Speaker Identification with integrating ICA  
using Finite Multivariate Generalized Gaussian Mixture 
Model outperform the earlier existing Text Independent 
speaker identification models. This method works well even 
with large population with small time speech data sets.  
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