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Abstract—In this paper, a computationally very efficient 

algorithm for direction of arrival (DOA) as well as range 

parameter estimation is proposed for near-field narrowband 

nonstationary accelerated moving sources. The proposed 

algorithm based on the local polynomial approximation (LPA) 

beamformer, which proves its efficiency with far-field 

applications. The LPA estimates the instantaneous values of the 

direction of arrival, angular velocity, acceleration as well as the 

range parameters of near-field sources using weighted least 

squares approach which based on Taylor series. The 

performance efficiency of the LPA beamformer to estimate the 

DOAs of near-field sources is evaluated and compared with the 

Recursive Expectation-Maximization (REM) method. The 

comparison is done using standard deviation of DOA estimation 

error as well as for range versus signal to noise ratio (SNR). The 

simulation results show that LPA beamformer outperform 
REM1 in signal-to-noise ratio requirements. 

Keywords—Near-field; range and DOA estimation, moving 

source tracking; LPA beamformer; REM (Recursive Expectation 

Maximization) 

I. INTRODUCTION 

Direction-of-arrival (DOA) estimation for source 
localization has been widely applied in the field of radar, 
sonar, seismology, oceanography and communication. Various 
algorithms [1], [2] were proposed to deal with the problem of 
DOA estimation for far-field scenarios. While, near fields are 
important because they are operationally complex and 
structurally rich. Away from the antenna, in the far zone, 
things become predictable; the fields take simple form, and 
approach plane waves. There is not much to know about the 
behavior of the antenna aside from the radiation pattern. 
However, when the sources are located close to the array (i.e. 
near-field), the wave front emitted from these sources become 
spherical instead of planar at each sensor position. Therefore, 
the far-field estimation algorithms are no longer be applicable 
as the inherent curvature of the waveforms should be taken 
into account. Therefore, advanced localization algorithms for 
estimating DOA and range have been derived for near-field 
stationary source localization, including the modified MUSIC 
[3], weighted linear prediction (LP) [4], and second-order 
statistics (SOS) [5, 6]. On the contrary, for localizing a near-
field moving sources of constant velocity, a Stationary Passive 
Synthetic Aperture Array method was used [7]. Also, the 
Maximum Likelihood (ML) approach was efficient in case of 
little sample numbers, but required high computational cost 
[8]. Therefore, several techniques as Recursive Expectation 

Maximization (REM) was studied to reduce the ML 
complexity. The EM  prevents the computational complexity 
by switching the multidimensional search problem to less 
dimensional parallel search problems. In [9], the Expectation-
maximization (EM) based recursive algorithm was applied 
with moving sources in the near-field.  

Simultaneously, several applications require tracking of 
accelerated moving sources as the additional use of some 
kinematic parameters (i.e. acceleration, etc.) to improve the 
tracking performance and overcomes some of the problems of 
crossing targets. Consequently, [10, 11] have been proposed 
for the accelerated moving sources in the far-field using the 
LPA beamformer to localize accelerated moving sources. The 
LPA proved its perfect performance in different scenarios of 
fast moving accelerated sources and low SNR. As a result, in 
this paper the LPA beamformer algorithm is proposed to the 
scenario of near-field accelerated sources situation. It 
estimates the time-varying parameters (DOA, angular velocity, 
acceleration and range) of a near-field moving accelerated 
sources. The performance of the LPA beamformer is 
compared with that of the REM1 method using different signal 
to noise ratios (SNR). 

This paper is organized as follows. The problem and data 
model are formulated in Section II. In Section III, introduce 
the near-field accelerated sources’ parameter estimation 
algorithm based on the LPA algorithm. In Section IV, the 
performance analysis and simulation results will presented. 
Finally, Section V concludes the paper. 

II. PROBLEM FORMULATION 

 Foremost, a description of the radiation zone concept and 
the time-varying near-field signal model is introduced before 
establishing the LPA beamformer approach for tracking 
accelerated time-varying DOA and range parameters of the 
near-field sources. 

A. Radiation Zone 

Radiation zones are defined to simplify the complex 
mathematical equations for radiating sources. Generally, the 
radiation zones are divided into the far-field zone and near-
field zone. The wavelength (λ) emitted by the source defines 
the boundary of the two zones. If the distance of the signal 
emitted by the source to antenna array is large i.e. r >> λ, then 
the far-field assumption is valid. In this case, the incoming 
waves towards the array are approximately planar. Moreover, 
if the signal emitted by the source is very close to an array, i.e. 
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r << λ, then the source is in the near-field region. Therefore, in 
indoor environments the near-field representation is more 
suitable with spherical wave fronts than using far-field. 

B. Time- varying near-field signal model 

It is assumed that the source signals are collected by 

12  Mn  sensors with d  distance between its adjacent 

antennas in a uniform linear array (ULA). As Q   narrowband 

near-field signals from time- varying directions

)],(),......,([)( 1 ttt Q  arrive at the array, the vector 

)](),......,([)( 1 trtrtr Q will represent the unknown range 

parameters of the moving sources. Therefore, the parameter 

vector to be estimated is .)](),([)( TTT trtt  Thus, the signal 

model for the data observed at the output of the sensors at time 
instant t  is, 

(1)                               (t)(t)))(((t) esA  tx  

The steering matrix which consists of Q  steering vectors [

))(( tia ,  Qi ,.....1  ] is,     

 (2)          ))]((.....,)),.......(()),(())(( 21 tttt Q aaaA  

The steering vector is a function of the unknown parameter 

vector, TT
i

T
ii trtt )](),([)(  . Also, (t)s is the vector of the 

received signals given by )](),......,([)( 1 ttt Qsss  and the noise 

vector is   .(t),(t),......(t),(t) 21 neeee 
 

Similar to  [12], the output signal from the thm element for 

a given snapshot t  is given by 

(3)                             (t)(t)(t)
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Where,  (t)qs is the signal from the thq incident source, 

(t)me is the noise at the thm  element, and mq  is the phase shift 

associated with a propagation time delay between the element 

at the center of the array and the sensor  m  of  the thq  source. 

This phase shift is given by (4) as a function of the source 

signal parameters, angle of arrival ,q range ,qr and the 

wavelength .  
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The   112 M  output vector can be written as (5), where the 
reference point is the element at the center of the array. 
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Where,  )],(,),........,(),,(),( 2211 QQ rrrr  aaaA   is the 

  QM 12  matrix. As the corresponding array response vector 
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Approximating 
mq  using the second order Taylor 

expansion, yields to the following expression for the signal 
model in (3). 

 
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The parameters 
q

  and 
q

 are functions of the DOA  

and the range; respectively, and can be expressed as  
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Therefore, the problem addressed in this paper is the 
estimate of the DOA’s and their parameters (angle, angular 
velocity and acceleration) as well as the range of incident 

sources given the observation array data (t)x . The LPA 

beamformer is used to determine the time-varying near-field 
DOA, range and their parameters under the following 
assumptions:  

1) The source signals are uncorrelated 

2) The additive noise is a zero-mean spatially white 

independent from the source signals 

3) The distance qqd  ,  is the shortest wavelength of 

all signals 

III. LPA ALGORITHM FOR NEAR-FIELD SOURCES’ 

PARAMETER ESTIMATION  

The LPA beamfromer is developed as proposed for 
accelerated moving near-field sources tracking as its 
performance advantages with the accelerated moving sources 
introduced in [10]. It is assumed that the parameters of interest 
are described by a polynomial model shown in [13]. Using the 
weighted least squares approach to formulate the LPA 
beamformer for a single source assumption, which can be 
extended to the multiple source case. The following LPA 
based function will be minimized as in [10, 13] to be, 
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Where,  .  stands for the norm. The summation interval in 

(9) is determined by the window function )(kTh
 
which 

 can 
be given by
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The scaling  parameter h  determines the window length, 

and )(v is a real symmetric function  )()( vv    and  

satisfies the conventional properties, 
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The source motion within the observation interval using 
Taylor series is, 
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Here, T is the sampling interval. 

Assuming that the observation window is sufficiently short 
and, therefore, the fourth and later terms in (12) are negligible, 
therefore  

(13)                      )()( 2
210 kTckTcckTt   

Where, 

(14)                (t)
2

1
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2
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10   ttc  

being the instantaneous source DOA, angular velocity, and 
acceleration, respectively. So, the problem is to estimate the 

vector Tccc ),,( 210c for the nonstationary sources. 

Similarly, the range model will be,  
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Both the DOAs and the ranges can be shown together in 

the vector,   ,,.....,)](),([)( 1
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qqqqqqq rrrccc  As )(a  depends on the time

kT  and the vectors c  and r . 
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The estimate of the waveform )( kTts  is obtained as: 
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Recalling that the number of sensors is 12  Mn , the 
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)(),(

)()()(
)(

1
),(

(18)

2


 


















k

H

H
h

k
h n

kTtxkT
kTtxkTtxkT

kT
tG

a




 

Then, minimize (18) over the vector parameter   to 
obtain the DOA as well as the range parameters. This is 
equivalent to the maximization of 
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where,  . stands for the absolute value and  the function in 

(19) is known as the LPA beamformer function which 
includes the near-field accelerated moving source parameters. 
Here, the maximization of the LPA function requires search 
over  10 ,cc  , 2c  10 , rr and 2r .  

The steps of the proposed algorithm for near-field 
parameter estimation is straight forward from that in far- field 
accelerated sources [10], and can be summarized as follows:  

Step1:  take initial values of DOA 0c  and range 0r

parameters. 

Step2: calculate the source motion within the observation 
interval using Taylor series for the DOAs and range by (13) 
and (15). 

Step3:  calculate the LPA beamformer function for DOAs 
and range in (19). 

Step4:    Update the parameters.  
The same properties of the proposed LPA beamformer 

with far- field is still applicable in the near-field case, which 
are: 

 The LPA beamformer is convenient for slowly as well 
as rapidly moving sources. 

 The window width selection is important for accurate 
parameter estimation. 

 Adding the acceleration term decreases the MSE.  

IV. SIMULATION RESULTS 

A half wavelength of the incoming signals is used for the 
spacing between the adjacent elements in the ULA. 
Uncorrelated near-field  narrowband moving sources are 
assumed with array of n =9 sensors. Also, a rectangular 
window with N=50 snapshots is considered for the LPA 
beamformer. The following scenarios are used to clarify the 
LPA beamformer performance in the near-field accelerated 
moving sources and to compare it with that of REM1 in [9]. 

Case 1,2: (LPA output for single and double sources) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 5, No. 3, 2014 

151 | P a g e  
www.ijacsa.thesai.org 

Figure 1 shows the LPA beamformer output for near-field 
single source case  in pairs, where the time-varying DOA 

parameters are ].1,1,4[)](),(),([ 2)2()1(
kkkkk     

Similarly, Fig. 2 illustrates two sources scenario in pairs, 
where the time-varying DOA parameters of the two sources 

are ]2,2,4[)](),(),([ 2)2(
1

)1(
11 kkkkk     &

].2,2,16[)](),(),([ 2)2(
2

)1(
22 kkkkk   

In is clear that, the LPA can identify correctly the source 
location, as the peak in each figure indicates the source 
location at as shown in the figures pairs.  The estimates of the 
DOAs have been obtained from the main maximum of the 
beamformer function (19).  The source acceleration is 
considered as a factor to improve the source localization in 
nonstationary situations than using the angle and angular 
velocity only as in [13]. 

 

Fig. 1. (a): The output of the LPA beamformer for the single source case, at 5dB for ),( 10 cc  pair, where the source DOA parameters are:  

 
]1,1,4[)](),(),([ 2)2()1(

kkkkk  
.
 

 

Fig. 1.  (b): The output of the LPA beamformer for the single source case, at 5dB for ),( 20 cc  pair, where the source DOA parameters are: 

].1,1,4[)](),(),([ 2)2()1(
kkkkk    
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Fig. 2.  (a): The output of the LPA beamformer for 2 sources senario, at 5dB for ),( 10 cc pair. The DOA parameters of the two sources are: 

]2,2,4[)](),(),([ 2)2(
1

)1(
11 kkkkk     and  

]2,2,16[)](),(),([ 2)2(
2

)1(
22 kkkkk  . 

 

Fig. 2. (b): The output of the LPA beamformer for 2 sources case, at 5dB for ),( 20 cc pair. The DOA parameters of the two sources are: 

]2,2,4[)](),(),([ 2)2(
1
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11 kkkkk     and  

]2,2,16[)](),(),([ 2)2(
2

)1(
22 kkkkk  . 

Case 3: (Performance comparison  for single source case) 
Consider single near-field narrowband accelerated source 

located at ).4,5.1(),( 11
 r  Figure 3 (a, b) shows the standard 

deviation for DOA and range; respectively, versus SNR for 
both the LPA beamformer and the REM1 method. The time-
varying DOA and range parameter vectors are  

]2,2,4[)](),(),([ 2)2(
1

)1(
11 kkkkk 

 
and

];)1(,)1(,5.1[)](),(),([ 2)2(
1

)1(
11 kkkrkrkr  respectively. It is 

observed that the proposed method has lower error compared 
to the REM1 method in the rapidly moving sources scenarios. 
Both algorithms assume the motion model in (13) and the 
range model (15).  
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Fig. 3. (a): Compares the standard deviation for DOA angle estimation error 

versus SNR for a single source that has )4,5.1(),( 11
 r for the LPA and the 

REM1 method. 

 

Fig. 3.  (b): Compares the standard deviation for range estimation error 

versus SNR for a single source that has )4,5.1(),( 11
 r for the LPA 

algorithm and the REM1 method. 

Case 4 :( Performance comparison  for Two sources case) 
Assume two near-field uncorrelated narrowband moving 

sources located at )4,2(),( 11
 r  and ).16,4(),( 22

 r  The 

time-varying DOA parameters for the two sources is 

]2,2,4[)](),(),([ 2)2(
1

)1(
11 kkkkk   

].2,2,16[)](),(),([ 2)2(
2

)1(
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While the range parameters for the two sources are: 

],)1(,)1(,2[)](),(),([ 2)2(
1

)1(
11 kkkrkrkr      

].)1(,)1(,2[)](),(),([ 2)2(
1

)1(
11 kkkrkrkr   

 It is clear from Fig. 4 that the proposed LPA beamformer 
is superior to the REM1 method. 

 
Fig. 4.  (a): Compares the standard deviation for DOA angle estimation error 

versus SNR for 2 sources located at )4,2(),( 11
 r  and 

)16,4(),( 22
 r for the proposed algorithm and the REM1 method. 

 

Fig. 4.  (b): Compares the standard deviation for range estimation error 

versus SNR for 2 sources located at )4,2(),( 11
 r  and 

)16,4(),( 22
 r for the proposed algorithm and the REM1 method. 

V. CONCLUSION 

The proposed method represented more accurately the 
near-field scenarios, typical of indoor environments. Where, in 
this paper an efficient nonparametric approach based on LPA 
beamformer for DOA and range parameters estimation for 
near-field moving source tracking is proposed. By exploiting 
the acceleration of the moving source, the standard deviation 
of the angle as well as range estimation using LPA 
beamformer is less than compared to the REM1. The 
simulations show that, this proposed nonparametric technique 
has superior performance over  the REM1 method. These 
advantages appropriate the proposed algorithm for rapidly 
moving sources. The simulation verifies the effectiveness of 
the LPA beamformer with the near-field scenarios. 
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