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Abstract—Using BP neural network in past to predict the 

energy consumption of the building resulted in some 

shortcomings. Aiming at these shortages, a new algorithm which 

combined genetic algorithm with Levenberg-Marquardt 

algorithm (LM algorithm) was proposed. The proposed 

algorithm was used to improve the neural network and predict 

the energy consumption of buildings. First, genetic algorithm was 

used to optimize the weight and threshold of Artificial Neural 

Network (ANN). Levenberg-Marquardt algorithm was adopted 

to optimize the neural network training. Then the predicting 

model was set up in terms of the main effecting factors of the 

energy consumption. Furthermore, a public building power 

consumption data for one month is collected by establishing a 

monitoring platform to train and test the model. Eventually, the 

simulation result proved that the proposed model was qualified 

to predict short-term energy consumption accurately and 

efficiently. 
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I. INTRODUCTION 

There are many factors affecting the energy consumption of 
the building, and it has the characteristics of randomness, time-
varying and regionally [1]. It can be divided into three aspects: 
environment, structure and operation process. For a given 
area of buildings, the main influence factors of the building 
energy consumption include regional climate 
characteristics, buildings, residential environment, building 
construction and operation management of heating system [2-
3]. Because neural network [4] has strong nonlinear, parallel 
processing ability and robustness, and it does not need to set up 
complex mathematical model, so it has been favored by the 
researchers. Now it is widely used in different conditions of 
architecture energy consumption prediction research. 

The traditional algorithm exists the shortcoming of slow 
convergence speed and easy to fall into local 
minimum. Bingbing Shi [5] and others find that when using 
LM algorithm to improve the BP neural network, the BP 
network training speed is improved obviously, and the 
prediction error is smaller. Ahua Mu [6] and others by using 
the method of combining genetic algorithm with BP algorithm 
(hereinafter referred to as GABP algorithm) makes the 
prediction error smaller, but the amount of computation is 

increased and the convergence rate is slow. By the literature 
[7], under the same training target, the training steps of genetic 
neural network are 10 times of the LM algorithm, so the 
training speed of GABP algorithm is not ideal, and it can't 
satisfy the requirement of energy consumption prediction of 
real-time online. For this kind of situation, in this article, the 
GLBP algorithm which combines the GABP algorithm and the 
LM algorithm is adopted to establish the building energy 
consumption prediction model. 

II. GLBP ALGORITHM 

The improved BP neural network is mainly divided into 
two parts, one part is to optimize the input global variable, and 
to improve the quality of input variables; the other part is to 
optimize local variables, and to improve the convergence speed 
of the algorithm. Therefore, the improved BP neural network 
(GLBP) has two stages in the calculation: 1) Using the genetic 
algorithm to determine the approximate optimal approximate 
solution; 2) The LM algorithm is used to search the 
approximate solution, until you find the local optimal solution. 
The specific steps are as follows: 

A. Genetic algorithm global optimization [8] 

1) According to the network structure, to determine the 

code length of genetic algorithm. Using real coding, changing 

the parameter set X and fields into the string structure space S; 

2) The fitness function is the only standard to measure the 

quality of the individual. In order to improve the prediction 

accuracy, the reciprocal of the error sum of squares of the LM 

neural network is used as the fitness function. The function is: 
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Among them, k is the number of training samples; t is 
target output; y is the actual output; 

3) Determine the genetic strategy, including selected 

population size n, method of selection, crossover and mutation, 

and crossover probability Pe and mutation probability Pm; 

4) Population initialization, the individual of the 

population is encoded to calculate the initial fitness valu  f(x); 
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5) Selection of the genetic operation method based on step 

3), the genetic operations of selection, crossover and mutation 

are carried out to form the next generation population; 

6) To determine whether the new individual population 

termination condition, if the condition is satisfied, the search 

will be stopped, otherwise, return to step 5), until satisfy the 

termination condition. 

B. LM algorithm local optimization [9] 

1) Selecting the largest fitness from the group which meet 

the conditions as the initial weights and thresholds of the 

training of the LM neural network; 

2) Again using the training samples of LM neural network. 

Input samples, and then calculate, and get a response in the 

output layer; 

3) In accordance with the direction of reducing the actual 

output and target output error to modify the weights of each 

neuron. Unlike the BP algorithm, LM algorithm uses two 

order derivative approximation, and the rate of convergence 

is much faster than BP algorithm. The LM algorithm allows 

the error along the direction of increasing development, not 

easy to fall into local minimum. 

4) To determine whether the training results meet the 

certain indicators, not meet return 3), else end. 

III. BUILDING ENERGY CONSUMPTION PREDICTION MODEL 

Through the analysis of the factors affecting energy 
consumption of a particular building, considering the human 
activity is relatively fixed, the equipment operation and the 
enclosure structure basically remain unchanged all the year, so 
here mainly consider the influence of the outdoor climate 
conditions (weather) to energy consumption. According to the 
characteristics of the particular building energy consumption, 
selecting temperature, humidity and wind speed as the input 
layer factors, and selecting the electric energy consumption as 
the output layer factor. When you want to predict the future 
energy consumption, you just need the future weather forecast 
information. Here, the number of input layer neurons is three. 
The number of output layer neurons is one and the number of 
the hidden layer also is one. The energy consumption 
prediction model is built based on this, then the model diagram 
(three-ten-one) is shown in Fig one. 

 

Fig. 1. Energy consumption prediction model 

To obtain the experimental data, a university training center 
is taken as the research object, and then set up the experimental 
platform. Because of the large proportion of energy 
consumption, and other forms of energy consumption can be 
collected by similar methods, the energy consumption is only 
selected as the collection object. 

Energy consumption data acquisition system uses three-tier 
design: the field monitoring layer, the network communication 
layer and management layer. The management layer sends out 
data acquisition command, then transfers the command to each 
electric meter by network communication layer. Electric meter 
receives the instruction and checks it, then submits the 
corresponding energy consumption information to 
management computer, and finally stores it to the database. 
The prediction model can obtain the training sample from the 
database. 

IV. SIMULATION AND ANALYSIS 

From the database to select three months (ninety days) of 
raw data. Dividing these sample data into two parts. The first 
part is as the training sample of neural network and this part 
includes the data of 93 days. The remaining data is as the test 
samples. In order to improve the tolerance of the network, add 
"noise" in each group of training samples, therefore, the 
number of the training sample is 186. 

According to the characteristics of the neural network 
processing data, the Premnmx function [10] is used to control 
the training samples normalized between [-1, 1], and the 
method  is as follows: 
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max min
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Type: 'p  is the normalized variable; p  is the primitive 

variable; maxp 、 minp  respectively is the maximum and the 

minimum of the original variables. 

Contrast the GABP algorithm with the GLBP algorithm in 
the simulation experiment, structural parameters of the model 
are consistent. Parameters of genetic algorithm: population size 

is 50n ; genetic algebra is 100gen ; crossover rate is

5.0cP ; the mutation rate is 01.0mP . Part of neural 

networks: vector is 0.3; the largest number of iterations is 8000 
and the minimum error of the training target is 0.001. The 
neuron transfer function    of the network interface layer adopts 
s-shaped tangent function, tansig[11], the neuron transfer 
function    of output layer adopts linear function, purelin[12]. 

Type: The GABP algorithm is an algorithm which combine 
neural network and genetic algorithm. The GLBP algorithm is 
proposed in this paper. 

MATLAB as the simulation tool, then respectively use the 
GABP and GLBP algorithm to build energy consumption 
prediction model. After the simulation experiments, the 
training error curve of the test results are as follows: 
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Fig. 2. GLBP training error trend chart 

 
Fig. 3. GABP training error trend chart 

The experimental results show that, GLBP algorithm for 
network training is faster than GABP algorithm, and the 
number of basic iterative can achieve the training objectives 
within 200 times, as shown in Fig 2. All of them use the same 

method which uses genetic algorithm to search the optimal 
weights and threshold value. However, not only does the 
GABP algorithm increase the amount of calculation and 
consume a long time, but also can’t make neural network jump 
out of the local minimum point, and it can be seen from Fig 3. 
Even if the number of training reach the maximum (8000 
times), network still failed to reach the training target. LM 
algorithm was used to make up the time of the searching 
process of genetic algorithm, and increased the speed of 
network training, finally it can quickly reach the goal of the 
training. This shows that in this paper the GLBP algorithm can 
satisfy the requirement of the real-time prediction of energy 
consumption. 

Not only does the Building energy consumption prediction 
need the speed, but also need to meet a certain precision, to suit 
the requirements of engineering application. Using the GLBP 
to predict the energy consumption of the next 7 days, the 
prediction result is shown in table 1. Overall, the maximum 
relative error is 3.86%; the average relative error is 1.37%; the 
prediction accuracy is relatively high, so it could meet the 
needs of the actual demand the building energy consumption. 
The forecast result of GLBP is as follows: 

 

Fig. 4. The forecast results of GLBP 

TABLE I.  GLBP PREDICTION RESULTS 

date 1 2 3 4 5 6 7 

real value 18787.0 20616.5 20778.5 21040.5 20673.0 21012.5 20450.5 

Predictive value 19515 20716 21117 20850 20815 20923 20119 

relative error 3.86% 0.48% 1.63% 0.91% 0.67% 0.42% 1.61% 

V. CONCLUSION 

According to the requirement of real-time prediction of 
building energy consumption in short term, this paper proposes 
genetic algorithm combined with the LM algorithm, namely 
GLBP algorithm, and this method improves the performance of 
neural network to predict the building energy consumption. 
Through the analysis of main influence factors and setting the 
network parameter, the building energy consumption 
prediction model is established based on GLBP. In order to 
verify the feasibility of the model, energy monitoring platform 
is built to collect the electric energy data, by recording the 
weather conditions to train and test the model, in order to  

 
improve the fault tolerance of the network, join the interference 
data in the training samples. The results show that the GLBP 
algorithm training time is short, not easy to fall into local 
minima, strong generalization ability, and the prediction 
accuracy can satisfy the requirement of the engineering 
application. 

In the future, not only does it need to predict energy 
consumption in a short period of time, but also need to predict 
the energy consumption of a month or even a year. Long-term 
energy consumption prediction will have a brighter future. 
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