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Abstract—Images are very good information carriers but they 

depart from their original condition during transmission and are 

corrupted by different kind of noise. The purpose is to remove 

the noisy coefficients such that minimum amount of information 

is lost and maximum amount of noise is suppressed or reduced. 

We considered Generalized Gaussian distribution for modeling 

of noise. In the proposed technique, statistical thresholding 

methods are used for the estimation of threshold value while Bi-

orthogonal wavelet has been envisaged for image decomposition 

and reconstruction. A qualitative and quantitative analysis of 

thresholding methods on different images shows significant 

results for statistical thresholding methods based on objective 

and subjective quality as compared to other de-noising methods. 
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I. INTRODUCTION 

In the era of this digital world the use of digital images is 
greatly increased. Digital images are used in satellite, medical, 
radar, computer vision and pattern recognition. All these 
images are in digital form and noise is introduced in it during 
transmission, acquisition and processing. These images need to 
be de-noised before it is used in some kind of application. The 
goal of digital image de-noising is to restore the original image 
from a noise contaminated image and to preserve the important 
features of the image during the dropping the noisy 
coefficients. Now in [1] spatial domain filtering is used for the 
purpose of de-noising and in [2] transformed domain is used 
for image de-noising which shows improved results than 
spatial domain filtering. In transformed domain filtering, 
wavelets has superior results in image de-noising because it has 
some useful properties i.e. multi resolution analysis (MRA) 
and energy compaction. Instead of using spatial domain and 
Fourier domain the trend goes towards the wavelet transform 
domain. In wavelet domain the study shows that large 
coefficients of the images contains important features of the 
image and small coefficients mostly contains noise. 

Thresholding is an easy way to drop small coefficients and the 
noise will be removed efficiently. Thresholding used in the 
proposed method. 

In the past few years a large amount of literature emerged 
on signal de-noising and comparison using different wavelet 
transform. In 1990‟s wavelet has been widely used in many 
fields of applications containing statistics estimation solving 
mathematical differential equations, Density estimation, image 
de-noising and compression. In 1995, Dohono and Johnstone 
invented a method of wavelet shrinkage which shows good 
results for 1-D signal de-noising and inverse problem solving 
[3]. These methods failed to meet improve the removal of noise 
from images. In de-noising and compression many of the 
coefficient values are dropped which are below the threshold 
value. The selection of the threshold has a great impact on the 
output image. Various methods are used to set a suitable 
optimal threshold value for the image thresholding [4, 5] but 
still the suitable optimal threshold value is big problem. 
Dohono and Johnstone invented universal thresholding for the 
optimal threshold value selection. The method finds a threshold 
value globally which is high value which drops a lot of useful 
information. The best threshold value is still a problem and 
challenge for researchers. 

The wavelet transform will give us the translated and 
shifted version of the input image. The wavelet transform has 
time-frequency localization property. The shifted versions are 
frequency sub-bands which is used for the reconstruction of 
wavelet. During reconstruction it can restore the fine details of 
the input image and delete the unwanted coefficients of the 
noisy image. Different wavelet families are used for 
decomposition and reconstruction. The most recent and useful 
wavelet family is bi-orthogonal wavelet version 6.8. The 
comparison of orthogonal to bi-orthogonal wavelet family 
shows that bi-orthogonal has superiority in digital image 
processing. The bi-orthogonal wavelet has equal orthogonally 
and symmetry [6]. 
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The gray scale images are actually composed of red, green 
and blue (RGB) color image but is presented in gray scale. In 
this paper we have used gray scale images for de-noising. By 
using statistical thresholding methods for de-noising and 
compression using two dimensional (2-D) discrete wavelet 
transform (DWT). In order to remove the noise and to retain 
the important features wavelet thresholding method and scale 
de-noising method is used for image de-noising and 
compression. [7, 8, 9, 10] proposed thresholding methods for 
noise removal which are more effective and easy to use and 
widely implemented. However all the above techniques have 
many drawbacks such as they are non-adaptive, having 
artifacts and blur. In this paper statistical thresholding method 
is used which are more adaptive and based on the statistics of 
the image. We have used bi-orthogonal 6.8 wavelet family 
which shows improved results, high de-noising, compression 
and edge preserving. 

The paper is organized in five sections. Section I is 
introduction. Section II is introduction to 2-D DWT. Section III 
is de-noising techniques and statistical thresholding methods. 
Section IV shows the results and simulated data. Section V is 
conclusion and future work. 

II. DISCRETE WAVELET TRANSFORM 

Let the image be represented by           
        where N is power of 2.consider it is corrupted by 
additive white Gaussian noise and one observes 

                                                                 (1) 
Where {nij} are independently and identically distributed 

(iid) as normal Gaussian distribution of        and is 
independent of    . The goal is to remove the noise or de-noise 
the noisy contaminated image {     } and to obtain the 
approximated or estimated version of {     }. 

Now let                           . The capital 
letters represents the matrix representation of the image which 
is under consideration. Now this is the representation of a noisy 
image. After passing this image from wavelet transform W. the 
equation becomes Y=Wg the wavelet transform of noisy image. 
Here W is the 2-D dyadic orthogonal wavelet transform 
operator. Wf and V=Wn are the wavelet transform of the input 
image and the noise respectively. The readers are referred to 
[11, 12].for details of 2-D orthogonal wavelet transform. In the 
figure below 2-D DWT decomposition of input image occurs. 
It is very easy to label the sub-bands of the transform. The sub-
bands are HHk, HLk, LHk, and k=1, 2…..j are called details. HH 
is diagonal details, HL are horizontal details and LH are 
vertical details. The low pass filters LL is called 
approximations, this contains the approximated coefficients 
values of the image. Here k is the scale and j is the level of 

decomposition. The sub-band at k scale has             size. 
Now the transform is orthogonal so the {    } is iid          . 

The coefficients of the details sub band i.e. HHk, HLk, 
LHk are pass by wavelet thresholding method for finding the 

approximated or estimated output { ̂   }. The lowpass band i.e 
LL1 is called approximation at decomposition level 1. This 
section of the image is further decomposed into horizontal, 
vertical, and diagonal details. The coefficients of this 
approximation are kept. After passing the details from 

thresholding operator the estimated output is passed from 

inverse wavelet transform  ̂ =W 
-1

 x where W
-1

 is the inverse 
wavelet transform operator. 

III. IMAGE DE-NOISING TECHNIQUES 

The most investigated domain in image de-noising using 
wavelet transform is nonlinear thresholding methods. Wavelet 
transform domain shows sparse property and wavelet maps 
noise from image domain to wavelet domain thus, the energy 
of the image is concentrated in high coefficients while noise 
energy is mostly in low coefficients values. This principle 
enables the separation of image important features from noise 
[13]. Now the procedure in which small coefficient values are 
dropped in large coefficients values left is known as hard 
thresholding but the drawback it produces visual artifacts. This 
is because of the unsuccessful attempt of removing large 
coefficients values. To overcome this problem soft 
thresholding was introduced. In this method the coefficient 
values shrinks towards the threshold value T. Most of the 
wavelet literature is about finding in optimal threshold value. 
Which can be adaptive or non-adaptive to the image. In 
wavelet thresholding there are two types which are mostly used 
for image de-noising and compression. One is soft thresholding 
and the other is hard thresholding: 

Soft thresholding: It is also called shrinkage function. It 
shrinks the coefficient towards the threshold value T. it is a 
smoothing operator. 

                                                         (2) 

Hard thresholding: It is the function which either keeps the 
coefficient or kills the coefficient value. The result of this 
technique have very sharp edge. 

                        {
                
            

                        (3) 

A. Universal Thresholding( Visu shrink) 

In the wavelet de-noising literature the universal 
thresholding is the most widely used one. It is globally 
approached and can be formulated as follows: 

                                    √                           (4) 

Where N is the size of the image and   is noise variance. 
The    must above the max level but not too large. Too much 
large coefficients may not be averted with increase in N Length 
and the threshold also increases due to Gaussian distribution. 

Universal thresholding does not require prior information 
exactly like the Bayesian thresholding. For smooth data like 
Dohono it may be applied easily and conveniently. 

When the size of the input signal is so large that it 
approaches to infinity the universal thresholding is the best 
candidate in that scenario.  Also it is a good approach for 
statistical smoothness whose asymptotic behavior is better the 
mean square error. 

This approach is too much fast and easy. Its 
implementation is straight forward, however when 
implemented on an image it produce a de-noised image which 
lost enough information 
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B. Statistical Thresholding Method 1 

In this method we find the mean of each detail sub-band 
„µ‟. The     is the variance of the degraded image which can 

be find by robust median estimator 

       
 

 
                                        (5) 

The noisy coefficients are very small and the signal 
coefficient are very large contains the useful information of the 
image. After the decomposition of the image to N level. The 
coefficients of the detail sub-bands are stored an array. Those 

values whose are greater than 2        are dropped and the 

other values are kept. i.e. 

                              {
              

        
                      (6) 

Finding the noise variance    and threshold value, finally 
add the value with mean „µ‟ 

                                       
    

                        (7) 

C. Satistical Thresholding Method 2 

The Statistical Thresholding method is effective for images 
including Gaussian noise. The observation model is expressed 
as follows: 

                                        (8) 
Here Y is the wavelet transform of the degraded image, X 

is the wavelet transform of the original image, and V denotes 
the wavelet transform of the noise components following the 
Gaussian distribution N (0,   

 ). Here, since X and V are 
mutually independent, the variances   

 ,   
  and   

  of y, x 

and n are given by 

                                  
 =  

 +  
                              (9) 

It has been shown that the noise variance can be estimated 
from the first decomposition level diagonal sub-band HH1 by 
the robust and accurate median estimator [4] by (5). 

The variance of the sub-band of degraded image can be 
estimated as: 

                                 
     ∑    

     2
      (10) 

Where Am are the wavelet coefficients of sub-band under 
consideration, M is the total number of wavelet coefficient in 
that sub-band. The statistical thresholding method 2 technique 
performs soft thresholding, with adaptive data driven, sub-band 
and level dependent near optimal threshold given by 

                         {
   

 

   
                     

 
    

 

                                       

     (11) 

IV. SIMULATION RESULTS 

To evaluate the performance of above techniques we 
applied it on different images. Five images Lena, Barbara, 
house mcslibrary and cameraman are used as test images. All 
the five images are of size (512 x 512) are applied to the above 
techniques at different standard deviation levels   = 15, 
20,25,30,35. We investigated different wavelet families. Bi 
orthogonal 6.8 (Bior6.8) [6] wavelet has superior results. We 

applied bi orthogonal 6.8 (Bior6.8) wavelet and decomposition 
level five in our simulations.to check the performance we 
compared the results with hard thresholding, soft thresholding, 
visu shrink, statistical method 1 and statistical method 2 using 
Peak signal to noise ratio (PSNR)[16] 

                            (
(   (      ))

 

   
)               (12) 

In the above equation        shows the input image. We 
are dealing here with gray scale images. So we have 

                         (   (      ))                             (13) 

Where MSE is the mean square error between the degraded 
image and original image formulated as below. 

     ∑
         ̃     

               (14) 

The other parameter used for psych-visual comparison is 
structural similarity index (SSIM) [16] which shows the 
structural similarity of the two images. SSIM index is 
calculated between two images X and Y is formulated as: 

                           
                      

                            
         (15) 

Here  

   is the average of x 

   is the average of y 

   is the variance of x 

   is the variance of y 

     is the covariance of xy 

C1 and C2 are constants 

For subjective analysis mean opinion score (MOS) is used 
from decades. MOS is a test that shows the human view about 
the quality of images. It is ranked from unacceptable to 
excellent in the number from 1 (worst) to 5 (best). It is the 
averaged value of many users opinion [14, 15]. The table is 
shown below: 

TABLE I. MEAN OPINION SCORE (MOS) 

The graph in figure 4. is the PSNR versus noise variance 
for the image Lena shows that the statistical method 1 and 
statistical methods 2 performs better than visu shrink, soft and 
hard thresholding. As we increase the noise variance the PSNR 
value decreases. The plot shows the PSNR value of the noisy 
image along with existing and proposed techniques. Soft 
thresholding has improved the PSNR value to a little extent. 
Hard thresholding improved the result of soft thresholding. 
Visu shrink has improved the value of PSNR. Statistical 

MOS QUALITY 

1 Unacceptable 

2 Poor 

3 Fair 

4 Good 

5 Excellent 
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thresholding method 1 and 2 both shows superior results than 
all other techniques. 

Now the MSE (Mean square error) Plot of the image lena 
shows graph of noisy image whose values are very high. The 
lower the MSE values the greater noise is removed. The plot 
shows that the soft, hard and visu shrink has lowered MSE to 
some extent. The statistical thresholding method 1 has lowered 
the layer of MSE to bottom level. Statistical method 2 has 
crossed statistical method 1 in removing error form the image. 
All the method is shown in the graph below 

 
Fig. 1. Plot of PSNR vs Noise Variance for Sigma values=15, 20,25,30,35 
for image Lena 

 

Fig. 2. Plot of MSE vs Noise Variance for Sigma values=15, 20,25,30,35 for 
image Lena 

           
       (a)               (b) 

            
            (c)        (d) 

            
  (e)          (f) 

 
  (g) 

Fig. 3. (a) Original Lena image (b) Noisy Image with variance sigma =20 (c) 

Soft thresholding (d) Hard thresholding (e) visu shrink (f) Statistical 

thresholding method 1 (g) Statistical thresholding method 2 

Visual quality of the images shows that soft thresholding 
has a blurred image but result is nearly a smoothed image as 
we know that soft thresholding gives us smoothed image. The 
result of hard thresholding is a sharp image having a large 
amount of artifacts. The visu shrink has improved result than 
hard thresholding. The statistical thresholding method 1 has 
more improved results than all previous method and removed 
artifacts and blur areas from the image. The statistical 
thresholding method 2 has improved the results of statistical 
method 2 and the visual quality is improved. The figure shows 
detail of all the methods. 
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The SSIM (Structural similarity index) shows us a mean 
value and similarity map of the original and de-noised image. 
As the mean value approaches to 1 the noise approaches to 
zero. The SSIM map and mean values of soft thresholding 
method is very small shows up to 50% similarity to original 
image. The hard thresholding method shows 55% similarity 
visu 56%, statistical method 1 61% and statistical method 2 
shows 66% similarity of original ad de-noised image. The 
results of SSIM for the image of Military College of signals 
library MCS library is shown below. 

 
                                             (a) 

 
                                         (b) 

 

                                     (c) 

 
                                    (d) 

 
                                   (e) 

 
                                  (f) 

Fig. 4. (a) Original image of MCS library SSIM map for (b) soft 

thresholding (c) hard thresholding (d) Visu shrink (e) Statistical method 1 (f) 

Statistical method 2 
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TABLE II. SSIM MEAN VALUE FOR DIFFERENT METHODS FOR IMAGE 

MCS LIBRARY FOR NOISE VARIANCE 20 

Method Mean value 

Soft thresholding 0.5072          

Hard thresholding 0.5503 

Visu Shrink 0.5627                          

Statistical method 1 0.6142 

Statistical method 2 0.6671 

 
Fig. 5. Average value graph of mean opinion score for five images passed 

by five techniques 

Fig. 5 shows an averaged value of MOS. The statistical 
thresholding method 2 has greatly minimized the noisy 
coefficients so the subjective quality for this technique is high 
while the other methods are arranged in the decreasing way 
showing his own image quality. 

V. CONCLUSION 

Image de-nosing and compression is the basic application 
of 2-D DWT. We have applied statistical thresholding methods 
on different images. We concluded that many thresholding 
methods used are not suited well for de-noising gray scale 
images. The results shows that for existing techniques many of 
the useful information of the image is lost which shows that 
degraded quality. The visual quality measured by MOS shows 
that existing image de-noising techniques produces blurriness 
and artifacts in the image. The statistical thresholding method 1 
and statistical thresholding method 2 has largely improved 
PSNR values and MSE. The statistical thresholding methods 
also shows a higher structural similarity SSIM mean value. 
Statistical method 1 and statistical method 2 are adaptive and 
deals with each and every sub-band and coefficient value. The 
previous methods were level dependent thresholding methods 
but were non adaptive. Statistical thresholding methods are 
more effective due to adaptive and coefficient relevance 
judgment. In future work we will apply these thresholding 
methods on true color image. 

VI. FUTURE WORK 

In the future, the work done here can be extended in many 
directions. This work can be extended to analyze those images 
corrupted by salt and speckle noise, pepper noise and other 
noise models. The benefit of DWT is give visually a pleasing 
image and improves PSNR values. The work can be extended 
in such a manner to reduce the noise with no loss of actual 
information. Research can be done on different image to 
choose a suitable mother wavelet for de-noising and 
compression images effectively. The methods applied in this 
paper can also be extended to RGB images as well as video 
sequences. 
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