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Abstract—The aim of image fusion is to generate high-quality 

images using information from source images. The fused image 

contains more information than any of the source images. Image 

fusion using transforms is more effective than spatial methods. 

Statistical measures such as mean, contrast, and variance, are 

used in Discrete Cosine Transform (DCT) for image fusion. In 

this paper, we use statistical measures, such as the smoothness of 

a block in the transform domain, to select appropriate blocks 

from multiple images to obtain a fused image. Smoothness 

captures important blocks in images and duly eliminates noisy 

blocks. Furthermore, we compare and analyze all statistical 

measures in the DCT domain. Experimental results establish the 

superiority of our proposed method over state-of-the-art 

techniques for image fusion. 
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I. INTRODUCTION 

Today video surveillance is common in many public 
places such as hospitals, banks, offices, airports, military 
installations and other traffic control applications. The 
cameras are located in any corner of the place to capture the 
visuals. Proper visual information is capture in the center of 
the apex and at the edges and corners, where the camera 
located, have the poor quality of visuals due to the limited 
focal depth of optical lenses.  Even though two or more 
cameras are located in various corners to capture depth, then 
also the problem of poor quality appears. To overcome this 
poor quality vision problem, Digital image fusion has been 
emerged. 

Digital image fusion is a novel digital image processing 
technique that involves combining information from source 
images to form a single, final image. The fused image contains 
more relevant and accurate information than any of the source 
images, which are captured by visual sensors. The statistical 
measures involved are simple to compute, and play a vital role 
in identifying important information in images. The 
combination of transforms and statistical measures helps to 
identify vital information in the source images. Digital image 
fusion techniques can be classified into two domains: spatial 
domain and transform domain. Some researchers have 
proposed image fusion techniques that are implemented in the 
spatial domain [2, 3, 4, 5, 6, 9, 10, 11, 12, 24, 25, 26, 36, and 
37]. Also the Fusion techniques based on multi scale 
decomposition are popular [7, 8, 13, 14, 15, 16, 18, 19, 20, 21, 
22, and 23]. These involve grouping source images by 

observing a parameter called the activity level measure. The 
summation can be finalized by selecting coefficients with 
higher activity levels. The fused image is finally obtained by 
performing inverse multiscale operations. Discrete Wavelet 
Transform (DWT) is a multi-resolution transform used to fuse 
images. In the DWT domain, the maximum absolute value of 
the corresponding decomposed band coefficient at each 
position is selected as the activity level [20]. In image fusion 
using shearlet transforms [28], regional variance, and regional 
average gradients, regional spatial frequency is considered for 
high-frequency sub-band coefficients, and regional 
characteristics are used for low-frequency coefficients. 

Most spatial domain image fusion techniques are complex 
and time consuming, and are hence not appropriate for real-
time applications. In most communication, data is compressed 
prior to transmission, and images are coded in the JPEG 
format at present. Discrete Cosine Transform (DCT) is used in 
JPEG. Hence, we use the DCT domain in this study. 

DCT-based methods, such as DCT + average [8], DCT + 
contrast [8], DCT + Variance1, DCT + Variance + 
Consistency Verification [1], are popular in the area. Prevalent 
DCT-based methods suffer from undesirable side-effects, such 
as blurring and blocking artifacts. In this work, we propose 
DCT + Smoothness to identify relatively less noisy blocks in 
source images for image fusion. 

The rest of this paper is organized as follows: In Section 2, 
we describe smoothness calculation in the DCT domain, and 
the proposed fusion algorithm is detailed in Section 3. We 
discuss the results of experiments to test the performance of 
our proposed method in Section 4, and offer our conclusions 
in Section 5. 

II. SMOOTHNESS CALCULATION IN DCT DOMAIN 

Noise is ever presents in digital images during image 
acquisition, coding, transmission, and processing. Smoothness 
measures the relative smoothness of intensity in a region. It is 
high for a region of constant intensity, and low for regions 
with large excursions in the values of its intensity levels. 
Smoothness is a statistical method used to select relatively less 
noisy blocks in image fusion. Hence, smoothness algorithms 
tend to be superior in performance than others. Smoothness 
attempts to capture important patterns in an image while 
leaving out noisy blocks. Since our technique is implemented 
in the DCT domain, it saves time and computational 
complexity if the fused image needs to be stored or 
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transmitted in the JPEG format. Smoothness is high when 
variations in AC coefficient values are low, and vice versa. 

A two-dimensional (2D) DCT transform of an N × N 

block of an image  is defined as                       (1) 

where  k, l = 0, 1, ….., N – 1, and 

                       (2) 

In order to compute smoothness, the DC coefficient in 
Equation (1) needs to be eliminated to obtain results 
containing only AC coefficients because the DC coefficient is 
not useful in judging the smoothness of block 

 (3) 

AC coefficients indicate variations in image blocks. The 
absolute value is considered to assign weight to all variations 
in AC coefficients. Hence, variations in the  block are 
computed as follows: 

 (4) 

In sum, the smoothness of the  block can be exactly 
calculated from its DCT coefficients by the absolute sum of 
the AC coefficients of the DCT block. Here, a high value of 

 indicates that smoothness is low, and vice versa. 

III. PROPOSED FUSION ALGORITHM 

The details of image fusion are shown in Fig. 1, which 
depicts the common framework of a JPEG encoder combined 
with our proposed image fusion method. This method can be 
extended to any number of source images. 

Our proposed fusion algorithm is as follows: 

1) Consider two or more multi-focused source images. 

2) Each source image is divided into sub-blocks 

3) Apply 2D-DCT to each sub-block of each source 

image. 

4) Variations in the DCT-transformed sub-bocks are 

calculated using Eq. (4). 

5) The smoothness of each block is compared with that of 

a corresponding block from other source images. 

6) The blocks with higher smoothness values are selected. 

7) All sub-blocks are arranged into a single block. 

8) 2D- inverse DCT is applied to each sub-block of the 

fused image. 
The general fusion procedure is explained below. The 

source images are divided into sub-blocks, and 2D-DCT is 
applied to each sub-block. The statistical measure 
(smoothness) is calculated for all 2D-DCT sub-blocks, which 
are subsequently chosen based on smoothness values for 
fusion. Inverse DCT is applied to each sub-block to convert 
them into pixels. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

In this section, we describe the results of experiments on 
the proposed statistical measure for image fusion, and 
compare them with results from other important image fusion 
methods in the literature. The images used in our experiment 
are shown in Fig. 3 

A. Measurement Criteria 

Several objective evaluation methods are available to 
assess image fusion performance. Mutual Information (MI) 
[29, 32] is an important one used to test the quality of the 
fused image, and involves calculating information common to 

source images ,  and fused image . Edge Strength 

and Orientation Preservation (ESOP) ( ) values can 
be calculated using Xydeas work [30, 33]. Lin et al. proposed 
a Feature Similarity Index method (FSIM), [31] and 
Normalized Cross-Correlation (NCC)

 
[27] is another 

measurement parameter for image fusion. The NCC is 
computed between the mean of the ground truth image/ 
benchmark and that of the fused image. 

B. Experimental Analysis 

The algorithms were executed on six standard images 
shown in Fig. 3. In general, there is a problem in considering 
the images to be fused. We created out-of-focus or multi-focus 
images by blurring parts of the original image using low-pass 
filters. Blurring can be carried out by convolution with a 
Gaussian to reduce detail. The amount of blurring was 
considered in comparison with spatial frequency and visibility 
as in [26]. The original image and blurred images are shown in 
Fig. 4. 

We used sub-blocks of size 8 × 8. Mutual Information 
(MI) is a measure used to test image quality using quantity of 
information. ESOP (Q

f1f2/fs
) evaluates edge information, and 

FSIM is a metric for phase congruence and edge information 
between the source images and the fused image. The 
experimental results are listed in Table 1. 
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Fig. 1. General schematic representation of image fusion method 

 
Fig. 2. Fusion process 
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Fig. 3. Images used in experiment 

     
                       (a)                                                      (b)                                                      (c) 

Fig. 4. Paper, (a) Original image (b) Left-side blurred image (c) right-side blurred image 

TABLE I.  OBJECTIVE ASSESSMENT OF IMAGE FUSION ALGORITHMS 

 Fusion Rule MI 

(ESOP) 

FSIM NCC 

Clock DCT + Avg. 4.3933 0.9050 0.9997 0.9991 

 DCT + Contrast 4.4910 0.9146 0.9997 0.9992 

 DCT + Variance 4.5347 0.9149 0.9997 0.9992 

 DCT+ Smoothness 4.5940 0.9152 0.9997 0.9993 

Toy DCT + Avg. 3.2999 0.0402 0.9998 0.9979 

 DCT + Contrast 3.2803 0.8691 0.9996 0.9960 

 DCT + Variance 3.5650 0.8748 0.9998 0.9987 

 DCT +Smoothness 3.8143 0.8785 0.9999 0.9991 

Disk DCT + Avg. 3.3177 0.0354 0.9996 0.9974 

 DCT + Contrast 3.9216 0.8958 0.9995 0.9978 

 DCT + Variance 4.1189 0.9012 0.9997 0.9983 

 DCT+ Smoothness 4.1846 0.9039 0.9998 0.9987 

Pepsi DCT + Avg. 3.8730 0.0501 0.9998 0.9988 

Sfff
Q

/21
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 DCT + Contrast 3.9474 0.8995 0.9998 0.9986 

 DCT + Variance 4.4756 0.9138 0.9999 0.9994 

 DCT+ Smoothness 4.5236 0.9148 0.9999 0.9995 

Paper DCT + Avg. 2.9544 0.0197 0.9994 0.9843 

 DCT + Contrast 3.1565 0.8497 0.9989 0.9688 

 DCT + Variance 3.9129 0.8947 0.9997 0.9828 

 DCT+ Smoothness 3.9306 0.8950 0.9997 0.9928 

Lena DCT + Avg. 3.7464 0.0477 0.9997 0.9973 

 DCT + Contrast 3.9497 0.8925 0.9997 0.9979 

 DCT + Variance 4.2831 0.8919 0.9998 0.9984 

 DCT+ Smoothness 4.3085 0.8928 0.9987 0.9999 

Cameraman DCT + Avg. 3.6970 0.0264 0.9996 0.9973 

 DCT + Contrast 3.7701 0.8440 0.9993 0.9973 

 DCT + Variance 4.1361 0.8733 0.9997 0.9984 

 DCT+ Smoothness 4.1795 0.8748 0.9998 0.9986 

Woman DCT + Avg. 3.6814 0.0336 0.9998 0.9963 

 DCT + Contrast 3.7791 0.8720 0.9997 0.9941 

 DCT + Variance 4.3559 0.8893 0.9999 0.9986 

 DCT +Smoothness 4.4202 0.8919 0.9999 0.9989 

F17 DCT + Avg. 3.5011 0.0205 0.9997 0.9978 

 DCT + Contrast 3.5892 0.8983 0.9996 0.9974 

 DCT + Variance 3.8001 0.8987 0.9998 0.9981 

 DCT+ Smoothness 3.8786 0.9017 0.9998 0.9986 

Fishingboat DCT + Avg. 3.2273 0.0244 0.9998 0.9985 

 DCT + Contrast 3.2305 0.8857 0.9996 0.9982 

 DCT + Variance 3.4229 0.8889 0.9998 0.9990 

 DCT+ Smoothness 3.5059 0.8934 0.9999 0.9994 

Mandrill DCT + Avg. 3.4635 0.0554 0.9995 0.9909 

 DCT + Contrast 3.5544 0.8765 0.9993 0.9806 

 DCT + Variance 4.4831 0.9206 0.9998 0.9963 

 DCT+ Smoothness 4.4875 0.9205 0.9998 0.9962 

Livingroom DCT + Avg. 3.2742 0.0341 0.9996 0.9933 

 DCT + Contrast 3.4754 0.8553 0.9994 0.9894 

 DCT + Variance 4.2227 0.8830 0.9997 0.9966 

 DCT+ Smoothness 4.2728 0.8844 0.9998 0.9969 

Pirate DCT + Avg. 3.5956 0.0335 0.9997 0.9963 

 DCT + Contrast 3.9354 0.8598 0.9996 0.9949 

 DCT + Variance 4.5513 0.8891 0.9998 0.9982 

 DCT+ Smoothness 4.6094 0.8910 0.9999 0.9985 

Peppers DCT + Avg. 4.3024 0.0238 0.9999 0.9994 

 DCT + Contrast 3.2305 0.8996 0.8857 0.9982 

 DCT + Variance 4.5821 0.9193 0.9998 0.9994 
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                        (a)                                                 (b)                                                    (c)                                                 (d) 

       
                        (e)                                                 (f)                                                    (g)                                                 (h) 

Fig. 5. “Clock.” (a) Ground truth. (b) Left-blurred image. (c) Right-blurred image. (d) DCT + Avg. (e) DCT + Contrast. (f) DCT + Variance. (g) DCT + 

Smoothness. (h) Shearlet transform 

       
                        (a)                                                 (b)                                                    (c)                                                 (d) 

       
                        (e)                                                 (f)                                                    (g)                                                 (h) 

Fig. 6. “Toy.” (a) Ground truth. (b) Left-blurred image. (c) Right-blurred image. (d) DCT + Avg. (e) DCT + Contrast. (f) DCT + Variance. (g) DCT + Smoothness. 

(h) shearlet transform 

TABLE II.  RUNTIME VALUES OF VARIOUS ALGORITHMS FOR “CLOCK.” 

DCT + Avg. DCT + Con. DCT + Var. DCT + Smoothness 

4.741602 6.236915 4.650012 4.530772 

TABLE III.  EXPERIMENTAL RESULTS (DCT AND SHEARLET TRANSFORM) 

 DCT + Smoothness 4.6808 0.9222 0.9999 0.9996 

 Fusion Rule MI 
(ESOP) 

FSIM NCC 

Clock DCT+ Smoothness 4.5940 0.9152 0.9997 0.9993 

 shearlet transform 4.49190 0.9010 0.9943 0.9992 

Toy DCT+ Smoothness 3.8143 0.8785 0.9999 0.9991 

Sfff
Q

/21
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                                (a)                                                                (b)                                                              (c) 

     
                                (d)                                                                (e)                                                              (f) 

Fig. 7. “Medical images” (a) CT  (b) MRI  (c) DCT+ Avg (d) DCT + Contrast (e) DCT + Variance (f) DCT+ Smoothness 

     
                                   (a)                                                                            (b)                                                                      (c) 

Fig. 8. Clock, (a) Original image  (b)  Noise image1  (c)  Noise image 2 

TABLE IV.  EXPERIMENTAL RESULTS (FOR NOISE IMAGES) 

 MI ESOP FSIM NCC 

DCT+ Avg 3.9190 0.9555 0.9992 0.9939 

DCT+ Con 3.9188 0.9528 0.9992 0.9942 

DCT+ Var 3.9180 0.9536 0.9990 0.9935 

DCT+ Smoothness 3.9194 0.9573 0.9993 0.9944 

 shearlet transform 3.0648 0.8602 0.9862 0.9973 

Disk DCT+ Smoothness 4.1846 0.9039 0.9998 0.9987 

 shearlet transform 3.2895 0.8877 0.9875 0.9973 

Pepsi DCT+ Smoothness 4.5236 0.9148 0.9999 0.9995 

 shearlet transform 3.9992 0.8901 0.9919 0.9974 

Paper DCT+ Smoothness 3.9306 0.8950 0.9997 0.9928 

 shearlet transform 2.5694 0.8539 0.9828 0.9797 

Lena DCT+ Smoothness 4.3085 0.8928 0.9987 0.9999 

 shearlet transform 3.8757 0.8826 0.9915 0.9976 
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The results in Table 1 show that MI, FSIM, and NCC 
improved with our proposed DCT + Smoothness approach. 
We can see that DCT + Smoothness is competent than the 
other DCT-based methods. The amount of blurriness was 
created by a [4 4] Gaussian filter, and its standard deviation is 
6. The experimental results for the “clock” and “toy” images 
are shown in Fig. 5 and Fig. 6, respectively. 

DCT + Avg., DCT + Contrast, and DCT + Variance are the 
existed algorithms. By carefully observing the fusion results, it 
is concluded that the method DCT + Average results blurring 
the fused image (Fig.5.d). The method DCT + Contrast and 
DCT+ Variance results some blocking artifacts (Fig.5.e and 
Fig.5.f). There are ringing artifacts for the shearlet transform 
based fusion method (Fig.5.h).The time taken by each method 
to perform the fusion operation is shown in Table 2. The 
runtime of the proposed DCT + Smoothness was shorter than 
that of existing methods for image fusion. All algorithms were 
executed on a Pentium IV processor with 3GHz ROM, and 
504 MB of Random-Access Memory (RAM). The operating 
system used was Windows XP Professional 2002. 

We also compared the image fusion performance of our 
method with that of the shearlet transform proposed by Liu 
and Wang[28]. Low-frequency sub-band coefficients were 
processed based on the energy of each sub-band, and high-
frequency sub-band coefficients were processed based on the 
variance of each sub-band. 

The results indicate that the smoothness measure in the 
DCT domain is suitable for selecting blocks for image fusion. 
This yields better results than the variance characteristic in the 
shearlet domain. The comparisons between DCT+ Smoothness 
and Shearlet transforms are given in Table3. The proposed 
algorithm is also tested on noise images and naturally acquired 
images. The experimental results of CT, MRI are given in 
Fig.7. Experiments are also performed on Noise images. We 
created noise images by considering impulse noise with 
different densities. The original image and noise images are 
given in Fig.8. 

V. CONCLUSIONS 

In this paper, we proposed a method for image fusion that 
used smoothness as a statistical measure in the DCT domain, 
and experimentally compared it with other methods that 
employ different statistical measures. The experiments 
established the superiority of our smoothness-based measure 
in the DCT domain in terms of complexity and execution time. 
Our method was also superior when compared with multi-
resolution transform-based image fusion methods. It is thus 
more appropriate for real-time applications. 
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