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Abstract—Semantic and Sentiment analysis have received a
great deal of attention over the last few years due to the
important role they play in many different fields, including
marketing, education, and politics. Social media has given
tremendous opportunities for researchers to collect huge amount
of data as input for their semantic and sentiment analysis. Using
twitter API, we collected around 4.5 million Arabic tweets and
used them to propose a novel automatic unsupervised approach
to capture patterns of words and sentences of similar contextual
semantics and sentiment in informal Arabic language at word
and sentence levels. We used Language Modeling (LM) model
which is statistical model that can estimate the distribution of
natural language in effective way. The results of experiments of
proposed model showed better performance than classic bigram
and latent semantic analysis (LSA) model in most of cases at
word level. In order to handle the big data, we used different text
processing techniques followed by removal of the unique words
based on their role Informal Arabic, Big Data, Sentiment
analysis, Opinion Mining (OM), semantic analysis, bigram
model, LSA model, Twitter vance to problem.

Keywords—Opinion Mining; Sentiment analysis; semantic
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. INTRODUCTION

The last decade has seen a huge increase in the number of
internet users in Middle East. This growth has helped in
enriching the amount of Arabic content on website. There are
wide numbers of users that use the social networks. They use
social media in order to share various kinds of resources,
express their opinions, thoughts, and messages in real time [1].
Since most of users use informal Arabic in the world of social
media, the task of semantic and sentiment analysis becomes
more sophisticated. Different Arabic Dialects are another
challenge [2]. One of the main challenges is the limited
number of researches that focus on the informal Arabic
sentiments analysis. This motivated us to focus on the
problems that exist in the realm of informal Arabic semantic
and sentiment analysis thus encouraging the researchers to
participate more in this field. Sentiment analysis, also called
opinion mining, is the field of study that extracts and analyzes
people’s opinions about products, services, individuals, event,
issues, to name but a few categories [3][4][5]. An opinion can
be a positive or negative or neutral sentiment, attitude,
emotion, or appraisal. For small corpus of data, it is possible
to use humans for annotation but for big data, the formulation
of training and test data is very expensive and almost
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impossible. Although a tweet is small piece of data but to
annotate them when they are millions followed by application
of machine learning techniques and then analyzing
classification models to understand the polarity of different
words is pretty difficult and expensive job.

This work is neither related to supervised learning nor it
use existing semantic resources like Arabic WordNet due to
informal nature of Arabic text in tweets. The proposed
approach does not depend on the syntactic structure of tweets,
it extracts patterns from the contextual semantic and sentiment
similarities between words in a given tweet corpus. Contextual
semantics are based on the proposition that meaning can be
extracted from words co-occurrences [6]. The LM model
gives a probability distribution—or P(s)—over sequences of
words (w;). The goal of LM is to build a statistical model that
can estimate the distribution of natural language in effective
way [7] [8]. It uses a number of types of matrices, such as the
unigram, bigram, and trigram. The bigram matrix is
sometimes referred to as the word co-occurrence matrix
[9][10]. In this study, we use a bigram matrix method for
document representation. In the bigram matrix, each row
represents a word (w;), and each column represents the first
preceding word (w;) of w; where j = i-1. Each cell gives the
co-occurrence frequency (a;) of the word sequence w; w; in
the corpus [9] [11][12].

The paper is organized in few sections to describe further
details of the work to extract semantic and sentiments from the
huge corpus of Arabic tweets. Section 2 outlines the related
work done in this area. In section 3, describes the
methodology of the work. In Section 4, discuss the
experiments results. Finally, in the brief Section 5 we will
make concluding remarks.

Il.  RELATED WORK

This section provides a literature review for the field of
sentiment and semantic analysis, focusing mainly on informal
Arabic language.

A. Sentiment analysis in informal Arabic language

Duwairi, Marji, Sha’ban, and Rushaidat look at Arabic
dialects, Arabism and emoticons. At the normalization stage,
they add new step, which is to convert Arabic dialect to
Modern Standard Arabic (MSA) by mapping dialect words on
to MSA stems. Their study applied three different classifiers:
Support Vector Machines (SVM), Naive Bayes (NB), and
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KNN. The accuracy of the SVM was found to be slightly
lower than that of NB [13]. Both [14] and [2] have produced
applications for Arabic sentiment analysis in order to classify
Arabic tweets. They used the SVM and Naive Bayes
classifiers, and also tried to classifiers together. Itani,
Hamandi, Zantout, and Elkabani have studied the use of
informal Arabic on Facebook. Their corpus contained eight
different dialects; namely, Lebanese, Egyptian, Syrian, Iraqi,
Libyan, Algerian, Tunisian, Sudanese, and Saudi. They built a
classifier model using the Naive Bayes classifier. Accuracy
was measured by comparing human and automatic
classification results [15]. Other researches have focused upon
the lexicon-based approach, which, typically, is used less
often in Arabic sentiment analysis because of the low number
of existing Arabic sentiment lexicons. The main challenge
here is in building lexicons for informal words, as [1] [16]
[17] and [18]. These studies encourage researchers to
contribute more extensively to the field. El-Beltagy and Ali
(2013) use the semantic orientation approach (SO) to
determine Arabic Egyptian polarities, using two data sets: a
Twitter data set and a Comments data set. The experiment
showed that SO is effective, especially within the context of
Twitter [16]. One of the latest sentiment analysis studies has
been conducted by [17]. They analyzed three constructed
lexicons, one manual and two automatic, designing a lexicon-
based model for sentiment analysis. The result of performance
is 74.6% is very encouraging. However, some interesting
research has been undertaken that uses semantic analysis
methods with the aim of improving the sentiment model.
Unfortunately, in terms of our context, these studies focus on
the English language. Saif, He, and Alani demonstrate the
importance of using semantic features when determining the
positive or negative sentiments in tweets. In their study, they
used both tweet- and entity-level sentiment analysis [19].
They also propose a further study capturing the patterns of
word with similar contextual semantics and sentiments in
tweets [6]. [20] used a vector space model that learns word
representations in order to capture semantic and sentiment
words.

B. Semantic analysis in informal Arabic language

This section offers an overview of some studies that have
applied semantic analysis to Arabic language data sets. The
amount of Arabic language documents available online is
increaseing with time. It is difficult for researchers to handle
huge volumes of relevant texts documents. For this reason,
Arabic document clustering is an important task for achieving
perfect outcomes with Information Retrieval (IR) programs,
thus satisfying a researcher’s needs. Froud, Lachkar, and
Ouatik have proposed a method for improving document
categorization by using the topic map method, based on a
method similar to document clustering. Their method was
found to be quite effective for clustering documents, when
compared with evaluation methods involving human beings
[21]. Other study has sought to group the semantic features of
Arabic web pages, clustering them based on their similarities,
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with the help of the Arabic VerbNet lexicon. The researchers
collected a corpus from the archives of digital Arabic
newspapers [22]. Other researchers propose the use of an
Arabic language model for speech recognition and machine
translation tasks [23] [24]. Notably, Sarikaya et al. introduced
the joint morphological-lexical language model (JMLLM),
which takes advantage of Arabic morphology, being designed
for inflected languages in general (and Arabic in particular).
They have used their system to conduct experiments into
dialectal Arabic (lragi Arabic specifically). The results
showed that JMLLM offers encouraging improvements when
compared with base-line word- and morpheme-based trigram
language models [23]. Latent semantic analysis (LSA) is
promoted by many researchers, such as Froud, Lachkar, and
Ouatik (2012), who offer an LSA method that uses a variety of
distance functions and similarity measures to determine the
similarities between Arabic words. Their study compares the
results for the use of the model with and without stemming. It
was found that stemming affects the obtained results
negatively when using the LSA model [25]. The same authors
also used their system to produce new results for their
previous experiment by comparing stemming and light
stemming. The results showed that the light stemming
approach out-performed the stemming approach because the
latter affects the meanings of words [26]. In the medical
domain, the LSA method has been used to predict protein-
protein interaction, based on the Arabic semantic analysis
model. This method was used to help the researchers
understand how and why two proteins interact because protein
pairs may interact if they contain similar or related Arabic
words. This new method was compared with two other
successful methods — namely, PPI-PS and PIPE, and higher
accuracy was achieved with the new methods. This research
gives insight, there-fore, into the importance of semantic
analysis, as this method achieved more accurate results than
other successful methods [27].

I1l.  METHODOLOGY

A novel approach to improve the performance measures of
informal Arabic language sentiment analysis is proposed to
analyze the semantics and sentiment of user-generated text at
the word and sentence level. We automatically capture
patterns of words of similar contextual semantics and
sentiment in tweets. The proposed approach does not depend
on the syntactic structure of tweets; instead, it extracts patterns
from the contextual semantic and sentiment similarities among
words in a given tweet corpus. Contextual semantics are based
on the proposition that meaning can be extracted from words’
co-occurrences. Evaluating the proposed approach by
comparing the results of the proposed approach with the
results of the classic bigram and LSA approach. Figurel
illustrates the semantic sentiment analysis model for informal
Arabic. An overview of the framework’s four stages, as
depicted in Figure 1, is presented in this section. The four
stages of proposed framework are as follows:
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Pre-processing stage
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Fig. 1. Framework for unsupervised clustering methodology

A. Dataset collection

As seen in Figure 1 the first step is document gathering,
which is conducted in order to build a corpus. We had to
collect our own specialized data (i.e., tweets generated in
KSA). For this research the Twitter mircoblog is one of the
best resources for collecting dataset. To collect the Arabic
tweets, we used Twitter’s stream API in order to avoid the
problems of bias and excessive time consumption that can
occur when collecting the data manually. The corpus
contained 4,425,003 tweets that was saved in a database.

The data collection began on July 7, 2014. The duration of
the data collection period coincided with the following events:
the month of Ramadan, the FIFA World Cup, and Eid al-Fitr.

B. Pre-processing

The preprocessing stage is very important in achieving
good results from text mining. In context of big data, it can
also be seen as a preventive measure to handle the curse of
dimensionality. Thus we created our own text preprocessing
scheme to deal with informal Arabic language (i.e., Saudi
dialect). The text preprocessing stage contains the following
four steps:

1) Cleaning the dataset
The cleaning process is used to remove all of the
following cases:

e separate any non-Arabic word followed by Arabic
word by single space, for example,

Noor3a -> Noor >
e separate any Arabic word followed by non-Arabic
word by single space, for example,

Julemail > Jwl email
o replace all URLs with the symbol URL

e replace all emails with the symbol EMAIL

o replace all time formats with the symbol TIME
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replace all date formats with the symbol DATE

o replace all numbers with the symbol NUMBER

e remove repeated characters, for example, nooo-> noo
e remove repeated sequences no no NO NO NO -> nNo N0
e Separate symbol sequences, for example, ?11 -> 2?11

We used this process for cleaning in order to reduce the
corpus size and noise, while also ensuring that context of the
tweet remains unchanged.

2) Normalization

The normalization process is manipulating the text to
produce consistent form, by converting all the various forms
of a word to a common form. Table.l shows the all
normalization cases that we handled in study experiment.

TABLE I. NORMALIZATION CASES
Rule Example

Tashkeel (i all-> (a5l
Tatweel al->dl

Alef lor for )->!

Heh oQr 3-> o

C. Tokenization

The tokenization process was performed for each tweet in
order to divide the tweet into multiple tokens based on
whitespace characters. The corpus was divided into 1,383,012
unique words.

D. Generating vocabulary

This process was used to build a list of vocabulary words
that used the list of pairs (i.e., the word and its counts); the
word order was arranged alphabetically. This resulted in
1,383,012 unique words. Then, to avoid out of memory
problem, we reduced the vocabulary size to 13,696 words by
deleting the words that appeared fewer than 400 times in the
corpus, which equals 84% of the corpus. The computational
and storage resources largely determined the frequency limit.

E. Document representation

In this step, these numerical data were transformed into
vectors. The Bigram matrix was used to implement this task.
The bigram matrix only contains numerical data. The Bigram
matrix denoted by Xisggex13696 Nas size of 13696 x13696. Each
entry in the matrix represents the frequency (i.e., how many
times w; came before w; in the corpus). Figure 2 illustrates the
process. The matrix contains the co-occurrence frequency for
the words before and after; if we take sequence w, w;, then
word w, came before wy, and if we take sequence w; w,, then
word w; came before w,. In other words, w, came after w;.

While the matrix is square, if we take the transpose of X
(i.e.,. X" )we will be able to determine how many times w; came
after w;. Then, concatenate the two matrixes together to make
a new matrix and to make each vector contain the before and
after frequency value. The new matrix is X = [XX']. The new
size is nx2m, where n = 13696 and m = 13696.
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Fig. 2. Bigram matrix

F. Normalization

The normalization helps prevent attributes with large
ranges from outweighing attributes with smaller ranges
(Jonker, Petkovic’, Lin, & Selcuk Candan, 2004). The bigram
matrix for any given training corpus is sparse; most of the
elements in the matrix are zero. This task of re-assessing some
of the zero value and assigning them non-zero values is called
smoothing. Then add one to all the counts in the matrix called
X. This algorithm is called add-one smoothing (Jurafsky &
James,2000).

Then, used the column wise method to normalize the
columns in matrix X by summing the elements in each

column, i.e. EF=1RL'J', where j is the column number. Then
divide each eIe|;nent in the matrix with the perspective column
sum, i.e. 25/ Liz1 55 (Novak & Mammone, 2001) Then, the
based 2 log is calculated for all elements in the matrix X, to
make the data more normally distributed (Zhai, 2008). Then,
the z-score for all elements X is computed by subtracting the
mean and dividing by the standard deviation. This should first
by apply in the columns level and then the rows level.
E— 0
o

Where x is referring to the score, # refers to mean and &

refers to standard deviation.

Enorm =

G. Clustering Stage

After normalizing the numerical data, the words
dimensions were reduced by applied K-means algorithm to
categorize the words by setting k = 200. After many
experiments we arrived at k=200 as the best result for word
clustering to capture patterns of words of similar contextual
semantics and sentiment in tweets (see section 4 to see the
experiment result). Figure 3 illustrates part of bigram matrix
after normalization

A B C D E F G
-2499.5 -2422.1 -777.85 -2387.2 -2324.3 -4497.8 21749
-2929.8 -2968.2 -1123.1 -31146 -2736.6 -3829.5 1603.2
-2671.7 -2496 -148.86 -2671.9 -2359.9 -2910.8 23804
-926.15 -928.25 -964.55 -827.53 -406.08 -1382.5 -538.74

164.68 17.282 1158.1 -282.03 10168 41408  595.85
-286.54 -447.94 -23.38 -627.81 -46.362 -98.742 -208.17
-351.95 -381.5 -9.7788 -472.51 32751 -478.33 -98.13
-1392.5 -1417.1 -1676.2 -1273  -741.05 -2205.5 -462.82
-434.74  -580.88 -182.7 -566.88  210.84 -618.31 38.445

198.17 -21.362 81179 -229.82 64153 98.06 562.57
-582.16 -523.38  373.11 -74349 -4.1742 -632.66 629.31
-14.064 -363.34 1537.8 -406.97 214.62 -336.83 1501.8
429.52 234.68 1233.8 170.34 1031.3 505.72  403.42

1S4AN 7 1266 & 1836 Q 1230C & 1293 7 1182 3 INAS D

Fig. 3. Screenshot of bigram matrix after normalization
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To find the similar contextual semantics and sentiment for
the sentence level, we calculated the average of the words’
vectors that appeared in the sentence in order to get a new
vector for the sentence. If we have sentence Si = {wy, Wy, ...,
Wn}.

T Vwy

iy

Sentence vector = Telsl number of words

Where V,;; denote to the value of the words’ vector in the
sentence S;. For example, if we have a tweet: “I love Mac
products”. The vector of each word:

“r”: [1,0,3], “love™:’[1,1,5], “Mac”: [2, 0,3], “products”:
[0,0,2]

The sum =[4, 1, 13]
Sentence vector = [4,1, 13]/ 4 = [1, 0.20, 3.25]

One challenge in clustering of short text (e.g., tweets) is
that exact keyword matching may not work well (Aggarwal &
Zhai, 2012).This research overcomes this challenge and
extracts patterns automatically of words of similar contextual
semantics and sentiment in tweets.

H. The Model Validation

This stage evaluates the model by comparing the model
results with the results of the bigram model and LSA model.
The bigram model used the same vocabulary size to build the
matrix and also used the same normalization process. The
bigram matrix denoted as matrix V with size 13696x%13696.
The LSA model used feature extraction TF-IDF, and set the
SVD rank to used feature extraction TF-IDF, and set the SVD
(singular value decomposition) rank to K = 100. We try to set
the K = 200, but hardware limitation did not permit to perform
experiments with this setting.

IV. EXPERIMENTS RESULTS

In this section, we will present necessary information
about study experiments along with the results. The tailored
bigram model [XX'] that was discussed in previous section,
was used for experiments. The words dimensions were
reduced by utilizing K-means clustering to analyze the
semantics and sentiments of user-generated text at word and
sentence levels. The proposed method was then compared
with the bigram [X] and LSA models. Overall, three types of
experiments were conducted: two at the word level and one at
the sentence level.

The novel approach proposed here does not depend on the
syntactic structure of the tweets; rather, it extracts semantic
and sentimental patterns from a given corpus of tweets.

A. Experiment A: Finding similarities between words
e Objective

The aim was to analyze the semantics and sentiments of
tweets at the word level by automatically capturing words
with similar semantics and sentiments.

e Method

The unlabeled dataset contained 4,425,003 tweets. A
vocabulary of 13,696 tokens was generated and used to create
bigram matrix denoted by X, with size = 13,696 x 27,392.
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The normalization process was then used. Then tailored
bigram matrix was used to discover the most similar words to
the query word by comparing between words’ vector values in
the matrix XX" . If words have similar vectors in a matrix,
then they tend to have some relatedness. The
similarity/relatedness was found by comparing between the
vectors (each vector contains 27,392 features) we found the
similar words to the query word by comparing which vectors
are very closed to the query vectors by using square Euclidean
distance function (this matrix was very huge and attempt to
open it resulted in “out of memory” problem).

The model arranges all the vocabulary (similar words) in
descending order based on similarity with query word (from
word that has most highest similar to lower similar word).
Then select only the most 10 similar words to make the
comparison between models more easy and to make it more
clear for reader.

The model was also tested by extracting some sentiment
words. The proposed model revealed that words indicative of
sentiment tend to have high similarity with words of the same
sentiment polarity. The sentiment words do not have different
context, the proposed model extract the words that have
similarity in polarity or related to query word. If the query
word is positive, the model extracts similar/related positive
words.

e Results
The results, which were selected and analyzed at random,
are shown in tables 2, 3, 4, and 5.

~
LIST OF THE TEN WORDS MOST SIMILAR TO d)"‘z/HELAL

TABLE Il
Word LSA model Bigram Model P.roposed Ul
bigram model
4al,/Comfort ol s/And 4al/Comfort
happiness
4:x)/Eternal ol [Happily s2les s/And happiness
4ia/Heaven 4al_/Comfort elesy/Happily
st </My mother suuHappy z Aoy
Happine zAs/And joy 4al_/Comfort 4= _%Joy
ss «liisl/Satisfaction 4isilebs/Tranquility «ia/Paradise
Lasul/Her happy 4S5 5/And «wilab/Tranquility
blessing
© ~/Heart symbol = [Excellency sLa/Lifetime
43ial/Wish 43ile/Good health 5/Good
8/Her heart 4ia/Heaven L /Satisfaction

The word sense is set of different meaning of the query
word. In the tables 2 and 3 the number refers to how many
meanings of word were discovered with respect to usage in
text based on the context. In tables 4 and 5 results for
sentiment are given. The sentiment words do not have
different context, the proposed model extract the words that
are similar in polarity or related to query word.
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TABLE Ill.  LIST OF TEN WORDS MOST SIMILAR TO <828/ GOAL
Word LSA model Bigram Model P!'oposed tailored
bigram model
es% [Advent o5 /Advent I3 /Al-helal
2 [Month JNab: /Ya-helal Ml /Ya-helal
il &% /Month
/C?ngratulates s [Six
M/ ol /For.a month &% /Ina month 43, /Expedition
helal }M [Sadir +\&c / Redeems S /Six
253 [Advent o X
e, /Ramadan u)%“““/Greet e-;n')/Lelader
3 /Cannot &4 /Month 2= /Etihad
e/ Twitter’s &l JForamonth | il /Absentee
user Jslay /Advent i) /Reashed
& .l /Blessed JAY / For the last e /Sad
Word 1 1 3
sense
TABLE IV. LiST oF TEN WORDS MOST SIMILAR TO °JL’-*‘/HAPPINESS
Word LSA model Bigram Model P.roposed tailored
bigram model
435l /Boshia Js8 /Gooal Jss8 /Gooal
u#x [Two goals <362 /By goal or <alwl /Goals or the
with aim aims
il /To the team sl /Goals or the | ¢l /The goal or the
aims aim
oo/ Juaisall /World Cup | Jss» /Goooal o [Two goals or
Goal two aim
et /Neymar —cY /Player —<Y /Player
Jaa3ll /Equalizer s /Win 362 /By goal or with
aim
s ,Y) [Argentina sus/Score s /Goooal
sl /Ronaldo sl Js/Match Jalall /Equal
ol ke /Match <% [Coach 5 IWin
° )5S /Klose a3 [Team sl ke /Match
Word 1 ) )
sense
TABLE V. LIST oF TEN WORDS MOST SIMILAR TO Q}/SADNESS
Word | LSA model Bigram Model Proposed tailored
bigram model
% /Concern s/ And Sadness s/ And Sadness
YA /Betrayal @34isl /Longing @3Lisl /Longing
J<; /Complete Al /Pain o [Nostalgia
% [Poverty z Aoy Al /Pain
ol s > IWrench G5 /Longing
sadnes | /Disappointment
s oSas [Live G [Restless z Aoy
3L /Without &5 /Wrench &5 /Wrench
Jas /Impossible | &< /Longing <= /Love
Ji& /Dementia ol /Sadness Gaa [Restless
s /World <laill/purity > /Wrench

e Discussion

Tables 2 to 5 show the words most similar/related to the
given query word by using the proposed tailored bigram,
bigram and LSA models. All these methods capture broad
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semantic and sentiment relatedness. Based on human
evaluation of the experiments results, the tailored bigram
model seems to perform better than the LSA model because
the proposed model captures more different semantic and
sentimental related patterns from a given corpus of tweets.

As can be seen from Table 2, the proposed model shows
how the word Ja/helal can have different meanings
according to the context; it can mean “crescent,” it can be the
name of a Saudi football team, or it can be the name of a
person. The word ‘J>&’/helal has the meaning “crescent” and
is similar to the word ‘_&%’/month and the word ‘<w’/six,
which could be denoted as “number” or “date.” Furthermore,
helal, in its meaning as the name of a Saudi football team, is
similar to the word ~= y/leader, which is the nickname of the
team. The word s=il/Etihad is also the name of a Saudi
football team. In its meaning as a person’s name, helal is
similar to 23 /Reashed and a=/Sad, which are also people’s
names. The LSA model only gives one semantic context,
which is the word helal meaning only “crescent.”

In Table 3, the proposed model shows how the word
—w/goal can have different meanings according to the
context; it can mean “score a goal,” and it can mean “aim or
target.” Also, the proposed model extracted some informal
words, such as Jss#/gooal and Jss>/goooal, which are similar
to the word —w/goal. The LSA model only gives one
semantic context, which is “score a goal.”

The model was also tested by extracting some sentiment
words, as shown in tables 4 and 5. The proposed model
revealed that words indicative of sentiment tend to have high
similarity with words of the same sentiment.

Similarly, in Table 5, the proposed model presents the
words z_¥joy and <«s/love as being similar to the word
u~/sad—again, all of them have similar words that come
after and before then in a sentence. The LSA extracted four
words: J<iS/Complete, ¢Swi/Live, 4/Without and y/World
were not similar to word sad.

B. Experiment B: Testing the clustering results
e Objective

The aim was to analyze the semantics of tweets at the
word level by automatically capturing patterns of words with
similar contextual semantics by using the proposed model
(i.e., tailored bigram) which was found to have the highest
performance level in the previous experiment.

e Method

The train set contained 4,425,003 tweets. A vocabulary of
13,696 tokens was generated and used to create a bigram
matrix denoted by X with size = 13696x27392. K-means
clustering was then used to categorize the words into k = 100;
200, and 300 clusters. then, made a comparison between k
values and arrived at k = 200 as the best result for word
clustering to capture patterns of words of similar contextual
semantic and sentiment in tweets. Each row was called a
vector, and each column was called a dimension (each
representing a different semantic feature).
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e Results
The results are shown in Tables 6, 7 and 8.

TABLE VI.  EXTRACTED PATTERNS FOR THE SEMANTIC WORD
/JSay
ELAL
Word Proposed tailored bigram model
Dim 1 Dim 2 Dim 3 Dim4
(]
osis/Coming | diae /Abdullah | €2 | acay
Al-Ghamdi .
Yy Formation
J . Y
sy /Advent | = /Sad Al-Harbie =Y [Players
iassl)
el At e e/ : Qaht/ani les /Masses
o month Abdulrahman Py
A i [Fahd ¢ | ot Match
Helal JOccasion AlShammari
Al
2l /Eid s /Khalid gl 55 IWin
Al-Dosari
&yl -
<4 /Near % /Bender ?)%/AI == Goal
Anzi
Olas _ali /Nasser < /Son of i
/Ramadan . /Encourages
. . N el /
Juasd [Faisal - . [ h
253 /Coming 2 [Faisal Al-Shahrani ,2/Coac
TABLE VII. EXTRACTED PATTERNS FOR SEMANTIC WORD/<834 GoAL
Word Proposed tailored bigram model
Dim 1 Dim 2 Dim 3 Dim 4
<y B A Kaaly
" . Neymar /Decision Belgium
For\rp/atlon 20l sl ll/ lasd 58/
E’i: ers Suarez Request Netherlands
ﬁe‘/&/ ~/Messi laa/ O Y/
sa/ Masses Account Argentina
. i/ & >0l Ll
ol sbae - >
Goal SelMatch | gonches Topic Germany
5 SWin GuS/Costa | s=/News L5/Chile
2 /Goal Lo 3/ Sl Lsij¥/France
e Benzema Position
R sl ~=I/Name ule/Ghana
cET;éura es Ronnie
o eCondh | s ol sl S/
) Ronaldo Statement Columbia

TABLE VIII. EXTRACTED PATTERNS FOR THE SEMANTIC WORD

b DancEROUS
Word Proposed tailored bigram model
Dim 1 Dim 2 Dim 3 Dim 4
iy S Hilali |, o
[Painful
Wonderful . /Lucky ) .
ol ; 3 /Painful
»/Good [Brazilian pom
sl /Respected sl
3 i i . L .
L elSpecial | N asraoui /H:;Apy [Painful
g . e s ’ &5 [Pain
Danger &iaa [FUN Saudi Ul /Selfish
ous @l . 5 [Pains
e th; =
s~ [Bad /Ahlawy /“’ - me
/ mistaken i
s/ fr)ai)ian s ILiar ;:iéns'me
Beautiful e das 5 /Pain
-~ iMedrida | ¢ ‘ﬁ
excellent /oppressed 5 ftough
S /Big ﬁzz;;tian Osimaferazy | ¢ 9

Tables 6 to 8 give the results for the four most common
dimensions for the given query words using the proposed
model after reduction of the dimensions to 200 features. All
these query words captured broad contextual semantic
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similarities. K-means clustering was used to determine which
words belonged to each cluster.

Table 6 presents the top four semantic features (or
dimensions) for the word JMa/helal. The first dimension
indicates the results obtained from mining the meaning
“crescent.” The second dimension is related to the word’s
meaning as a person’s name, and the third dimension indicates
the word’s meaning as a family name. The fourth dimension is
connected with the meaning of helal as the name of a Saudi
football team.

Table 7 presents the key semantic features of the word
goal. The first dimension indicates the results obtained from
mining the meaning “score a goal.” In the second dimension,
the word indicates the names of football players, which are
also in the sport domain. In the third dimension, the word
gives the meaning of the “aim or target”. The fourth
dimension connects the word with its meaning in relation to
the names of countries. The words and phrases goal, player,
team name, and country name were all found before the word
Jau [score, explaining why these words appeared in these
particular dimensions.

In table 8 the four most common semantic features for the
word dangerous are presented. The first dimension refers to
the word’s meaning as “wonderful” (i.e., positive). The second
dimension is not related to the word dangerous. The third
dimension indicates the first three results gave the word
dangerous meaning wonderful (i.e., positive), and the last five
results gave the word dangerous meaning bad (i.e., negative).
The forth dimensions refers to the word’s meaning as
dangerous (i.e., negative).

The proposed model categorizes words together that have
similar semantic features, automatically capturing the
contextual patterns in tweets. If a word has multiple contextual
meanings, the model uncovers these meanings, adding each
word to the relevant clusters.

C. Experiment C: Finding similarities at sentence level
e Objective

The aim is to analyze the semantics and sentiments of
tweets at the sentence level by automatically capturing
sentences with similar semantics and sentiments. The words
JSa/helal, —22>/goal, and sentiment word _:k3i/Dangerous
were tested in the results for the proposed model at the
sentence level.

e Method

First, all the sentences in the database that contained the
query words were extracted. The vector average of each
sentence was then calculated using the bigram matrix X after
reducing the dimensions as input in equation (2), thus giving a
new matrix, V six200. The dimensions were reduced because
the bigram matrix used in calculating matrix V caused a
memory problem with the computer. The reduction eliminated
the problem

The five sentences that were most similar to each query
sentence were tested by comparing the sentence vectors using
matrix V.

e Results
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The results are shown in tables 9, 10, 11, 12, 13, 14 and 15

TABLE IX.

THE FIVE MOST SIMILAR SENTENCES THAT CONTAIN THE

WORD “—83/GOAL, WHERE THE WORD 834 MEANS “GOAL”

your focus on
the future and

Original o
SEmiETEE Most similar sentences
a2 Vs e byl jspdeann ¥y I pSaly padlan gV
Lue Gl jall e Aol g Lds S Y1 38as Caoa
“No person is born an adult. No famous person does not start
Al o) Laxie small. There is no goal archived, until there was a dream that
Ll g q - born from scratch, this is not a defect”
Sl 5 5 @alfofoNUMBER ¢« O J58 Vs, a3 Vg Jlel 3b (i3 ¥
Cnn; Qe |1 el saall s ls 2l L i LA LSV Jaadls s
I b “@alfofoNUMBER: do not live without hope nor objective,
e ¢ gl and do not say that time is always miserly; make things
SV L a s beautiful, received coincidence, and find joy always behind
Lo ) el beautiful patience!!”
e Clhany o dll QS Q585 0 2 5 oS adabiy dlily Cpaiaal 5 lioe 2as
Olaa_# Olaa )l alaxinYI#
“When you “Simply how many times you want to seal the Book of Allah
have a goal, in Ramadan? Determine your goal and seek the help of God
do not fix #prepare for Ramadan #Ramadan.”

@ zlfay gNUMBERmMeNUMBER@ aNUMBERM@
abnazulfi@ 4 Lais 4alal) daliaall Lages Lbaa 5 Jelds ey S Gl y

lose the A o2a a3 () Criaie ade puatlall 5 a5l
‘now’; “@QNUMBERmeNUMBER @aNUMBERm @abnazulfi
highlighted @zIfay and thanks to you also for how interact, and our aim
the ‘now’ and, | of all is the public interest.
inevitably, God Save the homeland and those who support it and wish
you will that interaction would solve this problem.”
Teceive Wnat Leileds Caagy Lo Jie by nt (g aliha aaday (5 5 Lo fisa 0 ) 50m
you want. L Caiadl,
An image of an inuential young Syrian feeding
a child from under the door of her home in order to reassure
her and to comfort her
TABLE X. THE FIVE MOST SIMILAR SENTENCES THAT CONTAIN THE

WORD “—838/GOAL, WHERE THE WORD <834 MEANS “AIM”

Original
Sentence

Most similar sentences

O el lshay &5 50
Joa L URL

“Congratulations
Championship
Limousine O Helal
URL”

2l e anly I # 91 Cnt IOl e (g sl
“Ask me after the al-helal love!? # al-helal my love, no one
came after it.”

Gl 315 Cacla Y # ey 4lonll salend) (e 230 2015
2l bl 3,59 URL

“Number of Omani fans present at the Club #al-helal came
to co-operate the blue team in front of al-Sad. URL.”

“@bluegoldNUMBER: J& NUMBER  alall 48] jall =i &l gins
VoSl BN LY L I ) seend JalsIly

4wad ¥ ele L ITURL

“@ bluegoldNUMBER: NUMBER years before Gharafa
opens the entire stadium to the al-Helal audience. because
this is manners of the greater no consolation to Abu five .. !
URL.”

# Ll alghay (5 a1 2V QU1 Jla dy suty G Ll (38 DI )
Loy sl Al skl Giny Layy J g8l ¢ Jadh oas 5 IOl 48 jLiay

“If al-Helal achieved the champion of Asia, what you will do
in case if the AFC established Asian Cup with the
participation of al-Helal alone only, say perhaps he will
achieve tournament ... .. | side probably.”

et S e S zling cild | jmaben JsY) a8 5 S (5ol oS3 W
Ll el s ) # (500 (8 Caay Las I s 5 8 1@ a bin
mosaad

“When you become a big club and the first number to be a
mass, you need a media center that is very strong!! What
happens in Club #al-Helal is quite the opposite!
(@abinmosaad”
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TABLE XIIl. THE FIVE MOST SIMILAR SENTENCES THAT CONTAIN THE
WORD JM/HELAL, WHERE THE WORD dm MEANS “CRESCENT”

TABLE XI.  THE FIVE MOST SIMILAR SENTENCES THAT CONTAIN WORD
dm/HELAL, WHERE THE WORD dm MEANS “THE NAME OF A SAUDI

FOOTBALL TEAM”

Original Sentence

Most similar sentences

U O salll ddshay ol g 0
J% URL

“Congratulations
Championship
Limousine O Helal
URL”

aa) e e g2l I # 91t Bl e (e (sl
“Ask me after the al-helal love!? # al-helal my love,
no one came after it.”

Original
Sentence

Most similar sentences

Giela I # 20 ey ailenll jaaleall (ge 230 22l 555
2l alal 5,59 Ga Al 515 URL

“Number of Omani fans present at the Club #al-
helal came to co-operate the blue team in front of
al-Sad. URL.”

“@bluegoldNUMBER: J& NUMBER 4dl_all =% & i
V5ol BRI Y | Il ) seend JalSIL )

4wad g¥ el e L ITURL

“@ bluegoldNUMBER: NUMBER years before
Gharafa opens the entire stadium to the al-Helal
audience. because this is manners of the greater no
consolation to Abu five .. ' URL.”

# o goa¥) AV G s ey (85 Ll G J3E )
skl 3iny Ly ) J 581 ¢ Lo oan 5 Il 4 jlliay Loasl 4l sl
Loy sl .

“If al-Helal achieved the champion of Asia, what
you will do in case if the AFC established Asian

= g 5 paal Jale

45y s alaYl aa )l
Qi U s el Sl

Al (Bl

n peetl) s plasily

#J158 Jah S
Uy

“Urgent Islamic
Crescents
Observation Project:
This sighting of the
new moon of

el o2 Jal VI (Jisd ) il JSla kw08

B 0% O e B e sl s pealll B 050
“All the world is waiting for the crescent al-Fitr
(Shawweal), but the people of Gaza, they are
waiting for the crescent’s win and say when it Tell
It may be that close.”

@balsayegh@ arabicobama 4: sudls ape sSall cilgal)
I 45y s Lo A ol a5 s

“@Balsayegh @arabicobama government
agencies in Saudi Arabia follow the calendar or
Imm Alqri; they do not see the crescent.”

Gl 8o oSl Caaliy ODld) iy Caan Jaas a3y
i) o ASal ) il 318 25 calllURL S gié e
= 4lskJ NUMBER

“Al-Etehaad scored and al-Helal’s center and play
a ball in half pitch and after minutes the ruling
canceled Al-Etehaad goal URL know now how
the championship = NUMBER.”

Shawwal shortly
before daybreak in
Saudi Arabia uses
the technique Ml

astrophotography “You can determine the size of the mentality
#crescentofShawwal | encouraging Hilali through the cap size—small
#Ramadan.”” cap tells you ’seven o’clock approaching’; large
cap tells you ‘Royal al-Helal.””

Cup with the participation of al-Helal alone only,
say perhaps he will achieve tournament ... .. | side
probably.”

) ling il ¢ ) jmablen JoV1 a8 5 5 5ol S L

A Al # ool (& sy Lo 1 has (o 8 (oale) S 5
Ll &= 1@ a bin mosaad

“When you become a big club and the first number
to be a mass, you need a media center that is very
strong!! What happens in Club #al-Helal is quite
the opposite! @abinmosaad”

Gl s A (e Il gl e paa 233 IS
s - 5 5 e - ALl " Sl o ks 4dla -

@eeNUMBERqwe J3ell el ¥ 5 < gal Ul
“@eeNUMBERqwe If I die, it does not change
my al-Helal.”

TABLE XII. THE FIVE MOST SIMILAR SENTENCES THAT CONTAIN THE

WORD dm/HELAL, WHERE THE WORD o MEANS “THE NAME OF A
PERSON”

TABLE XIV. THE FIVE MOST SIMILAR SENTENCES THAT CONTAIN THE

Original . WORD DANGEROUS, WHERE THE WORD DANGEROUS MEANS “DANGEROUS”
g Most similar sentences '
Sentence —
@alialnimi s &) Jie (G Ll H35 o & sale ) Otz Most similar sentences
4asall 8 oy | il e sl Jedl Gl s Sentence

“@TheNaim testimony to God that we are proud Y1 agile pall Calal sdle ) uaill s Gpall o e @il Gl
to youth like my brother Abu Helal, he racing to sle anl siasa (55580 5 Sl gl 5 1€ Lal il s
do good things, God reward you. We are in the &) daal) .

service any time.” 1 am following the rematch between Al-Aean and
sl (e ot mbe Ol a0 e G al-Nasser, at al-Aean, the foreign player Jian is
éjl\ﬁl?ﬂi . Cbutih dangerous but Kimpo and Alsolgaki and Korea are
“Alhlaliyn wants to boycott MBC but they cannot normal

because they follow first Saudi channel.”

UL sall 45 )5 IS # ol Je SIS 4l a8 7 ks Gl phd s

4cLdl e NUMBER (i | yae NUMBER ebas Denbla very dangerous and fast
s ) e 268 bl iy Calally |.\.€>l)5\§:\l\c___\gJ..4|5:\=1} ‘

Bl il 5 e “The Sela company raises the number of tickets
Sl for the #Al-Helal and Arabism match today from

i le Gl e 3l

NUMBER il ol | 41 Wl (ol aalal sV jalae SV el e o) s 58
laa i alass slall o ki

NUMBER pm until NUMBER evening and will dliaia e URL The fatwa of authorized songs boldness may not
I want from the continue,’selling tickets tomorrow at King Fahd be Imamth my opinion it slip serious
living what Stadiym” _ _ NUMBER ways to
pleased, if e ),:e-n.;“b J‘J.)‘ o eﬁt\j‘nu;‘ﬂ; J;«J‘ ‘“’tw:‘ drink teato make it | @ soumahran cse 52 o hdl) Cilasioal s Sl 4
Conquer people O G el (o e e S gty el Sl e very dangerous to hi from where you got this Serious Documents

S ab pe
“When al-Helal playing and see the whole twitter
favorite is blue and the al-Helal’s fans full the
stadium, and see players

When the day comes when | can be joyous.
A a juae Pl 4l padd oy 3 bl ) o
B e e S L ) s Of da s 4y YN G g
¥l s (55) el aluaS BAL
“I already sent a tweet about al-Helal religion
source electronic newspaper Sport and after it
explained that what has been written is not true,
as Muslim manners and Nasraoui, I apologized.”

with it Abu Hela your health URL

al-Askarry.”

G el o] 8 0 a5 S M 53555l oo
O i ODla Call 5 [ 4l ) Lelay ] maall s [ Bla
A YAyl i

Dangerous word lead to polytheism which is to
say [tomorrow will solve it thousand solver] the
correct say [solved by God] To say a thousand
solver means that there are a thousand Lord "to
God but God."
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TABLE XV. THE FIVE MOST SIMILAR SENTENCES THAT CONTAIN THE
WORD DANGEROUS, WHERE THE WORD DANGEROUS MEANS “WONDERFUL”

Original

Most similar sentences
Sentence

@ tntn NUMBER b 48 je lgpas

@ tntn NUMBER follow her she is wow

S L LS5 il ol e (8o phadd) ey adlial

Jas o plad elall o URL

@ fahdalrugi ks | Neymar had serious injury in the match between

eld 5 e sl d Brazil and Colombia .. a broken vertebra back very

sy serious URL

583 el ) patuly SO QL) las phad al 4l
Ly 5 Ll

It's too dangerous receiver jokes constantly risk of

the formation of our sons and daughters

s opbad A5 b Lay i

Benzema goal is grave and serious

@ noda NUMBER s _iha o ) sall &

@ Noda NUMBER Image is serious $

@ fahdalrugi God
you are wonderful
Abu Omar, and
you also poet

e Discussion

Tables 9 to 15 give the five most similar sentences to the
given query sentences using the word representations
generated by the proposed model. All these vectors capture
broad semantic and indirect sentiment similarities.

Table 9 gives the five sentences containing the word goal
that are most similar to the query sentence where the word
goal means “scored a goal.”

Table 10 gives the five sentences containing the word goal
that are most similar to the query sentence, where the word
goal means “aim” or “target.” The proposed model extracts
similar semantic contextual sentences that contain the word
goal where it means “aim” or “target.” The results in table 8
and 9 show the two different semantic contexts for the word
goal at the sentence level.

Table 11 presents the five sentences containing helal that
are most similar to the query sentence, where the word helal
means “the name of a Saudi football team.” All the similar
sentences contain helal where it denotes the name of a Saudi
football team.

Table 12 gives the sentences where helal means “the name
of a person.” The proposed model only extracts the one
sentence where helal means “a person’s name” in the sentence
context. The other similar sentences refer to helal as the name
of a Saudi football team and are not similar to the query
sentence.

Table 13 presents the sentences where helal means
“crescent.” Here, the model has only extracted two sentences
where the word helal means “crescent;” the other three are
examples where the word helal refers to the Saudi football
team and are not similar to the query sentence. The results in
table 11, 12, and 13 show the three different semantic contexts
for the word helal at the sentence level.

Table 14 presents the sentences where Dangerous, where
Dangerous means “Dangerous”. The model has extracted the
five sentences containing the word Dangerous that are similar
to the query sentence, where Dangerous means “Dangerous”.
Table 15 presents the sentences where Dangerous means
“Wonderful”. Here, the model has only extracted gives the
three sentences containing the word Dangerous that are similar
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to the query sentence, where Dangerous means “Wonderful”.
The results in table 14 and 15 show the two different semantic
contexts for the word Dangerous at the sentence level.

The proposed model has been used to analyze the
semantics and sentiments of tweets at the sentence level,
automatically capturing the patterns of sentences with similar
contextual semantics and sentiments in tweets. According to
the model results, the method needs to be developed further in
order for more accurate results to be obtained.

V. CONCLUSION

The proposed tailored bigram model used unsupervised
clustering at word and sentence level to allow semantic and
sentiment categorization to take place. In the experiments,
words and sentences in tweets with similar semantics and
sentiments were automatically captured and grouped. The
proposed model was then compared with the classic bigram
and LSA models. The proposed approach was not concerned
with the syntactic structure of tweets, but with the extraction
of patterns in semantics and sentiments from a particular tweet
corpus.

With this methodology, a huge corpus was used, no
annotation processing was utilized for labels, the word order
within the tweets was considered, and no filtering process was
used. The filtering was used only to “clean” the text, thus
reducing the corpus size and the noise in the text. These steps
were taken to ensure that the contexts of the tweets remained
unchanged. Semantic dictionaries or lexicons were not used
due to their limited coverage for informal Arabic. Based on
the work, we conclude that although difficult to handle, big
data can help in checking almost every type of possibility of
similarity/ relatedness among words. Although due to
availability of limited computational resources, we used some
threshold to reduce the data, but were still were able to get
good results. The manual evaluations of the results need to be
automated for which Arabic semantic resources should be
developed.
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