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Abstract—The main weakness of the k-Nearest Neighbor 

algorithm in face recognition is calculating the distance and sort 

all training data on each prediction which can be slow if there are 

a large number of training instances. This problem can be solved 

by utilizing the priority k-d tree search to speed up the process of 

k-NN classification. This paper proposes a method for student 

attendance systems in the classroom using facial recognition 

techniques by combining three levels of Discrete Wavelet 

Transforms (DWT) and Principal Component Analysis (PCA) to 

extract facial features followed by applying the priority of k-d 

tree search to speed up the process of facial classification using k-

Nearest Neighbor. The proposed algorithm is tested on two 

datasets that are Honda/UCSD video dataset and our dataset 

(AtmafaceDB dataset). This research looks for the best value of k 

to get the right facial recognition using k-fold cross-validation. 

10-fold cross-validation at level 3 DWT-PCA shows that face 

recognition using k-Nearest Neighbor on our dataset is 95.56% 

with k = 5, whereas in the Honda / UCSD dataset it is only 82% 

with k = 3. The proposed method gives computational recognition 

time on our dataset 40 milliseconds. 

Keywords—Multiple-face recognition; DWT; PCA; priority k-d 

tree; k-Nearest Neighbor 

I. INTRODUCTION 

Facial recognition performance is influenced by several 
variables, including pose, expression, lighting, and occlusion 
(namely, glasses, mustaches, beards, headgear, etc.) [1]. 

Many educational institutions in Indonesia continue to use 
attendance sheets, allowing students to cheat by asking friends 
to sign their names. The use of attendance sheets has proven to 
be time-consuming, unreliable, inaccurate, and inefficient. 
Based on this issue, we propose a combination of face 
recognition methods using three levels of Discrete Wavelet 
Transforms (DWT) and Principal Component Analysis (PCA) 
to extract facial features followed by applying k-d tree to 
accelerate the process of facial classification using k-NN. The 
k-NN process with Euclidean distance is used to identify 
students’ presence through pictures or video of a student’s face. 
By using this approach, it is possible that automatically 
integrated systems between IP camera and pc or notebooks will 

determine whether each student is present or absent and will be 
recognized in the group of courses followed. 

The contibutions of this paper include: 1) combining three 
levels of 2D DWT-PCA for feature extraction; 2) we adapted 
approximate nearest neighbors search algorithm using the 
priority of k-d tree to find some (k) nearest neighbors from a 
certain query point (q) efficiently [2] 

The paper is structured as follows: Section 2 consists of 
related research discussions, Section 3 consists of the proposed 
research method, Section 4 presents the results of research and 

analysis, and Section 5 offers some conclusions. 

II. RELATED WORKS 

Human facial recognition plays an important role in 
biometrics. The eigenvector-based method of facial recognition 
was first introduced by [3], and then expanded upon by [4] and 
[5]. The eigenvector-based method extracts the low-
dimensional subspace, which tends to simplify the 
classification process. Chitaliya and Trivedi [6] developed a 
facial recognition model that used wavelet-PCA for feature 
extraction, then used Euclidean distance and neural networks 
for classification. In this study, Level 1 discrete wavelet 
transform (DWT) was used. They were able to attain up to 
93.3% accuracy. 

In 2012, Rao [7] proposed a facial recognition system using 
discrete wavelet transform (DWT) and eigenvectors, showing 
an average of 3.25% improvement in recognition performance. 

Research on attendance management in the classroom 
proposed by [8], using the haar cascade method for face 
detection. While the face recognition using eigenface method. 
This face recognition approach achieves an accuracy of 85%. 

Research on improving facial recognition was proposed by 
[9], who used a wavelet-PCA decomposition method with 
mahalanobis classification. The results of this study improved 
recognition by 95.7%. Recognition results using Euclidean 
classification reached 93.8% accuracy, with a computing speed 
of 8.501 milliseconds. 
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In 2014, Mao [10] conducted research into multiple face 
detection, tracking, and recognition in the classroom using a 
Honda/UCSD dataset of videos. In the experiment, the student 
dataset consisted of 16 and 39 people in the classroom. Fifty-
nine videos were used: 20 for training and 39 for testing. The 
study used the Haar cascade facial detection method. For facial 
recognition, this study used eigenfaces, LBP+K-mean. The 
average precision and recall values in this study were more 
than 90%. 

The combination of methods for student attendance 
systems in the classroom was proposed by [11] using facial 
recognition techniques by incorporating Discrete Wavelet 
Transforms (DWT) and Discrete Cosine Transform (DCT) to 
extract the facial features of students followed by applying 
Radial Basis Function (RBF) to classify face objects. The 
success rate of the proposed system in recognizing facial 
images of students who sit in the classroom is about 82%. 

In 2017, Sayeed [12] presented an automated attendance 
monitoring system with face recognition in a real-time 
background world for with a database of student’s information 
by using Principal Component Analysis (PCA) algorithm. The 
testing results have been tested and taken from few different 
environment backgrounds. Basically is during the day and 
night time with lights either on or off. Average successful rate 
of the proposed system are about 2.43 to 2.81. 

K-nearest neighbor (k-NN) is a simple and effective 
classification method. Samet [13] proposed a k-nearest 
neighbor algorithm using MaxNearestDist, while the k-NN 
repair method had been proposed by [14]-[16]. The weakness 
of k-NN algorithm, namely the process of calculating the 
similarity to be done on all existing training data [17]. If 
training data increases in number, the time for classification 
will also increase proportionately. The problem can be solved 
if using k-d tree data structure [18]-[21]. It can be used with a 
k-nearest neighbor (k-NN) approach to match facial features 

efficiently and search for the location of the nearest neighbors. 
K-d tree data structure has been used as a data structure for 
overcoming increased processing times caused by the addition 
of features into the database. An alternative approach is 
establishing a balanced k-d tree, as proposed by [22]. The 
nearest neighbor search algorithm using the k-d tree data 
structure can be found in [23]. In their research, they only 
found one nearest neighbor. We integrate the priority k–d tree 
search and best bin first method (BBF) to find the nearest 
neighbors, and the Euclidean distance is utilized as similarity 
measure. 

In our study, the nearest proposed neighbor search 
algorithm uses a data structure called a priority queue that 
stores the list of closest neighbors k with some distance to the 
query point q. The priority queue has a fixed upper limit on the 
number of elements (or points) that can be stored, which is the 
number of nearest neighbors k. Each time a new element is 
added to the queue, if the queue is at a predetermined capacity, 
the element with the highest priority value (the longest 
distance) is removed from the queue. 

III. PROPOSED METHOD 

In order to make the framework, the proposed method in 
this study used was the method from related research and then 
we developed them to be tested on our dataset. The research 
method used in this article consisted of several stages, as 
shown in Fig. 1. 

A. Face Database Training Stage 

1) Single Face Image 
In this stage, facial images of students were captured using 

a digital camera. Facial data from 1,014 individuals was 
collected; each individual had nine images taken from different 
angles. A set of student facial images as training data is 
presented in Fig. 2. 
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Fig. 1. The proposed method. 

         

         

         

Fig. 2. A set of student facial images as training data.
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2) Preprocessing 
In the preprocessing stage, the following steps were 

conducted: 

a) Facial cropping, the detection and localization of the 

face in a square area using the Viola-Jones method [24] 

b) Changing the facial image from RGB to grayscale 

mode. 

c) Resizing the facial image to 128x128 pixels. 

d) Normalizing color brightness using a histogram 

equalization process. 

The preprocessing stage of this research is shown in Fig. 3. 

Face Detection Cropping
RGB to 

Grayscale

Resizing
Histogram 

Equalization

 
Fig. 3. Preprocessing stage. 

The Viola-Jones method was used to detect faces in the 
images taken by digital cameras. Facial images were then 
stored in the database. After the detection process, images of 
students’ faces were manually registered in the database by 
name and identity code. The process of registering students’ 
faces is shown in Fig. 4. 

 
Fig. 4. The process of registering students’ faces. 

3) 2D Discrete Wavelet Transform 
Wavelets are defined as small or short waves. The wavelet 

transform converts a signal into a series of wavelets. This is the 
basic function at a different time. Wavelets result from the 
scaling function. Certain wavelets are also called mother 
wavelets, as other wavelets result from their scaling, dilation, 
and shift. 

Discrete Wavelet Transform (DWT) is a discrete form of 
the wavelet transform, consisting of a signal sampling process 
based on the scaling and shifting of parameters [25]. It is 
systematically defined by the following equation [26]: 
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The coefficient      refers to the detailed component of the 

signal  ( ) and it is suited to the function of the wavelet, while 
     refers to the approximation components of the signal. The 

functions  ( ) and  ( ) are the coefficients of high-pass and 
low-pass filters, respectively, while parameters j and k show 
the scale of wavelets and translational factors. 

In this research, the mother wavelet used for feature 
extraction is the Haar wavelet. The image produced through 
preprocessing is decomposed at three levels. At each level, 
DWT was first performed in a vertical direction, followed by a 
horizontal direction. After the first level of decomposition, four 
sub-bands were obtained: LL1, LH1, HL1, and HH1. For each 
level of decomposition, the sub-band LL from the previous 
level was used as the input. The sub-band LL1 was only used 
for DWT calculation in the next scale. To calculate the wavelet 
features in the first stage, the wavelet coefficients were 
calculated on sub-band LL1 using a Haar wavelet function. For 
the second level of decomposition, DWT was applied to band 
LL1 by decomposing it into four sub-bands: LL2, LH2, HL2, 
and HH2. For the third level of decomposition, DWT was 
applied to band LL2 by decomposing it into four sub-bands: 
LL3, LH3, HL3, and HH3. LL3 contained the low-frequency 
band, while LH1, HL1, and HH1 contained the high-frequency 
band. 

The face image size was 128x128 pixels obtained from the 
pre-processing results was then decomposed to 64x64 pixels on 
the wavelet level 1, then the 64x64 pixel face image was 
decomposed to 32x32 on the wavelet level 2, and the last was 
the 32x32 pixel face image decomposed using wavelets level 3 
to 16x16 pixels. These three levels of facial image 
decomposition were used in the experiment to find the right 
size for the recognition process. Experiments were performed 
on all three levels of wavelet decomposition to find the right 
level of accuracy of recognition of many faces. Third face 
image of wavelet decomposition process will be processed by 
PCA (principal component analysis). The illustration of the 3-
level 2D-DWT decomposition process is shown in Fig. 5. 
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LL2 HL2

LH2 HH2
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HL1

LH1 HH1

HL2

LH2 HH2

LL3 HL3
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Fig. 5. The Illustration of three-level 2D-DWT decomposition. 
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4) Principal Component Analysis 
Imagery produced through three-level 2D-DWT 

decomposition was subjected to the PCA process, as shown in 
Fig. 6. This is very significant for feature extraction, as it 
reduces dimensions and thus reduces the complexity of 
computation. 

Decomposition at level 1 Decomposition at level 2 Decomposition at level 3Testing Image

PCA

 
Fig. 6. Three level 2D DWT and PCA decomposition process. 

PCA was used to obtain vectors, also known as principal 
components that could provide information regarding the 
maximum variance in the facial database. Each principal 
component is a representation of a linear combination of all 
training face images that have been reduced by the image 
mean. Combinations of facial images are known as eigenfaces; 
these facial images are those that will be recognized. 

PCA aims to find the principal components of faces 
collected in the database. The significant features are termed 
eigenfaces and obtained from the eigenvector—a feature that 
describes the variance between face images—of a covariance 
matrix of images in the database. Each location on the face 
contributes to each eigenvector. Each face in the database can 
be represented by a linear combination of these eigenfaces. The 
number of eigenfaces is the same as the number of faces stored 
in the database. Facial images can be identified with the best 
eigenface (i.e. that which has the largest eigenvalue) that has 
most of the facial variations in the database. By taking some of 
the principal (most important) components, the calculation of 
eigenfaces may be efficient [27]. The steps to identify 
eigenfaces are as follows [28]: 

a) Determine the dimension of the matrix of facial 

images which will be used. 

b) Arrange the matrix of facial images into the vector of 

column    with the size m × n 

c) Diminish every facial image    by the average of 

matrix    and store the result in variable    

 
 M

i i1
M

1
  

             

(2) 

 ii               
(3) 

d) Calculate the covariance of matrix C by finding the 

eigenvector    and eigenvalue   : 
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e) Obtain the eigenvector    and eigenvalue    by 

finding the eigenvector and eigenvalue of matrix A
T
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1

 

(dimension M × M). If iv  and i  is the eigenvector and 

eigenvalue of matrix 
ATA

, then: 
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Multiply both sides of equation (5) with A from the left, 
obtaining: 
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f) Sequence the eigenvector in columns based on the 

eigenvalue, from largest to smallest. 

g) By selecting the eigenvector with the largest 

eigenvalue, the principal component is obtained from the early 

matrix and can form the feature vector. By forming a new 

matrix  , then every    vector is the column vector. The 

dimension of this matrix is    , with   being the desired 

eigenvector number. This is used for the data projection of 

matrix   and the calculation of vector    matrix    
(       ) 

A
T

EY                 (8) 

Every original image can be reconstructed by adding the 
average of image    by summing the weights of all vectors of 
  . 

1) Change the training image being sought to find vector 
 , diminished by the average    and projected by the 
matrix of eigenvectors (eigenfaces): 

)(  P
T

E
             

(9) 

The extracted features were reduced from 16384 to 256 by 
the DWT procedure. However, 256 was still too large for 
calculation. Thus, PCA was used to further reduce the 
dimensions of features. The curve of the cumulative sum of 
variance versus the number of principal components was 
shown in Fig. 7. 
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Fig. 7. The curve of variances against number of principle components (here 

we found that 90 features can achieve 95.03% variances). 

The variances versus the number of principal components 
showed that only 90 principal components (bold font in the 
figure), which were only 90/256 = 35.15% of the original 
features, could preserve 95.03% of total variance. 

Feature (principal component) with the highest percentage 
(variance) selected to be used in the process of correspondence 
among feature of face images[29]. 

5) Feature Representation 
After the face image was projected into the face space, the 

next task was to determine which face image would be most 
similar to the image in the database [30]. In this research, the 
eigenvector with the largest eigenvalue was projected into the 
PCA space. This projection was stored as a k-d tree structure, 
indexed, and stored in a database [31]. This projection was 
later used in the testing stage and compared with the unknown 
image projection. 

A k-d tree is a structure of partition space data used to set 
points in k-dimensional space based on the key values in the 
nodes [32], [21]. Components of K-d tree node in this research 
consisted of vector key or k-dimensional points, descriptor 
features, or pointers known as Left LINK and Right LINK (left 
subtree and right subtree). The sizes of the images used in this 
study after preprocessing were 64x64 pixels, 32x32 pixels, and 
16x16 pixels. Each node on the K-d tree consists of key 
records. These nodes can be seen as points in a dimensional 
space. In addition, the nodes in K-d tree can also represent sub-
regions of the entire space. 

A feature which is the eigenvector with the value of 
variance percentage of PCA dimension reduction process as 
much as 90 principal components will be indexed. These 
eigenvectors were then deposited into k-d tree, with K in the k-
d tree being the dimension of the template. The number of 
nodes in k-d tree is the same as the number of templates in the 
input files inserted into the tree [20]. 

Before constructing the tree, the data point xi must be 
played through the mapping of    to align the main axis with 
the coordinate axis. Given a sample there was *           + 
which was the set of   . Then eigenvector    ∑     

  
   . 

Eigenvector A is the principal axis of the data set, and 
eigenvalue is called the principal moment. If          is 

the eigenvalue decomposition of A and column U is the 
eigenvector (orthogonal), then       

    mapping the dots to 
the principal set of an axis that is aligned with the axis 
coordinates. If      are the matrix consisting of the dominant k 

eigenvector, then the projection of     
  is the set of points 

arranged into spaces stretched by k principal axis of the data. In 
general, if the data is aligned through the rotation of dimension 
  , the data is divided into the k-d tree and will be selected 
between k principal axis from the data. k is the depth of the 
tree. In building k-d tree, all data stored in the k-d tree must 
have the same dimension as the existing dimension in face 
space. The data consists of the dominant eigenvector and has 
been projected into the space stretched by the principal axis of 
the data k. In building or reconstructing k-d tree, all data stored 
in the k-d tree must have the same dimension as the existing 
dimension in face space. The k-d tree construction is 
performed using a recursive method with parameters at each 
iteration of arrays from points and depth. Depth value can be 
used to determine axis value. The initial value of arrays is all 
points and the depth value is 0. The Algorithm to construct k-d 
trees is shown in Algorithm 1. 

Algorithm 1  The Algorithm to construct k-d trees 

The Algorithm to construct k-d trees 

Input: Set / Set of vectors *  +    
  

Output: k-d tree 

1. Begin 

2. Calculate the axis value with the formula, axis = depth mod 2 

3. Sort array data based on axis value, if axis is smaller  afterward sort done 

to the left, if the axis is larger, then sorting done to the right 

4. Calculate the median coordinates, by: 

(1) index_median = number of coordinates div 2 and 

(2) coordinates_median = coordinates [index_median] 

5. Determine the node: node = coordinates [index_median] 

6. Specify left node and right node using new iteration. Next  iteration use 

the following parameters: 

(1) array coordinates = sub array coordinates = coordinates [0] 

(2) array coordinates = sub array coordinates = coordinates    

     [index_median + 1] [coordinate number] 

7. End 

B. Facial Recognition Stage 

1) Multiple Face Images from Video 
Images of multiple student faces in the classroom were 

captured from videos using an IP camera (Zavio F320). Images 
of students' faces had previously been registered with students' 
names and identification codes in the database. Five 
classrooms were used in this recognition stage. Each classroom 
consisted of forty students; as such, the total dataset used for 
the test consisted of 200 face images. Face images captured 
from video streams using an IP Camera were extracted frame-
by-frame until the 60

th
 frame [33]. Five video samples in AVI 

(Audio Video Interleave) format with a resolution of 
1920x1080 was used. These videos had a frame rate of 30 fps 
[34] and duration of two minutes. The computer system in this 
study has a detection and facial recognition software installed 
on a personal computer (PC) or notebook and the lecturer 
should run it at the beginning of each class in the course group 
that has been determined on schedule. The layout system is 
shown in Fig. 8. 
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Fig. 8. The Layout System. 

2) Preprocessing 
The following steps were involved in the preprocessing 

stage: 

a) Faces were cropped using multiple face detection on 

each video frame. Face detection was implemented based on 

Haar-like features using the Viola–Jones method [24], which 

quickly detects multiple faces in the classroom (Fig. 9). 

b) Faces were changed from RGB to grayscale mode. 

c) Faces were resized to 128x128 pixels 

d) Images of faces were normalized using a histogram 

equalization process 

 
Fig. 9. Sample of Multiple Face Detection Results in the Classroom 

(detected faces are marked by green rectangles). 

The preprocessing stage of the multiple-face images in this 
research is shown in Fig. 10. 

Frame 1

Frame w

Haar Feature Based 

Cascade Detector

Viola - Jones
Multiple Face Image / Video

Cropping RGB To Grayscale Resizing

Histogram 

Equalization  
Fig. 10. Multiple face image preprocessing. 

3) 2D Discrete Wavelet Transform 
The 2D Discrete Wavelet Transform (2D DWT) process 

used the same process as the face database. Images resulting 
from preprocessing were decomposed at three levels. At each 
level of decomposition, DWT was first performed in a vertical 
direction, followed by a horizontal direction. After performing 
the first level of decomposition, four sub-bands were obtained: 
LL1, LH1, HL1, and HH1. For each level of decomposition, 
the sub-band LL from the previous level was used as input. 
Sub-band LL was only used for DWT calculation in the next 
scale. To calculate the wavelet features in the first stage, 
wavelet coefficients were calculated on sub-band LL1 using a 
Haar wavelet function. For the second level of decomposition, 
DWT was applied to band LL1 by decomposing it into four 
sub-bands: LL2, LH2, HL2, and HH2. For the third level of 
decomposition, DWT was applied to band LL2 by 
decomposing it into four sub-bands: LL3, LH3, HL3, and 
HH3. LL3 contained low-frequency bands, while LH1, HL1, 
and HH1 contained high-frequency bands. The face image size 
was 128x128 pixels obtained from the pre-processing results 
was then decomposed to 64x64 pixels on the wavelet level 1, 
then the 64x64 pixel face image was decomposed to 32x32 on 
the wavelet level 2, and the last was the 32x32 pixel face image 
decomposed using wavelets level 3 to 16x16 pixels. 
Experiments were performed on all three levels of wavelet 
decomposition to find the right level of accuracy of recognition 
of many faces. Third face image of wavelet decomposition 
process will be processed by PCA (principal component 
analysis). 

4) Principal Component Analysis 
This stage was the same as the face database stage, with 

images resulting from the three levels of decomposition 
applied in the PCA process. This is very significant for feature 
extraction due to the reduction in dimensions, which leads to 
the reduction of computation complexity. For the recognition 
process, a test image (the image presented to the system for the 
recognition process) has the same dimension as the training 
image presented to the system. The test image is then extracted 
by multiplying by the eigenvector of the training image, and 
producing a feature vector containing the main component 
having the same dimension as the vector of the training image 
feature. Once the feature vector was obtained from the test 
image, the next process was to compare the feature vector of 
the test image with the feature vector of the training image. The 
results of this PCA process will then be used in the 
classification stage. 

5) K-Nearest Neighbor Search using Priority K-d Tree 
In this section, the calculation of similarity was done by 

calculating the level of similarity (distance) between test data 
and training data. The calculation of similarity level in this 
research was done by using Euclidean Distance shown in 
equation [35]. 

 (   )   √∑ (     )
  

              (10) 

From (10) it can be explained that d (x, y) is the level of 
similarity between the test data (x) and the training data ( ),    
is the i feature value of the test data and    is the i feature value 
of the training data. n is the number of x and y features. 
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In Fig. 11(a) shows an example of a nearest neighbor 
priority queue that has a maximum size of five and has five 
elements, A-E. Suppose the nearest closest neighbor that is put 
into the priority queue is element F with a priority or a distance 
of 0.50. Since the priority queue has a maximum size of five, 
Element F is entered into the priority queue, while element E 
with the longest distance is removed from the priority queue. 

A B C D E

priority distance 0.12 0.19 0.20 1.33 2.23

F

0.50
(a) 

A B C F D

priority distance 0.12 0.19 0.20 0.50 1.33

(b) 

Fig. 11. An example of a nearest neighbor priority queue. 

We use 10 test features in two dimensions as an example to 
illustrate the process of building k-d tree. Fig. 12(a) shows how 
the feature space is divided into hyper-rectangles iteratively, 
where the red points are test features and the blue one is the 
query feature. The tree structure in two dimensions is 
illustrated in Fig. 12(b). 

Pseudocode for closest neighbor search using the priority k-
d queue is described in Algorithm 2. 

Algorithm 2 The k-d tree nearest neighbor search 

The k-d tree nearest neighbor search Algorithm 

Input   : node, currNode, lNode, lDist, currDist. euclideanDistance, value,             

                    q, min_dist, k, neighborList 
Output  : nearest neighbor data points  // distance      //nearest distance  

                    between the query point and the  data points 

 
1. Begin 

2. lNode=NULL;/* last node null value */ 

3. lDist=Max_val; last distance with maximum value 
4. If neighborlist.size > 0 then /* Calculate the Euclidean 

The distance between the last node in neighborList and the query point */ 
5. lNode = neighborList.last (); 

6. lDist = euclideanDistance (lNode.value, value); 

7. End 
8. lDist = euclideanDistance (lNode.value, value); /* Calculate the 

Euclidean distance between the current node and the query point. */ 

9. currDist = euclideanDistance(curr.value, value); /* Add the current node 
to the neighbor list if necessary. */ 

10. if currDist < lDist then  

11. if neighborList.size == k AND lNode    NULL then  
12. neighborList.remove(lNode); 

13. end 
14. neighborList.add(curr) ; /* Add the current node to neighborList. The 

neighbor list is automatically sorted when the current node is added to the 

list. */ 
15. else if currDist == lDist then 

16. neighborList.add(curr) ; /* Add the current node to neighborList. Note: 

The neighbor list can have more than k neighbors if the last nodes have 
equal distances in our implementation. */ 

17. else if neighborList.size < k then 
18. neighborList.add(curr); /* Add the current node to neighborList. */ 

19. end 

20. lNode = neighborList.last();  
21. lDist = euclideanDistance(lNode.value, value) ; /* Calculate the 

Euclidean distance between the last node in neighborList and the query 

point. lDist is equivalent as r in Equation (11). */ 

22. axis = curr.depth % k ; /* Get the current axis. */ 

23. left = curr.left ; /* Get the current node’s left child. */ 

24. right = curr.right ; /* Get the current node’s right child. */ 

25. if left    NULL AND !checked.contains(left) then search the left child 

branch  
26. checked.add(left) ; /* Add the left child to the examined list. */  

/* Calculate the difference between the splitting coordinate of the  

query point and the current node. difference is equivalent as          in 
Equation (11). */ 

27. if axis == X_AXIS then 

28. difference = abs(value.x - curr.value.x) ; /* abs is absolute operator. */ 

29. else if axis == Y_AXIS then difference = abs(value.y - curr.value.y); 
30. else if axis == T_AXIS then 

31. difference = abs(value.t - curr.value.t); 

32. end 
33. intersection = (difference < lDist); ; /* Determine if the splitting plane 

intersects the hyper-sphere using Equation (11). */ 

34. if intersection then continue down the left branch 
35. searchNode(value, left, k, neighborList, checked); 

36. end 

37. end 

38. if right   NULL AND !checked.contains(right) then search the right child 
branch checked.add(right) ; /* Add the right child to the checked list. */ 

39. if axis == X_AXIS then 

40. difference = abs(value.x - curr.value.x); 
41. else if axis == Y_AXIS then 

42. difference = abs(value.y - curr.value.y); 

43. else if axis == T_AXIS then 
44. difference = abs(value.t - curr.value.t); 

45. end 

46. intersection = (difference < lDist); ; /* Determine if the splitting plane 
intersects the hyper-sphere using Equation (11). */ 

47. if intersection then continue down the right branch 

48. searchNode(value, right, k, neighborList, checked); 

49. end 

50. end 
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Fig. 12. (a) The feature space is divided into hyper-rectangles iteratively; (b) the tree structure in two dimensions.

In Algorithm 2, the first step is to input the k-d tree that is 
already constructed with the target point is 

 Tk
ixixixix

)(
,,

)2(
,

)1(
 , i = 1, 2, ..., n., it is explained that 

the algorithm gives a query point first To find the nearest 
neighbor in k-d tree, then the k-NN algorithm looks for 
similarity of features in k-d tree by traversal determines the 
proper branches to explore. Each branch in k-d tree represents 
the space partition. This is intended to explore partitions closer 
to the query point. Partitions closer to this query point contain 
features that are similar to the nearest neighbors. The nearest 
neighbor search algorithm works by starting from the root node 
and running down the k-d tree recursively to find the query 
point. Once the algorithm reaches the leaf node in the k-d tree, 
the node is stored as the closest neighbor for the moment. The 
algorithm performs recursion and checks the tree again. Checks 
are performed on each node to find a better node with the 
nearest neighbor. The algorithm performs recursion and checks 
the tree again. The leaf node contains the target node x in the k-
d tree.  To find the nearest neighbor in the k-d tree, the 
algorithm gives Q query point first as shown in Fig. 12(a), then 
the k-NN algorithm search similarity features in the k-d tree by 
traversal by specifying the right branch to explore. When the 
priority search descends and reaches a sub-tree, sibling of the 
subtree is added to the sorted list. The subtree in the sorted list 
is then saved. The stored subtree has a distance between the 
query feature and the hyperrectangle corresponding to each 
subtree. If the coordinates of the current point x coordinates are 
less than the coordinates of the cut-point, the search is 
performed to the left sub-node. If the current point x point 
coordinates are greater than the cut-off point, the search is 
performed to the right sub-node. Until the child's node is a leaf 
node. If the instance stored on the node is closer than the 
current closest point to the query point, the instance point is 
considered the current closest point. The algorithm forms a 
hyper-sphere centered at the query point 

with the radius of the circle being the distance (in this study is 
the Euclidean distance) which is calculated between the nearest 
best query point and current neighbor. The current nearest 
point should be in the region corresponding to the sub-node. 
Hyper-sphere candidates are formed by centering on the query 
point q (q0, q1, q2, ..., qk-1) and through the point of the current 
node. The nearest neighbor node point to the request point 
should be within the hyper environment. The equation for 
determining the hyper-sphere candidate in the hyper 
environment is indicated by 

                         (11) 

q is the query point, x is the node, r is the radius and i is the 
i-th dimension. 

IV. RESULT AND ANALYSIS 

In this study, static and video images from the classroom 
were taken for the training process using a digital camera and 
an ip camera for testing process. A total of 9,126 facial data 
were collected from 1,014 people and stored in the database. 
Every individual had nine face poses with different angles.  
Tests were conducted to evaluate performance of proposed 
algorithm. Tests carried out with two face dataset which are 
Honda/UCSD [36] (Fig. 13) and AtmafaceDB dataset 
(Fig. 14). To test the accuracy of images, a total of 1350 face 
images were used. An Intel Core i5-7200U CPU @2.50 GHz 
was used to process this experiment. The experiment was 
conducted to compare the level of recognition using different 
levels of discrete wavelet decomposition. First, preprocessing 
was applied by cropping faces for face detection and applying 
localization processes in a rectangular area using the Viola-
Jones method. Face images that had been cropped or cut were 
converted from color images into grayscale images. Facial 
images were then resized to 128x128 pixels. The images 
brightness was then normalized using histogram equalization. 
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Fig. 13. Several samples of  Honda/UCSD Dataset. 

   
  

  

 

 

    

 
 

 
 

 

    
 

 

 
 

 

Fig. 14. Several samples of  AtmafaceDB Dataset (Our Dataset).

Second, the 2D DWT-PCA method was applied. It was 
used for feature extraction using the face images resulting from 
preprocessing. After that, the result of student facial feature 
extraction was applied by k-d tree method. K-d tree was used 
to accelerate the process of facial classification using k-NN. 
The face recognition algorithm applied in this research is 
shown in Algorithm 3. 

Algorithm 3  Multiple Face Recognition Algorithm 

The Multiple Face Recognition Algorithm 

Input: Face Images 

Output: Multiple Faces Recognized 
1. Face Detection 

2. Face Image Preprocessing 

3. n level of 2D DWT application on face images  
4. Sub-band LL of 2D DWT application on PCA, followed by generation of 

feature vectors 

5. Storing of feature vectors in the database  

6. Indexing feature vectors in the database using k-d tree 

7. Finding the distance between the testing sample and all training samples 

using a Euclidean distance algorithm 
8. Sequencing of all training samples using nearest neighbor approach based 

on the minimal distance taken 

In this study, the optimal choice of K was determined by 
10-fold cross-validation [37]. Optimal K based on research 
from [35], [38] was used in this study. Each experiment was 
done 10 times, then the result was calculated from the average 
of 10 times of the experiment. In the k-d tree data structure was 
done several times of testing with different k values, namely k 
= 1, k = 3, k = 5 and k = 7. In this research, the time taken to 
calculate the result of classification with k-NN. 

Based on Table 1, k-NN performs the best accuracy on k 
equal to 3 on the 3

rd
 level wavelet for the Honda/UCSD 

dataset, while the best accuracy on k equal to 5 on the 3rd level 
wavelet for the AtmafaceDB dataset. This shows that k-NN 
gives 82.00% on 600 Honda/UCSD faces and 95.56% on 1350 
AtmafaceDB faces. K equals 5 on our dataset would be used in 
the next test because the best result. 

TABLE I.  K-NN Face ACCURACY 

K Value 

Average Accuracy (%) 

Honda 

dataset 

AtmafaceDB dataset (our 

dataset) 

K=1 79.75 93.40 

K=3 82.00 95.33 

K=5 81.43 95.56 

K=7 80.86 95.33 

Table 2 shows the accuracy and timing of recognition on 
three levels of 2D DWT-PCA using k-d tree on AtmafaceDB 
dataset. 

TABLE II.  ACCURACY OF FACE RECOGNITION THREE LEVELS OF 2D 

DWT-PCA USING K-D TREE (K=5) 

Level of 

Decomposition 

Recognition 

Accuracy 

Recognition 

Time (ms) 

1 (64x64) 89.49% 98 

2 (32x32) 90.00% 69 

3 (16x16) 95.56% 40 

Comparison of computing time for facial recognition at 
each level of 2D DWT-PCA using k-d tree is shown in Fig. 15. 
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Fig. 15. The comparison of recognition time on three-levels of 2D DWT-PCA 

using k-d tree.  

V. CONCLUSION 

This paper proposes an attendance management system 
based on multiple face recognition combining the 2D DWT-
Principal Component Analysis method with the k-Nearest 
Neighbor (k-NN) classification. Indexing using the k-d tree 
technique is conducted to speed up the classification process 
using a k-nearest neighbor (k-NN) approach. 2D DWT was 
decomposed into three levels.  From the experimental results, 
k-Nearest Neighbor face recognition delivered best accuracy 
95.56% on k=5. At each wavelet level, computational time for 
recognizing faces was compared. The three-level 2D DWT-
PCA facial recognition method proposed shows good results. 
Research results show that this method reaches 95.56% 
accuracy, with a computing time of 40 milliseconds required 
for facial recognition. From the test results, it can be concluded 
that the use of data structure of k-d tree can reduce the time 
required when performing classification by using the method 
of k-nearest neighbors. The time required for classification 
using k-d tree also changes due to the facial image size of 
different wavelet decompositions. The future work of this 
research is to utilize GPU (Graphical Processing Unit) on 
detection of tracking model using KLT method and utilizing 
MBR (Minimum Bounding Rectangle) on k-d tree method with 
the aim of increasing accuracy of multiple-face recognition in 
classroom. 
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