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Abstrac® This paper implements a novel approach of There aregenerallytwo distinct approaches followed in
identifying edges in images using a twoway nested design. The digital image processingThe first approach is byusing
test comprises of two steps. First step is based on artdst. The gradient analysisand the second approach is lising some
sums of square (SS) of various effects are used to extract the kind of transform. The gradient analysis identifies an edge
mean square (MS) effect brespective effects and the unknown  with a significantchange in pixel valueSome of the earlier
effect considered as noise. The mean square value has a-chi gradient operators are Roberts, Prevaitt] Sobel filters[19]-
square distribution. The ratio of two chi-square distributions has [21]. The transform based approach uses discrete cosine
an F-dist_ribution. The final decision is based on testing a {ancfom (DCT), or wavelet transform [21A significant
Dyptas for e resence o ence o n St e 220 advanage of he racent ype approach st thef fesuls ae

- o ased on the local pixel analysis. e wavelet transfo

ey e s v el e o o . Conidrs ol efects 1 some eten, il e fne et

based on -fealKikeypéfermaice of nested design is X L
compared with the edge detection using Sobel filter. A rigorous ~ 19NOres the local details. All the above approaches fail in case

testing reveals that the nested design yields comparable results the given image is corrupted with heavy noise.

for images that are either free of noise or corrupted with light The mathematial detail of analysis of variance (ANOVA)
noise. The nested design howew outperforms the Sobel filterin 5 o\ qilaple in stadard textbooksof statistics [22-[23]. The
situations where the images are corrupted with heavy noise. detection of edges by usit@raeceLatin sqiare (GLS) design
involvesa template o6x5 pixek, such that the Greek Latin
letters are assigned taeh pixel. The presence or absence of
an effect in four directions is testesthtisticallyby testing a

l. INTRODUCTION hypothesis for each of these lettg2d]. The contrastdnction
(CF)is also awell-testedstatistical approach, where the mean
of a set of pixels witim the template is statistically compared
with the remaining pixels. The appmén used -Bstkeyd
for tesing the hypothesisof an edgethat is present at a
particular location[25]. The classification of multispéal
imaging data is given in [26 The statistical analysis of
moving object detection that is previously mgrted with
noise is given in [2]¢ In this paper, we have used two distinct
techniques comprising of tway nested design (TND), and a

Keyword® Analysis of variance (ANOVA); Edge detection;-F
test; nested design;-Test

The detection of dges, in a digital image,has several
industrial biological, medical, scientific, and other rddé
applications.In a recentpaper the tracking ofwild life has
beenperformed by deicting the edges of animals and then
keeping their record in a databd4é The FPGA has enabled
us implementadvanced algorithms that were previously
consideredimpossible due taheir longer processing time.
Several fast reatime edge detection schembave been
O i G e Dot ss T 1" convast funtion (CF) Both' e approaches ofp
wavelet transform based technique for SAR (synthetic:Identlfylng edges in an image that gpeaviously corrupted

: L ; with significantly higher degree dBaussian noise. After a
apertire radar) images is given in][5everal other wavelet P . . X
transform based solutions are given in-g]. The ronlinear brief introduction, the next section discuses @y nested

: - - design. The mathematical degaibf analysis of variace
techniques generally outperform linear filters for edge : . . N
detecton. A comparison of several nonlinear techniques, Iikegﬁ;\'ﬂ?evnfgtig;? g;ﬁ(n rlt?ursgc(t)lfogo::.tlr-la—gtliulrsmcI%%Wi?]dsgzx':igze
order statistics filters, hybrid filters, neural filters, dithteral S 9 oo : .
filters is made in [9. Various satistical approachesor edge V- The significant results and their criticaalysis are given
detectionaredenonstrated in [1B[12]. A Kalmanbased edge in section V. Section VEoncludes this paper.
debqtion schemds demon.strated ir) [13 A few qdvance I Two-WAY NESTEDDESIGN
gradientbasededge detection techniques are MHiidreth, ) ,
and Canny edge detectors [14he edge detection using A two-way ne¢ed design comprises of two levels A, and B
cellular neural network (CNN) is given in [19}.combination ~ SUch that the leveB is nested through levél. In literature,
of ant olony optimization (ACO) and waveletransform this is mentioned as B(A). Graphically this is represented as in
basededge detection technique is given in [18he linear ~ Fig- 1. The tweway nested design is quite appropriate for

vector quantizatiorior edge detection haseen demonstrated SPatial image analysisyhich identifies_small homogenous
in [17]-[18]. regions with sufficient regional details. The le¥etomprises
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of "Qevels wheréQ pfeEB0 LevelB comprises ofQlevels, EffectA (subscript® compares the effect of fouegions
such thafQ pF8 f. In principle, for eachQhe numbers of of a mask each comprising of T pixels. Each of the four
elements can vary for eacQ Though, in this particular regionsin levelA are further divided into four equal size sub
situation the value j is same for each i. Further, there isegionseach comprising of ¢ pixels. The subregionsis
nothing in common for various levels &Theoreticallythe  represented byQsuch thatQ pr8 it . The value ofQis
subscriptGshould be writing asQ and the nested fact®&  repeated for eacR It is clear that for different values @
should be written aé . Instead of this complicated notation, there is nothing in common for the saf@Each individual
a more friendly notation a§ is used. The complete analysis pixel in the ¢ ¢ subregionis represented b2 pi8 ft

is performed on a square mask of Y pixels. The again in clockwise direction starting from ttedt pixel.
subsequent mask is taken by scanning the raster from left to
right and from top to bottom. The algtirin is extremely fast i THE ANALYSIS OF VARIANCE (ANOVA)

when the mask positions are rRowverlapping. However, this The gray level change in a largeage results in building
results in missing out sewaredges. The mask locations can chipsets that together form interesting features for human and
be overlappedthat identifies more edges, but also resirits computer analysis. The micro information in the form of
larger processing time. The analysis of variance QW) is  pixels is combined to form the macioformation in mask
applied statistically for identifying and marking regions comprising of a small set of pixels. The most critical
having considerable gray level changes within a mask. Théformation is effectively, contained within each pixel. A

final decision is made by testing a hypothesis. In case there pixel is designated byd where the subscript&I@Q
significant confidence developed by rejecting the Nullcorrespond to effeed, effectB, and an unknown effect
hypothesis b either the effecA or effectB (alternately, considered as noise. All parameters are assumed to have
accepting the presence of an edg#)en a second test unknown bt fixed value with no random value All
comprising of contrast functions (CF) further identifies edgesrandomness is present in the third parameter considered to be
in four directions vertical, horizontal, 45diagonal, and 135 a random noise that has Gaassdistribution with zero mean
diagonal. Only one edg any one direction is allowed. and constant variance. Thedel is represented by,

However, edges in multiple directions within a particular

. u t 4+ 1 R
mask are possible. . 1
. ™M x5, o @
Q@ Wheret is the general mean, andf are two specific
_ B . fixed effects with no randomnessand - represents
Fig. 1. Two-way Nested Design (TND) Gaussian noise of zero mean and independent variance. The

- assumption of error having Gaussian distribution with zero

A. MaskPartition mean and independent variance results in a simple
The partition of mask is given in Fig. 2. The maskpof mathematical model. Fortunatelthis assumption holdsue

pixels is partitioned into four segmeneach comprising of in most ofthereal images. If zero mean condition is violated,

T 1 pixels. The subscripts in equation do not represent rowshen the pixel values can be recalculated by subtrattiag

and columns as used in standard images. Instead thewean value from each pixel generating a new image that has

represent variousegions ofa mask. Each of these regidms  zero mean. The mathematical analysis can then be performed

four rows and foucolumns Different regionsare represented on the new image. In some ajgglions, like texture analysis,

by 'Q phagt. Thetop-left region is considered as first in the a nonzero mean and dependence across various observations

effect-A. The segments are marked in clockwidieection may in fact help in the image analysis. The zero mean

starting from the togleft 1 1 pixel as the firstegion assumption is considered to hatdall the subsequent analysis.
k=1 | k=2 B. The Least Square Estimate
72 A nested design identifies the least square estimate (LSE)
k=4 | k=3 of various parameters. Matrices are used for simplification. A
i=2 set of observatione N A are equal to
j=4 =3 « LHgot )
Where the observation matriy is a column matrix

¢ p.A2D image iseasily converted into -D column
matrix by scanning rows horizontally from tégft to the top
right, and then from togo-bottom of a mask is the
transpose ofwhich has p rows antlcolumns ;£ . £is

i=4 i=3 the transformation matrix comprising of equations each
havingeé number of parameters is an unknown parameter
matrix of size |  p , andUis the error of size¢  p . The
objective is to find the LS estimateof parameter space .

The analysis of variance (ANOVA) is very similar to the
Fig. 2. Mask comprising ofy  pixels regression analysis. The only difference is that in regression
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analysis, there is no restriction on the elementsilods these Where¢ is the total number of observationhe dot
can be integers or real numbers; whereas, ANOVA requiregotation helps in simplifying an otherwise complex equation.
the elemets of to be strictly zero or one. The model Througtoutthe paperthe summation is taken across all parts,
essentially assumes that a particular effect is either present thrat is Q ph8 HQ and’Q ph8 v, andQ pfB 80 . The
absent. This assumption simplifies the neatlatical sum of square (SS) of leval ( I the levelB ), the sum of
derivation, and resuin an efficient and fasprocessing. The square of error (SSE), and ttmal SS (SST) are taken from

sum of squiaesre of error, U [22]. The various parameters are,
f « dg 3) , P ,
. Wg T w
By settind7 # 't o zero and then solving for b, the LS
estimate of parameter matfixis foundJ. The objective is to . P . P . (11)
find their estimated values. In casell is a square matrix Vg & w & &€ Ws
with full rank, then the estimated valueis given by ) o ) p )
- W - € W
JET @) ® % g ®
If howeveris not a square matrix, then thésconverted
into a square matrix by multiplying both sidesdwpnd then TABLE. I SUM OF SQUARE OF EFFECTS
solving for estimator matrix. Effect Sum of Squares (SS)
o= L (5) A VY6 & b &G
If 4 is not a square matrix or it is not having full rank, . . .
then a set of side conditions are added to make it a full rank B®* Y'Yo & @s £ g
matrix. The estimates are then found by
Error "Y'YO @ £ Wy
The set of side conditions must satisfy, Total YUYTY © iy
A 4|ﬂ (7)

. . . The ¢,& , andé correspond to the number of pixels at

The above general mathematical analysis is applied to th(\a/arious artitions of mask
nested design comprising of effestand effectB. P '
C. Sum of Square (SS) of Various Effects 3 0 T 3 TT P

Under t he assumptiom ¥, ~an observation (12)
approximated by - Q , where— ‘| € € Tpe T U p Q@ QoowQa
T is the sum of the general mean 1, and the various effects
(levelA), andt  (levelB). The error is equal t®

™m-

The degrees of freedomd)@re given in Table Il

Q - . The subscript 6kbé6 considers the unaccounted for
effects and includes all pixels in a mask. Thesf sqiare of TABLE. Il DEGREEOF FREEDOM
error (SSE) is equal to Effect Degree of Freedom (df)
A I-1)=3
Y'YO © - (8) -

B(A) BUO p=4@3)=12
The least square estimate of mean p is found by

differentiating SSE with respect to p and then setting it equal Error BB Bp p =4(4)3)=48
to zero
T Y'YO , Total (n-1)=63
T < w - n 9)

. ) ) The mean square (MS) of each effect is found by dividing
The summation is taken over all possible values ofhe sum of square (SS) of an effect with the respective degree

subscripts i, j, and k. By replacing * | T and  of freedom. The MS value with a degree of freeddiNjas a
then solving for the estimate of . The estimated value oChi-square distribution withiNjlegree of freedom. This is
mean' Hs represented by... The ratio of two Chsquare distributions

o o with the respective degrees of freedomandy gives F-

‘HI 5 () 5 Q@ Gy (10) distribution, that is Hest =... ... . The tables of fest for

various degrees of freedom are given in stantiaxtbooks of
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statistics [22]23]. The MS value of vaous effects is given in

The estimate may be found py B

ot

by replacing

the § } with any set of LS estimate$ {i B 8 i }.

LNs the transpose of coefficient matmxconsisting of

matrixB Q

Table Il
TABLE. lll. MEAN SQUARE OF EFFECS
Effect Mean Square (MS)
A 5 Vo "Y'YO
0 YO B p
B(A 0 Yo VY0
Q) Buv p
£ 5 YO "Y"YO
fror v BB BO p

The respetive Ftests are given Table IV

TABLE. IV. F-TESTSOF VARIOUSEFFECTS

Eff Mean S S .
ect ean SquareMS) by @g
. 0"Yd direction is found byy
A 0 —
0 YO
0 "Yo
B(A) 0 —
v YO direction is,
Und e r -asshngpbnythe presence of significaetfect r G

zeros and ones. The matrjxs considered to have a full rank.
The column matrixs represents the parameter matrix. The
represents the covariance of observation matrix
y which is assumed to be independent. All elements of this
covariance matrix are zero, except the diagonal elements
which are constant with the value equal to the varighce
The matrix"Mis the tranpose of a column matrix which isa
coefficient matrix fulfilling the requireme8 & T

A least square (LS) estimate of observations is found by

taking the sample mean of observations in four directions.
These are horizontal, vertical, diagoa&t, and diagonal 135

The sample mean in horizontal direction is found by summing
pixels of a row across all columns. This is represented

B o . Similarly the sample mean in the vertical
B w . The LS estimatesan be

found by summing appropriate pixels in the diagond] 46d
diagonal 135 directions. Using the Gauddarkov theorem,
an unbiased estimate of contrast functioim the horizontal

of a factor is confirmed by testing the hypothé8isagainst
the Null hypothesisO as

ad

( dh EEMRDAOAT O
( A EEEAGBDOAOAT O

OWg

The variance af is found by

(13)

Similar hypothesis is tested for effd8t by testing

hypothesisO . In case either the effeét, or effectB are

found to be present, then the next step is to find the exagts ogtimate

location of an effec as derived in the contrast function

discussed in next section.

V.
A contrast fution is applied in case theulN hypothesis

THE CONTRASTFUNCTION (CF)

O ODIOg

c-| €

(14)

(15)

U is the number of observations of each column to find the

is the variance with constant value of all

the mean square error (MSE) such Qg
MSE is found by dividing the sum of square of error (SSE)
with the respective degree of freedom. The estimate of

of either effectA, or effectB is rejected against the alternate
hypothesis. The primary objective is ientify if there is a
significant variation in the horizontal, in thertieal, or in the
two diagonal45’ and 1385) directions

Definition:

| h B8h

A contrast among a set of

is a linear function of th¢ , B ¢y h with

parameters,

known constant coefficient such that the condiffon & 1t

holds.

g,

As per above definition, the difference of two rows,

\ | N"@Qare pltfB &iGorm a valid contrast function.
Similarly, a combination of rows with an appropriately
selecté coefficients form a valid contrast function. Other
useful contrast functions can be formed in the vertical, and i
the diagonal directions. The Gaudsrkov Theorem helps in

finding the least square (LS) estimates.

GaussMarkov Theorem: Under the assumpto n
LNhRh e '@, k h then every estimable function

I 4N has a unique unbiased linear estinfateshich has

Oow

of esti

U
E
A

ma

contrast function is found by,

0 "o

c-| €

b A
pfehh E phedt
x . Tim

ted v al

observations. The has an unbiased estimate that is equal to

0 "YOThe

(16)

The objective is to test the hypothes®,which tests
significant variation across$ {},

7

There are generally two methods for multiple comparisons
u e-methodl and she
.T u k e yriethod.TThe Tmethod is preferred for pawise
r(Eomparison, and the confidence interval is narrower than S
method. The Snethod isapplicable to all other types of

ar

comparisons. Herghe T-method is used as only the paiise

Y :
pixels asf
parameter

minimum variance in the class of all unbiased linear estimates.

www.ijacsa.thesai.org

and |
f

comparison is required. Given the gray levels of two set of

, the confidence interval of the
T )isfound byusing he Tu-ted,y 6s
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Image block .| Two-way nested f_a>=threshold Y
(8x8 pixdl) design f_b>= threshold
A
No edge present
Next image block « ¢
A
. Contrast test for
.Hor|zontal / horizontal/ vertical |€—
vertical edge present edge
Mark appropriate
4 locations with
maximum Contrast
. Contrast test for
Diagonal edge present diagonal edge <+
Fig. 3. Flow chart of edgéetectionalgorithm
I "YiLr L1 i (18)  with the values from tablegiven in standardextbooks [22

using™@ 0 "YPO YO Oy , and’Q 0 "Y$0 YO

"On i . If any of these inequalities do not hold then it is
considered that the variability across four quarters of a mask,
and the variability within each quarter istrggnificant. This

: - = is deduced in accepting the Null hypothesis of no significant
been tabulated for various values @band @5in several  \aiiation at two granular levels. The mask is moved to the
standard textboakof statistics. &r reference see Table®in next adjacent location. In case the f_a or f_b is greater than the

[22]. An upper| -level of confidence interval corresponds to threshold, then the Null hypothesis is rejectadainst the

p | ¥¢ percentile level. As an example an upper ™  jernate. This demonstrates that there is enough variability
level of confidence interval corresponds to a percentile of 95%ithin the mask and may contain an edge. The meskis to
The test confirms presee of an edge, if the above confidence besubjecedto further analysis.

interval does not include zero value; that is either the entire

TheT ) T ) represents estimate pf. The unbiased
estimates’o f v a r* haaOddegree df freedom and this is
independent of samples. The ratidi is the Sudentized
range given byj ifld [ j0. The distribution of@8has

range is positive or the entire range is negative. The next step involves in testing the mask for the presence
of an edge in four directienusing contrast functions. This
V.  SIMULATION RESULTS st ep us e stesfTta arky dilges i any of the four

An overview of various steps is presented in.BigThe  directions that are horizontal, vertical, 45 degree diagonl, an
algorithm considers a masf 8x8 pixels.This mask size is 139 degree diagonahn edge in the horizontal direction can
selected to have four equal partitions, each 4x4 pixels, Each € Present anywhere betweeft and &' row of a mask.
these 4x4 pixalis further partitioned into four equahgitions, ~S€veral contrast functions are therefore generated, and the
each 2x2 pixels. Therocessing is initiated from the tapft ~ highest of them is compared with the thrddfor testing the
corner of an image, and scanned throughout from left to righfYPothesis fopresence of an edge. The location of an edge is
and from top to bottom. A twavay nested design is applied marked at the specific location with the largest aligp level.
on this mask. This generates two thresholds f_a and f_b. Thelmilarly, the location of an edge in the vertical direction is
threshold f_a signifies that thelis enough variability among marked at the highest contrast location. This results in exact
the four quarters of a mask each comprising oft pixels.  identifying the most gpropriate location of an edgdhe
The threshold f_b signifies that there is enough variabilityedges in diagonal directions are simply marked on the
within each quarter of a mask. These thresholds are comparé&@Srective diagonals of mask. In case the test fails to identify
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Fig. 4. Mask templates (a) horizontal (b) vertical (cp4fagonal (d) 13&diagonal

an edge in any of the four directions then the next mask is r I ;

selected. Only one edge is marked at a particular mask r

[

A
T h ®

Vol.8, No.3, 2017

(19)

location, in a particular direction. The mask is movedteft
right andfrom top-to-bottom to scan the whole image. Thel! y andf  corresponds to marked set of pixels
and unmarked set of pixelsThe NjNcorrespondsto four
directions as givenni Fig 4. Thef [ 5 T  is the
corresponding estimated value, and thew ®
represents pixel sample mean in marked and unmarked mask

ea.The total number of pixels in ap Y pixel maskis 64.

A. Nested Design

The formulaefor sum of square of effeeA (SSA), the
sums of square of effe@& (SSB), and the sums of square of
error (SSE) are given in Table 1. The aggregate of three su
of squares are always equal to the total sums of squares (SS e total mean square obntrast functio- 3 is partitioned
gpzﬁfeegfgc(tl'\xgg;egg ds?#:ﬁee@;a_sgu(xgﬁ)f’ errrlﬁﬁn(lf/%ulg)reareimo mean square of treatmem_B , and the mean square of
found by dividing, the respective sums of squares with theire é;%rt'ac_ti\?el()/ueggsl tcé;)rrfzsp;rgjdgl?? S;g;e?r?e (?;agﬁieggori?] are
corresponding degrees of freedom (d.f.) as g_iven in Table 2], the th)r/eshold is :[aken as 4.31 ©r x, and® @ tor
g??rg:gé?nal;llj\l;:se cr,ﬁh?sanu:\?;%ﬁt%i)iﬂ %\:}tﬁmg dri%r%? an upper 0.1 level of confidence interval corresponding to a

q 9 percentile of 95%. The value 6f ¢ Tis taken as the closest

freedom. This is represented hy. The ratio of two chi - . X
square distributions is represented by atest. The Rest for value to the require® v qvalue available in the Table-8

effectA is measured byQ 0 "Y#0 "Y'Owvhich has chi- C. Discussion

square... ... distribution; wheré , and’ are the degrees The simulation results are given in Fig. 5 and FigFi.

of freedoms of MSA and MSE, respectively. These degrees (a) gives a set of five teBhages consisting of Lena, house,
freedoms are respectively equal®® p ,andB B ¢ p chilies, cameraman, and baboon. Fig. 5(b) reproduces the
which are equal to 3, ant{4)(3) =48 respectively. The-Eest images of Fig5(a) with an additive Gaussian noise of N(O,
for effectB is measured byQ 0 "Y#0 "Y'Qwhich is again  400). The edges of the original image are detected using Sobel
a chisquare distribution,.. ... with a degrees of freedom filter in Fig. 5(c). The mask size is a standard 3x3 pixXeiy.

" and’ . The corresponding values are equgls) p, 5(d) gives edges detected by nested design using ap
andB B ¢ p, respective|y_ These are Corresponding|y pixel mask. The piXG'S of the mask are tested for the presence

equal to4(3) =12, and4(4)(3) =48. The details are given in ©Of levetA, and levelB effects. In case the hypothesis is
Table II. affirmative then a ftlow-up contrast test are performed in

above four directions. In order to be consistent with Sobel
B. The Contrast Function filter, the mask is shifted at every 3 pixels. This results in
The contrast function is applied in four directions as in Figconsiderable overlap, but gives much improved results that are
4. The marked and unmarked pixels are representeg, @ang compared with those of Sobeltér. The comparison of Fig.
Yum respectively. The four contrasinctions are formed as, ~ 5(c) and Fig. 5(d) reveals that both the approaches exhibit

TABLE. V. PEAK SIGNAL-TO-NOISERATIO, AND NUMBER OFEDGES INPERCENTAGE OFPIXELS
PSNR (dB) Edges (% of pixels)
S.No Images No Noise N(0,25) N(0,400)
Original | N(0,25) | N(0,400)

Sobel | Nested | Sobel | Nested | Sobel | Nested
1 Lena 14,5322 | 13.8472| 13.8429 | 7.65 | 8.4629 | 8.6552| 8.2973 | 5.5805| 7.9597
2 House 12.8944 | 12.8612| 12.4262 | 5.1731| 5.9555 | 4.0482| 5.5634 | 6.4716| 6.0989
3 Chilli 13.5315 | 13.4983| 13.035 | 7.2453| 8.4164 | 8.0463| 8.3641 | 6.8874| 7.7858
4 Cameraman| 12.2835 | 12.2604| 12.0398 | 7.6683| 8.4145 | 9.1682| 7.8503 | 4.6974| 7.6912
5 Baboon 16.1056 | 16.0374| 15.1521 | 7.6286 | 12.9337| 7.7011| 13.0974| 4.1538| 14.2601
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Fig. 5. (a)Original Images of Lena, House, Peppers, Cameraman, Baboon. (b) Images with additive noi8e48f0)NEdge detection of
noise free images using (c) Sobel filter (d) nested design

comparable results in identifying the edges. The nestetb extract edges, but some of the background detadlslao
design has performed slightly better in terms of few additionamarked. The nested design is able to identify clean edges. The
edges marked than th8obel filter. performance of both algorithms undextremely heavy noise

. . . : f N(0,400) is given in Fig. 6(c) and Fig. 6(d) for Sobel and
The edge detection with a moderate Gaussian noise of N(ﬁ’ested designrespectively A quick comparison of these

25) for Sobel and nested design is given in Fig. 6(a), and Fi e
6(b). A comparison clearly explains that the Sobel filter is ablgmagesclearly reveals thahe Sobel filte is unable to clearly
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S

b

(b) (d)
Fig. 6. Edge detection with moderate noise N¢B) (a) Sobel filter(b) nested design. Edge detectwith heavy noise N(0400)(c) Sobel filter (d) nested
design

mark theedges, while the nested design is able to identify

¢uu
edges witHittle or no background noise.

—B B '04Q "06Q

YO 'Y

C

(20)
A comparison of numerical result is performed by

comparingpeaksignatto-noise(PSNR)ratio, Where, M, N are the number of pixels in horizontal and

the vertical directions'0@Q, and’O@Qare respectively the
original, and the estimated image.
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