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Abstract—Human Action Recognition (HAR) systems are 

systems that recognize and classify the actions that users perform 

against the sensor or camera. In most HAR systems, an input test 

data is compared with the reference data in the database using 

various methods. Classification process is performed according 

to the result obtained. The size of the test or reference data 

directly affects the operation speed of the system. Reduced data 

size allows a significant performance increase in system 

operation speed. In this study, action recognition method is 

proposed by using skeletal joint information obtained by 

Microsoft Kinect sensor. Splitting keyframes are obtained from 

the skeletal joint information. The keyframes are observed as a 

distinguishing feature. Therefore, these keyframes are used for 

the classification process. Keeping the keyframes instead of 

keeping the position or angle information of action in the 

reference database can benefit from memory and working time. 

The weight value of each keyframes is calculated in the method. 

The problem of temporal differences that occur when comparing 

test and reference action is solved by Dynamic Time Warping 

(DTW). The k-nearest neighbor’s algorithm is used for 

classification according to the obtained results from DTW. The 

sample has been tested in a data set so that the success of the 

method can be tested. As a result, 100% correct classification was 

achieved. It is also suitable for working at real time systems. 

Breakpoints can also be used to provide feedback to the user as a 

result of the classification process. The magnitude and direction 

of the keyframes, the change in the trajectory of joint, the 

position and the time of its existence also give information about 

the time errors. 

Keywords—Human gesture recognition; dynamic time 

warping; local joint motion trajectory;  Human action recognition; 

microsoft kinect 

I. INTRODUCTION 

Human Computer Interaction (HCI) is one of the areas that 
have been working hard in recent years [9]. HCI is directly 
interacting with human actions. Functions of monitoring, 
controlling and analyzing using human movements can be 
realized. Elderly and child individuals can be prevented from 
falling into dangerous situations by being kept under constant 
surveillance [11]. Controls of machines or robots can be 
provided by human actions. Analysis can be made by 
following the development process of the athlete or orthopedic 
patients. This and many other applications can be cited as 
examples of HCI issues [24]. Due to the increased sensitivity 
of the hardware that can be used in the HCI field, the accuracy 
and accuracy of the developed applications is also increasing. 
The quality of human life can be increased directly through the 

applications made on this area. As the main motivation of 
researchers in HCI field, positive contributions to human life 
can be shown. 

Human Activity Recognition can be shown as a subdivision 
of the HCI field. Computer side developments provide positive 
contributions directly to the work done in this area. HAR is a 
method of recognizing Human Actions using various 
algorithms in the computer environment via cameras and 
sensors. As the accuracy and performance of the devices and 
equipment used in the process of recognizing the action 
increase, the availability and diversity of the work done 
increases. The development of RGB-D cameras in recent years 
and the increased sensitivity of these cameras have led to the 
use of many important field recognition actions [2]. New 
researchers have been working on this field, especially with 
interesting studies in health, safety, smart home systems, 
surveillance and control areas [3]. The most important 
advantages of HAR systems are that they can restore the motor 
skills of the person, make the physical therapy and 
rehabilitation exercises more feasible, and provide a fun 
environment [4]. 

During the Human Action recognition process, people 
perform their performance in front of the camera or sensor. 
This performance information is transferred to the computer 
environment through the hardware. Thanks to the sensors on 
the hardware, a 3D depth image can be obtained with RGB 
image. This data, called RGB-D, has become popular in the 
field of pattern recognition. In this way, the position 
information of the objects or persons on the real world can be 
reached. The important thing is that these 3D data can be 
obtained with low cost hardware. 

With the widespread use of low-cost depth sensors, the 
number of human action recognition efforts using depth maps 
has also begun to increase [5]. Detection and classification of 
dance figures using the Kinect sensor can be performed in real 
time [6]. In drumkit simulator application, recognition and 
classification of drumkit actions can be realized in real time 
using kinect sensor [7]. 

Skeletal-joint based human gesture or action recognition 
applications use depth maps. Thanks to these depth maps 
obtained from depth cameras, skeletal-joint representation is 
used. Coordinates of joint points are used directly or indirectly 
in this field work. As the simplest and basic feature, the 
distances between the previous frame and the next frame can 
be used with reference to a coordinate system of the joints [8]. 
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Changes in joints made in 3D space can also be used as a 
distinguishing feature [9]. Action recognition can be performed 
by using joint-joint angles joint-plane angles[10]. Various 
features are used as input parameters in human action 
recognition systems. The purpose of using different features is 
to get higher performance with higher accuracy. Using these 
features, many methods have been developed in the field of 
human action recognition. (HMM), Dynamic Time Warping 
(DTW), Support Vector Machine (SVM), Neural Networks 
(NN) [14], Logistic Regression (LR) [6], Adaptive Bayesian 
Models (ABM) [15], k-nearest neighbor (knn) [23]  are the 
most commonly used methods in this area. These methods use 
human-joint representation as input parameters in human 
action recognition applications. 

As the dimension of human-joint representation used as 
input parameter in human action recognition systems increases, 
the performance decreases. Joint-joint-based matching 
algorithms are not suitable for real-time applications due to this 
reason. Dimension reduction methods such as Principal 
Component Analysis (PCA) [16] and Linear Discriminant 
Analysis (LDA) [17] can be used to remove this problem 
altogether. Another solution is to use features with less size 
instead of using all the joint information from the position 
information in the human body skeleton representation. Instead 
of the trajectory of all body joints, action recognition can be 
performed using the trajectory of hand joint and the shoulder 
position [7]. The use of only significant joint trajectory rather 
than using all the joint information, can provide a significant 
increase in performance. Action recognition can also be 
performed by normalizing the angles of local joints and 
applying them as input to modified spherical harmonics 
(MSHs). The obtained information creates the angular skeleton 
system of action in the light. Then the joints in this system can 
be represented by the spherical coordinate system unit sphere 
function [18]. An action recognition system can also be 
realized by using the features of the most important and most 
informative joints in the series of joints that constitute an action 
[19]. 

In this study, local keyframes in the trajectory of the 
skeletal-joint positions were determined and used as input 
parameters in the comparison process. The local keyframes that 
make up the reference action and the local keyframes that 
make up the test action are compared using the DTW method. 
The obtained comparison results are applied as an input to K-
NN classification algorithm and classified. The keyframes that 
make up an action have a distinguishing feature for 
comparison. By means of these keyframes, the errors between 
the reference action and the tested action can be determined in 
terms of time and amplitude and feedback can be provided to 
the user. It is suitable for real time operation due to its low 
memory requirement and high operating speed. 

II. PROPOSED STUDY 

In the action recognition process, the user performs his / her 
performance against depth cameras such as Kinect v2 sensor. 
Kinect sensor determines 20 joint position according to the 
user's skeletal joint representation. Each joint transfers its 
position over 3D space (x, y, z). According to the user's 
movements, these 20 joint position are kept in computer 

memory. The transfer is repeated 30 times per second [20]. The 
input parameters for action recognition applications are the 
series of joint position obtained as a performance result. 
Properties are extracted by performing various operations on 
the body joints sequences. The comparison is carried out by 
holding these properties in the test and reference motion sets. 
The test movement is then placed in the appropriate class. The 
block diagram of the system used to perform the human action 
recognition in this study is shown in Fig 1. 

 
Fig. 1. General structure of the system 

In a system with a total of 5 blocks, the flow is performed  
in sequential order. The performance information performed by 
the user as an input to the system is applied. This performance 
information is presented as feedback in the form of action  
information  on the user through the devices and  software. 

A. Hardware 

The part where the camera or sensor (e.g.  Kinect) is used. 
In this section, user actions are performed in front of the 
sensor. The sensor creates a 3D depth  map using the 2D 
images it receives. With these 3D depth maps, the position 
information of the joints of the person  performing  the action 
is obtained. The position information obtained is formed from 
the joint points shown in figure 2. 

 
Fig. 2. Kinect Skeletal Joint Representation 

This location information is transferred to the next block 
diagram in the form of skeleton data. 
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The positional information of a sample joint coordinate 
value (Right Hand Z coordinate) is shown in Fig 3. The action 
consists of a total of 48 frames. 

 

Fig. 3. Joint Coordinate Curve 

The position      of any i at any time t is kept in the series 

    
  represents the position of the joint in the x coordinate 

system. 

B. Local Breakpoint Extract 

In order for the action  recognition  process in the system to 
work, it is necessary to detect the breakpoint first. The input 
time series used in this detection process is    . For the 20 
joint points in the     time series, there are 60 pieces of 
coordinate information on the 3D coordinate plane. 
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For each coordinate (x, y, z), coordinate information of each 
joint is applied as input to the system  via hardware and API. 

The time series    holds the change value in each frame of the 
input series    . 

                    (2) 

    time series holds the local minimum and maximum 

values for    time series.   is the starting minimum for the 
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The obtained     

   and     

   features   
 are the keyframes. 

    

   . the size of the fracture point of the joint is kept. If     

   , 

the frame number of the fracture point of the i-th joint is 
retained. Thanks to these features, we have information about 
each action.     

    gives information about the time of the change 

in the relevant joint, while     
  

gives information about the 

magnitude of these changes. If the magnitude of this change is 
smaller than the threshold value   , no breakpoint is added. 
The threshold value can be selected according to the feature of 
the system to be applied manually, or it can take different 
values according to the given data set such as average, average 

of positives, average of negatives. In this work the threshold 
value is set manually. 

Many features can be obtained from skeletal information. 
Speed of movement, direction of movement, acceleration of 
joint, etc. We can obtain information from this skeletal 
knowledge. At the same time, when we examine all of this 
skeleton information, certain moments (frame intervals) can 
make more sense in terms of motion. In this study, these points 
are called break points. Figure 4 shows the fracture points of 
the joint points given in Figure 3. The break points feature 
allows you to determine which class the motion belongs to, 
without examining the entire time series that makes up the 
movement. 

 

Fig. 4. Detection of break points 

C. Feature Database 

A reference training set is needed for the recognition or 
classification of movements. The performance characteristics 
are determined by comparing the characteristics of each 
reference movement in the training set. Generally, in order to 
be able to represent a movement in the database, recording may 
include position information of all the joints, as well as the 
only necessary features. In this way, the size of the database 
can be reduced. The feature database in this study contains 
only the required breakpoint properties instead of all the joint 
points. 

D. Gesture Recognition 

The breakpoint property information obtained from the 
performance performed by the user is compared with the 
breakpoint property information of the previously recorded 
actions in the database. Error rates and similarity ratios are 
calculated after comparison. As a result of this information,  
theaction class to which the performance belongs to is 
determined. 

The properties obtained from the time series that are 
obtained as a result of the performance performed by the user 
are compared with the property values calculated by the only 
one-time algorithm in the database. Similarity and error rates of 
actions arise as a result of this comparison process. In Figure 5, 
when the same action is performed by different users, the 
change graph and fracture points at the same joint points are 
given. 
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Fig. 5. Break Point Detection 

It can be said that the action is similar but only the temporal 

shifts are observed.  
  The time shifts for the i-th breakpoint 

represent the errors in terms of amplitude for the i-th 
breakpoint. These values can be calculated for each time 
interval to find total slip and total error. 
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  represents the person performing the reference 
movement, y the person performing the test movement. Direct 
comparison of acquired error information may not always yield 
accurate results. All breakpoints must match one another in 
order to give correct results. An erroneous hand movement, 
either at the beginning of the movement or at the time of its 
actualization, may cause the entire movement to be marked 
incorrectly. In such cases, we can provide the correct operation 
of the system with the DTW method. For this, it is tried to find 
the minimum distance between the series of reference 
breakpoints and the series of test breakpoints. By calculating 
the total cost computation according to Bellman's principle in 
total cost computation [21], the cost between two movements 
is found. 
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Figure 6 shows two joint trajectory and local keyframes. 
For the reference action, at the keyframes in the joint trajectory 
  , at the fracture point   , instantaneously for the test action. 
The time shift       can be calculated by taking the difference. 

 
Fig. 6. Temporal shifts and amplitude difference 

Not all joints move equally during an action. So while 
classifying it will not have an effect at the same time. To do 
this, each insertion must be assigned a weight value. In this 
study, as a function of weight, the ratio of the total change 
value of each joint to the total change value of all movements 
is found. Thus, each joint has its effect on the change value. 
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The error value we will use for classification is F err. When 
classifying the test movement, the error values of all reference 
movements are calculated. Then classification is done using the 
k-nn algorithm. 

E. Feedback 

At the same time, the time shifts and joint faults for the 
detected class are presented to the user as feedback. Time shifts 
are temporal differences that occur as a result of fast or slow 
realization of action. Joint defects are the points that the joints 
have to reach or can not reach exactly. 

III. EXPERIMENTAL STUDY 

The developed method has been tested on a sample dataset. 
Test results are given in this section.The dataset prepared by 
Celebi et al. Was used as the data set for testing the work. This 
data set is a time series data set containing 224 motion 
information. In total there are 8 different gesture and 28 time 
series of each gesture. As in the original study, of these 28 time 
series, 8 were used for training and 20 were used for testing 
[12]. The gesture names are given in Table 1. 
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TABLE. I. MOVEMENTS IN THE DATASET 

Number of Gesture Name of Gesture 

1 Left Hand Pull Down 

2 Left Hand Pull Up 

3 Left Hand Swipe Right 

4 Left Hand Wave 

5 Right Hand Pull Down 

6 Right Hand Pull Up 

7 Right Hand Swipe Right 

8 Right Hand Wave 

A. Results 

In the developed application, action recognition is 
performed using joint motion keyframes. There are 8 different 
gesture in the dataset used as input in the study and 28 time 
series for each move [16]. The confusion matrix of the 
developed application over the dataset is given in Table 2. 

TABLE. II. CONFUSION MATRIX 

Number Of 

Gesture 
1 2 3 4 5 6 7 8 

1 100 0 0 0 0 0 0 0 

2 0 100 0 0 0 0 0 0 

3 0 0 100 0 0 0 0 0 

4 0 0 0 100 0 0 0 0 

5 0 0 0 0 100 0 0 0 

6 0 0 0 0 0 100 0 0 

7 0 0 0 0 0 0 100 0 

8 0 0 0 0 0 0 0 100 

In this study, a highly successful motion recognition 
application was performed using the detection of keyframes in 
the trajectory of all body joints. The success percentages of the 
studies performed with the literature studies that using same 
dataset are given in Table 3. 

TABLE. III. SUCCESS PERCENTAGES 

Method Success  

DTW %84.41 [22] 

State Of Art %86.56 

Weighted DTW %97.13 [22] 

WDTW With Keyframes %100 

IV. CONCLUSION 

In this study, human action recognition system was 
developed using keyframes which constitute an action. The 
developed system has been tested on a sample dataset and 
found to work with high accuracy. keyframes are defined as the 
distinguishing feature for classifying actions. Also every joint 
is weighted and its effect is rearranged on the result. It has a 
high working speed thanks to the keyframes features it uses. 
The size of the features stored in the database has decreased in 
this respect. High operating speed has been achieved with few 
features. Therefore it is suitable for real time working. The 
system is robust against the noise generated by the user during 

the movement. Compared to other studies, high success was 
achieved. Because of highly discriminative feature vectors. All 
movements in the given data set are 100% successfully 
classified. 
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