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Abstract—Effective and fast retrieval of images from image
datasets is not an easy task, especially with the continuous and
fast growth of digital images added everyday by used to the
web. Automatic image annotation is an approach that has been
proposed to facilitate the retrieval of images semantically related
to a query image. A multimodal image annotation method is
proposed in this paper. The goal is to benefit from the visual
features extracted from images and their associated user tags.
The proposed method relies on clustering to regroup the text and
visual features into clusters and on association rules mining to
generate the rules that associate text clusters to visual clusters. In
the experimental evaluation, two datasets of the photo annotation
tasks are considered; ImageCLEF 2011 and ImageCLEF 2012.
Results achieved by the proposed method are better than all
the multimodal methods of participants in ImageCLEF 2011
photo annotation task and state-of-the-art methods. Moreover,
the MiAP of the proposed method is better than the MiAP of
7 participants out of 11 when using ImageCLEF 2012 in the
evaluation.

Keywords—Automatic image annotation; association rules min-
ing; clustering

I. INTRODUCTION

Nowadays, we are witnessing an enormous increase in the
number of images available on the web which makes image
retrieval (IR) a challenging task. In literature, content-based
image retrieval (CBIR) and text-based image retrieval (TBIR)
are the main two approaches to achieve the IR. In the TBIR
systems, the retrieval of images relies on the text or keywords
(called also labels or concepts) entered by users; such systems
depend mainly on the image tags typed manually by human
and/or the text accompanying and describing the image on
the Web page. The main disadvantages of TBIR systems
are: (1) the inaccuracy of the manual annotation, (2) manual
annotation is not always available and impossible for large
image database. Whereas, in the CBIR systems, the retrieval
relies only on the visual content of images which is represented
by visual features such as texture, edge, color, etc. CBIR
systems suffer from a well known problem called the semantic
gap problem [1], [2] which refers to the difference between the
low level visual features of the image and the high-level user
semantic concept. The automatic image annotation (AIA) is a
way to address this issue; it has received an increasing attention
from researchers and has become an important field of research
for image retrieval [3], [4], [5]. Indeed, AIA facilitates the
search in huge datasets of images and improve the retrieval of
images that are semantically similar to a query image. AIA
is the process of automatically assigning keywords from a

predefined vocabulary to an image, keywords that characterize
its semantic visual content. Several approaches exist in the
AIA, they are classified into three categories [6] as illustrated
in Fig. 1.
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Fig. 1. Automatic image annotation approaches

In tag-based image annotation [7], [8], the tags used to annotate
an image are collected from the predefined user tags and the
articles around the image. However, in content-based image
annotation, only the visual features are used [9], [10]. And in
multimodal-based approaches both modalities (tag and visual
features) are utilized to annotate an image [6], [11], [12].
In this paper, a new multimodal image annotation method is
proposed using association rules mining (ARM) and clustering
techniques. The ARM is used to explore the semantic relations
that might exist between text clusters and visual feature
clusters in order to associate them. The goal is to combine
visual and text modalities to improve the image annotation
performance. The proposed method consists of two phases;
the training phase and the annotation phase. In the training
phase, the input is a set of tagged or labeled images. The visual
features of images are clustered as well as the tags of images
which are considered as text features. Then the ARM is used
to fuse the visual clusters and text clusters and find relations
between them. The training phase provides at the end a list
of association rules. In the annotation phase, a new image is
annotated using its visual features which are used to extract
the related association rules to provide a list of tags to the
image.

The remaining part of the paper is structured as follows.
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In Section 2, the different approaches in AIA are presented.
Then Section 3 describes the association rules mining. Section
4 provides a detailed description of the proposed method with
its training and testing phases. The experimental evaluation
is detailed in Section 5. The paper conclusion is provided in
section 6.

II. RELATED WORK

As mentioned above, several approaches can be used to
solve the problem of AIA, they are categorized into three
categories: tag-based approaches, content-based approaches
and multimodal-based approaches. In the tag-based approach,
images are retrieved and annotated based on the text or
keywords entered by users; such systems depend mainly on the
image tags typed manually by humans and/or the text provided
with the image on the web page. The goal of the methods
proposed in the tag-based approach is whether the refinement
or enrichment of the image annotation. In some methods [8],
[13] a list of tags is refined and reduced to a smaller list of
reliable tags. And in other methods [6], [7], [12], [14] a short
list of tags are enriched after performing AIA.

In content-based annotation approach, several methods
have been proposed [5], [10], [15], [16], [17], [18]. In this
approach, a set of training images is used with the image anno-
tation keywords. The images are segmented into regions [19] to
create a high-quality segmentation, then the visual features of
regions are extracted and clustered to obtain the blobs. A blob
refers to the label associated to a region. After that, blobs are
linked with the keywords Fig. 2, and this is the key process of
the content-based annotation approach. The linking process can
be performed using several methods, such as: Expected Max-
imum (EM) in the translation model [15], the latent Dirichlet
allocation (LDA) model [16], the co-occurrence model [17] ,
the Cross-Media Relevance Model (CMRM) [10] and Multiple
Bernoulli Relevance Model (MBRM) [5]. To be annotated, a
new image is segmented to extract regions, and the features of
each region are utilized to determine its corresponding blob.
Finally, keywords are predicted from the corresponding blobs
to annotate the image. The methods proposed in multimodal-
based annotation approach focus on leveraging both modalities
(tag-based and content-based) to improve the automatic image
annotation performance. Many studies have been conducted
in this area, falling into three categories: the early fusion,
transmedia fusion and late fusion [20], [21], [22]. The early
fusion consists of combining the visual and text features into
a single representation before the annotation process. In the
transmedia fusion, one of the two modalities (visual or text) is
used to gather the relevant images before switching to the other
modality to aggregate tag features of these relevant images and
perform the image annotation. However, in the late fusion,
there is a separation in each modality processing, then the
results of two previous processes are combined at the decision
level of the annotation process.

III. ASSOCIATION RULES MINING

One of the well-known and widely used data-mining tech-
nique is the association rules mining. In a knowledge discovery
operation, data mining is defined as a procedure that attempts
to discover a new and meaningful pattern in data. Analyzing
the association rules between groups of items in a set is useful

Vol. 9, No. 11, 2018

for uncovering the interesting relationships that may be hidden
in a huge database. The example of the content of a market
baskets is considered a classical example for the extraction of
association rules. Items are defined as things that anyone may
buy from the market, and transactions are the diverse items
contained in market baskets. Below is an example of a simple
association rule extracted from market baskets:

Bread — Eggs

This rule shows that there is a strong relationship between the
selling of bread and eggs, which results when customers who
buy bread also buy eggs. The goal of discovering such rules is
to describe the customers purchase behavior, which can help
companies to find opportunities for sales and better guide cate-
gory management in order to increase profits. Association-rule
mining is usable in several applications in diverse fields, such
as web mining, Bioinformatics, and medical diagnosis. The
method proposed in this paper aims to provide a semantic an-
notation by using the ARM algorithm to perform an association
between text clusters and visual clusters that are semantically
related. Generating a good set of ARs depends mainly on the
setup of support and confidence, their calculations are given
in the equations (1) and (2) respectively as defined in [23]:

Supp(X) = %t()() (1)

Where N refers to all transactions in the transaction
database T.

count(X UY)

Conf(X =Y) = count(X)

@)

In the rule X — Y, the calculation that defines how many
items in Y appear also in other transactions that include X is
known as confidence of the rule. While determining how often
a rule is applied in a given database is known as the support
of the rule.

IV. PROPOSED METHOD

A novel multimodal image annotation method using as-
sociation rules mining and clustering algorithms is proposed,
it takes advantage of using both text and visual modalities
to improve AIA. The proposed method uses clustering algo-
rithms to regroup text and visual features into clusters, then
association rules mining are applied to generate the rules
that associate text clusters to visual clusters. This can be
considered as a late fusion between text and visual clusters.
The novelty of the proposed method is in the use of clustering
and associations rules mining. The Fig. 2 is an illustration
of the method framework. The method comprises two main
phases: the training phase and the annotation phase. In the
first phase, the training dataset includes images with their
associated text files (each image has a text file containing the
list of user tags) [14]. All the steps of the training phase are
described in the following sub-sections.
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Fig. 2. Flowchart of the proposed annotation method

A. Training Phase

In the training phase, a series of processes is performed.
It starts by extraction of visual and text features, then the
clustering of both modalities. And ends with the generation
of association rules. The different processes are detailed in the
following.

1) Features Extraction: In this phase, two MPEG-7 global
visual features are extracted; CSD (color structure descriptor)
and EHD (edge histogram descriptor). In the other hand, the
text files associated to images are considered as text fea-
tures, they are first pre-processed by performing tokenization,
stemming, stop word removal and filtering. The latter pre-
processing step is performed by comparing the set of all words
with American and British English dictionaries to ignore any
non-English words. For example, the number of words (tags)
in the dataset ImageCLEF 2011 was 88,083 and after pre-
processing, 52,527 words remained. The number of remaining
words have been reduced to less than 52,527 words, but
we have noticed that short words like countries and cities
names were removed (such as USA), hence, the final number
of words was maintained at 52,527 words. It is worth to
mention that only a few of the remaining words have been

manually associated to the concepts predefined in the two
datasets (ImageCLEF 2011 and ImageCLEF 2012) used in the
experimental evaluation of the proposed annotation method. As
an example, from ImageCLEF 2011, the following tags: cello,
bass, viola, guitar, piano, drum, and organ are associated to the
concept called Musical Instrument. For the dataset ImageCLEF
2011, the total number of words associated to concepts is 292,
but these words are repeated several times in the final list of
filtered words.

2) Clustering: The features extracted in the previous step
are regrouped into clusters using clustering algorithms. The
visual features are clustered using the hierarchical clustering
method, also called indexing technique, NOHIS [24]. This
indexing technique groups the visual features into clusters
and the clusters are organized in a hierarchal structure called
NOHIS-tree. For each of the visual features (CSD and EHD),
a NOHIS-tree is constructed. The text features are clustered as
well using K-means [25]. After the clustering of both visual
and text features, the ARM algorithm is performed on visual
and text clusters to find relations between them. The output
is the list of association rules that will be used later in the
annotation phase.
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3) Generation of Association Rules: In order to generate
the association rules, it is important to define first set of items
(itemsets) I and the transaction database 7. In the proposed
method, the text and visual clusters represent the itemsets,
where the text clusters are denoted by Cti and the visual
features clusters are denoted by Ccj for color clusters and Cek
for edge clusters. After determining the features model space
for all of the feature modalities, the transaction database 7" can
be constructed and the ARM algorithm can be run over it.

The relationship between one text cluster Ct and at least
one of the visual clusters (color or/and edge, Cc and Ce
respectively) is considered as transaction. In other words, the
association is between a text cluster and one or two visual
clusters is a transaction. A text cluster is associated to one or
two visual clusters if the clusters of different modalities have
images in common (since each tag in the text clusters and
each visual feature in the visual clusters belong to an image).
Hence, a transaction is constructed if the number of common
images that are in both text and visual clusters is greater than
zero, as illustrated in the following example:

If | CtinCcj |> 0,then{Cti,Ccj}tis added to T
Examples of transactions are given in the following:

{Cto, Ceoz}, {Ctss, Cesr }, { Ctas, Ceas },
{Cts1, Ceaz, Cers }, { Ctgs, Cear, Cerg ).

The formal equations of support and confidence have been
modified as in [26] to be adapted to the proposed method for
the following reasons; first, if the calculated support/confidence
values of the association rules for the whole transaction
database T result in a low support value, this could affect later
the generated association rules. Second, the goal is to explore
the semantic relations among text and visual clusters, hence
the support and confidence calculation have to be restricted to
the text clusters results. Therefore, the support and confidence
of the rule defined as Cti — Cvj (where Cv refers to the visual
cluster) are as follows:

count(Ct;, Ctu;

count(Ct;, Ctv;)
onf( vi) maxy (count(Ct;, Ctv;)) @

When there are multiple items on the right side, the
similarity of the rule is as follows:

Supp(Ct; — Cv; | j=1,....,m) =
count(Ct;,Cvj | j =1,...,m) 3)
(count(Ct;))

Conf(Ct; = Cvj | j=1,..,m) =
count(Ct;,Cv; | j =1,...,m) 6)
maxy (count(Ct;, Cvy))
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The modified definitions of support and confidence are used
to identify the frequent itemsets by applying Apriori algorithm
[27] as defined in [26]. The algorithm needs as parameters
the minimum value of support minsup and the transaction
database 7. Then the frequent itemsets are used along with
the minimum value of confidence minconf to generate the
association rules.

Each association rule is stored with its support and confi-
dence values, as shown in Fig. 3. Later, these association rules
will be retrieved during the annotation phase to predict the list
of tags (or concepts) to annotate a new image.

{Ct2} => {Cc82} (support: 6.9 confidence: 80 )
{Ct22}=> {Cc66} (support: 33.33 confidence: 100)
{Ct31}=> {Ce73} (support: 2.48 confidence:91.3)
{Ct74} => {Cc85} (support: 66.67 confidence: 100)

Fig. 3. Example of generated associations rules

It is worth to mention that the association rules has been
used in a tag-based image annotation method [13], in this
method the association rules is employed in a completely dif-
ferent way where each web page is considered as a transaction
and the set of words in the web page is regarded as the itemset.

B. Annotation Phase

In the annotation phase, and for each image of the test
dataset, the following processes are performed:

e  Extraction of the color and edge visual features (CSD
and EHD respectively).

e  Search of the first nearest neighbor 1-NN for the visual
features CSD and EHD extracted in the previous step.
The search is performed on the two hierarchical struc-
tures NOHIS-tree constructed in the training phase for
the two visual feature spaces. The distance used in the
nearest neighbor search is the Euclidian distance. The
nearest neighbor for each visual feature is returned
along with its cluster identifier. In other words, the
identifier of the visual cluster that contains the nearest
neighbor of the visual feature CSD (extracted from
the test image) is returned. And the same is done
for the visual feature EHD. An example is provided
in Fig. 4, where Ccgs and Cesq are the clusters that
contain the nearest neighbor of CSD and EHD features
respectively.

e  Each of the visual cluster identifiers is used to extract
all the rules that contain this visual cluster. The text
clusters of all the extracted rules are considered by
taking the tags they contain, as shown in Fig. 4.

e  The concepts that correspond to the previous tags are
considered as annotation of the image. We remind that
the image datasets used in the experimental results are
using a list of concepts to annotate the image, and the
tags have been linked to the concepts in the training
phase.
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[ Ctj! CtZZI Ct.’]’].r Ctzsr Ct_‘l?’ Ctd?’ CtSE' Ctsa ]

- Green - sky

- Airlines - aerial

- Wing - Street

- airplane - blue sky

Fig. 4. List of tags extracted from the text clusters

V. EXPERIMENTAL EVALUATION

Two datasets are used in the performance evaluation of the
proposed automatic annotation method; ImageCLEF 2011 and
ImageCLEF 2012. These datasets are considered because of
two reasons; the availability of ground truth and their wide use.
In the following, a detailed description is provided regarding
the datasets, evaluation metrics and results. The values of
minsupp and minconf are set respectively at 2% and 70% based
on a set of experiments.

A. Datasets

The dataset of the annotation task in ImageCLEF 2011 is
used; is consists of a training dataset of 8000 images with their
associated user tags (in text files), and a test dataset of 10,000
images. The objective is to annotate the test dataset with 99
concepts. The second dataset is ImageCLEF 20122 used in the
sub-task 1; concept annotation, for the year 2012. The size of
the training dataset is 15,000 images provided with used tags
and the test dataset is a collection of 10,000 images to annotate
with 94 concepts.

B. Evaluation metrics

The mean interpolated average precision MiAP is used for
the evaluation per concept, and F-Measure is used for the
evaluation per example (per image). To calculate the MiAP,
first 11 recall values are considered from 0.0 to 1.0 with steps
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of 0.1. Then for each recall value R, its interpolated precision
Pinterp is the highest precision of any recall value R’ > R:

Pinterp(R) = mazr >rP(R) (7)

Then the average interpolated precision of the 11 recall
values is calculated as follows:

1
1
A-Pinterp = ﬁ E P’intETp(R) (8)
R=0

The MiAP is the average of the average interpolated
precisions of all concepts, it is calculated as follows:

. 1 o
MiAP = ; APinterp ©)

C is the number of concepts used for the annotation.

The calculation of F-Measure is given in the following
equation:

2(P * R)

F — Measure = ——=
(P+ R)

(10)

Where P is the precision and R is the recall for each
annotated image.

C. Results

The results obtained with the proposed method are com-
pared to results of multimodal methods proposed by par-
ticipants in the annotation tasks of ImageCLEF 2011 and
ImageCLEF 2012 and methods with best results we found in
literature [6], [12], [21]. The MiAP * and F-Measure * are
used in the comparison with participants. However, only the
MiAP is available for the state-of-the-art methods.

The proposed method achieved results that outperforms
those of all methods considered in table I in terms of MiAP and
F-Measure. The proposed method obtains a gain of 23.3% of
MiAP compared to the best MiAP achieved by the participant
"TUBFI”, and a gain of 17.7% of F-Measure compared to the
best F-Measure achieved by the participant "ISIS”. In addition,
the MiAP obtained with the proposed method outperforms the
best MiAP of [12] by 22.8% as show in in table II.

The table III illustrates the comparison of the proposed
method results to results (of the multimodal methods) of
participants in ImageCLEF 2012 photo annotation task and the
multimodal annotation method proposed in [6]. The proposed
method outperforms the results of 7 participants out of 11. The
best MiAP outperforms ours by 11%. This is due to the few
number of tags that have associated to the predefined list of
concepts.

An example of images annotated with the proposed method
is illustrated in Fig. 5. The concepts predicted by the proposed
method are provided along with ground truth concepts by
indicating the correct and wrong predicted labels.

Thttps://www.imageclef.org/2011/Photo
Zhttps://www.imageclef.org/2012/photo-flickr

3https://www.imageclef.org/2011/PhotoAnnotationMAPResults
“https://www.imageclef.org/2011/PhotoAnnotationExampleBasedResults
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Fig. 5. Example of images annotated with the proposed method. The predicted

concepts are compared to the ground truth concepts

TABLE 1. RESULTS OF THE PROPOSED METHOD AND PARTICIPANTS IN
IMAGECLEF 2011 IN TERMS OF MIAP AND F-MEASURE
Method MiAP | F-Measure
MUFIN 0.299001 0.461820
MRIM 0.377179 0.552276
BPACAD 0.436294 0.593088
IDMT 0.370975 0.551224
ISIS 0.432758 0.622038
LIRIS 0.436968 0.566935
MLKD 0.401642 0.558795
TUBFI 0.443449 0.565980
Our method | 0.676530 0.799936 |
TABLE II. RESULTS OF THE PROPOSED METHOD AND
STATE-OF-THE-ART METHODS FOR IMAGECLEF 2011 IN TERMS OF MIAP
Method MiAP
Multimodal method proposed in [21] | 43.6 %
Multimodal method proposed in [12] | 45.3 %
Multimodal method proposed in [6] | 44.8 %
Our method 67.6 % |

TABLE III. COMPARISON OF THE PROPOSED METHOD TO RESULTS OF
PARTICIPANTS IN IMAGECLEF 2012 PHOTO ANNOTATION TASK IN TERMS
OF MIAP

Method MiAP

BUAA AUDR 13.07 %

CEA LIST 40.86 %

CERTH 32.10 %

Participants in ImageCLEF DMS-SZTAKI 42.58 %
2012 photo annotation ISL 41.36 %
task KIDS NUTN 17.17 %

LIRIS 43.67 %

MLKD 31.85 %

UAIC 18.63 %

UNED 7.56 %

URJCyUNED 6.22 %

mflt:ilxtren;(:lfa:h;;;llinto d Multimodal method proposed in [6] 43.1 %
Our method 32.15 %
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VI. CONCLUSION

A new multimodal annotation method is proposed. The
method relies on the use of association rules mining and
clustering; where the text and visual clusters obtained as output
from the clustering algorithms are associated using the associ-
ation rules mining. In order to evaluate the performance of the
proposed method, two available and widely used datasets were
considered to carry out the experiments. The results achieved
with the proposed method outperforms all or most of the
considered multimodal methods. The following improvements
are considered as future work; the linking of tags to concepts
using WordNet to find the semantic similarity between tags
and concepts, the use of local visual features instead of global
features. Improvement of text pre-processing and text features
extraction in the training phase is necessary as well.
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