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Abstract—Quantum computing has emerged as a new 

dimension with various applications in different fields like 

robotic, cryptography, uncertainty modeling etc. On the other 

hand, nature inspired techniques are playing vital role in solving 

complex problems through evolutionary approach. While 

evolutionary approaches are good to solve stochastic problems in 

unbounded search space, predicting uncertain and ambiguous 

problems in real life is of immense importance. With improved 

forecasting accuracy many unforeseen events can be managed 

well. In this paper a novel algorithm for Fuzzy Time Series (FTS) 

prediction by using Quantum concepts is proposed in this paper. 

Quantum Evolutionary Algorithm (QEA) is used along with 

fuzzy logic for prediction of time series data. QEA is applied on 

interval lengths for finding out optimized lengths of intervals 

producing best forecasting accuracy. The algorithm is applied for 

forecasting Taiwan Futures Exchange (TIAFEX) index as well as 

for Bitcoin crypto currency time series data as a new approach. 

Model results were compared with many preceding algorithms. 
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I. INTRODUCTION 

Predicting unseen situations and future events hold 
immense importance and is a need of humanity. Forecasting is 
important in financial sector as the financial loss in investments 
can create hurdles for capitalists. Potential areas for forecasting 
include weather prediction, stock market forecasting, funds 
management; commodities price calculation, crime rate 
prediction, floods, droughts and earthquake prediction etc. A 
lot of research has been done in areas of forecasting and 
quantum computing. Zadeh [1] introduced fuzzy set theory and 
worked on its applications later on. Lee et al. [2] proposed 
algorithms for temperature and stock index prediction on the 
basis of fuzzy logical relation groups (FLRGs) and genetic 
algorithm (GA). Jilani and Burney [3], [4] and Jilani, Burney 
and Ardil [5], [6] proposed new fuzzy metrics for higher-order 
multivariate FTS forecasting for accidents data of Belgium. 
Huang et al. [7] formulated a forecasting algorithm on the basis 
of FTS and Particle Swarm Optimization (PSO), and applied it 
on enrolments data. Kuo et al. [8] presented a hybrid 
forecasting algorithm for TAIFEX index forecasting based on 
FTS and PSO. Jilani, Amjad and Mastorakis [9] presented a 
hybrid algorithm using GA and PSO for fuzzy time series 
prediction for TAIFEX index and KSE-100 index and got 
better results. Amjad, Jilani and Yasmeen [10] formulated a 
two phase fuzzy time series (FTS) forecasting model using GA 
and PSO. 

Quantum Computing is new computing paradigm based on 
quantum-mechanical phenomenon like q-bits, superposition 
and entanglement etc. [11]. Emergence of quantum computing 
techniques has given immense power to computations and thus 
these concepts are being applied to different domains and 
problems of computer science [12]. Concept of Quantum 
mechanical computers was introduced in early 1980s [11] and 
the explanation of quantum mechanical computers was enacted 
in late years of 1980s [12]. Enormous efforts are being made 
for evolution of quantum computers since inception of 
Quantum concepts in computing, as these computers are 
considered more powerful as compared to classical computers 
for variety of complex problems. Few renowned quantum 
algorithms include Shor‘s quantum factoring algorithm [13], 
[14] presented in 1998, and Grover‘s database search algorithm 
[15], [16] presented in mid 1990s. Efforts were made to 
combine evolutionary algorithms along with quantum 
computing concepts, which gave birth to quantum-inspired 
evolutionary computing for a classical computer, an area of 
Evolutionary Computing (EC) combined with principles of 
quantum mechanics such as standing waves, interference, 
coherence, etc. A. Narayanan and M. Moore [17], [18], 
presented the concept of interference included in a crossover 
operator. 

Concept of crypto currency brought together principles of 
economics, cryptography and computer science by using 
encryption technologies for issuance of monetary units. Funds 
are generated and transferred by using encryption methods 
without intervention and monitoring of some central governing 
authority. In 2009, Bitcoin was released as open-source 
software by Satoshi Nakamoto. Bitcoin is the first peer to peer 
electronic cash system or crypto currency which revolutionized 
the concept of digital payment systems [19]. For the prediction 
of price, studies by Garcia & Schweitzer [20] explain auto 
regression techniques. They identify two positive feedback 
loops leading to price bubbles. Similarly, Amjad & Shah [21] 
propose a theoretical framework and develop a real-time 
algorithm in order to achieve significant return value on the 
investment of Bitcoin. Moreover, research study by Kondor et 
al. [22] explains the Principal Component Analysis related to 
the block chain network data in order to identify correlation 
between changes in price exchange and principal variables. 
Crypto currency web data is used by Kim et al. [23] to predict 
price fluctuation of Bitcoin. Guo & Antulov-Fantulin [24] 
construct a temporal mixture model which is a more efficient 
time-series statistical model than the traditional approaches. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 9, 2018 

124 | P a g e  

www.ijacsa.thesai.org 

Jang & Lee [25] conducted a comparative study regarding the 
fluctuation of pricing of Bitcoin. 

II. REVIEW OF KEY TERMS 

A. Quantum Bits (Qubits) 

The tiniest entity in which a two-state Quantum computer 
stores information is called a quantum bit or Qubit [26].  

Qubit is atomic unit of information storage in Quantum 
computer and can be in state ―0‖ or state ―1‖ or any 
superposition of the two. Bloch sphere representation of 
Quantum bits is given in Figure 1. The state of quantum bit can 
be characterized as 

|ψ⟩ = ⍺|0⟩ + β|1⟩    (1) 

where ⍺ and β are two complex values representing the 
probability amplitudes of respective states. α

2 represents the 
probability of qubit being in state ―0‖ while β

2
 represents 

probability of being in state ―1‖. Thus the sum of probabilities 
must be equal to 1 

 ⍺             (2) 

 

Fig. 1. A Quantum bit represented as a Bloch Sphere 

At any given time a Qubit may either be in state “0” or 

state “1” or a superposition of both the states. Qubit can be 

represented using a pair of complex values (α,β) like [
 
 ] 

B. Qubit Individual 

A Qubit individual is a sequence of qubits with length m 
represented as 

  [
  
  
|
  
  
|    |

  
  
|]   (3) 

where   
    

    for i=1,2,…,m. 

Initially,    and   values are generally set to 
 

√ 
  for making 

equal probability of all qubits.  
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Qubit representation can be used to represent superposition 
of states. So, a three qubit individual can represent total eight 

different states, which are ⟨   , 
 ⟨     ⟨     ⟨     ⟨     ⟨     ⟨     ⟨     

C. Qubit Population 

Qubit population consists of n different Qubit individuals 
each having m Qubits in it. So, Qubit population can be 
represented in form of a set of m Qubits like, 

 ( )  *   
    

      
 +  (5) 

where   
  is ith Qubit individual at time t. 

D. Q-gate 

Variation is produced in Qubit individuals using a rotation 
operator called Q-gate. Rotation is applied to each Qubit and 
their positions are updated keeping in view the constraint of 

normalization of probabilities i.e.  ⍺         . The 
rotation operator used as Q-gate usually is 

 (   )  [
     (   )     (   )

     (   )     (   )
]  (6) 

where    , i=1,2, … , m is rotation angle for each Qubit. Q-
gate is applied individually to each Qubit of every individual of 
population, which moves the Qubit either towards 0 or 1. 
Furthermore, there are operators other than rotation, which can 
be used as Q-gates such as NOT gate, controlled NOT gate, 
Hadmard gate etc. 

E. Quantum Evolutionary Algorithm (QEA) 

QEA was proposed by Kuk-Hyun Han in his Ph.D thesis 
titled ―Quantum-inspired Evolutionary Algorithm‖ in 2003. 
Concepts of Quantum computing and evolutionary computing 
were combined in this algorithm. The proposed algorithm is 
given in Figure 2. 

F. Fuzzy Time Series (FTS) 

To deal with uncertain situations, Fuzzy logic and fuzzy set 
theory was coined by Zadeh [27]. Later on Song and Chisom 
[28] introduced a time series to tackle fuzziness, called Fuzzy 
Time Series (FTS). A number of variants of FTS were 
produced and many researchers used FTS in different areas of 
application. Few basic concepts of FTS include fuzzy 
operations, fuzzy relations and fuzzy logical relationship 
groups [3], [4], [5]. 

III. PROPOSED ALGORITHM FOR FTS FORECASTING USING 

QEA 

Step 1: Define the universe of discourse 

Define universe of discourse for primary-factor X like U = 
[Dmin-D1, Dmax+D2], where Dmin is minimum index value and 
Dmax is maximum index value from the historical data under 
consideration, and D1 and D2 are positive real numbers for 
extending universe of discourse[3] [4]. 

Similarly, define the universe of discourse V of the second-
factor(Y) V= [Emin-E1, Emax+E2], where Emin is the minimum 
value of secondary factor and Emax is the maximum value of 
secondary factor from historical data under consideration, 
respectively, and E1 and E2 are two positive numbers used for 
extending universe of discourse for secondary factor. Also find 
out Range for both main and secondary factors [5]. 

Higher Education Commission (HEC) Pakistan 
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Step 2: Initialize QEA population 

 

Fig. 2. Pseudo code of Quantum Evolutionary Algorithm 

QEA population comprises of 15 Qubit individuals and 
each Qubit individual has 11 Qubit. Number of Qubit 
individuals is because we will divide Universe of Discourse 
into 16 intervals, making use of Dmin and Dmax, while 11  

Qubits in each individual is because of range of main factor 
which is 1380 and can be represented using 11 binary numbers. 

        
To find out value of n, we take log base 2 on both sides. 

     
           

 

          
Bits can only be in whole numbers so applying ceiling 

function on value of n gives, 

     

All Qubit values in population of individuals are initialized 
with random values of ⍺ between 0 and 1, whereas β is 

initialized with values of √  ⍺  thus maintaining normality 

constraint   
    

    

Step 3: Get intervals from QEA individuals 

There are 15 individuals in QEA population. For each 
individual get binary strings using Qubits. Binary strings from 

Qubits are formed on the principle that if the value of ⍺  in a 
Qubit is greater than 0.5, then append ‗1‘ to the string 
otherwise append ‗0‘. In this way a string containing 11 binary 
bits will be obtained from Qubits individuals. Then convert 
that binary string into decimal number and add that number 
into minimum value of time series i.e. Dmin, to get a value in 
interval. If that value is exceeding the maximum value of time 
series i.e. Dmax then subtract a random number from it to 
bring it in universe of discourse. Finally sort all the interval 
values in ascending order. 

TABLE I. INITIAL POPULATION OF QUBIT INDIVIDUALS 

 
⍺ 0.3151 0.4529 0.5350 0.1194 0.5840 0.5981 0.0389 0.8542 0.8792 0.9267 0.9249 

β 0.9490 0.8916 0.8448 0.9929 0.8118 0.8014 0.9992 0.5199 0.4764 0.3758 0.3803 

  
          

  

⍺ 0.0642 0.3396 0.0561 0.7679 0.7999 0.7621 0.9873 0.9856 0.5291 0.6893 0.3898 

β 0.9979 0.9406 0.9984 0.6406 0.6002 0.6474 0.1589 0.1690 0.8486 0.7245 0.9209 

  
          

  

⍺ 0.4547 0.5315 0.3933 0.0014 0.7920 0.9438 0.7668 0.0901 0.1996 0.5518 0.0671 

β 0.8907 0.8471 0.9194 1.0000 0.6105 0.3305 0.6419 0.9959 0.9799 0.8340 0.9977 

  
          

  

⍺ 0.3674 0.0169 0.4296 0.4483 0.2356 0.9994 0.9944 0.6962 0.9937 0.7832 0.4812 

β 0.9300 0.9999 0.9030 0.8939 0.9719 0.0354 0.1059 0.7179 0.1120 0.6218 0.8766 

  
          

  

⍺ 0.7578 0.2088 0.7668 0.6817 0.2277 0.1810 0.7739 0.8006 0.6641 0.6457 0.1584 

β 0.6525 0.9780 0.6418 0.7316 0.9737 0.9835 0.6333 0.5992 0.7476 0.7636 0.9874 

  
          

  

⍺ 0.6706 0.6942 0.8031 0.1286 0.6713 0.2366 0.0015 0.4067 0.4583 0.8770 0.5725 

β 0.7418 0.7198 0.5959 0.9917 0.7412 0.9716 1.0000 0.9136 0.8888 0.4804 0.8199 

  
          

  

⍺ 0.4198 0.5809 0.3241 0.7772 0.8872 0.4006 0.9499 0.5381 0.1082 0.6396 0.0374 

β 0.9076 0.8140 0.9460 0.6293 0.4614 0.9162 0.3126 0.8429 0.9941 0.7687 0.9993 

  
          

  

⍺ 0.8101 0.7728 0.6614 0.0106 0.8793 0.5823 0.7294 0.6425 0.7786 0.5022 0.7147 

β 0.5862 0.6346 0.7500 0.9999 0.4762 0.8130 0.6841 0.7663 0.6275 0.8648 0.6994 

  
          

  

⍺ 0.7229 0.2582 0.6976 0.4575 0.3229 0.6379 0.9570 0.2487 0.5728 0.7335 0.1288 

β 0.6909 0.9661 0.7165 0.8892 0.9464 0.7702 0.2902 0.9686 0.8197 0.6797 0.9917 

  
          

  

⍺ 0.4721 0.1448 0.2187 0.1061 0.5388 0.8019 0.9054 0.3800 0.2227 0.4961 0.5937 
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β 0.8815 0.9895 0.9758 0.9944 0.8424 0.5975 0.4246 0.9250 0.9749 0.8683 0.8047 

  
          

  

⍺ 0.8625 0.3368 0.5560 0.3396 0.5309 0.9835 0.6849 0.4845 0.8931 0.3587 0.2710 

β 0.5060 0.9416 0.8312 0.9406 0.8474 0.1806 0.7286 0.8748 0.4498 0.9335 0.9626 

  
          

  

⍺ 0.1341 0.5169 0.7760 0.2016 0.1983 0.0215 0.0814 0.1175 0.6667 0.4900 0.4728 

β 0.9909 0.8561 0.6307 0.9795 0.9801 0.9998 0.9967 0.9931 0.7453 0.8717 0.8812 

  
          

  

⍺ 0.5244 0.7088 0.1133 0.4350 0.1904 0.2031 0.8609 0.2220 0.3372 0.3526 0.1500 

β 0.8514 0.7054 0.9936 0.9004 0.9817 0.9792 0.5088 0.9751 0.9414 0.9358 0.9887 

  
          

  

⍺ 0.4372 0.1942 0.1495 0.8819 0.6340 0.2587 0.0885 0.8281 0.1313 0.5839 0.5641 

β 0.8993 0.9810 0.9888 0.4714 0.7733 0.9660 0.9961 0.5606 0.9913 0.8118 0.8257 

  
          

  

⍺ 0.8276 0.3861 0.4868 0.1154 0.6261 0.4404 0.8680 0.9325 0.8018 0.4465 0.2414 

β 0.5613 0.9224 0.8735 0.9933 0.7797 0.8978 0.4966 0.3611 0.5976 0.8948 0.9704 

 

Step 4: Find forecast and store best values 

State the linguistic value Ai for main factor, where i=1, 
2,…, n, and n is the total interval count in universe of discourse 
for primary factor [3], [4], [5]. 

   
 
  ⁄       ⁄     ⁄          ⁄       ⁄     ⁄  

    
   

  ⁄     ⁄       ⁄          ⁄       ⁄     ⁄  

       (7) 

   
 
  ⁄     ⁄     ⁄          ⁄         ⁄     ⁄  

Similarly, state the linguistic term Bj for secondary factor 
where j=1, 2,…, m, and m is the total number of intervals 
present in universe of discourse V of secondary factor: 

   
 
  ⁄       ⁄    ⁄          ⁄       ⁄     ⁄  

      
   

  ⁄     ⁄       ⁄          ⁄       ⁄     ⁄  

             (8)  

    
 
  ⁄     ⁄     ⁄          ⁄         ⁄     ⁄  

Historical data is fuzzified as described below. 

Determine the interval ui, 1≤ i≤ n, to which the value of the 
main-factor belongs. 

a) If the value belongs to interval u1, then it is fuzzified 

into 1/A1+0.5/A2, denoted by X1. 

b) If the value belongs to ui, 2≤ i≤ n-1, then it is 

fuzzified into 0.5/Ai-1+1/Ai+0.5/Ai+1, denoted by Xi. 

c) If the value belongs to un, then it is fuzzified into 

0.5/An-1+1/An, denoted by Xn. 

Determine the interval vj, 1≤ j≤ m, to which the value of the 
second-factor belongs. 

a) If value belongs to v1, then it is fuzzified into 

1/B1+0.5/B2, denoted by Y1. 

b) If value belongs to vj, 2≤ j≤ m-1, then it is fuzzified 

into 0.5/Bj-1+1/Bj+0.5/Bj+1, denoted by Yj. 

c) If value belongs to vm, then it is fuzzified into 

0.5/Bm-1+1/Bm, denoted by Ym. 

Build two factor nth-order FLRs based on primary and 
second factors from the fuzzified historical data obtained in 
above step. If the fuzzified data of primary factor for day i is 
Xi, then create two factor kth-order FLRs from day i-k to day i 
as ((       )    (       ) (       ))     where 2≤ k≤ n and 

               represent the fuzzified data values for 
primary-factor for days i-k,…, i-2, i-1 respectively; 

               denote the fuzzified data values of 
secondary factor for days i-k,…, i-2, i-1, respectively. After 
that FLRs are divided into fuzzy logical relationship groups 
(FLRGs) based on the present states of FLRs [3]. 

For the determined FLRGs forecasted value is calculated 
using formula given below: 

        
   (       )      (         )      (         )

 
 

               (9) 

Where    is forecasted value at time k where as 
       ,            are mid points of intervals in which 
value at time k lies in. 

After finding the forecasted value determine then fitness 
value of each individual chromosome of the population. We 
have used Average forecasting error rate (AFER) and mean 
square error (MSE) as fitness values of each individual for our 
forecasting algorithm. 

Based on fitness value, if fitness value of current lot of 
individuals is better than previous individuals than store these 
Qubit individuals separately, otherwise replace these 
individuals by previously best individuals. 

Step 5: Apply rotation on individuals suing Q-gate 

Apply Quantum gate on individuals with angle θ. Initially 
value of θ is set to 0, but with each iteration, an increment of 
0.01 is made. Q-gate is applied on all individuals and in this 
way a new population of individuals evolves out. 

Step 6: Check stopping criteria or repeat 
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Check if the stopping criteria of algorithm are met or not. 
Stopping criteria may be the value of fitness function to reach 
to a specific point or the number of repetitions. If stopping 
criteria is not met then go to step 3 and repeat all further steps. 

IV. EXPERIMENTAL RESULTS 

We have used TAIFEX index and Bitcoin closing price 
historical data for experiment using our proposed algorithm. 
We have applied the suggested algorithm to the TAIFEX 
dataset for the duration of August 3, 1998 to September 30, 
1998 where the TAIFEX index values are taken as the primary-
factor and the TAIEX index values are taken as the second-
factor. We have executed proposed method and compared 
obtained results for TAIFEX forecasting with existing 
method‘s results. Results obtained from our Novel Algorithm 
and the error criteria AFER and MSE are shown in Table 4. 
Table 2 shows best Qubits obtained after evolution for 

TAIFEX forecasting. Table 3 shows the best individual 
obtained after evolution for TAIFEX forecasting. 

We have also applied the proposed algorithm for 
forecasting of Bitcoin closing prices. Data for Bitcoin prices 
has been obtained from coinmarketcap, an online source of 
crypto currency prices and their market capitalization. 
Obtained dataset comprise of historical data of 3 months for 
daily closing prices of Bitcoin from 22nd February 2018 till 
22nd May 2018. . We have applied 2000 generations of 
evolution for Bitcoin forecasting. Forecasting results for 
Bitcoin forecasting are shown in Table 5. Table 6 shows best 
individual evolved after applying proposed algorithm for 
Bitcoin forecasting. Figure 5 shows comparison of actual and 
forecasted time series data for Bitcoin forecasting. 

TABLE II. BEST QUBITS 

 ⍺ -0.895 0.859 0.807 -0.067 -0.851 -0.600 -0.232 0.057 0.977 -0.871 0.002 

β 0.447 0.513 0.590 0.998 0.526 0.800 0.973 0.998 0.212 0.491 1.000 

  
          

  

⍺ -0.873 0.130 -0.209 0.787 -0.954 -0.157 -0.939 0.715 -0.869 0.235 -0.085 

β 0.488 0.992 0.978 0.617 0.301 0.988 0.344 0.699 0.495 0.972 0.996 

  
          

  

⍺ -0.921 -0.817 -0.061 -0.431 -0.611 0.159 -0.146 0.453 -0.112 -0.915 -0.640 

β 0.390 0.576 0.998 0.902 0.791 0.987 0.989 0.892 0.994 0.404 0.769 

  
          

  

⍺ -0.915 0.072 0.016 -0.486 -0.197 -0.020 -0.200 0.455 -0.827 0.544 0.949 

β 0.403 0.997 1.000 0.874 0.980 1.000 0.980 0.891 0.563 0.839 0.315 

  
          

  

⍺ 0.969 -0.518 -0.550 0.624 0.372 -0.093 -0.043 -0.168 0.907 0.167 -0.708 

β 0.248 0.855 0.835 0.782 0.928 0.996 0.999 0.986 0.422 0.986 0.706 

  
          

  

⍺ -0.863 -0.065 -0.922 -0.246 0.021 0.238 0.061 0.882 -0.054 -0.137 -0.297 

β 0.505 0.998 0.387 0.969 1.000 0.971 0.998 0.471 0.999 0.991 0.955 

  
          

  

⍺ 0.438 -0.417 -0.764 -0.949 -0.767 0.276 0.972 -0.915 0.935 0.323 -0.260 

β 0.899 0.909 0.645 0.315 0.642 0.961 0.235 0.405 0.355 0.946 0.966 

  
          

  

⍺ 0.368 -0.868 0.966 0.549 0.480 0.024 0.792 -0.042 -0.996 -0.705 0.444 

β 0.930 0.496 0.260 0.836 0.877 1.000 0.610 0.999 0.085 0.710 0.896 

  
          

  

⍺ 0.359 -0.893 0.314 -0.856 -0.970 -0.871 0.900 -0.120 -0.430 -0.715 0.824 

β 0.933 0.450 0.949 0.517 0.243 0.492 0.435 0.993 0.903 0.699 0.566 

  
          

  

⍺ -0.177 -0.983 0.474 0.214 -0.973 -0.008 0.777 -0.281 -0.178 -0.647 -0.477 

β 0.984 0.182 0.880 0.977 0.232 1.000 0.629 0.960 0.984 0.762 0.879 

  
          

  

⍺ -0.843 -0.176 0.852 0.045 -0.486 0.067 -0.125 -0.777 -0.016 0.720 -0.433 

β 0.538 0.984 0.524 0.999 0.874 0.998 0.992 0.629 1.000 0.693 0.901 

  
          

  

⍺ -0.268 -0.981 0.080 0.435 -0.557 -0.892 -0.443 0.899 -0.422 -0.442 -0.709 

β 0.963 0.194 0.997 0.901 0.830 0.452 0.897 0.438 0.907 0.897 0.705 

  
          

  

⍺ -0.528 0.570 -0.203 0.204 -0.715 -0.251 -0.075 -0.920 0.084 -0.055 -0.885 

β 0.849 0.821 0.979 0.979 0.699 0.968 0.997 0.392 0.996 0.998 0.465 

  
          

  

⍺ 0.405 0.494 -0.701 -0.022 0.103 -0.238 -0.936 -0.240 -0.065 -0.642 0.265 

β 0.914 0.869 0.713 1.000 0.995 0.971 0.351 0.971 0.998 0.767 0.964 

  
          

  

⍺ -0.967 -0.206 0.389 0.606 -0.434 -0.146 0.129 -0.829 0.753 0.848 -0.391 

β 0.254 0.979 0.921 0.795 0.901 0.989 0.992 0.559 0.658 0.530 0.920 

TABLE III. BEST INTERVALS

6206 6263 6666 6743 6782 6945 6978 7219 7219 7228 7434 7478 7480 7511 7511 
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TABLE IV. FORECASTED TAIFEX VALUES

Date 
TAIFEX 

index 

TAIEX 

index 

Forecasted 

TAIFEX  
Date 

TAIFEX 

index 

TAIEX 

index 

Forecasted 

TAIFEX 

8/3/1998 7552 7599 - 
 

9/2/1998 6430 6472 6377.5 

8/4/1998 7560 7593 - 
 

9/3/1998 6200 6251 6298.25 

8/5/1998 7487 7500 - 
 

9/4/1998 6403.2 6463 6232.938 

8/6/1998 7462 7472 7409.75 
 

9/5/1998 6697.5 6756 6595.075 

8/7/1998 7515 7530 7482 
 

9/7/1998 6722.3 6801 6824.938 

8/10/1998 7365 7372 7485.5 
 

9/8/1998 6859.4 6942 6833.3 

8/11/1998 7360 7384 7331.5 
 

9/9/1998 6769.6 6895 6878.775 

8/12/1998 7330 7352 7343.25 
 

9/10/1998 6709.75 6804 6720.038 

8/13/1998 7291 7363 7284 
 

9/11/1998 6726.5 6842 6670.25 

8/14/1998 7320 7348 7302.5 
 

9/14/1998 6774.55 6860 6755.938 

8/15/1998 7300 7372 7343 
 

9/15/1998 6762 6858 6764.737 

8/17/1998 7219 7274 7245.75 
 

9/16/1998 6952.75 6973 6862.125 

8/18/1998 7220 7182 7169.688 
 

9/17/1998 6906 7001 6992.5 

8/19/1998 7285 7293 7203.563 
 

9/18/1998 6842 6962 6905.75 

8/20/1998 7274 7271 7285 
 

9/19/1998 7039 7150 6944.938 

8/21/1998 7225 7213 7274 
 

9/21/1998 6861 7029 7010.75 

8/24/1998 6955 6958 7075.75 
 

9/22/1998 6926 7034 6804.5 

8/25/1998 6949 6908 6843.063 
 

9/23/1998 6852 6962 6897.75 

8/26/1998 6790 6814 6831.188 
 

9/24/1998 6890 6980 6852 

8/27/1998 6835 6813 6769.875 
 

9/25/1998 6871 6980 6890 

8/28/1998 6695 6724 6765.563 
 

9/28/1998 6840 6911 6871 

8/29/1998 6728 6736 6645.438 
 

9/29/1998 6806 6885 6799.75 

8/31/1998 6566 6550 6582.125 
 

9/30/1998 6787 6834 6775.813 

9/1/1998 6409 6335 6471.5 
 

        

       AFER 0.8478 

TABLE V. FORECASTED VALUES OF BITCOIN CLOSING PRICE 

Date Close Price Forecast   Date Close Price Forecast 

22-Feb-18 10,005.00 -   8-Apr-18 7,023.52 6931.557 
23-Feb-18 10,301.10 -   9-Apr-18 6,770.73 6931.557 
24-Feb-18 9,813.07 -   10-Apr-18 6,834.76 6931.557 
25-Feb-18 9,664.73 9703.155   11-Apr-18 6,968.32 6931.557 
26-Feb-18 10,366.70 10420.53   12-Apr-18 7,889.25 7897.048 
27-Feb-18 10,725.60 10897.8   13-Apr-18 7,895.96 7897.048 
28-Feb-18 10,397.90 10420.53   14-Apr-18 7,986.24 7897.048 
1-Mar-18 10,951.00 10897.8   15-Apr-18 8,329.11 8315.837 
2-Mar-18 11,086.40 10897.8   16-Apr-18 8,058.67 7897.048 
3-Mar-18 11,489.70 11480.03   17-Apr-18 7,902.09 7897.048 
4-Mar-18 11,512.60 11480.03   18-Apr-18 8,163.42 8315.837 
5-Mar-18 11,573.30 11560.43   19-Apr-18 8,294.31 8315.837 
6-Mar-18 10,779.90 10897.8   20-Apr-18 8,845.83 8873.62 
7-Mar-18 9,965.57 9703.155   21-Apr-18 8,895.58 8873.62 
8-Mar-18 9,395.01 9428.164   22-Apr-18 8,802.46 8873.62 
9-Mar-18 9,337.55 9428.164   23-Apr-18 8,930.88 8873.62 
10-Mar-18 8,866.00 8873.62   24-Apr-18 9,697.50 9703.155 
11-Mar-18 9,578.63 9703.155   25-Apr-18 8,845.74 8873.62 
12-Mar-18 9,205.12 9116.029   26-Apr-18 9,281.51 9116.029 
13-Mar-18 9,194.85 9116.029   27-Apr-18 8,987.05 9116.029 
14-Mar-18 8,269.81 8315.837   28-Apr-18 9,348.48 9428.164 
15-Mar-18 8,300.86 8315.837   29-Apr-18 9,419.08 9428.164 
16-Mar-18 8,338.35 8315.837   30-Apr-18 9,240.55 9116.029 
17-Mar-18 7,916.88 7897.048   1-May-18 9,119.01 9116.029 
18-Mar-18 8,223.68 8315.837   2-May-18 9,235.92 9116.029 
19-Mar-18 8,630.65 8629.421   3-May-18 9,743.86 9703.155 
20-Mar-18 8,913.47 8873.62   4-May-18 9,700.76 9703.155 
21-Mar-18 8,929.28 8873.62   5-May-18 9,858.15 9703.155 
22-Mar-18 8,728.47 8629.421   6-May-18 9,654.80 9703.155 
23-Mar-18 8,879.62 8873.62   7-May-18 9,373.01 9428.164 
24-Mar-18 8,668.12 8629.421   8-May-18 9,234.82 9116.029 
25-Mar-18 8,495.78 8315.837   9-May-18 9,325.18 9428.164 
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26-Mar-18 8,209.40 8315.837   10-May-18 9,043.94 9116.029 
27-Mar-18 7,833.04 7897.048   11-May-18 8,441.49 8315.837 
28-Mar-18 7,954.48 7897.048   12-May-18 8,504.89 8315.837 
29-Mar-18 7,165.70 7456.64   13-May-18 8,723.94 8629.421 
30-Mar-18 6,890.52 6931.557   14-May-18 8,716.79 8629.421 
31-Mar-18 6,973.53 6931.557   15-May-18 8,510.38 8315.837 
1-Apr-18 6,844.23 6931.557   16-May-18 8,368.83 8315.837 
2-Apr-18 7,083.80 7110.363   17-May-18 8,094.32 7897.048 
3-Apr-18 7,456.11 7456.64   18-May-18 8,250.97 8315.837 
4-Apr-18 6,853.84 6931.557   19-May-18 8,247.18 8315.837 
5-Apr-18 6,811.47 6931.557   20-May-18 8,513.25 8315.837 
6-Apr-18 6,636.32 6931.557   21-May-18 8,418.99 8315.837 
7-Apr-18 6,911.09 6931.557   22-May-18 8,041.78 7897.048 

        MSE   11049.89 
        AFER   0.96% 

TABLE VI. BEST INTERVAL FOR BITCOIN FORECASTING 

7078 7114 7726 8151 8542 8786 8932 9317 9424 10333 10617 11194 11485 11549 11549 

V. COMPARISON WITH OTHER MODELS 

Our proposed model is unique in time series forecasting as 
it uses concepts of Quantum computing and evolutionary 
algorithms along with fuzzy logic. The proposed algorithm was 
compared to other models and we observed that it is producing 
better results than many predecessors. Forecast from proposed 
model is having AFER of 0.84% and MSE of 5252.28. 
Comparisons of forecasting results obtained from our 
algorithm for TAIFEX forecasting are shown in Table 7 and 
Table 8. Figure 3 shows comparison of actual time series data 
and forecasted data from our algorithm. Table 8 shows 
comparison of our forecasting result with various other 
algorithms‘ results also shown in Figure 4. 

TABLE VII. AFERS OF DIFFERENT FORECASTING MODELS 

Model AFER 

Lee et al.‘s method (Lee et al., 2008) α=0.5 0.84% 

Lee et al.‘s method (Lee et al., 2007) First Order 1.24% 

Huarng‘s Algorithm (2001a) 1.03% 

Huarng‘s Algorithm (2001b) 0.89% 

Proposed method 0.84% 

TABLE VIII. FORECASTS FROM DIFFERENT FORECASTING MODELS AND PROPOSED MODELS 

  
Actual TAIFEX 

Index 

Chen's Algorithm 

[29] 

Huarng 

Algorithm 2001 

[30] 

Huarng 

Algorithm 2001 

[31] 

Proposed Algorithm 

8/3/1998 7552 --  --  --  --  

8/4/1998 7560 7450 7450 7450  -- 

8/5/1998 7487 7450 7450 7450  -- 

8/6/1998 7462 7500 7450 7500 7409.75 

8/7/1998 7515 7500 7500 7500 7482 

8/10/1998 7365 7450 7450 7450 7485.5 

8/11/1998 7360 7300 7350 7300 7331.5 

8/12/1998 7330 7300 7300 7300 7343.25 

8/13/1998 7291 7300 7350 7300 7284 

8/14/1998 7320 7183.33 7100 7188.33 7302.5 

8/15/1998 7300 7300 7350 7300 7343 

8/17/1998 7219 7300 7300 7300 7245.75 

8/18/1998 7220 7183.33 7100 7100 7169.688 

8/19/1998 7285 7183.33 7300 7300 7203.563 

8/20/1998 7274 7183.33 7100 7188.33 7285 

8/21/1998 7225 7183.33 7100 7100 7274 

8/24/1998 6955 7183.33 7100 7100 7075.75 

8/25/1998 6949 6850 6850 6850 6843.063 

8/26/1998 6790 6850 6850 6850 6831.188 

8/27/1998 6835 6775 6650 6775 6769.875 

8/28/1998 6695 6850 6750 6750 6765.563 

8/29/1998 6728 6750 6750 6750 6645.438 

8/31/1998 6566 6775 6650 6650 6582.125 

9/1/1998 6409 6450 6450 6450 6471.5 
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9/2/1998 6430 6450 6550 6550 6377.5 

9/3/1998 6200 6450 6350 6350 6298.25 

9/4/1998 6403.2 6450 6450 6450 6232.938 

9/5/1998 6697.5 6450 6550 6550 6595.075 

9/7/1998 6722.3 6750 6750 6750 6824.938 

9/8/1998 6859.4 6775 6850 6850 6833.3 

9/9/1998 6769.6 6850 6750 6750 6878.775 

9/10/1998 6709.75 6775 6650 6650 6720.038 

9/11/1998 6726.5 6775 6850 6775 6670.25 

9/14/1998 6774.55 6775 6850 6775 6755.938 

9/15/1998 6762 6775 6650 6775 6764.737 

9/16/1998 6952.75 6775 6850 6850 6862.125 

9/17/1998 6906 6850 6950 6850 6992.5 

9/18/1998 6842 6850 6850 6850 6905.75 

9/19/1998 7039 6850 6950 6850 6944.938 

9/21/1998 6861 6850 6850 6850 7010.75 

9/22/1998 6926 6850 6950 6850 6804.5 

9/23/1998 6852 6850 6850 6850 6897.75 

9/24/1998 6890 6850 6950 6850 6852 

9/25/1998 6871 6850 6850 6850 6890 

9/28/1998 6840 6850 6750 6750 6871 

9/29/1998 6806 6850 6750 6850 6799.75 

9/30/1998 6787 6850 6750 6750 6775.813 

MSE   9668.94 7856.5 5437.58 5252.28 

AFER   1.05% 1.03% 0.89% 0.84% 

 

Fig. 3. Graph of actual TAIFEX index and forecasted values 

 

Fig. 4. Graph of forecasts from different models 
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Fig. 5. Actual and forecasted Bitcoin time series

VI. CONCLUSION 

In this research we have formulated a novel approach for 
FTS forecasting using Quantum concepts and Evolutionary 
Algorithms. The Quantum Evolutionary Algorithm is used in 
combination with FTS forecasting and used to adjust interval 
lengths for better forecasting values. The unique algorithm was 
applied on TAIFEX index forecasting and Bitcoin price 
prediction. TAIFEX index forecasting produced AFER of 
0.8478 while Bitcoin prediction produced AFER of 0.96%. 
AFER of the proposed model for TAIFEX forecasting is better 
than many of its predecessors. The proposed method is unique 
in the sense that Quantum computing along with Genetic 
Algorithms and Fuzzy Logic has never been developed before. 
The methods provide a new dimension for economic and 
financial modeling where optimization in various models can 
be improved with respect to accuracy and computational 
complexity. 

In future, we aim to apply QEA to various algorithms of 
forecasting and portfolio optimization for improving model 
efficiency. Moreover, it is aimed at applying Quantum 
computing concepts on different nature inspired algorithms for 
designing new and powerful approaches to optimization 
techniques. 
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