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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!
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Classification of Imbalanced Datasets using
One-Class SVM, k-Nearest Neighbors and
CART Algorithm

Maruthi Rohit Ayyagari

College of Business, University of Dallas
Irving, Texas, USA

Abstract—In this paper a new algorithm, OKC classifier is
proposed that is a hybrid of One-Class SVM, Kk-Nearest
Neighbours and CART algorithms. The performance of most of
the classification algorithms is significantly influenced by certain
characteristics of datasets on which these are modeled such as
imbalance in class distribution, class overlapping, lack of density,
etc. The proposed algorithm can perform the classification task
on imbalanced datasets without re-sampling. This algorithm is
compared against a few well known classification algorithms and
on datasets having varying degrees of class imbalance and class
overlap. The experimental results demonstrate that the proposed
algorithm has performed better than a number of standard
classification algorithms.

Keywords—SVM; k-NN; CART; OKC; classification; machine
learning

I.  INTRODUCTION

Classification is a task of categorizing the instances of a
specified class from amongst the given set of classes. This
task is done by a classifier that is demonstrated on a dataset of
training cases. Most of the classification algorithms expect
balanced class, i.e. there will be practically equivalent number
of cases from all classes in the preparation dataset. But in
many real world domains, like fraud detection, medical
diagnosis, etc., the number of examples that belong to one
class may severely outnumber the instances that belong to
another class/classes. Such datasets, in which significant
differences in the proportion of cases having a place with
various classes are possible, called imbalanced datasets. The
imbalance in class distribution could prompt high
misclassification rates of minority class cases. One of the real
explanations for this is the majority of the classification
algorithms deal with the objective of enhancement of
accuracy. As the majority class instances are much higher in
number than the minority class ones, the classifier would give
high accuracy, even if it classifies all instances as majority
class and misclassifies all the minority class instances. This is
called class imbalance problem. Besides the imbalanced
datasets, other data intrinsic characteristics like overlapping
between classes, presence of small disjuncts and lack of
density of the minority class in training datasets could also
impact the performance of the classifier significantly. The
issue of class imbalance becomes more serious in the presence
of one or more of such data on intrinsic characteristics. A few
arrangements have been proposed in the past to manage these

issues independently. In this paper, we have proposed a new
algorithm, namely, OKC classifier (hybrid of One-class SVM,
K-nearest neighbor and CART) to overcome this problem.

A. Imbalanced Datasets

In many real life applications, the situation of imbalanced
datasets every now and again shows up. A dataset in which
one class extremely outnumbers other can be considered as an
imbalanced dataset. The class with moderately less number of
cases in a dataset is called 'minority class' and alternate class is
called ‘majority class’. The minority class usually represents
the most essential idea to be learned, and it is hard to
distinguish it since it may be related to huge and remarkable
cases, or because the data acquisition of these cases is costly
[1-2]. The imbalance of data distribution between different
classes is known as between-class imbalance [3]. Such
imbalance could be a consequence of the intrinsic nature of
the data. For example, in the fraud detection domain, it is
difficult to get the data related to the fraudulent transactions
than the data that belong to legitimate transactions. Within a
class imbalance is said to happen when a class is comprised of
various sub-groups and the quantity of cases having a place
with each sub-bunch is altogether not quite the same as those
of other sub-bunches inside a similar class [4].

B. Class Overlapping

The class overlaps problem appears when a region in data
space contains training data from more than one class. In such
case, there is no clear partition between various classes
causing difficulty in the classification process. The
performance of a classifier is extraordinarily influenced when
the issue of class overlapping is present along with an
imbalance in the dataset. It has been proved that for the
datasets that have clean clusters, i.e. no overlapping and are
linearly separable, classifier performance on such datasets is
not influenced by any degree of imbalance [1, 5]. In other
works, it has been proved that if the data in the overlapping
region are imbalanced, then the imbalance ratio affects the
performance more than the size of overlap [1].

C. Lack of Density

The issue of lack of density emerges when there is almost
no information accessible to represent the minority class
concept. In the event that the cases of the minority class are
less, then it becomes difficult to distinguish between minority
class and noise. The majority of standard classifiers aim to
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obtain a good generalization capability. In case of lack of
density of a minority class, the classification rules that predict
the minority class are highly specialized whereas due to the
large number of majority class cases, the classification rules
that predict the majority class seem to be more general to the
classifier as their coverage is very high as compared to the
minority class ones [6]. So, in this case the rules that predict
the minority class are discarded by the classifier leading to
high misclassification of a minority class.

Il. BACKGROUND

Verma et al. [7] used median filter, Gaussian filter and un-
sharp masking J for the image enhancement. Entropy based
segmentation is used to find the region of interest and then
KNN and SVM classification techniques for the analysis of
kidney stone images. The accuracy of KNN was found 89%
and that of SVM was 84%. Li and Wang [8] used SIFT
(Scale-invariant feature transform) algorithm to extract feature
and the extracted features are clustered by K-means clustering
algorithm. After clustering BOW (bag of word) of each image
is constructed and multi-class classifier is trained using SVM
(Support Vector Machine) to classify images. Authors reviled
that SVM gave better results in small sample training set.
Accuracy of image classification was about 90% with this
method. Guo et al. [9] proposed SVM-based sequential
classifier training (SCT-SVM) approach for remote sensing
image classification. This technique help in reducing required
number of training samples for classifier training. Different
experiments were conducted with Sentinel-2A multitemporal
data and accuracy of 76.18% to 94.02% achieved with the
proposed technique.

McDermott et al. [10] in this study investigate Support
Vector Machine (SVM) classifiers for detecting brain
hemorrhages using Electrical Impedance Tomography (EIT)
measurement frames. A 2-layer model of the head with series
of hemorrhages is designed by means of numerical models
and physical phantoms. Authors reported that phantom models
are more challenging with maximum specificity of 75% when
used with the linear SVM. The detection are was increased
when radial basis function (RBF) SVM classifier and a neural
network classifier were applied. Badgujar and Deore [11]
proposed a hybrid algorithm using Migrating Bird
Optimization and Support Vector Machine (MB-SVM)
classifiers. Gaussian filters are used to eradicate the noise
from the fundus retinal image. Experimental validation on a
publicly available STARE data-set demonstrates the improved
performance of the proposed method over existing method.
Ma et al. [12]. Presented weight-KNN the KNN-based model
acquire the test image’s k-nearest neighbors and get the
prediction of the image according to the contribution of its
neighbors. Hu et al. [13] combine color, texture and shape
feature towards multi-type feature. These features were
integrated with k-nearest neighbor classifier. Experiment were
conducted on 4500 aerial images and recognition rate of 99%
was achieved using this multi-type feature. Gul et al. [14]
propose an ensemble of subset of k-NN classifiers, (ESKNN)
for classification. Experiments were conducted on benchmark
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data sets and results are compared with usual k-NN, bagged k-
NN, random k-NN, multiple feature subset method, random
forest and support vector machines. The proposed ensemble
gives better classification performance than the usual k-NN
and its ensembles, and performs comparable to random forest
and support vector machines. Guo et al. [15] proposed a
guided filter-based method and used two fusion methods for
spectral and spatial features. Hyperspectral images were
classified using SVM. The proposed method were fast in
execution and easy to implement.

A. Proposed OKC Classifier

The proposed algorithm is a hybrid of one class SVM, k-
Nearest Neighbour and CART (Classification and Regression
Tree) algorithms. In this algorithm, Hellinger distance and
Gini impurity are used as splitting criteria for choosing the
best feature and best value to split, respectively. Hellinger
distance has been proved to be skewed insensitive [16] i.e. it is
not affected by the situation of class imbalance. On each leaf
node of this tree where the illustrations have diverse classes,
feature selection is done to choose two features that could best
discriminate among the classes and then k-Nearest Neighbours
is trained on all examples and one class SVM is trained on the
minority class samples. When a new prediction is to be done,
it is first classified to the leaf node and then it is categorized as
inlier or outlier by the one class SVM. If it is predicted as
inlier, it is assigned the minority class otherwise after feature
selection it is assigned the class predicted by the k-Nearest
Neighbor algorithm with k=1 i.e. the class of its nearest
neighbour. This algorithm is designed to handle the class
imbalance problem even if other data intrinsic characteristics
like class overlap and lack of density is also present. As the
feature selection is done at each leaf, only those features that
play a significant role in classification are selected. It means
that overlapping features will be discarded and thus the class
overlapping problem can be handled to a great extent. The
feature selection is done by using Hellinger distance [17]. The
one class SVM algorithm is trained on the minority class tests
at each leaf with mixed samples, so it is ensured that all
minority class illustrations are learnt by the classifier.

B. One Class SVM

Support Vector Machine (SVM) is a discriminative
classifier formally defined by a separating hyper-plane. The
conventional 2-class classifier finds a hyper-plane that isolates
one class from another. The one-class SVM finds the hyper-
plane that separates all of the in-class points from the origin; it
is essentially a two-class SVM where the origin is the only
member of the second class. So, basically it separates all the
data points from the origin and maximizes the distance from
this hyper-plane to the origin. This results in a binary function,
which captures regions in the input space and returns +1 in the
region capturing the training data point & -1 elsewhere [18].

C. K-Nearest Neighbors

In the K-Nearest Neighbour algorithm, an object is
classified by a majority vote of its neighbors, with the object
being classified to the class most common among its k nearest
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neighbors. If k=1, the object is simply classified to the class of
that single nearest neighbour. It is typically in light of the
Euclidean separation between a test sample and the specified
training samples. For n-dimensional space, the Euclidean
distance between two points x and y is calculated as
following:-

It has been observed that the k-NN algorithm suffer from
the curse of dimensionality [19] i.e. it cannot perform well
when the number of features of the dataset is large. To deal
with this issue, we are doing feature selection to select the best
features that could best discriminate among the classes before
applying k-NN. This feature selection is done at each leaf,
with mixed class samples, separately so that the problem of
class overlap could be minimized as different features may be
prevalent in different places in the data space.

D. CART

Classification and Regression Tree (CART) is a binary
recursive partitioning algorithm that is fit for handling
nominal and continues attributes both as targets and predictors
[20]. The classification tree is built by recursively splitting
parent nodes into two child nodes that have maximum
homogeneity. This homogeneity is determined by an impurity
function. CART searches through all values of the attributes to
find the best value to split. There are several impurity
functions like Gini index, Towing splitting rule, etc. The
process of splitting is stopped when a node becomes pure.
Otherwise, it is repeated until a split result into a child node
with less number of observations than a predefined number, or
when the change in impurity function is less than the
predefined minimum change number. Classification of a new
observation is made by assigning the dominating class of the
leaf node to which the new observation belongs to. In case of
imbalanced datasets, when there is the problem of absolute
rarity or lack of density of the minority class, the dominating
class at the leaf nodes is usually the majority class. This
results into misclassification of the observations that belong to
the minority class. To sort out this problem, we are using the
One-class SVM and k-NN at the leaf nodes with mixed classes
instead of voting. One-class SVM is trained on the minority
class, to cover all minority class examples so that the problem
of lack of density of minority class can be handled to at least
some extent. Then after selecting two features using Hellinger
distance, k-NN is trained on all samples of the leaf.

E. Splitting Criteria for OKC Classifier

In the proposed algorithm, the splitting criteria used for the
choice of the best features, is Hellinger distance and the
criteria used for the selection of best value of the chosen
feature is Gini impurity. Hellinger distance is a good criterion
to be used with imbalanced datasets as it is not affected by the
class distribution skew [16]. Assuming a binary class problem
(class + and class-), let x+ be class+ and x- be class-, x,; is
the number of positives in bin j and x_j; is the number of
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negatives in bin j. For a feature that has p number of bins, the
Hellinger distance is given below:

o Bl [l 2
dy (x4, x.) = Z Lt A I | it §
2\l ~ I

The Hellinger distance for all features is calculated before
each split and the feature with maximum Hellinger distance is
chosen to split. After that, the choice of best value, of the
selected feature, to split is made by using Gini impurity. Gini
impurity is the expected error rate if one of the results from a
set is randomly applied to one of the items in the set [20]. Gini
impurity can be computed by summing the probability of each
item being chosen times the probability of a mistake in
categorizing that item. To compute Gini Impurity for a set of
items, suppose i {1, 2,...m}, and let f; the fraction of the items
labeled with the value i in the set, the Gini impurity as given
below:-

Is(f) :ifi(i_fi) =§:(fi ) =ifi

—iﬁ-2=1—iﬁ-2=2ﬁfk
i=1 i=1

izk

The value with the lowest Gini impurity is selected for
split.
F. Stopping Conditions for OKC Classifier

The process of splitting of nodes is done recursively until

some stopping condition is met. In the proposed algorithm,
there are three stopping conditions:

1) When the node becomes pure i.e. all samples on that
node belongs to a single class.

2) If the change in impurity functions, i.e. Gini index,
after splitting, would be less than the predefined minimum
value.

3) If the split would result into a child node with less
number of samples than the predefined minimum number of
samples.

G. Algorithm

Input: A set S of labeled instances, threshold values for
minimum number of samples at leaves and minimum change
in utility function i.e. Gini Impurity.

Output: A binary tree with class labels and/or one class
SVM, list of selected features and k-NN classifiers at leaves.

Step 1 If all samples at the current node have the same labels,
assign that label to the current node and return.

Step 2 For each attribute, evaluate the hellinger distance and
choose the attribute A with a maximum value of
the hellinger distance.

Step 3For each distinct value of A, evaluate Gini impurity
and choose the value V, with the lowest value of
Gini Impurity.
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Step 4 Evaluate the difference between the utility of the
current node and the utility that would result after
split is performed on value V of attribute A.

Step 51f the difference in utility is less than the threshold
value or if the split would result into nodes with
the less number of samples than the threshold
value, fit a one-class SVM on the minority class
samples and calculate hellinger distance on all
attributes to choose two attributes with highest and
the second highest value of hellinger distance. On
the chosen attributes fit a k-NN classifier and
return.

Step 6 Partition S with value V and attribute A.

For each child node, call the algorithm recursively.

I1l. EVALUATION AND DISCUSSION

In this work, we have considered public dataset of five
categories, namely, Yeast, CTG, Wilt, Fraud, and
Semiconductors. Brief information about these databases also
depicted in Table I.

A. Experimental Results

In order to evaluate the performance of the proposed
algorithm, we have considered five different public datasets as
described in Section 3. These five different datasets are
normalized and taken from the UCI repository [21]. The
results of the proposed algorithm are compared with standard
machine learning algorithms decision tree, neural network,
SVM, Naive Bayes, k-Nearest Neighbors, Naive Bayes tree
and CART. The proposed algorithm is also compared against
random over-sampling, random under sampling, hybrid over-
under sampling and meta-cost techniques applied to all the
standard algorithms discussed in this section. In meta-cost, the
cost of misclassification of minority class is set to double than
the cost of misclassification of the majority class. The results
obtained after performing various experiments without
sampling, after random under-sampling and after random
over-sampling are depicted in Tables Il to IV, respectively.
Experimental results based on hybrid of random under-
sampling and random over-sampling are presented in Table V.
In Table VI, we have presented experimental results achieved
after setting meta-cost double for misclassification of minority
class than the misclassification of the majority class. We have
seen that proposed classification algorithm, namely, OKC
performs better than existing algorithms.

TABLE I. DATASETS USED FOR EXPERIMENTS
Size of Training Size of Testing
Class-I | Class-1l | Class-I | Class-ll
Yeast 9 20 464 10 199
CTG 22 365 1124 106 531
Wilt 6 74 4265 187 313
Fraud 25 100 600 200 100
Semiconductor 3 76 924 28 539

TABLE II. F-SCORE (%AGE) WITHOUT SAMPLING
Algorithm CTG Wilt | Yeast Fraud | Semiconductor
Decision Tree 41.38 0 0 0 0
Neural Network 51.41 14.85 | 18.18 2833 | 0
SVM 55.06 0 0 0 0
Naive Bayes 41.03 3.16 8.42 3468 | 0
k-NN 11.64 0 0 769 |0
Naive-Bayes Tree 22.47 15.76 | O 2338 | O
CART 21.95 419 |0 0 0
Proposed Algorithm | 61.27 59.23 | 22.9 80.7 21.05
TABLE Ill.  F-SCORE (%AGE) UNDER SAMPLING
Algorithm CTG Wilt | Yeast Fraud | Semiconductor
Decision Tree 22.1 4141 | 9.04 63.8 9.24
Neural Network 43.24 3565 | 9 61.4 7.9
SVM 49.83 20.85 | 8.99 57.62 | 6.4
Naive Bayes 49.04 40.33 | 8.7 65.59 | 7.35
k-NN 19.59 55.42 | 9.57 59.42 | 7.35
Naive-Bayes Tree 46.46 37.68 | 8.29 69.57 | 0
CART 36.96 44.11 | 9.04 69.32 | 8.7
Proposed Algorithm | 61.27 59.23 | 22.9 80.7 21.05
TABLE IV.  F-SCORE (%AGE) OVER SAMPLING
Algorithm CTG Wilt | Yeast Fraud | Semiconductor
Decision Tree 41.84 28.05 | 10.22 79.41 | 8.81
Neural Network 49.83 26.05 | 7.92 36.65 | 9.9
SVM 52.17 7.14 8.75 65 7.16
Naive Bayes 40.82 4585 | 8.7 72.05 | 7.23
k-NN 225 23.26 | 10.53 54.42 | 12.95
Naive-Bayes Tree 21.43 10.1 8 30.95 | 8.76
CART 44.02 29.46 | 8.22 46.59 | 12.77
Proposed Algorithm | 61.27 59.23 | 22.9 80.7 21.05
TABLE V. F-SCORE (%AGE) AFTER HYBRID UNDER-SAMPLING AND
OVER-SAMPLING
Algorithm CTG Wilt | Yeast Fraud | Semiconductor
Decision Tree 3221 37.66 | 10.69 61.16 | 9.51
Neural Network 51.27 19.23 | 5.37 50.87 | 9.63
SVM 50.67 11.94 | 7.82 60.32 | 6.73
Naive Bayes 45.42 45.96 | 7.95 64.42 | 7.43
k-NN 22.32 57.33 | 8.39 56.19 | 10.77
Naive-Bayes Tree 27.35 33.62 | 6.50 52.20 | 6.45
CART 51.33 50.97 | 14.46 53.64 | 9.21
Proposed Algorithm | 61.27 59.23 | 22.90 80.70 | 21.05
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TABLE VI.  F-SCORE (%AGE) AFTER SETTING META-COST
Algorithm CTG Wilt Yeast | Fraud | Semiconductor
Decision Tree 1494 | 0 0 8.92 0
Neural Network 50.21 | 2275 | 0 5145 | 0
SVM 52.31 0 9.31 0 0
Naive Bayes 49.8 1532 | O 36.84 | O
k-NN 2703 | 714 |0 12.88 | 3.57
Naive-Bayes Tree 2547 | 4.17 20 2216 | O
CART 20.65 5.18 0 4554 | 0
Proposed Algorithm 61.27 59.23 | 22.9 80.7 21.05

IV. CONCLUSION

In this paper, a new classification algorithm based on a
hybrid combination of one class SVM, k-NN and CART
algorithms has been proposed. This algorithm is outlined to
such an extent that it could perform well in classification of
imbalanced datasets that are non-linearly separable without
any need of resampling. Also, it can deal with the
circumstances of class overlap and lack of density of the
minority class in imbalanced datasets. Our experiments have
shown that the proposed algorithm could outperform a number
of standard classification algorithms. However, this work is
focused only on the binary classification tasks. The task of
multiclass classification in the presence of class overlaps, lack
of density of the minority class in imbalanced datasets is left
for future scope.
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Abstract—The purpose of this study is to shine the light on the
importance of educating students on digital literacy and
netiquette, for technology has become a common denominator in
most of our tasks. This study is mostly concerned with involving
schools in educating students on this matter since students spend
most of their time in schools. The paper expresses the urgency of
increasing the dose of digital literacy taught in schools to help
raise students’ awareness to potential risks the internet has. It
breaks down the risks that young users are prone to face as well
as ways to safely avoid them. Further, the paper analyzes the
state standards practiced in the US. to serve as a wake-up call for
schools to work on improving their standards to protect young
users from the versatile harms. Therefore, schools are conjured
to take on the role of enhancing students’ digital literacy and
their understanding of the potential risks present online.

Keywords—Digital literacy; e-learning; internet risks; online
education and safety

I.  INTRODUCTION

With every decade and every century of time comes unique
trends that capture the interest and curiosity of the generation
living within that time frame. The trends peculiar to those ages
tend to be relevant to the people and thus it occupies most of
their daily tasks by default. With the arrival of the 21st century,
the most common phenomenon that spread across the world
was technology and its various functionalities that mostly
includes the internet. The rapid spread of the internet and
technology caused drastic changes in the World that made such
an epidemic become the peak of interest for researchers.
However, less research has been executed on the ramifications
of technology and internet surfing etiquette (netiquette)
especially for children of all ages. Novice internet users and
technology holders, such as students at schools, can be prone to
many of the dangers that technology carries within its folds [1].
Therefore, this paper will firstly shine the light on the literature
that covers issues related to technological effects on minors.
Also, this paper will discuss the risks that students are bound to
face as well as methods to possibly minimize students' risks
and enable them to surf the internet safely and more
responsibly. This research paper is organized as follows:
Section Il presents the literature search and review used,;
Section 111 gives the definition of what is the digital literacy;
Section IV covers the importance of teaching student’s digital
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literacy and online safety measures while Section V covers the
potential 21st century risks facing young internet users; and
Section VI deals with how schools contribute effectively to
minimizing students’ online risks. In Section VII, conclusion
and contributions are discussed, and finally future work is
discussed in Section VIII.

Il. LITERATURE REVIEW

The Worldwide proliferation of technology that initially
started as a trend, is becoming a norm and a must in almost all
organizations and for all its users. The internet, specifically, is
found to be very effective in many realms, especially in the
realm of education [2]. The technological advances are
attracting more school boards across the world to adopt its
many resources into its curriculum [3]. Consequently, 21st-
century education is now majorly defined by students’ digital
use throughout their school years, and many of its tools are
holistically reliant on the internet [4].

With its rapid spread and development, children are easily
gaining access to many of its forms at home, at school, and at
other different locations [5], which is raising many concerns
among scholars. The product so-called “internet” is granting
minors access to its many constituents almost for free but
without a manual of instructions or precautions that they
should take while surfing the web [6]. The dearth of studies
concerned with raising awareness on internet safety measures
is causing an imbalance leading to children’s exposure to many
risks without a shield to protect them [7].

While the internet is massively used as an entertaining
outlet or an educational media, others use it to target vulnerable
users in ways to bully them, mislead them with wrong data,
hurt them, or sexually harass them. Unfortunately, these
phenomena are part of the package when becoming an internet
user and it’s widely spreading to where it’s part of the
internet’s culture [8]. Children’s scarce knowledge concerning
digital literacy is allowing child predators and other adversaries
to use these gaps in ways that harm children without them
knowing.

According to a learning.com study, among 110,000
students in America who took the learning.com survey, more
than %75 of fifth and eighth graders are not equipped with the
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proper tools to use the internet safely [9]. Without the right
preparations, students are prone to fall into the many black
holes that are woven into the internet system.

Therefore, the urge to teach students of all ages about
online safety measures simultaneously while using the internet
is imperative [10]. The author in [11] suggested that schools
and parents need to cooperate in an effort to minimize
students’ exposure to online risks as well as to increase their
digital knowledge so they can become vigilant users.

I1l. WHAT IS DIGITAL LITERACY

The term “digital” encompasses computers, the internet, cell
phones and any form of technology used nowadays. Becoming
digitally literate means to harness all necessary skills that
allows the user to carefully navigate through the internet,
respect authorship rules, understand social responsibility and
netiquette, and react professionally to any attempts of bullying
or harm [12].

IV. THE IMPORTANCE OF TEACGINH STUDENTS DIGITAL
LITERACY AND ONLINE SAFETY MEASURES

Due to the continuous advances in technology, new names
to describe this era are being created. “In 1998, Don Tapscott
talked about the ‘Net Generation’, in 2001 Marc Prensky
coined the term ‘digital natives’.” [13]. Students’ preferences
for how they want to learn and preform their daily tasks are

redefined and are majorly dependent on technology [5].

The escalating digital use is becoming a norm that requires
a high level of understanding and literacy to avoid potential
risks. Adversaries are using the unlimited online potential to
target those who are digitally illiterate via different outlets
including virus infected websites, social media sites, website
scams and false advertising, sexual exposing contents, and self-
harm-oriented websites.

Studies have shown that the possibility of children staying
out of the internet’s risks is by having parent, school, and peer
supervision. However, The EU Kids Online survey shows that
half of children’s access is from private places, including their
bedrooms, where supervision is not available which makes
them prone to many risks [14]. Therefore, the urge to have
students educated on digital literacy is highly needed since they
are not always surrounded with those who will supervise and
protect them. The more children are equipped with the right
knowledge to work out any problems or obstacles they may
face online, the less others will need to step in to protect them
while online.

Furthermore, the 21st century curriculum is based on
teaching student’s college preparatory skills that involves
technology-based tasks. If children were taught the proper
ways to use technology and utilize it for beneficial causes, they
will grow professionally and become strong candidates for
future jobs that are predicted to be holistically reliant on
technology [15]. Hence, the crucial role of schools in
promoting digitally literate generations [5].
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V. POTENTIAL 21°" CENTURY RISKS FACING YOUNG
INTERNET USERS

While the internet exudes many positive traits and benefits,
it is also a medium used for many dangerous acts that are set
by many parties including hackers, bullies, pedophiles, self-
harm advocates, and thieves. The arising threats against young
users, specifically, are raising parents’ concerns towards their
children’s exposure to the internet [8].

Among the problems that children are expected to stumble
upon is meeting strangers. Some predators use social media
and other forms of online communications to trick children into
sending pictures, sharing personal information, or arranging
meetings [16]. Children can also be exposed to sexual content
accidentally or deliberately. As part of the unlimited internet
access and the limited policies and rules controlling the giant
web, students are most likely to bump into inappropriate and
explicit  advertisements when surfing untrusted or
unprofessional sites.

Furthermore, children who have at least one social media
account is prone to cyberbullying [17], which is becoming an
alarming epidemic [18]. Students at a young age are still
building their personalities and are trying to discover their
interests and talents, which puts them in a sensitive stage to
where negative comments become vital to their health and self-
esteem [19]. In fact, the term cyber bullying developed as a
result of adolescents (ages 12-18) profoundly using the social
network to negatively shame, embarrass, and break their peer’s
confidence, and thus ostracize them from their social groups
[19].

Moreover, the ubiquitous use of websites is creating a
pathway for adversaries to spread phishing threats and hidden
computer viruses through websites that are familiar to the user.
Those threats tend to be among the most dangerous methods
used to obtain personal information as it looks very similar to
legitimate websites, applications, and emails [20], without the
right training on this issue, children can easily fall into the nets
of fraudsters without knowing [21].

Additionally, according to the EU Kids online survey [22-
23], among the top activities that children use the internet for is
playing games and watching video clips [13], which is also the
same methods self- harm advocates use to encourage suicide
and other deviant acts. The recent challenge known as the
“Momo challenge”, which features a female Japanese sculpture
with giant eyes and a sharp grin, has been spreading around
among children via social media asking children to hurt and
kill themselves [24]. Earlier in the year, rumors of a similar
game familiar as the ‘Blue Whale Challenge’ took place in
different countries asking students to also harm themselves and
execute 50 harming challenges within a period of 50 days [25].
Such games were built on concepts of competitivity, peer
pressure and the lack of adult supervision. The key to not get
sucked in these games is by being digitally literate enough to
know that these games are threats and another form of cyber
bullying, that needs to be reported immediately [26].

7|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

VI. How CAN ScHOOLS CONTRIBUTE EFFECTIVELY IN
MINIMIZING STUDENTS’ ONLINE RISKS

According to the National Center on Education and the
Economy (NCEE), the average time spent in schools across
countries is around 175 to 220 days with an average of 6.8
hours spent daily [27]. These numbers show that students
spend a great amount of time in schools every year, which can
be very imperative and fundamental to their growth if they are
given the right knowledge. Thus, the numerous hours spent in
schools play a role in increasing the trust levels between
teachers and students. Based on the EU Kids Online Survey
[28], when Australian children are bothered by something
online, they are most likely to turn to a teacher or a parent for
help. Even though this study mostly specifies Australian kids,
it is very common for students to address teachers when
needing help, especially those they trust [29]. Therefore,
teachers’ effects on the issue of preventing online risks are
imperative and schools should use its platform to raise
awareness on the former online risks.

Firstly, schools are encouraged to organize multiple student
seminars that addresses online risks and ways to gain immunity
against such harms. These seminars will help serve as
reminders for students as well as it will keep them up to date
with the skyrocketing development of technology and its many
flaws and risks.

The technology standards that are practiced in the states
following the common core mostly revolves around students’
literacy on formulas, functions, spreadsheet knowledge,
presentation creation, importing data and exporting data,
problem solving specific to technology tools, keyboarding,
typing, toolbar functions, plagiarism, and personal data sharing
[30]. On the contrary, the common core technology standards
briefly focus on the many forms of cyber bullying and how
social media is playing a major role in that. It also didn’t
mention anything about the phishing phenomenon, computer
viruses, online pedophiles and websites that seek the
attainment of personal information. While it is crucial for
students to know about the computers’ many functions and
benefits, it is also important for them to know about the risks
they are highly expected to encounter while using the
computer.

While forty-one states adopted the former technological
standards, the other nine states left and developed their own
standards including technology related standards. After
examining each of the nine states’ recently adopted standards
for the 2019-2020 school year, that are specific to technology,
it was found that Oklahoma and Alaska did not mention the
21st century risks talked about above (cyberbullying, phishing
scams, virus-based risks, self-harm invoking games and videos,
or online offenders...etc.) Rather, its major focus was mainly
on proper computer and internet usage through utilizing its
hardware and software tools correctly to problem solve and
execute research projects successfully. Indiana, and Virginia;
however, talked about the major computer rules as well as
slightly mentioning the dangers of cyberbullying. The 3-5
grade technology standards found in the Texas Essential
Knowledge Standards (TEKS) did not have strands focusing on
the 21st century risks, whereas the 6-8 technology TEKS did.
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According to the TEA website, the technology TEKS
briefly talked about cyber bullying and virus-related risks as
most of its strands were dedicated more towards computer
usage, keyboarding, and its related tools. Similarly, to the
technology TEKS in Texas, Indiana’s standards were also brief
on cyberbullying while the bulk of its standards focused on
functionality and utilization of the internet and the computer.
South Carolina and Florida were the only states that talked
about three or more of the potential 21st century risks including
cyberbullying, phishing, and virus-related risks. The only state
that did not have standards specific to technology on its
website was Nebraska [31-40], which could either mean that
technology might not be a top priority subject or that it might
be part of another subject’s standards instead of its own.

From the previous information, it can be concluded that
technology as a subject is not among the schools’ priorities as
it’s not part of the standardized testing process compared to
math, English and science [41], [42]. Despite its insignificance,
most of the schools in America have technology standards that
address basic knowledge on the use and functionality of
advanced devices, such as computers and cell phones, and the
internet. The deficiency found in those standards; nonetheless,
was that they either lightly focused on the 21st century online
risks (cyberbullying, phishing scams, virus-related risks,
offenders...etc.) or they did not mention them at all.

Therefore, schools in America are implored to maximize
the attention on digital literacy specifically literacy related to
the spreading risks of the 21st century. Even though children
are not tested on technology, they are highly in need of
guidance that teaches them how to roam the internet safely as
part of the default trend of owning a device and having access
to the internet.

Since schools in America are truly dedicated to preparing
students for the future and for real life situations, then they
ought to dedicate more time in teaching students technology
literacy skills and netiquette because that is the future [43].
Since students as young as seven years old are owning phones
nowadays [44], digital literacy and online risks awareness
lessons should be boosted in schools from kindergarten all the
way to high school.

VIIl. CONCLUSIONS

The 21st century brought the world a double-edged
component that is quickly growing to become among the most
fundamental components of life. Technology might have not
been that important because it was not so widespread as it is
currently [45]. The evolving technology that involves the
internet, is bringing its users insurmountable benefits as well as
potential harm if the user was not vigilant and digitally literate.
This paper mostly focuses on young users who are not literate
enough to surf the internet freely, yet they do. [23]. Parents
normally would supervise their children to make sure they are
using the internet safely; however, parents are not always
present everywhere the child goes [23]. Children tend to surf
the internet in private places where supervision is not present,
which can be risky if they are not familiar with potential 21st
century risks. Therefore, schools are conjured to take on the
role of enhancing students’ digital literacy and their
understanding of the potential risks present online. In fact, even

8|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

though technology is not part of standardized tests, it is among
the few skills that students will remember and use in the real
world. It is an undeniable fact that technology is becoming part
of every institution, organization, restaurant, entertainment
place, and home. The importance of intensifying students’ dose
of digital literacy in schools is discussed and explained as an
urgent issue requiring awareness, which achieves the stated
objective for this study. A review of the literature reveals an
alarming lack of attention to the prevalent threat of low-
technology, or low-complexity phishing attacks. Accordingly,
here is a primer on the prominent exploit known as phishing,
illustration of several cases, and the necessity for
organizational and societal education of data users as to
appropriate computer hygiene [46].

The unintended consequences facing humans as they
attempt to govern the process of artificial intelligence, machine
learning, and the impact of billions of sensory devices
connected to the Internet is a challenge to all involved [47].

VIIl. FUTURE WORK

As future work, the authors will select a school for a pilot
study to conduct training for teachers and raise technology
awareness for students as well as test their readiness for
minimizing the risk associated with internet usage and compare
it with the other schools that did not get same training and
awareness.
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Abstract—Detecting Internet malicious activities has been and
continues to be a critical issue that needs to be addressed
effectively. This is essential to protect our personal information,
computing resources, and financial capitals from unsolicited
actions, such as, credential information theft, downloading and
installing malware, extortion, etc. The introduction of the social
media such as Twitter has given malicious users a new and a
promising platform to perform their activities, ranging from a
simple spam message to taking a full control over the victim’s
machine. Twitter revealed that its algorithms for detecting spam
are not very effective; most of the trending hashtags include
unrelated spam and advertising tweets which indicates that there
is a problem with the currently used spam detection framework.
This paper proposes a new approach for detecting spam in
Twitter microblogging using Machine Learning (ML) techniques
and domain popularity services. The proposed approach
comprises two main stages: 1) Tweets are collected periodically
and filtered by selecting the ones that appear more frequently
than a decided threshold in the specified period (i.e. common
tweets). Then, an inspection is conducted on the common tweets
by checking the associated URL domain with Alexa’s top one
million globally viewed websites. If a tweet is common on Twitter
but does not appear on the top one million globally viewed
websites, it is flagged as a potential spam. 2) The second stage
kicks in by running ML algorithms on the flagged tweets to
extract features that help detect the cluster of spam and prevent
it in real-time. The performance of the proposed approach has
been evaluated using three most popular classification models
(random forest, J48, and Naive Bayes). For all classifiers, results
showed the effectiveness of the proposed method in terms of
different performance metrics (e.g. precision, sensitivity, F1-
score, accuracy) and using different test scenarios.

Keywords—Spam detection; phishing detection; domain
popularity; machine learning; Twitter

I.  INTRODUCTION

Nowadays, the relationship between people and the Internet
has changed dramatically; social media and microblogging
services have taken an essential part in the way we live. From a
statistical point of view Alexa’s website of the global top 500
most visited sites has shown that five websites of the top
twenty-five websites are related to social media [1]. This fact
supports the claim that social media sites are amongst the most
visited around the world. The wide spread of social media has

Ahmed E. Youssef®

College of Computer and Information Sciences
King Saud University, Riyadh, KSA
Dept. of Computers and Systems Engineering, Faculty of
Engineering at Helwan, Helwan University, Cairo, Egypt

attracted spammers and hackers to perform their activities on
these platforms, giving them a huge opportunity and an easy
way to reach networks of users who are potentially good
targets; and due to the openness of the design of social media,
users trust each other on their networks even if they are
controlled by hackers. Although social media have given spam
and phishing the ideal environment to live in, malicious
activities were popular before that; their main target back was
electronic mails and web services such as forums. However,
the peak point was not reached until social media sites were
introduced. In [2], the authors gave a reason for that, they
mentioned that the built by design trust relationship between
users of these services gave more confidence to the user to read
and/or click on hyperlinks sent by a friend on that service. This
fact is appealing for the attacker as if he controls one victim,
his friend list will be likely trusting his messages.

In [3] the author reported that the spam on social media
sites has raised by 355% in the first half of 2013, he justified
that as “spammers are turning to the fastest growing
communication media to circumvent traditional security
infrastructures that were used to detect email spam”. He also
reported the impact of spam as “the impact of social media
spam is already significant, it can damage brand appearance
and turns fans and followers into foes”. These facts motivate
the necessity for developing effective algorithms to prevent
spam and phishing on microblogging services, and in order to
do that, an effective detection method must be placed first, then
the prevention could be done. Almost all techniques in the
industry relies on detecting before preventing. Section 3 in this
paper describes the current methods used for spam detection in
detail.

According to [1], Twitter website is now the most popular
microblogging service on the Internet. In contrast to other
social media services on the Internet, Twitter has shown, since
its introduction in 2006, that it can be an appealing service to
almost every user of the Internet; it can be a foundation for
blogging, socializing, news, political activities, knowledge
and/or job hunting. The feature that makes Twitter distinct
from other social media sites that provide the same services is
the privacy by design. This feature allows users to get all
services without being obligated to reveal any information
about themselves or having any user following them. This is
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given Dby the nature of the relation between users
(unidirectional) that allows the user to follow any other user
without being forced to let them follow you back. This nature
is interesting to malicious users since it will allow them to
spread their malicious content on the network without having
to friend a single user; meaning that the other users on the
network will still see their tweets without the need to have the
attacker follow the victim; for example, by searching of
hashtags.

Another important feature of Twitter is the hashtags; a
hashtag implies grouping similar tweets together in a way that
allows users to browse them based on a specific subject. This
will help attackers to get the highest views possible by
targeting popular subjects (e.g. sports, politics, gaming, etc.)
and tweeting their messages into them. Hashtags will aid in
reaching potentially all users of the service, each according to
his/her own interest. This is a crucial evolution in the way
spam is spreading; the attacker does not even need to know the
target address or name.

Due to the aforementioned reasons, Twitter’s algorithms
for detecting spam are not very effective since most of the
trending hashtags include unrelated spam and advertising
tweets. This indicates that there is a problem with the currently
used spam detection framework. Hence, many researchers are
concerned with investigating and solving the problem of
detecting/preventing spam and phishing on Twitter platform
[16,24,29-40]. This paper introduces a new approach for
detecting spam on microblogging services using domain
popularity and Machine Learning (ML) algorithms. The
proposed approach comprises two stages: 1) tweets are
collected periodically and filtered by selecting the tweets that
appear with a frequency more than a decided threshold in a
specified period; these tweets are called common tweets. After
that, an examination is conducted on the common tweets by
checking their associated URL domain with Alexa’s top one
million globally viewed websites. If a tweet is common on
Twitter but does not appear on the top one million globally
viewed websites (e.g. google.com), it is flagged as a potential
spam. 2) The second stage kicks in by running ML algorithms
on the flagged messages to extract features that can help detect
the cluster of spam and prevent it in real-time. The
performance of the proposed approach has been evaluated
through extensive experiments using three different
classification models (random forest, J48, and Naive Bayes).
For all classifiers, results showed the effectiveness of the
proposed method in terms of different performance metrics
(e.g. precision, sensitivity, Fl-score, accuracy) and using
different test scenarios.

The rest of this paper is organized as follows: Section 2
gives an essential background on spam detection and Section 3
reviews the related work. In Section 4, we present the proposed
approach in detail. In Section 5, the performance of the
proposed approach is evaluated through extensive experiments.
In Section 6, we discuss operation and limitations of the
proposed approach. Finally, in Section 7, we conclude this
work and give future research perspectives.
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Il. BACKGROUND

Spam and phishing are now spreading faster than ever
which means that all users on the Internet are potential targets.
This is true since spam and phishing messages are designed to
exploit the trust concept of the system; meaning that they will
use genuine techniques (e.g. sending email) to spread across
networks. In this section, we give essential background
relevant to spam and phishing.

A. Spam

Oxford dictionary [4] defines spam as “Irrelevant or
inappropriate messages sent on the Internet to a large number
of recipients”. From this description, we can realize that the
messages are sent in the network to a group of recipients, this
means that a single user receiving a spam message is most
likely not interested in the message. The objective of spam
varies depending on the intention of the spammer. Some
spammers intend to spread malware; others use spams to build
a botnet; or for other objectives based on the interest of the
spammer. However, the largest use for spam is in the
advertisement industry. In [5], the authors reported *...we
estimate that spammers and spam-advertised merchants collect
gross worldwide revenues on the order of $200 million per
year...”, they proceeded by showing why e-spam
advertisement can be profitable, they argued that unlike post
mail spam, the cost associated with using technology to spread
spam is negligible. Still, this does not excuse the depraved side
of spam. Spam still leads to wasting the victim’s time or losing
productivity of a service (e.g. Twitter hashtags).

The idea of spam is not exclusive to the Internet; spam was
used before the creation of the Internet. The network back then
was between universities and large government sites and spam
was used on those networks. Nonetheless, it was easy to
contain and was not problematic at that time. During the 90s
the age of the Internet began, it was commercialized and used
by the public within their home. In [6], the authors reported,
“By the spring of 1996 spam made up a significant portion of
the email received by customers of the major Internet service
providers...”; since that date spam was recognized by the
industry as a problem that need to be solved. Researchers
began to develop new ways to deal with spam; for example,
Microsoft began developing research to filter spam via
machine learning, they found that the spam messages share
some similar characteristic and it is possible to detect a spam
message from a legitimate message, they were able to
eliminate a large portion of junk mail just by observing the
mail stream [7]. Although it was not a solution, at the time, this
was an achievement.

The ease of performing spam on online social media helped
increase its appearances in this platform. Still, this is only one
of the many possible reasons for the popularity of spam in
social media. In [8] the authors mentioned that spam on social
media is highly effective and this attracts spammers. On the
other hand, in [2], the authors believe that the abuse of trust
between users of the services is the cause for spam.
Furthermore, the authors of [9] found after analyzing a group
of spam accounts on Twitter that more than half of them were
genuine accounts at some point in time and then they were
compromised by the spammer. This last finding can be used to
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support the one before it (exploitation of trust) since the
compromised user accounts will exploit the trust of his/her
friends. From the aforementioned discussion, it is not hard to
see how and why social media are perfect platform for spam,
they are faster, more scalable, and more effective than
traditional spam. All of the previous findings are just some of
many possible reasons to why spam is popular on social media
as opposed to other traditional ways.

B. Phising

Phishing is a part of the social engineering cluster of
attacks where the attacker tries to trick the victim into stealing
their sensitive information by sending a message pretending to
be a legitimate entity. There is a variety of phishing techniques
that can be done through email, SMS, or using fake websites.
Phishing can also come in a verity of types, for instance, if the
attack is directed to a specific person it is called spear phishing.
Nonetheless, for the purpose of this work the term phishing
will always denote the general type of phishing.

In [10], the authors reported that 5% of the attackers are
successful in convincing their victims. Two years later another
group of researchers conducted an in-depth study on phishing
[11], they used 20 websites and brought 22 participants, they
started asking the participants which of the 20 websites is fake.
As expected, 90% of the participants failed to identify the
phishing websites from the legitimate ones. The previous
finding shows that phishing can be a strong attack if done
correctly, thus it can be used to steal sensitive information from
ignorant users of any service. This raises the question on how
can one know that a website is trustable? This can be answered
by answering the opposite question, what makes a fake website
trustable.

The authors of [11] answered the later question, they said
“Successful phishers must not only present a high credibility
web presence to their victims; but they must also create a
presence that is so impressive which causes the victim to fail to
recognize security measures installed in web browsers”. Hence,
the presence of the website is the main influence in the success
of the phishing attempt. In our opinion, what makes phishing a
dangerous attack is the fact that it allows the attacker to
penetrate a system without going through the normal defenses.

I1l. RELATED WORK

As shown above, social media has become an important
platform for cyber criminals. Over the years, researchers and
scientists have studied spam and phishing attacks to develop
ways that will help in detecting and preventing them. None of
the current techniques guarantee its results; however, some of
them have achieved a tolerable percentage so that it can be cost
effective to use. There is an important relationship between
detecting spams and preventing them. In [2] the authors
inferred that you cannot have prevention without detection by
saying “Detecting spam is the first and very critical step in the
battle of fighting spam”. In [12], the authors mentioned that the
length of a false URL differs from the normal one and, thus, it
is possible to distinguish fake URLs from the trusted ones.
Moreover, in their study on the behavior of the attackers, they
found that they usually misuse the webhosting services (mostly
free). In addition, they claimed that the domains that become
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active immediately after registration is most likely associated
with phishing purposes. Finally, they mentioned that it is a fact
that the machines hosting the phishing domains are distributed
across different countries, this proves that botnets are used in
phishing attacks.

In [13], an experiment on Twitter hashtags was conducted,;
the authors created a hashtag on Twitter and monitored the
users using it. Their observation showed that after a hashtag
becomes popular spammers start using it. Furthermore, they
established some features to distinguish spam accounts from
genuine accounts. They claimed that the frequency of tweets
between the two groups are different, as the spammers tweet
with higher frequency than the legitimate users with a mean of
8.66 Tweets Per Day (TPD). On the other hand, the legitimate
user tweets with a frequency of 6.7 TPD. Another feature that
they found is the friend to follower ratio; they claim that the
legitimate user has a higher ratio than a spammer.

In [14], a new way of detecting spam was introduced by the
authors, they created 900 user accounts on three different social
media websites (Twitter was one of them). They called the
newly created group honey-profiles, from that point they
started to log all activities in the accounts being either
malicious or legitimate for a year. They stated, “Even if friend
requests are unsolicited, they are not always the result of
spammers who reach out. In particular, many social network
users aim to increase their popularity by adding as friend’s
people they do not know”. Later, they started analyzing the
spam on the account and came to interesting findings, they
found that the level of activity differs between spammers.
They, then, categorized them into four groups: displayer,
bragger, whisperer, and poster. The poster showed that it is the
most effective out of the four and the displayer was the least
effective. Furthermore, the authors built a tool to detect the
spam activity on Twitter by working more on their insights.
They focused on two groups, the bragger and the poster, as
they claim that they do not require genuine profiles for
detection. The first strategy is called FF-ratio; it works by
comparing the number of friends the user has and the number
of friend request sent by him/her.

This can be considered as a variation of the technique
introduced by the authors of [13] where they compare the
friend to follower ratio, but the focus here is on the request sent
not to the friends the users already have. The paper also studied
the similarity between messages, where they say that it is
possible to detect a bot user from a legitimate human user
based solely on the URLs on the message. In addition, they
addressed another technique for detecting spam or phishing
bots by comparing the number of friends and the messages
sent. The authors finalized their work by using machine
learning techniques to extract features between the
spam/phishing accounts that allowed them to detect spam and
phishing in real time on Twitter.

The problem with this work is that the speed of the process
is not fast enough since Twitter limits the machine to only run
20,000 API calls per hour. To solve the issue, they decided to
get assistance from the users of Twitter by providing them with
the ability to flag (mark) tweets as spam then execute the
classifier on the profiles. The advantage of this technique is
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that it saves time, meaning that if the spams get more inelegant,
we do not need to find an alternative way; instead we can
retrain the data and get even stronger detection.

In [15], the authors proposed a scheme for detecting spam;
the paper was solely focused on Twitter. The authors claimed
that it is possible to differentiate spam/phishing tweets from
legitimate tweets in two different ways: i) account feature-
based relations and ii) message feature-based scheme. This
means that they rely heavily on the features they learn from
existing spam. However, all these schemes are time and
resource consuming; spam is a moving target and difficult to
measure.

The authors of [2] introduced a new perspective for
detecting spam/phishing on Twitter since their approach takes
into consideration the performance factor. They elaborated on
[14] by commenting that it can barely reach the near real time
requirements by Twitter. The authors continued by reporting
that with the increased popularity of Twitter the traditional
ways that were used before the age of social media is not
effective and should not be used anymore. They thought that
detecting spam is not an achievement if you do not have
acceptable performance rate in the system. This takes into
consideration the plea of near real-time delivery where
traditional techniques will consume too much computational
power and will not be able to meet the time requirement. They
continued describing their new approach by saying “Our work
shifts the perspective from individual detection to collective
detection and focuses on detecting spam campaigns”. This will
increase performance dramatically since the focus will be
shifted to a cluster of tweet as opposed to one tweet at a time.
They proceeded on efficiency by claiming that their approach
clusters related spam accounts into a campaign and generates a
signature for the spammer behind the campaign. Thus, not only
their work can detect multiple existing spam accounts at a
given time, but it can also capture future ones if the spammer
maintains the same spamming strategies. And in regard to
robustness, they reported, “Twitter defines the behavior of
posting duplicate content over multiple accounts as spamming.
By grouping related accounts, our work can detect such a
collective spamming behavior”. In our opinion, focusing on the
group level is a brilliant idea and should in theory increase the
performance of any given system and increase the speed of
detect/prevent since spam shares some common characteristics
and the future detection feature that they introduced. This
makes sense because spammers promote their content in large
scale campaigns as [17, 18] described.

The effectiveness of a web spam will increase if the domain
associated with it is more popular around the web in particular
search engines, as they are the root of finding websites on the
Internet. In 2007, Microsoft started a research project to
investigate web spam. They described web spam in [19] as
“...Web spam refers to pages that use techniques to mislead
search engines into assigning them higher rank...” from this
definition, we can see that spam is giving itself more
undeserved popularity to gain as much visits as possible. They
found that the construction of the dataset is crucial to improve
accuracy of spam classification. This relates heavily to the idea
of this paper, as if the spammer on Twitter could perform web
spam to increase the popularity of its domain on the web, this
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might earn him/her a spot on Alexa’s most visited websites
worldwide. In this case, the detection algorithm will skip
him/her since it is not a suspicious website anymore. Microsoft
continued by categorizing the methods of increasing popularity
“...There are numerous ways to improve a site’s ranking,
which may be broadly categorized as ethical, or white-hat, and
less ethical, or grey-hat (or black-hat), SEO techniques...”. The
ethical techniques are not harmful; in fact, they might improve
the sites content; the most harmful category are unethical ways.
The authors of [20] talked in-depth about web spam and
described several techniques organizing them into taxonomy,
most importantly they concluded their paper with the fact that
their taxonomy leads to some techniques that could be used by
the search engine providers to fight web spam.

One year after the launch in 2006, Twitter had pushed its
first update in the battle of fighting spam. They announced in
[21] the start of the new admin tool as they called it; it was
designed to help the support staff in dealing with spam
accounts after they are detected by suspending them. In
addition, they introduced the community powered alerts to help
the administrators identify spam account blocked by users and
suspend them. Then, Twitter hired a detected staff to deal only
with spam problems. Before this update, Twitter had no spam
counter measures at all.

After one year from the first spam related update, a new
update was pushed. This time Twitter realized that no one
could detect spam as humans, so they allowed the users to help
in the process of detection by flagging tweets as spam. In [22],
they reported “Today we’ve added another tool to our spam
fighting toolbox that will give users the ability to flag bad
accounts on Twitter”. This update was a huge step forward to
how they deal with spam. Now, if the spam filter failed due to
the sophistication of the spam, normal users will still act as a
defense and will report the account for the admin to take
action. After that, the spam can be fed to the detection system
to increase its accuracy for future detections.

In 2010, Twitter started to take action against phishing
attacks. They noticed that phishing is becoming more popular
on the service and that there is exploitation to the trust relation
in the Direct Message (DM) feature. Based on that, they were
obligated to release an update that will deal with the issue. In
[23] they announced that the DM system is being redesigned in
a way that allows users to send/receive DMs from users they
follow. They believe that this approach should reduce the
number of phishing attacks.

Most lately, in continuing their fight with spam/phishing,
Twitter announced in [25] the system of bot maker. It was
designed to achieve the following objectives: i) preventing
spam content from being created; ii) reducing visibility time of
spam in Twitter; iii) reducing reaction time to new spams. The
system works as follows, the distributed systems feeds events
to the bot maker, and the bot maker goes through the content
over a set of rules then act accordingly. The rules are grouped
into two parts, condition and action. The conditions are placed
to help in deciding whether it is a spam or not, while the action
is what will follow the condition if it is met. In their study, the
service had 40% less spam since the launch of the bot maker.
Ideally spam should be detected at real-time or near real-time,
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however, in reality this is hard to achieve because of
performance issues. The cleverness that went into the design of
the bot maker is that it consists of multiple stages. The first
stage is the real-time stage that should provide the system with
the capability to detect spam on run time; mechanisms like
CAPTCHA are placed at this stage. The second stage is the
near real-time, when the first stage fails the second stage kicks
in, ML is a key concept in this stage to train and classify the
objects on the system. The final stage is the periodic jobs stage,
this stage consists of a model that extracts features and
similarities between user accounts by evaluating the user’s
activities over a period of time, this stage can be run off line.

To sum up, spam is a real issue that affects the user
experience in social media and there are multiple research
papers [26-40] aimed to fight the existence of spam. Many of
them focus on social media as a broad category and since
Twitter is considered a microblogging service with different
user requirements, this broad category of research does not
always fit to Twitter. To be as precise as possible, we have
focused as much as we can on the papers that explicitly
mentioned Twitter as a service. Overall, the draw-back of the
current literature are usually one of two, either it is not accurate
enough, or it is not fast enough. The proposed work aims to
provide a solution that is accurate and fast enough to be used in
near-real-time application.

IV. OUTLINE OF THE PROPOSED APPROACH

The main objective of this work is to introduce and develop
a new model for detecting/preventing spam messages in near
real-time. The proposed approach focuses on filtering and
flagging tweets based on domain popularity then analyze them
using ML algorithms to extract features that can help in future
spam detection. Our goal is to detect spam messages that could
lead to further damage, not just general spam messages. The
focus of the work will be on the URLs associated with the
message itself since it is the most common way to spread
malicious content on the Internet. As shown in Fig. 1, the
proposed approach comprises the following phases:

1) Collection phase: Collecting tweets periodically; (e.g.
tweets in one hour).

2) Filtering phase: Selecting the tweets that appears with
a frequency more than a predefined threshold.

3) Flagging phase: Examining selected tweets via popular
domains on the web and flag the potential spams.

4) Feature extraction phase: Running ML algorithms on
flagged tweets to extract the features that could be useful in
detecting spam tweets.

5) Detection phase: Detect spam in real time using the
features learned by the ML algorithm.

In periods, tweets will be collected and filtered by selecting
the tweets that appear more than the decided threshold in the
specified period (i.e., common tweets). After that, an
examination will be conducted on the common tweets by
checking the associated URL domain with Alexa’s top one
million globally viewed websites. The assumption is, if a tweet
is common on Twitter and does not appear on the top one
million globally viewed websites (e.g. google.com), it will be
flagged as a potential spam. Thus, the common tweets on
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Twitter, but not on Alexa’s will be flagged as potential spam
message. Furthermore, the proposed model is reinforced by
ML techniques for feature extraction to increase detection
accuracy. Therefore, after flagging the potential spam
messages, ML algorithms will be run on the flagged messages
to extract features that help identify the cluster of spam in the
future and prevent it in real-time.

Collecting tweets

Detect Spam using
the learned
features

Identify common
tweets (Filtering)

Examine common
tweets and flag
potential spam

Run ML algorithm
for feature
extraction

Fig. 1. The Proposed Model Outline.

V. PERFORMANCE EVALUATION

In this section, we describe in detail the proposed detection
model, the datasets used to develop it, and the set of
experiments conducted to validate it and evaluate its
performance.

A. Collection Phase

We have collected a dataset of 27 days’ (42TB) worth of
tweets with a total of 268,921,568 records each record
represents 1 tweet. This can be considered as the initial dataset
and will be referred to as datasetl. Moreover, Spamhause is a
company that collects and releases a list of confirmed spam
domains, these domains will be helpful in detecting some of
the false negatives results.

B. Filtering Phase

After collecting tweets and constructing datasetl (step 1),
the proposed model will need to filter the collected data to have
a training set for the ML algorithm. The second step is to
decide a threshold for the frequency of the tweets in the one-
hour period; the tweets in datasetl that have frequency
exceeding this threshold are selected for popular domain test.
These tweets are called common tweets. The initial value for
the threshold was 120 tweets/hour (2 tweets per min); the test
started with this value. Later, after few iterations of the
process; manual analysis of the results showed that this value
seems a bit low as the percentage of the domains that showed a
frequency between 120 and 186 was benign with a 67.8%, thus
the threshold was increased to 200 (3.33 tweets per min). The
message that have frequency 200 or more are gathered in
dataset2 and any spam messages that has a frequency bellow
200 will not be included. At the end, dataset2 had a size of
75,678,885 common tweets; among them are 19,658,349 are
actual spam and 56,020,162 are not spam.
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C. Flagging Phase

In the third step, the common tweets (i.e. those appear with
a frequency 200 or more in a period of 1 hour) are tested via
popular domains on the web; a common tweet is flagged as a
potential spam if it does not appear on the top one million
globally viewed websites. After applying this rule, 23,026,928
tweet messages were extracted from dataset? in a list of 1131
distinct domain, this dataset will be referred to as dataset3. The
distinct domains have been tested manually; we have visited
each and every domain using a virtual machine to protect our
own systems.

The confusion matrix after applying phase 3 (i.e., at the end
of stage 1) is shown in Table I. In order to evaluate the
performance of the first stage; we have used the performance
metrics expressed in Equations 1-4. The precision was valued
at 84.5% and the sensitivity is at 99%. Even though the
precision is quite low, it is still incredibly good for the first
stage. The performance values of stage 1 are shown in Table II.

.. TP
Precision = Q)
TP+FP
Sensitivity (recall) = L 2
TP+FN
PrecisionxSensitivit:
F1 —score = 2 X — ifad 3)
Precision+Senstivity
TP+TN
Accuracy = —— 4
TP+FP+FN+TN

TP: True Positive, TN: True Negative, FP: False Positive,
FN: False Negative.

TABLE I. CONFUSION MATRIX PRODUCED BY STAGE 1
Actual Spam (+) Actual Not Spam (-)
19,658,349 56,020,536
Flagged as Spam (+) TP FP
23,026,928 19,461,766 3,565,162
Flagged as Not Spam (-) FN TN
52,651,957 196,583 52,455,374
TABLE Il.  PERFORMANCE EVALUATION AFTER STAGE 1
Precision Sensitivity F1-Score Accuracy
84.5% 99% 91% 95%

Classes of Spam Domains
M Auto Tweet-39%

M Invalid Pages-39%
Lagitemate Site-9%

M URL Shortener-7%

m Selling Follower-4%

Others-2%

Fig. 2. Spam Domain Classification.
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Fig. 2 shows the spam domain classes; we can see that
highest percentage is for the invalid pages (i.e. pages that are
not working anymore). This shows that spammers create their
website for a specific purpose and then dispose them after it
completes its objective. Another large percentage was for the
tweeting services, many users on Twitter use such services to
auto tweet some content they want on their timeline at specific
periods.

D. Feature Extraction Phase

To extract spam features, we need to find similarities
between users of the social media websites. First, we need to
extract features from each user of the service; according to [26]
there are two categories of features: user-based features where
the focus is on the relations of the user (e.g. followers/friends)
and content-based features where the focus is on the content
that the users post like tweet messages. Three different
classifiers (Random forest, J48 and Naive Bayes) implemented
in Waikato Environment for Knowledge Analysis (Weka),
were employed in stage 2 to ensure the accuracy of the results.
Weka is free software licensed under the GNU General Public
License and developed at the University of Waikato, New
Zealand.

1) User-based features

a) User reputation: The first feature studied is user
reputation, the authors of [26] commented on user reputation
by saying “Spam accounts try to follow large number of users
to gain their attention”. In [27] the author mentioned that spam
accounts have the tendency to follow a large amount of users
to gain attention. Thus, he created the following formula to
calculate the reputation, R(vi), of a single user (vi),

i fwi)
ROD = Fobeomn ©)

where f(vi) the number of friends and o(vi) the number of
followers. From this formula, we can see that if the number of
friends is small compared to the number of followers then the
reputation will be low (i.e. close to zero) and according to the
author these accounts have a high probability of being spam.
The reputation study showed that auto tweeting services cannot
be classified as spam even though, in principal, they could
satisfy the definition of spam given in section 1 as they might
be an irrelative message sent automatically; the users of these
services have a high reputation score with a mean of 0.47rep.
The reputation study also confirmed that the users that tweet
outdated URLs are defiantly spammers; the top 3 invalid
domains have scored a low mean of 0.19rep; it involved
983,273 users. Finally, the reputation also confirmed that
shortened URL in general cannot be used to classify any group
of users since it is used by all. Hence, the reputation helped in
finding some of the domains that are used heavily by
spammers due to the low reputation score such as
changerion.inf and coconut.chips.jp scoring 0.21 and 0.29
respectively. In general, we think that detecting spam using
reputation is an outdated technique because of shortened URL
and auto tweeting services that dominate the messages on the
social media.
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b) User followers and friends count: In the previous
feature (reputation) the focus was on the percentage given by
the reputation formula, so two users could have the same
reputation, but this does not necessarily mean that they have
the same followers and friends count. The number of
followers and friends is an important feature to distinguish
different clusters of users. In order to study this feature, a
random training set was chosen from the database with a size
of 21K record (tweet). The legitimate users scored a mean of
253,032.7 followers and 4244.993 friends count. This makes
sense due to the fact that active users and well-known icons
like celebrities will have a high count of followers and a low
count of friends. On the other hand, spammer have shown that
they have a low mean number of followers compared to the
legitimate users scoring; a mean of 4429.76 follower count
and 3592.11 friend count. This comes from the fact that users
usually follow back the user who followers them, so
spammers exploit this habit by sending a flood of friend
requests to a group of user account in the hope that some of
them follow back.

c) User verification: Twitter provides a service of
verifying known users such as celebrities, this feature could be
used for detecting spam account since verified users are most
likely legitimate users. A random set of 17171 tweets was
chosen from the database as a training set, after classifying the
dataset using the three different classifiers the result was as
shown in Table I11.

All the three classifiers (Random forest, Naive Bayes and
J48) gave the same results. The classification result shows that
verified account are usually not spammers with a probability of
99.5% (i.e. if an account is verified by Twitter it has a 99.5%
chance of not being a spam account). We can see that this
feature is useful in detecting if an account is not spam
(verified), but not the other way around. It is important to note
that if the account is not verified, this does not mean it is a
spam account as the results have shown 50.1% chance for this,
this means that in order to detect spam we will need to add
more features. This can be useful as a first filter after the
flagging (Alexa comparison) to eliminate the accounts that are
not relevant.

d) User listed count: In Twitter, each user has several
public lists that he/she is a member of. By studying spammers
on Twitter and visiting their pages, we have noticed that most
of them are listed in different kinds of lists; most of them are
in advertisement groups. However, for the purposes of this
research, we believe that using the count of how many times a
spammer has been listed is more accurate than checking the
actual list itself due to the fact that the lists don’t have a
standard naming system which can make each list unique. A
random training set of 17540 labelled tweets was selected
from the database to test the validity of the feature. The
feature did prove as a useful feature for detecting spammers.
The J48 classifier was able to distinguish spammers with the
statistics shown in Tables IV and V.

Like the verified feature, the count of lists can be used to
find spammers, but not the other way around, the classifier has
classified 7288 tweets correctly as spam (TP) and 1810 tweet
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classified wrong (FP). Even though the performance is not high
it is still an acceptable feature and can be added to the overall
classifier.

e) User statuses count: Every post on Twitter is counted
as a status of the user, this means that if a user tweets or
retweets or even replies publicly to another user, the counter
will count every instance. Obviously, spammers will have
high statuses associated with their accounts. Hence, old and
active user accounts (aka veterans) will still have a high count
as well, so this feature needs to be tested by a classifier to
check if it is an acceptable feature. A random training set of
26986 tweets was selected from the database for testing
feature by classifiers. The first classifier (Random forest) gave
expected results with good statistics; this is shown in
Tables VI and VII.

The second classifier, J48, classified 12939 tweets as a
spam correctly (TP) and only 1033 was classified as spam
wrongly (FP). This shows that the feature (statuses count)
could be considered as a strong feature to add to the final
classifier. The results given are unexpected as it was stronger
in detecting the legitimate tweets rather than the spam tweets.
These results are shown in Tables VIII and IX. As for the
Naive Bayes classifier, the results are more in favor of
detecting spam tweets not the other way around as shown
Tables X and XI. However, it is clearly shown that the feature
is unreliable since 88.97% of the results are classified as spam.
Finally, this feature has shown verity in the result in all the
classifier. Except for Naive Bayes classifier, the feature is
valuable and can be used in the final classifier to distinguish
between the two classes.

TABLE IIl.  CONFUSION MATRIX (USER VERIFICATION FEATURE)
Spam (+) Not Spam (-)
Not verified (+) TP=5001 FP=4978
Verified (-) FN=38 TN=7154
TABLE IV. CONFUSION MATRIX BY J48 (LISTED COUNT FEATURE)
Spam (+) Not Spam (-)
Classified as spam (+) TP=7288 FP=1810
Classified as not spam (-) FN=2564 TN=5878

TABLE V. PERFORMANCE EVALUATION BY J48 (LISTED COUNT
FEATURE)
Precision Sensitivity F-Measure Accuracy
0.801 0.74 0.769 0.751
TABLE VI.  CONFUSION MATRIX BY RANDOM FOREST (STATUSES COUNT
FEATURE)
Spam Not spam
Classified as spam 13321 651
Classified as not spam 2325 10689
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TABLE VII. PERFORMANCE EVALUATION BY RANDOM FOREST (STATUSES
COUNT FEATURE)

Precision Sensitivity F-Measure Accuracy

0.9534 0.8514 0.8995 0.8897

TABLE VIII. CONFUSION MATRIX BY J48 (STATUSES COUNT FEATURE)

TABLE XII. CoNFUSION MATRIX (NUMBER OF HASHTAGS FEATURE)
Spam Not spam
Classified as spam 8740 5288
Classified as not spam 9 963

TABLE XIll. PERFORMANCE EVALUATION (NUMBER OF HASHTAGS

Spam Not spam FEATURE)
Classified as spam 12939 1033 Precision Sensitivity F-Measure Accuracy
Classified as not spam 171 12843 0.6230 0.9988 0.767 0.4468
TABLE IX.  PERFORMANCE EVALUATION BY J48 (STATUSES COUNT . The statistical summary abovg is for t,he da,taset that
FEATURE) includes 4 or more hashtags. This shows incredibly good
— — results with a sensitivity of 0.99. Hence, it could be considered
Precision Sensitivity F-Measure Accuracy as a reliable way for detecting spam accounts, but not the other
0.9261 0.9869 0.9555 0.9553 way around.
b) Number of Mentions: In Twitter the users have the
TABLE X.  CONFUSION MATRIX BY NAIVE (STATUSES COUNT FEATURE) option to mention other users in their tweets by adding the (@)
Spam Not spam sign bef_ore his/her username. Spammers can use th_is feature
Classified as spam 13397 10612 to mention as much users as they can to sprea_d 'ghelr content
— directly to them. The classifiers have shown similar result to
Classified as not spam 1030 1947 the number of hashtags shown above. The higher the count of
mentions the more likely it is a spam; the classification gave
TABLE XI. PERFORMANCE EFVALUAT')ON OF NAIVE (STATUSES COUNT sensitivity of 81% for messages that includes four or more
EATURE .
mention to be spam.
Precision Sensitivity F-Measure Accuracy ¢) Sensitivity of tweets: The sensitivity field in the tweet
0.5579 0.9286 0.6970 0.5685 record is a Boolean field (true, false) that is only available

f) User favorite count: Users of tweets can flag tweets
they like as a favorite, this allows users to group the messages
they like and view them at any time. This feature does not
only benefit the user him/herself, but other users can go into
his/her account and check out his favorite list. The user’s
favorite count can be used as a feature in the classifier to
detect spammers. Similar to other features, a proper testing
has been conducted on a training set to check if the feature is
acceptable in distinguishing spammers from legitimate users.
The three classifiers have been used to test the feature.
Random forest and J48 classifiers has shown that spammers
do not have a favorite list associated with them (i.e. the count
of the list is zero), this makes sense since spammers do not
care about other tweets and most of them are bots. Our first
thought was; this would not be a proper feature since many
users do not use the favorite flag at all. However, the
classifiers have shown that this is indeed a reliable feature, not
for detecting spammers but for detecting legitimate users with
a sensitivity of 0.962.

2) Content-based features

a) Number of hashtags: Hashtags are features used by
users of Twitter in order to group relevant tweets together.
This feature introduces an opportunity for spammers to spread
their content to all the users without mentioning them directly.
A careful inspection of the dataset has revealed that a high
appearance of hashtags is most likely associated with a spam
message. A 15K random tweets were plugged in the
classifiers, which gave the results listed in Tables XII and
XII1.

when a tweet has a link associated with it. Obviously, this
makes sensitivity feature seems to be relevant to our work
since our main focus is on domain popularity (i.e. all the
tested tweets must have domains associated with them). The
denotation of this feature does not describe the content of the
tweet itself, but in its place, it is used as an indicator that the
hyperlink associated with the message may contain content
identified as sensitive. This shows that the sensitivity feature
may be used for classification because of its relevancy to the
main idea. However, after testing a random training set of 26K
tweets, the three classifiers have shown that this feature does
not help in identifying spam at all. Fig. 3 shows that the
sensitivity of the URL has no effect on the message being a
spam or a legitimate tweet since spam tweets are not targeting
one specific type of content. Thus, this feature has been
dropped from the final classifier.

FET

- 12546
Lagitimate Tweet
B 268
SPAM 13425
B 547
Fig. 3. Tweet Sensitivity.
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E. Spam Detction Phase

After selecting the proper features, now it is time to put
them together and evaluate the spam detection model. Just like
the individual test for features, the same three classifiers
(Ransom forest, J84 and Naive Bayes) were used to evaluate
the final spam detection model. To get the highest accuracy
possible, two methods for evaluation were considered. The first
method (raw record method) involves building a training set of
raw tweets; this means that the labelled tweets are taken as they
are from the database directly and plugged in the classifier. The
second method (grouped record method) groups the tweets that
advertise the same domain into one record using mean and
standard deviation for each feature. Both methods have the
potential to be accurate. In the first method, ML algorithms
work better with raw data as they do the calculation and the
classification more accurately, while in the second method
each set has anomalies that may change the result; by
aggregating the anomaly list, anomalies will be removed or
have virtually no impact on the dataset.

Each evaluation method involves two test options: 1) in the
first option (percentage split test), half of the records (tweets)
are used as training set to see how well the classifier can
distinguish between them and then the other half are utilized as
a test set to examine how well the classifier works on unlabeled
data; 2) the second test option (cross-validation test) divides
the database into 10 folds, iteratively runs training on 9 folds
and leaves one for testing; the test fold is changed in each
iteration. This is considered an accurate method because if a
fold is used for training it is not used for testing.

1) Evaluation using raw record method: A database of
size 26,986 records was constructed to include 50% spam and
50% legitimate tweets, the tweets where selected at random
from each type, For the purpose of the first test option (%
split) the dataset has been split into two subsets, the first half
to be used as a training set and the other half as test set. Next,
for the second test option (cross validation) the complete
dataset will be plugged into the classifiers with its entirety, the
algorithm splits the dataset into ten equal folds then work on
them accordingly. The evaluation process is accomplished in
10 iterations; in each iteration nine folds are chosen for
training and one is left for testing; the testing fold is changed
in each iteration. The records will contain 11 features (user
verification, user followers count, user friends count, user
reputation, user listed count, user statuses count, user favorites
count, user language, tweet language, number of mentions and
number of hashtags) plus the label (spam or benign).

a) Percentage split test: The Random Forest classifier
was able to perfectly distinguish between the 13,493 instances
giving us perfect results for the training dataset as shown in
Table XIV. Unlike the random forest classifier, the J48 and
Naive Bayes could not perfectly distinguish between the two
classes. However, the result is still on the good side with J48
coming second and Naive Bayes as the worst out of the three.
This shows that the features are in fact good features and they
can be used to detect spam messages.

After classifiers learned how to distinguish between spam
and legitimate tweets in the training stage, the other half of the
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dataset (test set) is used to test how well the classifiers can
distinguish between unlabeled new data with the model built
from the training data in the training stage. The details of the
performance are shown in Table XV.

Table XV shows that random forest and the J48 classifiers
have built a strong model for detecting spam that could be
relied on with 0.981 and 0.946 precision and an accuracy of
92.9% and 92.5%, respectively. On the other hand, the Naive
Bayes classifier had the highest and almost perfect precision
with 0.988, however, the model also classified falsely nearly
half of the classified set which affected its accuracy to be only
76.2%. Thus, the naive Bayes classifier is not a reliable method
of classifying such data and is not recommended to be used.

The confusion matrix in Table XVI explains the above
statistics in terms of number of records each classifier has
predicted correctly or wrongly. Random forests were able to
classify 6877 tweets as spam correctly and only 136 tweets
were classified as false positive. On the other hand, the
classifier failed to classify 816 tweets that we can call false
negatives. Next, the J48 classifier also have some good results,
the model classified 6634 tweets correctly as spam and only
379 false positive. In contrast 257 tweets were flagged falsely
as legitimate (benign) tweets. Finally, the Naive Bayes gave a
surprising result of 6931 tweets classified correctly as spam
and only 82 false positive. Yet, even though Naive Bayes
showed particularly good numbers in detecting spam, it still
has a high number of false negatives with 3129 records that
should be flagged as spam. Therefore, we can say from the
results above, that tree-based classifiers such as J48 and
random forest, work very well and are accurate enough to call
them valid spam detection techniques.

TABLE XIV. PERFORMANCE EVALUATION FOR SPAM CLASS (TRAINING)

Classifier Precision | Sensitivity F-Measure Accuracy
Random Forest 1 1 1 1

J48 0.972 0.947 0.959 0.969
Naive Bayes 0.794 0.989 0.880 0.892

TABLE XV. PERFORMANCE EVALUATION FOR SPAM CLASS (TESTING)

Classifier Precision Sensitivity F-Measure | Accuracy
Random Forest 0.981 0.894 0.935 0.929
J48 0.946 0.963 0.954 0.925
Naive Bayes 0.988 0.689 0.812 0.762

TABLE XVI. CONFUSION MATRIX FOR THE THREE CLASSIFIERS (TESTING)

Classifier Actual Actual
Spam Legitimate

Random Classified as spam 6877 136
Forest Classified as legitimate | 816 5664
18 Classified as spam 6634 379

Classified as legitimate | 257 6223

Classified as spam 6931 82
Naive Bayes

Classified as legitimate | 3129 3351

19|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

TABLE XVII. PERFORMANCE EVALUATION FOR SPAM CLASS (CROSS

VALIDATION)
Classifier Precision | Sensitivity | F-Measure Accuracy
Random Forest 0.981 0.883 0.929 0.9257
J48 0.954 0.965 0.96 0.9599
Naive Bayes 0.989 0.689 0.812 0.8407

b) Cross validation test: Before concluding the first
method (raw record), another test option will be run to verify
and ensure the results. For this option, the same dataset of 26K
tweets has been used. The results in Table XVII have shown
uniformity with the first option test with the following detailed
accuracy. The numbers are almost identical with a slight
increase in the cross validation option. This makes sense
because in cross validation the 10-fold option increases the
variety of the training and test records.

2) Evaluation using grouped record method: In this
method, the idea is to group all the tweets that advertise the
same domain into one record using the mean and the standard
deviation for the numeric fields and count of distinct values
for the other types. The dataset contains 630 labelled grouped
record (50% spam) each record represents one domain. To
create the grouped record, 1000 tweets have been chosen
randomly from the tweets that advertise the same domain and
the record was built according to the aggregate values of the
tweets. Each record will contain 21 features named: count of
verified, count of not verified, mean user followers count,
STD user followers, mean user friends count, STD user friend,
mean reputation, STD reputation, mean user listed count, STD
listed, mean user statuses count, STD status, mean user
favorites count, STD user favorites, count tweet possibly
sensitive, count tweet possibly not sensitive, domain of URL,
mean number of mentions, STD mentions, mean number of
hashtags and STD hashtags.

a) Percentage split test: Similar to the first method
(single record) the random forest was able again to distinguish
between the classes perfectly in the training dataset. The J48
has a decrease in sensitivity; only 0.873 and a slight decrease
in the precision to 0.975. Finally, the Naive Bayes has more
sensitivity 0.958 than J48 but with the least accuracy 88.91%;
this is shown in Table XVIIl. With the test dataset, random
forest and J48 gave very good accuracy while Naive Bayes
recorded relatively low accuracy as shown in Table XIX. This
again shows that tree-based classifiers are accurate enough to
call them valid spam detection techniques.

b) Cross validation test: The cross-validation check will
be conducted on the entire list which have been plugged into
each classifier. The test gave the results shown in Table XX.
As expected, and similar to the first method, the results of the
cross-validation test are quite similar to the percentage split
test.

3) Comparison: Firstly, the two test options (percentage
split and cross validation) have shown similar results, which
are expected due to the similarity in which how each one of
them work as explained previously. However, even though the
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difference can be considered negligible, we believe that cross
validation is the more reliable option to choose in our work.

Secondly, the three classifiers (Random forest, J48 and
Naive Bayes) have been used in a variety of tests and with the
same data plugged into them. The tree-based classifiers
(Random Forest and J48) have shown better results in this kind
of setup with random forest being better in building a solid
classification model to distinguish between the classes. While
on the other hand, the Bayes based classifier (Naive) has
shown the tendency to group most of the record in one class
(usually spam class), this made the classifier unreliable and not
recommended to be used with a similar environment.

Lastly, similarly to the two test options, the two method of
presenting the data (single and grouped) gave similar results. In
the comparison between the two methods, only the random
forest classifier will be considered since it has shown that it is
the most suitable in this setup. To begin with, both methods
scored a perfect score with the training stage meaning that the
learning algorithm was able to build a classification model that
distinguishes spam and legitimate tweets perfectly using the
training data in both methods. However, in the testing stage the
single (raw) record approach performed better in terms of all
evaluation metrics (precision, sensitivity, f-measure, and
accuracy).

To sum up, the proposed approach has been validated
through three different classifiers with the random forest
classifier being the most reliable one in detecting malicious
spam using domain popularity in a micro blogging
environment like Twitter. The two evaluation approaches
showed very similar results with the single record approach
being the favored and more accurate. Cross validation with 10
folds is the most suitable test option for this work. This
comparison is shown in Fig. 4.

TABLE XVI11.PERFORMANCE EVALUATION FOR SPAM CLASS (TRAINING -

GROUPED)
Classifier Precision Sensitivity F-Measure Accuracy
Random Forest 1 1 1 1
J48 0.975 0.873 0.921 0.9158
Naive Bayes 0.801 0.958 0.873 0.8891

TABLE XIX. PERFORMANCE EVALUATION FOR SPAM CLASS (TESTING -

GROUPED)
Classifier Precision Sensitivity F-Measure Accuracy
Random Forest 0.993 0.885 0.936 0.933
J48 0.98 0.903 0.94 0.938
Naive Bayes 0.798 0.933 0.86 0.869

TABLE XX. DETAILED ACCURACY FOR SPAM CLASS (CROSS VALIDATION

- GROUPED)
Classifier Precision Sensitivity F-Measure | Accuracy
Random Forest 0.958 0.876 0.915 0.911
J48 0.962 0.873 0.915 0.911
Naive Bayes 0.797 0.958 0.87 0.880
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B Grouped Single
0.981

0.958

0.929 0.925
0.915 0911
0.883
0.876
Percision Recall F-Measure Accuracy

Fig. 4. Comparison between the Single and the Grouped Approach for
(Random Forest - Cross Validation).

VI. DISCUSSION

A. Operational Systems Accuracy

In this section, we discuss how Twitter may operate such a
system and how accurate will it be in a real operational
environment. The operation part will be the same as discussed
in this paper by running the system in periodic time and
performing the two stages of filtering and evaluation.
However, what is not mentioned above is that the accuracy of
the system will be much higher than the numbers shown in the
evaluation part because of the changes between the testing
environment and the real operational environment. Even
though the results were good and promising in testing
environment, the accuracy will be higher in the actual
operation environment since the data considered in this system
only referees to tweets with URLSs associated with them. Thus,
if the whole database was considered in the evaluation part, the
numbers will be much more accurate and most likely will jump
dramatically since only 8.5% of dataset 1 contains URLS
associated with them. This exclusion was a necessary step to
increase the accuracy as much as possible making all the
records on the proposed system a possible spam message.

B. Limitations

The system may be evaded by some techniques that we can
consider as limitations. The first limitation is using URL
shortened, this limitation is a very powerful way to make this
system useless since the spammer can mask his/her URL into
another short URL using URL shorten services. However, it
can be easily dealt with if the service that uses this system
checks the URLs and gets the complete URL before posting
the tweet and saving it as meta data in the record itself. Twitter
is not vulnerable for this kind of limitation because they do in
fact check the complete path of the URLSs. The other limitation
is auto tweeting services, in theory, these services are
spreading spam since the message is going automatically from
the user profile in specific times. However, one could argue
that since the user is registered with them and the tweets are
not random it is not a spam. The problem is that those tweets
will have the domain of the tweeting service which will
obviously be a popular domain in Twitter since all the users
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registered to those services are tweeting their domain, on the
other hand, the tweeting service will most likely not be in the
Alexa top visited domains. This will make the system flag
those service as potential spam even though most of its users
are legitimate users.

VII. CONCLUSIONS

History has shown that the fight against spam is a cat and
mouse game, it is a never-ending battle. Whenever a
countermeasure is introduced spammers find a way to evade it.
Though, history have also shown that instead of trying to
defeat spam entirely we should focus on reducing it to an
acceptable rate. In this paper, we have introduced a new way of
detecting malicious spam that has never been used before in
popular online micro blogging services, focusing mainly on
Twitter service. The problem in hand is not to detect spam in
general, but to detect malicious spam that could escalate to
other type of attacks. Thus, the idea focuses on URLSs
associated with the messages since they are the most common
way used to spread malicious content. Based on Twitter spam
policy, the content-based and the user-based features are used
in ML algorithm to detect spam messages. This work has
added a filtering stage before the ML stage to increase the
efficiency and accuracy of detecting such spam type.
Furthermore, three different classification algorithms have
been studied and used to analyses the data. The results show
that filtering the popular domains that appear in Alexa’s top
one million most visited websites to separate the potential
spam before using the ML algorithms is a valid and accurate
approach. In Addition, the classifiers were able to identify the
similarities between spam messages which allows for future
real time detection.
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Abstract—Existing pressure for the confrontation of a
radically changing external environment has led many
companies to invest in various Information Systems, such as
Enterprise Resource Planning (ERP), in order to optimize their
production processes and strategies. Despite the fact that ERP
system is an important strategic tool, many companies fail to take
advantage of its benefits due to their default in many aspects of
management and implementation. This study aims to investigate
the critical success factors of enterprise resource planning system
implementation and build a categorization framework so as to
create a theoretical base that enhances any further research
approaches in various sectors of the economy. Therefore, 37 ERP
critical success factors were identified by using Content Analysis
method and classified into relative categories to the ERP
orientations of implementation and the ERP life cycle phases.
Finally, these two types of categorization were merged in order to
examine the critical success factors’ behavior during the ERP
implementation. This paper and the multilateral theoretical
framework it creates, sets out how critical success factors must be
taken into account by companies and marks a beginning point
that promises a sequence of further research approaches in
particular economic sectors or in a set of them. By fulfilling the
purpose of this study, a significant contribution to computer
science literature and especially to the ERP field is offered.

Keywords—Enterprise  resource planning (ERP); ERP
implementation; critical success factors (CSFs); content analysis
(CA); categorization; theoretical framework

I.  INTRODUCTION

Competitiveness and globalization have caused radical
changes in the business environment [1] something that led
many companies to rely on various Information Systems, such
as Enterprise Resource Planning (ERP) [2, 3] in order to
optimize their production processes and strategies. Enterprise
resource planning (ERP) software is a solution that help
various companies to integrate all the business functions [4]
using shared information and a common database [5]. In
particular, [6] argue that ERP uses a central database that
collects and organizes data in real time in order to achieve this
integration between business operating domains. Additionally,
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ERP system leads to the acquisition of many business
advantages, such as operational efficiency and effectiveness,
easy access to reliable information, maintenance of the
competitive advantage, reduce the complexity of processes,
profit increase and reduce cost [4, 5, 7-12]. In addition to its
wide range of practical applications, ERP system is an equally
active area of research interest [13]. Researches about ERP
concern: the general frame of literature, the software and its
optimization, the identification of factors that contribute to the
adoption and the selection of those systems, the advantages
and disadvantages of ERP implementation and finally, the
efficiency estimation of ERP implementation [11, 13-19]. The
identification of factors that are adjudged critical in ERP
implementation success [9, 20 etc.] is also considered as an
interesting research project.

Although many companies enjoy the benefits that ERP
provides, other companies face various challenges regarding
the implementation of these systems [4, 21] such as financial
failures [8]. This happens because companies fail to take
advantage of ERP benefits due to their default in some views
of management and implementation [11]. The author in [22],
in an annual report, states that 42% of the responders deem
ERP implementation as successful. This is an important
decline compared with the 82% positive responders of the
previous year [23]. It is also mentioned in literature that ERP
implementation failure starts from the wrong choice of ERP
software, which is its initial state [17]. What is more, the
unsuccessful implementation may be caused by organizational
change, wrong organizational politics, inefficient project
management, incorrect understanding of the system,
incompatibility with business processes, poor management
support and user education as well [13, 24]. These facts led
many researchers to investigate factors that contribute to the
successful implementation of ERP system in order to inform
managers about the risk of adopting an ERP system and
supply them with the necessary managing tools. Also, a
corresponding paper that identifies the critical success factors
in detail and quotes them as a background for further research
approaches has not been done in the past.
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The above reasons led this paper to investigate the critical
success factors and classify them into categories relative to the
ERP (orientations of) implementation and the ERP life cycle
phases. CSFs’ investigation and categorization, based on a
literature survey, build a theoretical framework for further
research approach in various economic fields which is the
principal aim of this study. By fulfilling this aim, this paper
offers a significant contribution to computer science literature
and especially to the ERP field. At this point, it should be
mentioned that this paper has the following structure: 1) a
literature review of previous studies about the identification of
critical success factors and their categorization; 2) the
examination of the theory of content analysis; 3) the
identification of critical success factors that was achieved by
implementing the content analysis method; 4) the factors
which were classified into two types of categorization and
were merged with each other; 5) the conclusions that are
drawn about the present study’s content, 6) present study’s
practical implication and originality, 7) proposals for further
research approaches and 8) research limitations.

Il. LITERATURE REVIEW

Successful implementation of ERP systems often requires
the identification of critical factors [7]. Apart from the CSFs’
identification, researchers use also the categorization method
because makes CSFs' searches easier by assigning concepts to
the categories and defining the relationships between them
[25].

A. Critical Success Factors of ERP Implementation

The elements that have a significant impact on the success
of an ERP system are known as Critical Success Factors
(CSFs) [26]. CSFs terminology appeared during 60s’ to help
many companies to achieve their goals and embrace
competitiveness [5, 27, 28]. In an ERP environment, CSFs are
defined as a sum of activities [29] that contribute to the
creation of a mechanism for providing the information needed
to the companies' managers [30].

B. Critical Success Factors’ Identification

Many researches focused on the ERP systems’ failure [4,
31] which can significantly be reduced by adopting a CSFs’
strategic analysis [27, 32]. The identification and
understanding of CSFs help a company to take effective
measures in order to eliminate the reasons that affect the ERP
systems’ implementation in a negative way [33, 34]. The
author in [7] claimed that the successful implementation of
ERP systems often requires the identification of critical
factors. This is proven by the fact that CSFs given in the
literature are many. The current literature contains numerous
researches about the critical success factors’ identification [1,
5, 7, 35-37] which is claimed that it started from the moment
that ERP system appeared in companies [20].

C. Critical Success Factors’ Categorization

Apart from the CSFs’ identification, researchers use also
the categorization method - or else taxonomy into categories-
in order to find out associated concepts for each CSF [25]. A
taxonomy analysis matters because helps researchers to
organize their knowledge issues surrounding the ERP
implementation problems [25]. Categorization of critical

Vol. 11, No. 11, 2020

factors also highlights the key features of ERP systems based
on business process management principles [29] and is widely
used in the literature [28, 32, 38, 39].

D. Identification and Categorization of Critical Success
Factors: Previous Studies Relevant Content

Some researches with a relevant content is this of [40],
who reviewed literature and identified twelve CSFs which
were categorized them into strategic and tactical. The author
in [41], identified ten factors creating, in this way, a base for a
further research in Chinese companies and classified them into
ERP implementation relative categories. The author in [29]
identified twelve factors and provided a comprehensive
taxonomy by dividing them into three parts corresponding to
the ERP implementation’s characteristics, such as setting-up,
deployment and evaluation. Based on the relevant literature
and an information system research model, critical factors that
influence the ERP implementation success were identified in
the research of [38]. These factors were classified also into
four environmental categories in order to develop a theoretical
framework which examines the relationship between CSFs
and ERP implementation success in companies which belong
to the Chinese economy [38]. The author in [39] examined 45
articles, identified 26 CSFs by using the content analysis
method and divided them into strategic and tactical. After
analyzing 95 studies by the methods of content and frequency
analysis, [25] suggested 17 CSFs and, subsequently, classified
them into ERP implementation categories.

The author in [32], after a literature survey, identified 33
critical success factors related to the implementation of ERP
systems and, then, classified them from an operational and
organizational point of view. The author in [5] identified nine
critical success factors and studied their significance within
Greek small and medium-sized enterprises. A literature
review, in which 20 CSF were identified, was conducted by
[28]. Then, these factors were grouped into organizational,
project, users, expertise and software categories. This initial
analysis was carried out in order to conduct a further
investigation about ERP CSFs’ importance in educational
institutions [28]. The author in [37] identified 20 CSFs of ERP
implementation in higher education by using the content
analysis method of 38 studies in total. The author in [42]
investigated the ERP critical success factors using the
literature and investigated their relationship with the ERP
success in the Indian automotive industry. Study of [43]
examined the critical success factors on the implementation of
ERP systems in some companies in the United Arab Emirates.
A review of the relevant literature was held in order to identify
some CSFs that have the power to exert a great impact on the
success -or not- of the ERP implementation in general.
Thereafter, the study conducted a further investigation into the
effects of those CSFs on the implementation processes of ERP
systems in a number of organizations within the United Arab
Emirates.

As it can be perceivable, conducting only a literature
review is not sufficient for the analysis of existing literature
studied. Therefore, researchers impose further investigation by
using specially designed questionnaires in order to specify the
critical factors that strongly affect the successful ERP system
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implementation in particular economic sectors or in a set of
them [5, 9, 28, etc.]. As mentioned in the introductory section,
this study restricts only on the first part aiming to create a
multilateral theoretical framework that will be used by
researchers for further investigation in various economic
sectors. The ways in which this theoretical framework can be
exploited are presented through the presentation of proposals
for further studies at the end of this paper.

I1l. CONTENT ANALYsSIS (CA)

Content Analysis (CA) is also widely used by researchers
in the fields of critical success factors and ERP
implementation in order to identify these factors by grouping
them according to their common meaning and purpose [25,
37, 39, 44] and by accomplishing this way their general
mapping [12]. This method, is the most common text analysis
technique that constitutes a research tool for concept
identification within a set of texts [45].

A. Content Analysis as a Research Methodology

Content analysis is a method that was initially developed
for the human communication analysis in the field of social
sciences but various empirical information systems’ studies,
adopted this method as part of research methodology [46].
This method is used to describe systematically, objectively
and quantitatively a ‘communication' material for the
identification of the required characteristics of content. Also,
qualitative research method, concerns the quantification of
qualitative data and is widely used. In addition to that, it is
applied to various media of “communication” through the
study of documents and media (books, articles, journals, web-
pages, letters and interviews) [46-48]. In this case, the media
of “communication” are the scientific publications of the
relevant literature [46]. CA method concerns the shrinkage of
textual data by following a set of specific codes [49] or else it
can be seen as a technique that 'squeezes' the words of a text
into fewer categories based on certain coding rules. Coding is
a part of the analysis that concerns the designation and
categorization of phenomena and, during this procedure, data
are separated into meaning parts, are carefully examined and
compared to similarities and differences [39, 50]. These facts
help researchers to study many data via a systematic
methodology. CA is a method of summarizing any form by
measuring its various aspects [51] and focuses on how often
words or meanings appear in texts. This approach has been
used occasionally to address a variety of issues and its basic
idea is to obtain a list of concepts so as to measure the
occurrence times of each concept in each text [39, 51].

B. Content Analysis Principles

There is a large number of choices that researchers have to
make when implementing the content analysis method. These
choices define the application of this research method and,
also, influence the obtained results, the interpretation and the
automation of the coding process [51]. The author in [51]
proposed eight stages of choices that have to be made when a
researcher wants to apply the content analysis method. These
stages are presented below [39, 51]:

1) Selecting analysis level - What do the concepts mean:
This stage refers to the selection of the research method. That
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is, if a single word or a set of words or phrases is searched, the
research method is selected. This reason why this happens is
that different results are going to be obtained when individual
words are used during the research, in contrast to those of
whole sentences. The use of individual words is helpful if the
researcher wants to compare and contrast the results in
specific terms. On the other hand, the use of whole phrases is
helpful if the researcher wants to capture general concepts in a
particular socio-linguistic community [51]. This paper uses
different word combinations and whole phrases in order to
find specific articles that are relevant to the critical factors of
successful ERP implementation.

2) Select the number of concepts to be coded: This stage
involves the choice of encoding a predefined set (number) of
concepts or a more generalized and inductive coding approach
[39, 51]. An interactive and inductive approach is selected to
be used as part of this analysis because it allows the
integration of the most recognized critical success factors of
ERP implementation [39].

3) Choosing to code the frequency of a concept or its
existence: This stage concerns the choice of measuring the
relevant concepts or the situation that is implied around a
phenomenon. The author in [51], more specifically, argued
that the study of a whole phenomenon simplifies the process
and eliminates the frequency correlations due to editorial
selection. In the present study, it was initially chosen to
emphasize on the frequency of concepts in order to construct
an initial model of critical factors by taking into account the
situation indicated around them according to their meaning
[39].

4) The distinction of concepts — Level of generalization: A
researcher must choose whether particular concepts should be
coded exactly as recorded the same even they appear in
various forms [51]. In other words, any word in this research
that implies the same meaning is categorized with the same
structure. As mentioned above, emphasis is initially laid on
the frequency of the concepts. Only in this way will the first
identification of the factors be achieved. In the second stage, a
review of the factors meaning is done in order to redefine the
factors and reduce them. These choices were made to facilitate
the further research process.

5) Creating rules for coding texts: To ensure cohesion and
coherence in coding, it is necessary to establish a set of
"translation" rules that can be applied throughout the coding
process [39]. In order to generalize the concepts of the texts
systematically, the creation of a set of rules that translate
general concepts into more general ones is required [51].
These rules can be adapted under the guidance of the literature
as it can be noticed below:

e The articles involved in the content analysis highlight
the critical success factors. Essentially, the collection of
factors is limited only to those cited by the researchers
as key and critical.
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e Each one of the factors is recorded in a bibliographic
program where their meaning is listed based on the
selected research material of the analysis.

e Then, according to the factors nominal similarity, the
reference frequency is measured.

e After that, the meaning of these factors is studied, in
order to redefine their conceptual similarity, and the
reference frequency is recounted.

e When the factors are fully identified, conceptually
relevant categories and categories related to the life
stages of the system will be created.

e Once the categories are completed, factors will be
classified according to the categories established.

6) Management of ‘‘useless’” information: This stage
determines how the researcher should deal with the
unnecessary information. The author in [51] was wondering
whether "useless" information should be deleted, omitted or
be used to re-evaluate and modify the coding system [51].
Deletion simplifies the process by minimizing the cost of
editing and creates a simplified text which is manageable
easily [51]. The author in [39] supported that projects, which
refer to the investigation of the critical factors of successful
ERP implementation, focus on the aggregation of all concepts
regarding success factors. This is the reason why this research
method includes the entire content of the literature articles.
However, the merge of critical factors that have similar
meaning is selected.

7) Text coding — What happens in the case of implied
content: The author in [51], was wondering if the media of
communication are coded as well as what concepts are present
or/and what concepts are implied. Only if explicit concepts are
used when coding, then texts can be compared in their writing
style and a fully automated procedure can be followed [51].
On the contrary, the use of implicit concepts allows the
researcher to compare texts from the point of view of social
knowledge. This process is of vital significance to the
meaning level where each term is coded [51]. In this case, the
meaning of all factors is always examined in the light of the
articles of analysis.

8) Analysis of results: The actual analysis stage is the
examination of the frequency results [39]. In the present study,
the researcher tries to seek a conclusion by examining the
results and trends with regard to the critical success factors on
ERP implementation. Using content analysis method, the
critical factors of ERP successful implementation were
extracted first, and, then, they were categorized. In this way,
the main objective of this paper is covered by creating a
theoretical framework that could form the basis for a further
research approach in particular economic sectors or in a set of
them.

IV. CRITICAL SUCCESS FACTORS’ IDENTIFICATION
THROUGH CONTENT ANALYSIS (CA) METHOD APPLICATION

As it was mentioned earlier, content analysis method
implementation concerns the quantification of qualitative data
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and is applied to various media of “communication” through
the study of documents and media [46-48]. In this study, the
media of “communication” are the scientific publications of
the relevant literature [46].

A. Used Keawords in the Analysis

The selection of the literature material used came after
searching in Google Scholar, Scopus and Research Gate and it
was instrumental in shaping the main objective of this study.
During this research, various keyword combinations were
used in order to make the literature material solely relevant to
the CSFs as defined in the first rule of analysis. The keywords
that were used during this research are listed below (Table I).

Reviewing the literature [5, 24, 32, 37, 39, 52], the
repeated use of some studies in similar research applications
was observed [25, 29, 35,40]. This fact had been taken into
account when the research material of the analysis was chosen
because the literature itself indicates the trends in the
identification of ERP critical success factors.

B. Distribution of the Analysis’ Selected Research Material

The research material is considered important for the
development of a factor list that influences the successful
implementation [46] and belongs to the current literature as
well as the older one, as in the case of other researchers [46,
37, 39]. Specifically, fifty research papers, fifteen conference
papers and two dissertations were selected for the application
of this analysis given that they met specific requirements, such
as their relationship with the present research topic, the origin
from reliable resources (scientific journals, conference
proceedings, university and academic portals) and the year of
publication (over 1999) [26, 39, 46] which is significant
because the analysis refers to last two decades. The research
material below is presented according to the way journals,
conference proceedings and dissertations are distributed
annually [27, 44] (Table I1).

The annual distribution of journals, proceedings, and
theses is presented in the above table in terms of sums. These
sums are also converted to percentages per year (%) via the
use of the rule of three. Twelve studies (17.91%) belong to
2018, eight studies (11.94%) to 2017, seven studies to 2014
(10.45%), five studies to 2015 (7.46%), four studies (6.97%)
to 2003, 2005, 2010 and 2013, three studies to 2007 and 2011
(4.48%), two studies (2.99%) to 2006 and 2009 and one study
(1.49%) to each of the remaining years. As it can be seen
below, the material of 2018 outweighs the rest of the other
years (Fig. 1).

C. Research Material Sectors

After the research on material collection, an initial review
was carried out in order to examine the sectors in which
critical factors of ERP successful implementation were
investigated. The selected research material, which the
corresponding research approach is applied to, focuses on
various business sectors. These sectors were divided into those
of the general business field, SMEs, industry, education,
logistics, public, retail, processing of agricultural products,
trade of consumer goods, and banking (Table I11).
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TABLE I. USED KEYWORDS
Id Keywords Id Keywords
1 Critical Factors + Enterprise Resource Planning 21 ERP + Successful Implementation
2 Critical Factors + Enterprise Resource Planning + Implementation Success | 22 Factors + ERP + Implementation Success
3 Critical Factors + Enterprise Resource Planning + Success 23 SKueé/C:gsctors + Enterprise Resource Planning + Implementation
4 ﬁ;i;ilgil]:ni;tt?;? Enterprise Resource Planning + Successful 24 Key Factors + Enterprise Resource Planning + Success
5 Critical Factors + Enterprise Systems + Implementation Success 25 :(r](qegleF;c‘;r(]Jtr;t;rI]Enterprise Resource Planning + Successful
6 Critical Factors + Enterprise Systems + Success 26 Key Factors + Enterprise Systems + Implementation Success
7 Critical Factors + ERP + Successful Implementation 27 Key Factors + Enterprise Systems + Success
8 Critical Factors + Successful + Enterprise Resource Planning 28 Key Factors + ERP + Implementation
9 I(:r;i;ilcei!gnat:tt?ori-'- Successful + Enterprise Resource Planning + 29 Key Factors + ERP + Implementation Success
10 Critical Success Factors + Enterprise Resource Planning + Implementation 30 Key Factors + Successful Implementation
11 Critical Success Factors + Enterprise Resource Planning 31 Key Success Factors + Enterprise Resource Planning
12 Critical Success Factors + Enterprise Systems + Implementation 32 :ﬁglzl:]ce?t:igﬁdors + Enterprise Resource Planning +
13 Critical Success Factors + ERP + Implementation 33 Key Success Factors + Enterprise Systems + Implementation
14 CSFs + Enterprise Resource Planning + Implementation 34 Key Success Factors + ERP
15 CSFs + Enterprise Systems + Implementation 35 Key Success Factors + ERP + Implementation
16 CSFs + ERP 36 Successful + Enterprise Resource Planning + Implementation
17 CSFs + ERP + Implementation 37 Successful + ERP
18 Enterprise Resource Planning + Implementation Success 38 Successful + ERP + Implementation
19 Enterprise Resource Planning + Successful Implementation 39 Enterprise Systems + Implementation Success
20 ERP + Implementation Success 40 Enterprise Systems + Successful Implementation
TABLE Il.  ANNUAL DISTRIBUTION OF THE ANALYSIS” SELECTED RESEARCH MATERIAL
Type of Study 1999 2000 2001 2002 2003 2004 2005 2006
Journal Papers 0 0 1 0 2 1 3 2
Proceedings Papers 1 1 0 1 2 0 1 0
Theses 0 0 0 0 0 0 0 0
Sum 1 1 1 1 4 1 4 2
% 15 15 15 1.5 6 15 6 3
Type of Study 2007 2008 2009 2010 2011 2012 2013 2014
Journal Papers 2 0 2 4 3 0 4 4
Proceedings Papers 1 1 0 0 0 1 0 3
Theses 0 0 0 0 0 0 0 0
Sum 3 1 2 4 3 1 4 7
% 4.5 15 3 45 5 15 6 10.5
Type of Study 2015 2016 2017 2018 2019 Sum %
Journal Papers 4 0 7 10 1 50 74,62
Proceedings Papers 1 1 0 1 0 15 22,38
Theses 0 0 1 1 0 2 2,98
Sum 5 1 8 12 1 67 -
% 75 15 12 18 15 - 100
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Fig. 1. Annual Distribution of the Selected Research Material.

TABLE Ill.  ECONOMIC SECTORS IN WHICH THE SELECTED RESEARCH
MATERIAL FOCUSES
Id Economic Sector Studies Sum (%)
IR
2 SMEs [5, 8-10, 32, 73-80] 13 19.4
3 Industry [7, 20, 42, 52, 81-85] 9 13.4
4 Education [24, 28, 36, 37, 86, 87] 6 8.96
5 Logistics [88, 89] 2 2.99
6 Public Sector [12, 90, 91] 3 4.48
! gg(r)iiisl?unrglogroducts 21, 34] 2 2.99
8 Retail [92] 1 1.49
9 Consumer goods [93] 1 1.49
10 Banking [94] 1 1.49
Sum 67 100

Studies focused on the general investigation of CSFs in
various companies — or without precise business activity -
belong to the general field. In this case, there are 29 (43.3%)
corresponding studies. In the case of small and medium-sized
enterprises, there are 13 (19.4%) studies. These studies are
equally relevant to the general field’s studies. However, it is
considered that there should be in a separate category because
there are several research applications in the literature that
emphasize the size of companies. The research applications of
the industry sector are 9 (13.43%) and refer to the automotive,
fire protection, manufacturing, electronics and construction
companies. Education field studies, that are included in the
analysis, are 6 (8.96%). Also, there are 3 studies (4.48%) that
are specialized in the public sector. Two studies (2.99%)
correspond to the field of processing agricultural products and
logistics. Finally, one study (1%) corresponds in each field of
the following sectors: retail, trade of consumer goods and
banking. The deviations per economic sector are illustrated in
the next chart (Fig. 2).

This chart shows that the general business field studies
outperform the other sectors’ studies. Assuming that the
corresponding research applications in these sectors exist also
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in the actual range of the literature, it could be concluded that
the majority of the whole literature surveys do not focus on a
specific business activity, but they address the issue of ERP
critical success factors in general.

D. Collection of Critical Success Factors

Moreover, a further review was carried out in order to
collect the CSFs. Each of the factors and their meanings was
recorded in a bibliographic program (Excel program)
according to the selected research material. At first, 1069
factors were collected by measuring their appearance one to
one. With regard to their nominal identity, critical success
factors were decreased to 48. Regarding the rules of content
analysis, factors’ meaning was reviewed in order to redefine
the conceptual similarity and in this way factors were reduced
to 37. In the next table, the meaning of the identified critical
success factors on ERP implementation is presented. The
meanings resulted from reviewing the studies of the selected
research material [5, 7, 20, 25, 28, 60 etc.] (Table V).

In listing the meaning of critical success factors the
characteristics that should be taken into account by
entrepreneurs in order to successfully implement ERP systems
are also essentially identified. The critical success factors’
frequency order is presented in the following table in
quantitative and percentage terms which are calculated via the
rule of three (Table V).

Examining the frequency values, as they resulted from the
content analysis’s application (by measuring their appearance
one to one), it could be considered that the reference level of
the CSFs in the selected research material maybe reflects a
real situation of the relevant literature in which emphasis is
initially placed on top management (provision of the necessary
resources for the operation of the system) and, subsequently,
on various organizational and financial characteristics. Also, it
could be concluded that the literature emphasis lies on the
factors that have not been mentioned in detail in it except from
some researchers who have considered them worthy of study,
such as the number of implemented modules, company-wide
support and commitment and knowledge management.

Processing of Retail Consumer goods
agricultural 2% 2%
products Logistics
3%
Public Sector
4%

Banking
2%

Fig. 2. Deviations’ Structure Diagram of the Examined Economic Sectors.
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TABLE IV.  MEANING OF IDENTIFIED CRITICAL SUCCESS FACTORS
CSFs Meaning of CSFs
Top management support and Level of commitment and support in obtaining ERP and providing valuable resources (system payments, selection
commitment and use of consultants, appointing executives to guide implementation).

Communication, collaboration and trust

Information exchange between the company’s departments and partners. Common goals and trust relationships
accomplish smooth functioning.

Composition of a capable and balanced
project team

When the experience in ERP implementation field doesn't exist, top management comprise a group of people
consisting of external consultants, departments’ managers and project leaders in order to monitor the
implementation. This team ensures the efficient implementation and its success, the goals’ achievement and the staff
training on ERP system implementation.

Project management

Application of knowledge and use of skills, tools, and techniques to project activities to meet the project’s
requirements.

Business plan, goals, scope, mission &
vision

Provide a clear overview of the desired future situation.

Change Management

It ensures a smooth dealing with the changes which are resulting from BPR. It is supported by top management,
partners and the project team. It depends on the desire and readiness of the company for possible changes.

Training

Knowledge delivery to project team members and users. Explanation of the system’s logic and practical training. It
aims at the proper understanding of the new business processes and the acquisition of information skills resulting in
the development of various capabilities.

Business Process Re-engineering (BPR)

It starts by analyzing the existing work activities. New activities are recording by creating new business processes
according to the system functions. It reduces the system modifications by matching the business processes with the
software.

Service Quality

Users’ support is obtained by external partners (vendors, consultants) and skilled business staff.

IT Infrastructure/Business and IT legacy
systems

IT Infrastructure: Hardware and network existence before the insertion of a new system. Legacy systems: Used
systems before ERP. A source of information about the ERP system’s operational activities that helps to address any
problems that may arise during the implementation.

Users and stakeholders’ involvement

It leads to the system’s adaptation in users’ requirements, the optimum use and users’ acceptance.

Software testing, customization and
troubleshooting

Customization of the system is performed in order to maintain specific business processes that create a competitive
advantage in a business. During customization, errors may occur that can be tackled only with the prosecution of
rigorous testing which will contribute to the proper operation of the system.

Accuracy, Quality & Data Integrity

Accurate and reliable data that enters into the system either by legacy information systems or during business
processes and produces correct information.

System Quality

It describes how reliable and functional a system is. It is measured by the way it is used, its functionality, flexibility
and accuracy.

Organizational culture

The way the business has learned to understand, think and feel. This is communicated by how these features are
shared and channeled among its members.

ERP package selection

An ERP system, by its very nature, imposes its own logic on the company's strategy, organization and mentality and
it is imperative that the software package is carefully selected. It depends on business activity and its needs. It is
carried out with the external consultants and vendors.

Presence of project champion & adequate
role

A personality which understands the functions of the system, defines the objectives, assumes the burden of the
project and ensures that its success depends on the involved users. It is often referred to as the project
manager/director.

Implementation strategy & goals
achievement timeframe

Decisions on how to implement an ERP software by using a specific methodology and timeframe. The selection and
the implementation of an ERP system should be the result of a well-thought-out development and application of this
ERP strategy.

Performance Monitoring, Evaluation &
Feedback

The exchange of information between project team members and users. It concerns the measurement of performance
with indicators of users’ performance and satisfaction. It is a tactic of measuring progress and controlling efficiency
in terms of use.

Use of consultants

Due to the complexity of the system, companies choose to collaborate with consultant companies in order for them
to be helped with the functions of the system. The purpose of consultation is to select the right system, align the
software with the business processes and configure it according to the company’s desires. It plays an essential role in
starting the project and is reduced in the last stages of the system’s implementation.

Users’ characteristics, skills and
capabilities

Characteristics of users according to their behavior and, especially, their skills

Recognition of qualifications, reward and
motivation

The ability of a project champion to maintain high morale on system users’ by recognizing their achievements.
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Minimum customization

It exists when the company adopts the procedures and functions that are integrated in the ERP software, instead of
seeking to modify it precisely in the company's business processes. It is recommended to avoid the cost of potential
modifications that are unavoidable if they are necessary for the system functionality. It is proposed that the
customization level be set before applying the system.

Well defined Budget of Project

Creating a detailed and realistic budget before the system's insertion.

Post-implementation audit

It is carried out when the system reaches a growing stage in order to understand whether BPR has a real impact on
the organization or not. It assesses if the goals are being met and provides lessons for the future.

Realistic expectations

Presentation of the real needs of a company by eliminating the unrealistic ones during the business plan preparation
and the desired goals’ setting.

Communication plan

A communication policy that channels information between top management, users and external partners.

Existence of empowered decision-makers

Empowering the team to make decisions on time and providing them with implements in order to bring the desired
results during the system implementation.

ERP, business & business processes
alignment

The adaptation of an ERP system with the existing business processes or new ones. Based on this adaptation, the
company managers judg if the company’s processes and culture undergo further changes and to what extent.

National culture

Bureaucracy, political and legal requirements determine how a business operates and therefore the operation of the
ERP system.

Competitive & External Pressures

Pressure from the external competitive environment affects the company’s internal environment. The pressure that
the company receives from the external environment and, at the same time, the creation of innovative and
competitive activities.

System support/Maintenance and further
training

It is performed when the system is in the final stage of implementation. The system is supported by maintenance
procedures during which continuous upgrades are made for optimal system operation and additional training that
may be proved necessary.

ERP vendor selection

ERP suppliers, creators of system software. They handle the system’s installation in the company, provide initial
training and modify the system in collaboration with the consultants. The ERP vendors’ selection is based on their
history, support and capabilities.

Controlled ROI on ERP implementation

An indicator that evaluates the return of investment on ERP.

Knowledge Management

Acquiring the maximum amount of knowledge from external partners and staff in aiming at an automated system
usage.

Company-Wide Support and Commitment

Once ERP enters a company, each user is required to adopt the use of the system by participating in the new
responsibilities without invoking the previous working procedures.

Implemented modules

The functionality of the system is affected by the number of implemented modules. The company chooses either to
use full range of ERP modules offered or to restrict itself to a specific number of modules according to specific
needs and requirements.

TABLE V. FREQUENCY ORDER OF THE IDENTIFIED CSFS AFTER THE APPLICATION OF CONTENT ANALYSIS METHOD

Id Factors Frequency (%)
1 Top management support and commitment 67 6.27
2 Communication, collaboration and trust 66 6.17
3 Composition of a capable and balanced project team 65 6.08
4 Project management 61 5.71
5 Business plan, goals, scope, mission and vision 59 5.52
6 Training 55 5.14
7 Change Management 54 5.05
8 Business Process Re-engineering (BPR) 52 4.86
9 Users and other stakeholders’ involvement in evaluation, modification and implementation of the system | 51 4.77
10 IT Infrastructure / Appropriate business and IT legacy systems 51 4.77
11 Service Quality 48 4.49
12 Software testing, customization and troubleshooting 42 3.93
13 System Quality 41 3.84
14 Accuracy, Quality & Data Integrity 37 3.46
15 Organizational culture 35 3.27
16 ERP package selection 33 3.09
17 Presence of project champion and adequate role 32 2.99
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18 Implementation strategy and goals achievement timeframe 32 2.99
19 Performance Monitoring, Evaluation and Feedback 28 2.62
20 Use of consultants 25 2.34
21 Users’ characteristics, skills and capabilities 16 15

22 Minimum customization 16 15

23 Recognition of qualifications, reward and motivation 15 1.4

24 Well Defined Project Budget 13 1.22
25 Post-implementation audit 11 1.03
26 Realistic expectations 10 0.94
27 Communication plan 8 0.75
28 ERP, business and business processes alignment 8 0.75
29 System support / Maintenance and further training 8 075
30 Existence of empowered decision-makers 7 0.65
31 National culture 6 0.56
32 Competitive and External Pressures 6 0.56
33 ERP vendor selection 4 0.37
34 Controlled ROI on ERP implementation (Return on Investment) 2 0.19
35 Knowledge Management 2 0.19
36 Company-Wide Support and Commitment 2 0.19
37 Implemented modules 1 0.09
Total 1069 100

Specifically, the factor of top management commitment
and support has the highest number of frequency noting that
the right leadership and management are important tools for
the success of ERP implementation. The factor of
communication, collaboration and trust has the second highest
number of frequency which proves that the existence of the
above characteristics between business, employees and
external partners is crucial for successful ERP
implementation. Project team, project management, business
plan, change management and users’ education factors follow
in the order of frequency. These factors are sufficiently
referred to as literature, which is something that highlights
their importance to the successful implementation. Business
Process Re-engineering to system quality factors follow high
values in the order of frequency (Id: 41-52), which makes
them  particularly  successful components of ERP
implementation. Factors from data accuracy to recognition and
reward (Id: 15-37) could very well be considered as the
average values of the frequency order. This proves that the
literature gives a relative importance to the existence of these
factors without giving them the appropriate priority. Factors
that range between the last numbers of frequency (ld: 1-13)
were not widely reported in the selected material. However,
these factors are considered worthy of study and investigation;
this could also be a proposal for any further research
approach. At this point, the conclusions after applying the
content analysis are drawn. The identified critical success
factors can be considered individually by the companies in
order for the implementation of the system to be successful.
Next step is to create categories and classify the identified
factors in them in order to draw further conclusions about ERP
success.

V. CRITICAL SUCCESS FACTORS’ CATEGORIZATION

As it was mentioned in the section of literature review,
critical success factors can be classified either into relative
categories to the ERP system implementation (or else
orientations), into relative categories to the ERP life cycle or
in categories related to strategy and tactics [9, 25, 27, 34, 38-
41, 56, 59, 61, 65, 81]. In this analysis, it was decided that
critical factors will be classified according to the first two
categories and in a combination of them. These types of
categorization were chosen due to the fact that they are widely
used in the literature. In addition to that, they were selected in
order to strengthen the current theoretical framework with
perspectives in which CSFs can be taken into account by
companies collectively as dimensions of the ERP
implementation and its life cycle. At the end of this analysis,
the merge of these two categorization forms is held in order to
provide further conclusions regarding the successful ERP
implementation [53, 76, 95] and, also, to show another way in
which CSFs can be taken into account by combining the
implementation aspects with those of the system’s life stages.
Having all the above into consideration, these categories are
related to the ERP orientations of implementation and the life
stages of the system.

A. First Form of Categorization: ERP Orientations of
Implementation
The first form of categorization concerns the classification
of factors into  organizational,  project,  human,
technological/ERP and external partners (vendors-consultants)
categories [9, 25, 28] (Table VI).
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Once the categories were created, factors were classified
according to the selected research material (mentioned in
Table I11) and the relative literature as indicated in the next
table. Thirteen (13) organizational factors, six (6) project
factors, five (5) human factors, ten (10) technological/ERP
factors and three (3) external partners’ related factors arose
from the CSFs’ classification (Table VII).

TABLE VI. FIRST TYPE OF FACTORS’ CATEGORIZATION

Vol. 11, No. 11, 2020

Id | Categories Conceptual Content of Categories

It is related to the company's structure, general
administration, processes, goals, culture, and
business environment

1 Organizational

It is associated with a group of people who

2 Project supervise the ERP project and implementation.

It is related to users' relationships with ERP
implementation. Skills and characteristics,
participation and support in ERP implementation
procedures.

3 Human

Technological/
ERP factors

They are related to the system's functionality and
the technological characteristics.

External
partners

They highlight the relationship between company,
ERP system and external partners.

Users and other stakeholders’ involvement in
4 evaluation, modification and implementation of the
system
5 Users’ characteristics, skills and capabilities
1 Implemented modules
2 IT Infrastructure / Business and IT legacy systems
3 Software testing, customization and troubleshooting
4 System Quality
Technological/ | 5 Accuracy, Quality & Data Integrity
ERP factors 6 ERP package selection
7 Minimum customization
8 ERP, business and business processes alignment
9 Post-implementation audit
10 System support / Maintenance and further training
1 Service Qualit
Extertnal Q y
Partners’ 2 Use of consultants
factors -
3 ERP vendor selection

TABLE VII. CLASSIFICATION OF FACTORS ACCORDING TO THEIR

ORIENTATIONS IN ERP IMPLEMENTATION

o

Categories Critical Success Factors

Business Process Re-engineering (BPR)

Well Defined Budget of Project

Business plan, goals, scope, mission and vision

Change Management

Communication, collaboration and trust

Communication plan

Organizational Competitive and External Pressures

factors Knowledge Management

Ol | N[l | |W|N|F

National culture

=
o

Organizational culture

Controlled ROI on ERP implementation (Return on
Investment)

=
[N

The differences between the above categories are shown in
percentage form below (Fig. 3). It can be noticed that
organizational (35%) and technological/ERP related factors
(27%) outweigh the rest of the other categories. This fact
points out that the selected research material, or possibly most
of the literature, gives more weight to these dimensions of the
implementation. In particular, it is concluded that the
successful implementation of ERP systems in various sectors
of the economy depends mainly on the components of
business management and technological aspects. Under no
circumstances do the above comments negate the importance
of the other categories - dimensions in the successful
implementation of the system.

B. Second Form of Categorization: ERP System’s Life Stages

The second form of categorization involves the
classification of factors in the life stages of ERP system [81,
61, 59]. This type of categorization concerns the critical
success factors that belong to the pre-implementation phase,
implementation phase and the post-implementation phase
(Table VIII).

=
N

Realistic expectations

Implementation strategy and goals achievement
timeframe

=
w

Existence of empowered decision-makers

Performance, Monitoring, Evaluation and Feedback

Presence of project champion and adequate role

AW |IN]|E

Project factors Project management

Composition of a capable and balanced project
team

Recognition of qualifications, reward and
motivation

1 Top management support and commitment

External Partners’
Factors
8%

Human factors 2 Company-Wide Support and Commitment

3 Training

Fig. 3. Deviations’ Structure of the First Type of Categorization.
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TABLE VIII. SECOND TYPE OF FACTORS’ CATEGORIZATION

Vol. 11, No. 11, 2020

Id | Categories Conceptual Content of ERP Stages

Factors related to a company’s preparation

Pre- procedures for acquiring an ERP system. These
1 implementation include the system’s investment examination, the
phase software package and external partners’ selection
and the strategic planning.

Factors related to project-related activities, users’

Implementation | organization, software testing, configuration,

2 phase conversion, stabilization and finally the ERP
implementation.
Factors related to activities that take place as long as
the use of the system is in the hands of mature users
Post- ]
3 implementation and_ last as long as thg processes gf upgrading,
phase maintenance and additional training. At the end of

these processes, the system is replaced with a new
one.

The use of this type of categorization was made because
the ERP success requires the identification and the
management of the critical elements in each phase of system
life cycle implementation [79]. Once the categories were
created, factors were classified, as indicated below according
to the selected research material and the relative literature
(Table IX).

TABLE IX.  FACTORS’ CLASSIFICATION ACCORDING TO ERP SYSTEM’S
LIFE PHASES
Categories Id | Critical Success Factors

3 Communication plan
Users and other stakeholders’ involvement in

4 | evaluation, modification and implementation
of the system

5 Service Quality

6 System Quality
Software testing, customization and

7 :
troubleshooting

8 Accuracy, Quality & Data Integrity

9 Organizational culture

10 Presence of project champion and adequate
role

1 Recognition of qualifications, reward and
motivation

12 | Users’ characteristics, skills and capabilities

13 | Company-Wide Support and Commitment

14 ERP, business and business processes
alignment

15 | Existence of empowered decision-makers
Performance Monitoring, Evaluation and

16
Feedback

1 Post-implementation audit

Post-implementation -
phase factors 5 System support / Maintenance and further

training

1 | Top management support and commitment

2 Communication, collaboration and trust

3 Composition of a capable and balanced project
team

4 Business plan, goals, scope, mission and vision

5 Change Management

6 Business Process Re-engineering (BPR)

IT Infrastructure / Business and IT legacy
systems

8 ERP vendor selection

9 Use of consultant

Pre-implementation

phase factors 10 | Implemented modules

After the CSFs’ classification into the above-mentioned
categories, nineteen (19) ERP pre-implementation, sixteen
(16) ERP implementation and two (2) post-implementation
ERP phase factors arise. The differences between the
categories are shown in percentage form (Fig. 4) and, as can
be seen, ERP pre- implementation and implementation phase
factors occupy the largest percentage.

These results point out that the selected research material
pays close attention to the first two phases of the system's life.
The literature states that in the event that the last phase of
system implementation is examined, further factors and
parameters should be taken into account, such as the
frequency of upgrades, financial support and the provision of
specialized assistance by external partners [96, 97].

11 | ERP package selection

12 | Minimum customization

Implementation strategy and goals

13 achievement timeframe

14 | Well Defined Budget of Project

Controlled ROl on ERP implementation

5 (Return on Investment)

16 | Realistic expectations

17 | Knowledge Management

18 | National culture

19 | Competitive and External Pressures

Implementation phase 1 Project management

factors 2

Training

Fig. 4. Deviations’ Structure of the Second Type of Categorization.
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C. Merging of the Two Categorization Forms

Subsequently, the above types of categorization were
merged in order to draw further conclusions about the critical
factors, their categorization and the ERP system success [53,
76, 95] (Table X).

The application of the merger shows that eleven
organizational, one project, one human, four ERP and two

TABLE X.

Vol. 11, No. 11, 2020

external partners’ factors are included in ERP pre-
implementation phase. Additionally, two organizational, five
project, four human, one external partners’ and four ERP
system factors are taken into account as implementation phase
factors also. Finally, two factors relating to the ERP system
are entirely post-implementation phase factors. The above
results are presented in percentage, cumulative and
diagrammatic form below (Table XI, Fig. 5to 7).

MERGED FACTORS’ CLASSIFICATION

Category Pre-implementation phase factors

Implementation phase factors

Post-implementation phase factors

Communication, collaboration and trust

Business plan, goals, scope, mission and
vision

Change Management

Business Process Re-engineering (BPR)

Implementation strategy and goals
achievement timeframe

Communication plan

Organizational factors Well Defined Budget of Project

Controlled ROI on ERP implementation
(Return on Investment)

Realistic expectations

Knowledge Management

National culture

Competitive and External Pressures

Organizational culture

Category Pre-implementation phase factors

Implementation phase factors

Post-implementation phase factors

Project management

Presence of project champion and adequate
role

Composition of a capable and balanced

Project factors :
project team

Recognition of qualifications, reward and
motivation

Existence of empowered decision-makers

Performance, Monitoring, Evaluation and
Feedback

Category Pre-implementation phase factors

Implementation phase factors

Post-implementation phase factors

Training

Top management support and

Human factors .
commitment

Users and other stakeholders’ involvement in
evaluation, modification and implementation
of the system

Users’ characteristics, skills and capabilities

Company-Wide Support and Commitment

Category Pre-implementation phase factors

Implementation phase factors

Post-implementation phase factors

IT Infrastructure / Business and IT
legacy systems

System Quality

) Implemented modules
Technological/ERP factors

Software testing, customization and
troubleshooting

Post-implementation audit

ERP package selection

Accuracy, Quality and Data Integrity

Minimum customization

ERP, business and business processes
alignment

System support / Maintenance and
further training

Category Pre-implementation phase factors

Implementation phase factors

Post-implementation phase factors

ERP vendor selection

Extertnal Partners’ factors
Use of consultants

Service Quality
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MERGED FACTORS’ CLASSIFICATION IN QUANTITATIVE AND PERCENTAGE FORM

External
partner

1%

TABLE XI.

Categ. Pre-implementation phase factors
Organizational factors 11

Project factors 1

Human factors 1

Technological/ERP factors 4

External partners’ factors 2

Total 19

5% Project
5%

Fig. 5. Pre-Implementation Phase.

Categ. Implementation phase factors e R
Organizational factors 2
Project factors 5
Human factors 4
Technological/ 4
ERP factors
External partners’ factors 1
Total 16

Fig. 6. Implementation Phase.
Categ. Post-implementation phase factors .
Organizational factors 0 £ “’5,6:‘:
Project factors 0
Human factors 0
Technological/ 2 Prtaicee
ERP factors
External partners’ factors 0

o Organizations!
Total 2 "

Fig. 7. Post-Implementation Phase

Some of the factors, which were categorized into
dimensions of the ERP system implementation, have a
prominent place both in the pre-implementation and
implementation stage while in the last stage the external
partners’ critical factors gain a dominant role. In particular,
the majority of organizational factors seem to play a dominant
role in the pre-implementation phase which makes the
organizational aspects and further parameters of them
necessary elements for the acquisition of the system. Some of
these factors, such as communication plan and organizational
culture, are included in the second phase emphasizing the
importance of their existence during the implementation of the
system. On the contrary, the majority of project factors play a

greater role in the implementation phase of the system. One of
them -the composition of a capable and balanced project team-
appears in the pre-implementation phase, noting that its
existence prior to system acquisition is essential for the future
implementation success. Human factors appear mainly in the
implementation phase of the system. Thus, this is something
that indicates that the “human” element is particularly
presented in activities related to the system implementation
flow and the users’ administration.

Some of the technological/ERP factors are identified in the
pre-implementation phase, which indicates that important
decisions must be made by the outset regarding the pre-
existing situation. These factors are also identified in the
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implementation phase. Therefore, they define guidelines for
the system’s configuration and quality. It was also concluded
that only ERP system factors play a vital role in the post-
implementation phase. This is explained by the fact that
specific procedures are carried out as soon as the system used
matures in the users’ hands until it is replaced with a new one.
These procedures concern the software maintenance,
upgrades, additional user training and implementation audit in
order to be made perfectly clear whether the company’s goals
were accomplished or not. Finally, factors that are relevant to
ERP vendors and consultants are superior to the pre-
implementation phase of the system. This is justified by the
fact that in the first stage of ERP implementation, processes
that take place in it prepare the company for the acquisition of
an ERP system. One of these processes is the selection of
external partners, whose quality is evident in the
implementation stage, and is an important aspect of the system
implementation success.

VI. CONCLUSION

This study aimed to investigate the critical success factors
of enterprise resource planning system implementation and
build a categorization framework in order to create a
theoretical basis that will enhance any further research
approaches in various sectors of the economy. By fulfilling the
purpose of this study, a significant contribution to computer
science literature and especially to the ERP field is offered. In
order for the study’s legitimate objective to be achieved, the
critical factors of successful ERP implementation were
initially determined by reviewing the relevant literature
through the use of content analysis method. Then, the
identified CSFs were classified into relative categories to the
orientations of ERP implementation and ERP system’s life
cycle phases. Finally, these two types of categorization were
merged in order to examine the critical success factors’
behavior during the ERP implementation so as for useful
conclusions to be drawn.

Content Analysis was chosen because various empirical
information systems’ studies adopted this method as a part of
a research methodology. This method was applied according
to the literature’s standards in relevant scientific studies which
had been found by searching in specific databases and by
using keywords about ERP implementation and critical
success factors. The studies that were selected to take place in
this investigation include the research material that meets the
present study’s topic requirements. Most of this research
material helped in shaping the objective goal of this paper and
was considered important for the development of a factors’ list
that influences the successful ERP implementation in various
economic sectors. These sectors were divided into many fields
which led to the conclusion that corresponding research
applications in these sectors may occur also in the actual range
of the literature. CA method was applied by reporting the
frequency of CSFs’ concept in the selected research material
content, something that helped thirty-seven factors to be
identified. The conclusions drawn with regard to the
frequency results from the application of the content analysis
were multiple and presented in detail in the corresponding
section above. Specifically, it was generally concluded that the
CSFs’ reference to the selected research material maybe

Vol. 11, No. 11, 2020

reflects a real situation of the relevant literature in which
emphasis is mainly placed on top management, subsequently
on various organizational and financial characteristics
highlighting the importance of them in the successful
implementation and, finally, on factors that have not been
mentioned in detail in the literature, except from some
researchers who are considered them worthy of study. The
meaning of these factors were also recorded and presented
emphasizing, in this way, the success characteristics that
should be taken into consideration by entrepreneurs during the
ERP system implementation.

After the factors’ identification, categories, relative to ERP
implementation and its life phases, were created and merged
with each other in order to strengthen the theoretical
framework towards a more integrated approach for decision
making policy regarding the critical factors which influence
the ERP implementation success. The first type of
categorization referred to the creation of organizational,
project, human, technological/ERP and external partners
(vendors-consultants) categories and the second one the
creation of pre-implementation, implementation and the post-
implementation phase categories. The categorization
framework was set up by the use of the relevant literature
which also suggested the classification of thirty-seven critical
factors into the above-mentioned categories. The analysis
results showed that the organizational and technological/ERP
factors outweigh the rest of the other categories. This proves
that the selected research material, or possibly most of the
relevant literature, gives more weight to these dimensions of
the implementation. In particular, it was concluded that the
successful implementation of ERP systems in various sectors
of the economy depends mainly on the components of
business management and technological aspects, which is
something that do not negate the importance of the other
dimensions (project, human, external partners) in the
successful implementation of the system. It was also pointed
out that the selected research material pays close attention to
the first two phases of the system's life. Therefore, it was
suggested that in the event that the last phase of system
implementation is examined, further factors and parameters
have to be defined and taken into account directly by the
enterprises (frequency of upgrades, financial support and
specialized assistance by external partners). Finally, through
the application of the merger and the discussion of its results,
it is evident in which aspects of ERP implementation
emphasis is placed on per system’s life cycle phase.

VII.PRACTICAL IMPLICATION AND ORIGINALITY

By fulfilling the purpose of this study, a significant
contribution to computer science literature and especially to
the ERP field is offered. Firstly, it is worth mentioning that the
discussion of the frequency and categorization results
probably helps in understanding the literature’s prevailing
trends about ERP implementation and CSFs. The discussion
on the results that occurred from the merging of the two
categorization forms, could very well be referred to as the
means with which the aspects that characterize and influence
the implementation of ERP system can be taken into account
by various companies during the three life stages of the
system. Last but not least, it must be pointed out that the
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creation of a theoretical framework, which involves various
(four in total) aspects of the treatment of key topics during the
ERP implementation, is innovative and constitutes a
promising tool that -as it was mentioned earlier in detail- can
be used by many researchers as a basis for many types of
researches. This study is purely theoretical but, as an available
scientific article, may provide background knowledge for
conducting a series of further research approaches in specific
economic sectors or in a set of them. Present study's authors
promise to explicit this knowledge in order to strengthen the
computer science literature with new findings.

VIIIl. PROPOSALS FOR FURTHER RESEARCH APPROACHES

The identification of critical factors through the content
analysis application created a theoretical framework which
allows critical factors to be considered by companies
individually as features of the implementation and the system.
According to this perspective, the identification of these
factors’ importance and influence in the degree of the ERP
implementation success is suggested. The importance’s
ranking of critical factors, specifically, might be a proposal for
companies, indicating the order in which the elements of each
factor should be taken into account during the ERP
implementation. However, further investigation should be
carried out in order to include the degree of successful
implementation and to study its relationship with critical
factors. This type of identification will enable further
deepening of the existing literature and disseminate new
findings about the ERP system and its implementation in
specific economic sectors or in a set of them, such as the
above-mentioned general business field. The categorization
analysis application respectively led to the creation of three
more theoretical frameworks (four in total) that allow critical
success factors to be considered by companies not only
collectively as dimensions of the ERP implementation and its
life phases, but also in combination. According to these
perspectives, the identification of these approaches’
relationships with the degree of the ERP implementation
success is suggested. Through this examination, useful
findings can be drawn if the implementation success is shaken
positively, negatively or not at all, in the case that critical
factors are taken collectively into account by companies as
aspects of implementation, life cycle and their possible
combination. More specifically, carrying out a corresponding
analysis, many researchers will be greatly helped to be aware
of the area in which the ERP system implementation may
present problems and make various proposals for avoiding the
undesirable result.

IX. RESEARCH LIMITATIONS

One of the most significant limitations of this research was
the selection of a literature part to be used for the analysis
purposes, given that it was not possible to use the whole
literature’s studies. Analyzing the relevant literature, many
studies conduct a literature review and impose a further
investigation by using specially designed questionnaires in
order to specify the critical factors that strongly affect the
successful ERP system implementation. As mentioned in the
introductory section, this study restricts only on the first part,
which is something that can be taken into account as a

Vol. 11, No. 11, 2020

limitation. The existence of this limitation is explained by the
fact that this paper aims to create a multilateral theoretical
framework that will be used by researchers directly in the part
of the further investigation establishment and will further
contribute to the ERP literature.
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Abstract—This  paper  proposes a  semi-supervised
autoencoder based approach for the detection of anomalies in
turbofan engines. Data used in this research is generated through
simulation of turbofan engines created using a tool known as
Commercial Modular Aero-Propulsion System Simulation
(CMAPSS). C-MAPSS allows wusers to simulate various
operational settings, environmental conditions, and control
settings by varying various input parameters. Optimal
architecture of autoencoder is discovered using Bayesian
hyperparameter tuning approach. Autoencoder model with
optimal architecture is trained on data representing normal
behavior of turbofan engines included in training set.
Performance of trained model is then tested on data of engines
included in test set. To study the effect of redundant features
removal on performance, two approaches are implemented and
tested: with and without redundant features removal.
Performance of proposed models is evaluated using various
performance evaluation metrics like Fl1-score, Precision and
Recall. Results have shown that best performance is achieved
when autoencoder model is used without redundant feature
removal.

Keywords—Anomaly  detection;  autoencoder;
hyperparameter tuning; turbofan engine

bayesian

I.  INTRODUCTION

Anomaly detection refers to identification of those
situations, which do not conform to pre-defined normal
behavior of the system under consideration. Timely detection
of such anomalies in machinery has many applications, which
include reduced downtime, reduced maintenance cost and less
safety hazards. Increasing focus on reliability and maintenance
of complex systems like turbofan engines demands intelligent
and autonomous ways to manage the health of these safety
critical systems [1]. One such way is to deploy autonomous
anomaly detection to monitor the health of turbofan engines.
Timely detection of anomalies in turbofan engines can enable
its operators to take corrective actions timely and prevent
catastrophic failures.

In recent years, there is an increasing interest in data
driven anomaly detection techniques. Based on nature of
available dataset, data driven anomaly detection techniques
are classified into three types: supervised, unsupervised, and
semi supervised [2].

Supervised anomaly detection techniques require true
labels for all training instances: normal as well as anomalous.

Bayesian networks in supervised setup are used for intrusion
detection in [3].

Researchers have also used multilayer perceptron (MLP)
for detection of normal and attack connections [4]. In addition
to detection of attack connections, MLP based approach also
helps to identify type of attacks. Researchers have also used
support vector machines (SVM) and decision trees for
detection of anomalies in various applications [5], [6]. One of
the biggest challenges in supervised anomaly detection
approaches is non availability of representative labels,
especially for anomalous class [7]. Another issue is that
anomalous class has far fewer instances than normal class
instances. This issue of imbalance class distribution is
addressed in [8].

Unsupervised anomaly detection algorithms do not require
true labels of data instances for training. Basic assumption for
these algorithms is that only small percentage of data belongs
to anomalous class. Unsupervised anomaly detection
approaches classify infrequent data instances as anomalous
[2]. K-means clustering based sliding window approach is
used to detect anomalies in discrete manufacturing process by

[9].

Another clustering algorithm called Fuzzy C-Means
(FCM) is also used by researchers for unsupervised anomaly
detection [10]. In FCM, one data instance can belong to more
than one clusters.

Some researchers have also used expectation maximization
(EM) meta algorithm for unsupervised anomaly detection
[11]. EM is again a soft clustering technique which maximizes
the value of certain parameter in a probabilistic model. One of
the biggest issues with these clustering-based anomaly
detection techniques is high false positive rate.

In [12], different clustering algorithms were used for
intrusion detection and it was observed that false positive rate
was more than 20%. Such high false positive rate makes
clustering based anomaly detection techniques unviable for
some of the real-world problems [12].

Another challenge in unsupervised anomaly detection
techniques is the assumption that only small proportion of data
represents the anomalous class. In situations where this
assumption is not true, these unsupervised anomaly detection
approaches may suffer from bad performance.
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Semi-supervised anomaly detection approaches require
that true labels should be available for only those data
instances which represent the normal behavior of system
under consideration. As these semi-supervised approaches do
not require the labels for anomalous data instances, therefore
these approaches are widely applicable in practice as
compared to supervised anomaly detection approaches.

In [13], a kernel principal component analysis (PCA)
based approach is used to deploy semi-supervised anomaly
detection on a spacecraft. This approach first projects original
data on to a lower dimensional space and then reconstructs it
from that lower dimensional space. This reconstructed data
from lower dimensional space is supposed to represent the
true nature of data (independent of noise). The reconstruction
error between original data and reconstructed data is then used
to detect anomalies. However, the performance of this
approach is highly dependent upon type and hyperparameters
(e.g., degree in case of polynomial kernel) of kernel chosen. In
some cases, choice of kernel requires domain knowledge,
which is not easily available in all the cases.

In [14], researchers have proposed a semi-supervised
support vector machines (S3VMs) for detection of anomalies
in complex systems. It has been observed that semi supervised
SVMs give high false positive rate when tuned and trained in
a semi-supervised setup [15]. In addition to this, curse of
dimensionality is also an issue when these SVMs are used
with high dimensional data. In recent years, there is an
increasing interest in use of artificial neural networks for
various applications. Autoencoder is also a type of neural
network, which is designed to learn reconstruction of input
data [16].

Unlike PCA based approaches, autoencoders perform
hierarchical dimensionality reduction by stacking up multiple
hidden layers. By reducing number of neurons in subsequent
hidden layers, each hidden layer tends to learn the true nature
of the data. So, by using multiple hidden layers in auto-
encoder framework, more abstract features can be extracted,
and better reconstruction of data can be achieved without any
dependency on domain knowledge.

In this research, an autoencoder based semi-supervised
anomaly detection approach is used to detect anomalies in
turbofan engines. As explained earlier, the main advantage of
using autoencoders for anomaly detection is that they require
only normal data for training and their performance is also not
dependent on any user defined parameters (e.qg., kernel type).

The rest of the paper is organized as follows. In section II,
adopted methodology is explained in detail. Dataset used in
this research is explained in section Ill. Section IV contains
the implementation details and results. Conclusion of this
research is presented in section V.

Il. METHODOLOGY

As stated earlier that an autoencoder based anomaly
detection approach is used in this research. A detailed
explanation of the adopted methodology is given in this
section.

Vol. 11, No. 11, 2020

A. Autoencoders

Autoencoder is an artificial neural network, which is
trained to learn the reconstruction of input signal. Internally,
an autoencoder consists of two parts: encoder and decoder.

First of all, input signal x€[0,1]* is mapped to a hidden

representation yﬁ[Oaﬂd through an encoding function f(x).
This hidden representation y is also known as the code of
autoencoder. Here d and d° represents the dimensions of x and
y respectively. Hidden representation y or code is then

mapped back to reconstruction z€[0:1]* through decoding
function g(y). The dimension of reconstruction z is same as of
X. Here z should be considered as prediction of x by an
autoencoder having code y. This structure of autoencoder is
presented in Fig. 1.

Mathematical expressions of encoder and decoder
functions are presented in in Eq. (1) and Eq. (2), respectively.

y = 1(x) = o(Wiyx + byy) M)

y =9(y) = a(Wy,y + by,) 2

Here W represents the weight, b represents the bias and
represents the nonlinear activation function of neural network.
Learning process of an autoencoder involves the minimization
of loss between x and g(f(x)). Loss function used in this
research is the mean squared error (MSE). This loss function L
is presented in Eq. (3).

L(xg(r) = 1) (= 9(re))’ ©)

where n represents total number of training examples.

An autoencoder which learns to perfectly reconstruct x
everywhere (for all values of x) is not generally useful.
Therefore, autoencoders are generally designed in such a way
that they can perfectly reconstruct only those inputs which
resemble to data in training set. One way to restrict perfect
reconstruction everywhere is to constraint code y to have
lower dimension than x. Type of autoencoder in which
dimension of x is greater than the code y (i.e. d > d°) is known
as undercomplete autoencoder [17]. In this research we have
used an undercomplete autoencoder to build an anomaly
detection model.

In this paper, we have trained our autoencoder model on
data representing normal behavior of system under
consideration. A perfect autoencoder which is trained on
normal data should be able to reconstruct only those inputs
which are representative of normal behavior of system under
consideration. Metric which is used to quantify the quality of
reconstruction is reconstruction error. Reconstruction error
can be measured in many ways. In this research we have used
sum of squared error between x and z to measure the
reconstruction error. This is presented in Eq. (4).

reconstruction error (r)= Zfz 1(xl- - z;)? 4

where k represents the dimension of input signal.
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Fig. 1. An Autoencoder Structure.

An autoencoder which is trained on normal data should
have a smaller reconstruction error on datapoints which are
representative of normal behavior of the system and vice
versa. Hence anomalies can be detected by simply using a
threshold on reconstruction error. Data points having
reconstruction error less than a certain threshold can be
classified as normal, whereas data points having
reconstruction error greater than a certain threshold can be
classified as anomalies. This is presented in Eq. (5).

{r > Th Anomaly
r < Th Normal

where Th represents the threshold value.

©)

The performance of an autoencoder model is highly
dependent on the choice of hyperparameters, such as the
number of layers, number of neurons and activation function,
etc. The approach adopted for hyperparameter tuning in this
research is Bayesian optimization, which is explained in the
following section.

B. Hyperparameter Tuning using Bayesian Optimization

The aim of the hyperparameter tuning task is to find the set
of hyperparameters, which gives the best performance (e.g.,
F1-score, R2-score, etc.) on the validation dataset for a
specific model [18], [19].

For complex models like neural networks, manual tuning
of these hyperparameters becomes intractable. There are some
approaches like grid search and random search, which perform
better than manual search in most of the cases. In the grid and
random search, a search grid is being set up and the train-
predict-evaluate cycle is executed for a different set of
hyperparameters in a loop. However, these approaches are
inefficient in the sense that they do not consider the
performance of previously chosen hyperparameters while

choosing the next set of hyperparameters. Grid and random
search will continue to search the whole search space while
being uninformed about the past evaluations. As a result, an
ample amount of time is usually spent on the evaluation of bad
hyperparameters.

In contrast to the grid and random search, the Bayesian
approach for hyperparameter tuning considers past
evaluations’ results while choosing a new set of
hyperparameters [20].

There are multiple approaches for Bayesian optimization
in literature, differentiated based on the type of regression
model and acquisition function they use. A probabilistic
regression model is used to model the past evaluations by
mapping hyperparameters to score on objective function. This
regression model is also known as surrogate model in
literature and is represented as p(s/h) [20]. Here s represents
the score on objective function and h represents the set of
hyperparameters. Whereas next set of hyperparameters (from
domain) in each iteration is chosen by optimizing an
acquisition function, which uses p(s/h) as a cheap surrogate of
actual objective function.

In this work, we have used Tree-Structured Parzen
Estimator (TPE) to build the surrogate model of objective
function. Tree-Structured Parzen Estimator builds the
surrogate model by using Bayes rule. Instead of directly
calculating p(s/h), it calculates p(h/s) first and then use Bayes
rule as in Eq. (6).

s p(g)*p(S)

p(ﬁ)z () (6)

where p(h/s) is probability of hyperparameter given the
score and is expressed as in Eq. (7).
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ny _ (l(R)if s<s”
(5) a {g(h) ifs=>s" ™
In Eq. (7), hyperparameters are divided into two

distributions: 1(h) and g(h). I(h) contains all those set of
hyperparameters for which score(s) of objective function is
less than a certain threshold s*, whereas g(h) contains all those
set of hyperparameters, for which score(s) of objective
function is greater than a certain threshold s*. Acquisition
function used in this research is Expected improvement (EI).
The main task of the acquisition function is to find best set of
hyperparameters based on surrogate model p(s/h).
Mathematical expression of Expected Improvement (El) is
given in Eq. (8).

Ely(h) = [°_(s* — s)p(d/h)ds ®)

I1l. CASE STUDY

In this work, we picked up a case study of anomaly
detection in a simulated dataset of a turbofan engine [21]. The
first principle model required to generate the data is built
using a tool known as Commercial Modular Aero-Propulsion
System Simulation (C-MAPSS).

C-MAPSS allows users to simulate various operational
settings, environmental conditions, and control settings by
varying various input parameters. In the chosen dataset, there
is run-to-failure data of 249 engines simulated under six
different operational settings. Some manufacturing variations
and different initial degree of wear are being introduced in all
249 engines in order to make the scenario more real. Initial
wear in engines is being introduced by varying efficiencies of
various modules. In all the engines, a fault is introduced due to
either of two failure modes: High Pressure Compressor (HPC)
Degradation and Fan Degradation. At the start of each time
series, the engine is running in a normal state and fault is
introduced at some point in time, which then leads to engine
failure in the future.

The Health state of each engine is measured by a set of 21
sensors installed on different modules of the engine. A list of
all sensors is presented in Table I. In addition to these 21
sensor tags, three additional parameters are recorded to
represent different operating states of the engine. A list of
operational parameters is presented in Table Il. The values of
all these sensors and operational parameters are recorded at a
frequency of one reading per engine cycle.

For semi-supervised anomaly detection, we are required to
train our machine learning model on data representing the
normal behavior of the system under consideration. As
explained earlier, at the start of each time series, all engines
are operating in a normal state, therefore in this work, the first
60 percent data of each time-series is considered as
representative of the normal behavior of engines. The
threshold of 60 percent is decided based on visual analysis of
trends. Out of 249 engines, the first 60 percent data of 220
randomly chosen engines is used for training. Data of 20
engines is used as validation data (for hyperparameter tuning),
and data of the remaining 19 engines is used for testing the
performance of the trained model.

Vol. 11, No. 11, 2020

TABLE I. SENSORS NAMES AND THEIR UNITS
Sensor Description Unit of Measure
T2 Fan inlet temperature Rankine (°R)
To4 Low Pressure Compressor (LPC) Rankine (°R)
outlet temperature
T30 HPC outlet temperature Rankine (°R)
T50 Low Pressure Turbine (LPT) Rankine (°R)
outlet temperature
. Pounds Per Square Inch
P2 Fan inlet pressure Absolute (PSIA)
Pounds Per Square Inch
P15 Bypass-duct pressure Absolute (PSIA)
Pounds Per Square Inch
P30 HPC outlet pressure Absolute (PSIA)
NF Fan speed Revolution Per Minute
(rpm)
NC Core speed Revolution Per Minute
(rpm)
Epr Engine Pressure Ratio Nil
: Pounds Per Square Inch
Ps30 HPC outlet static pressure Absolute (PSIA)
Phi Fuel flow ratio to Ps30 pps/psi
NRF fan corrected speed Revolution Per Minute
(rpm)
Revolution Per Minute
NRc Core corrected speed
P (rpm)
BPR Bypass ratio Nil
farB Fuel-air ratio of burner Nil
htBleed Bleed enthalpy Nil
TABLE Il OPERATIONAL PARAMETERS
Operational Parameter Description
Tr Throttle Resolver Angle (TRA)
Al Altitude
MN Match Number

IV. IMPLEMENTATION

As detailed earlier, in this work, we have used semi-
supervised autoencoders for detecting anomalies in turbofan
engines. The overall approach can be divided into two phases:
training and testing. In the training phase, training data
representing the normal behavior of the engines is used to
train the optimal autoencoder model. The effect of the removal
of redundant features on model performance is evaluated
using Pearson’s correlation. If multiple features are found
correlated with each other, only one is used in model
training/testing. Features selected through this approach are
listed in Table Ill. In this research, the results of both
approaches (with and without redundant features removal) are
presented.

The optimal architecture of autoencoder for given training
data is discovered using the Bayesian optimization-based
hyperparameter tuning approach. Search ranges of all the
hyperparameters which are tuned using Bayesian optimization
are given in Table IV. These search ranges are the same for
both approaches (with and without redundant features
removal). The final set of hyperparameters discovered by
Bayesian hyperparameter tuning for both approaches is
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presented in Table V. After figuring out the optimal
architecture of the autoencoder; the following task is to train
the autoencoder on normal training data. This is achieved
using the backpropagation algorithm [22, 23].

Vol. 11, No. 11, 2020

Once autoencoder is trained, next task is to compute the
threshold value which is required for detection of anomalies
during testing phase. For threshold calculation, all training
samples (which are representative of normal behavior of the
system) are scored through trained autoencoder model. For all
scored samples, reconstruction error is computed and 98"
percentile of reconstruction error is selected as the threshold
value for anomaly detection. Threshold value is a tunable
parameter and 98" percentile of reconstruction error is
selected based on trial and error on validation dataset. Trained
autoencoder model and calculated threshold value is then used
to detect anomalies in testing phase.

V. RESULTS

Performance of trained model is evaluated on test dataset
consisting of run-to-failure data of 19 turbofan engines. As
anomaly detection problem can be framed as a classification
problem, therefore performance evaluation metrics used in this
research are Fl-score, Precision and Recall. For computing
these metrics, true labels for each testing sample are required.
This is achieved by assigning label ‘Normal’ to first 60% data
and label ‘Anomalous’ to last 5% data of all testing (19)
datasets. Reconstruction errors on two randomly chosen test
examples for both the approaches are shown in Fig. 2 and
Fig. 3. It is evident from both the Fig. 2 and Fig. 3 that
reconstruction error increases as engine approaches failure
(for both approaches). Threshold value computed by selecting
98" percentile of reconstruction error on training set is also
shown in the form of red horizontal line in following figures.

Results in Fig. 2 and Fig. 3 have shown that the best
performance is achieved when no feature removal is applied.
These results are also verified by F1-score computed on the
test dataset for both the approaches. Fl-score of approach
without feature removal is 0.892 and for approach with
redundant feature removal, F1-score is 0.813. These results
are also presented in Table VI.

TABLE Ill.  FEATURES SELECTED AS RESULT OF REDUNDANT FEATURE
REMOVAL
Feature Name Feature Type
Throttle Resolver Angle Operational Parameter
Altitude Operational Parameter
Fan inlet temperature Sensor
Engine Pressure Ratio Sensor
HPC outlet static pressure Sensor
Bypass ratio Sensor
TABLE IV.  HYPERPARAMETERS SEARCH RANGE FOR AUTOENCODER
Hyperparameter Range
Number of Epochs 1-127
Batch Size 1-256
Number of Layers [3,5,7,9,11]
Activation Function Sigmoid, Softmax, Tanh, ReLU
Optimizer Adam, Adadelta, RMS, SGD
TABLE V. FINAL HYPERPARAMETER SET
Without Feature With Feature
Hyperparameter Removal Removal
Number of Epochs 64 22
Batch Size 148 10
Number of Layers 5 3
Number of Neurons per
Layer [24, 12, 8, 12, 24] [6,3,6]
Optimizer Adam RMSprop
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TABLE VI.  MODEL PERFORMANCE
With Redundant Feature Without Redundant
Removal Feature Removal
F1-Score 0.813 0.892
Precision 0.704 0.896
Recall 0.611 0.724

VI. CONCLUSION

This paper proposed a semi-supervised autoencoder based
anomaly detection approach to detect anomalies in turbofan
engines. In the training phase, the autoencoder model is
trained on data representing the normal behavior of turbofan
engines. For tuning the architecture and hyperparameters of
the autoencoder model, a Bayesian optimizing based approach
was used. To study the effect of redundant features removal,
two approaches are implemented and tested: with and without
redundant features removal. For the removal of redundant
features, Pearson’s correlation was used to find a correlated
set of features and one feature per set was used in training and
testing. Performance evaluation metrics used in this research
are F1-score, precision, and recall. Results have shown that
the best performance is achieved when no redundant feature
removal is applied. Our proposed approach has achieved
Flscore of 0.892, precision of 0.896 and recall of 0.724. This
performance shows that autoencoders with optimal
architecture can be a useful algorithm for the detection of
anomalies in several real-world systems.
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Abstract—This article solves the problem of detecting medical
masks on a person's face. Medical mask is one of the most
effective measures to prevent infection with COVID-19, and its
automatic detection is an actual task. The introduction of
automatic recognition of medical masks in existing information
security systems will allow quickly identify the violator of the
mask regime, which in turn will increase security in a pandemic.
The article provides a detailed analysis of existing solutions for
face detection and automatic recognition of medical masks,
method based on the use of convolutional neural networks was
proposed. A distinctive feature of the new method is the use of
two neural networks at once, using the RetinaFace neural
network architecture at the face search stage and using the
Resnet neural network architecture at the face mask recognition
stage. It is shown that the use of transfer learning on scales,
learned to work with faces, significantly accelerates learning and
increases the accuracy of recognition. However, with this
approach, there are some false positives, for example, when you
try to cover your face with your hands, imitating a medical mask.
Based on the study, we can conclude that the algorithm is
applicable in the security system to determine the
presence/absence of a medical mask on a person’s face, as well as
the need for additional research to solve the problems of false
positives of the algorithm.

Keywords—Recognition of medical masks;
convolutional neural networks; retina face; Resnet

COVID-19;

I.  INTRODUCTION

Nowadays the task of recognition the presence of a
medical mask on a person's face has become very relevant in
the condition of growing incidence of the new COVID-19
coronavirus infection. Medical mask is one of the effective
measures for the prevention infection with COVID-19, its use
minimizes the risk of spreading this disease.

Under the recognition task have a medical mask on the
face of the man in this article means the following: on the
input image to find metabologia all persons, for each person to
determine the existence of face masks and give a certain
confidence to this event.

The solution to the problem of recognizing a medical mask
is also solved using convolutional neural networks. So, in [1],
the authors solve the problem of face recognition in medical
masks. In the real world, when a person tries to hide from
systems such as video surveillance, having a face mask is one

Osipov V.V?, Reshetnikov V.N*

Federal State Institution
"Scientific Research Institute for System Analysis of the
Russian Academy of Sciences"
36 Nahimovskiipr-t, Moscow, 117218, Russia

of the most common ways. If you have a medical mask on
your face, the accuracy of facial recognition is reduced. The
authors have conducted many studies on face recognition in
various conditions, such as changes in posture or lighting,
image degradation, and so on. The focus of this work is on
medical masks, and especially improving the accuracy of
facial recognition in medical masks. The authors solved the
problem of detecting masked faces using a multitasking
cascading convolutional neural network (MTCNN). Then,
facial features are extracted using the Google FaceNet model.
Finally, the classification task was performed by the authors
using the Support Vector Machine (SVM). In [2], it is
discussed that in recent years, face recognition has become a
very difficult task due to various types of occlusion or masks,
such as sunglasses, scarves, hats, and various types of makeup
or disguise. All this affects the accuracy of facial recognition.
Despite the fact that many algorithms for face recognition
have been developed recently, which are widely used and
provide better performance, little has been done in the field of
face recognition in masks. Therefore, in this work, the authors
chose a statistical procedure that is used in the recognition of
unmasked faces, as well as used in the technique of face
recognition in masks. RSA is a more efficient and successful
statistical method that is widely used. For this reason, the RSA
algorithm was chosen in this paper. Finally, there is also a
comparative study for better understanding. In [3], the authors
propose a new cascade structure based on convolutional neural
networks, which consists of three carefully designed
convolutional neural networks for detecting masked faces. The
authors in their work talk about the applicability of the
algorithm for tracking and identifying criminals or terrorists.

As you can see, the task confirms its relevance. Despite the
relative simplicity of the task, recognizing medical masks on
faces involves solving a number of non-trivial issues. Due to
the widespread introduction and development of new
information technologies, namely neural network approaches,
in many areas of human life, there is a new task of automatic
detection of a medical mask on a person's face, which will
automatically monitor compliance with the mask mode.

Il. REVIEW OF EXISTING APPROACHES TO THE
RECOGNITION OF MEDICAL MASKS

From the analysis of various algorithms and methods for
recognizing medical masks, it follows that in the structural
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scheme of any image recognition method, as a rule, the
following two typical types of mask recognition algorithms
can be distinguished:

1) Search for a face in the image and then determine the
mask on a person's face;

2) Search for a mask in an image without first identifying
the face.

In addition, the construction of an algorithm for
recognizing medical masks is based on a priori information
about the subject area (in this case, on the characteristics of
the person's face and the type of mask) and is corrected by
empirical information that appears during the development of
the algorithm.

The purpose of the face detection process (Fig. 1) is to
localize all areas of the image that may contain a face,
regardless of external lighting conditions, occlusion, etc.
Despite the presence of distinctive features in the facial
structure, this is quite a difficult task, since the features vary
greatly depending on gender, skin color, and facial expression.

A significant number of factors can affect the detection of
faces in a photo [4]:

1) Face position: the face in the image can be rotated at
any angle of pitch, yaw, or roll.

2) Some parts of the face may be partially covered, which
greatly complicates the ability to detect faces.

3) Different lighting conditions (the type the amount and
direction of light sources, the color and brightness, the
presence of shadows, color balance of camera, image
distortion introduced by the optical system, etc.). For example,
when lighting is used, the part of the face is very bright, while
the other part is very dark, and it can influence the result.

4) The presence of normal or sunglasses, beards,
moustaches, and various accessories make more errors in face
detection.

5) The face size can change many times depending on the
distance to the image.

6) Faces can be placed on different backgrounds: fixed,
low contrast, noisy, etc., which can also make an error in the
result of the face detection algorithm.

7) Different expressions and emotions: laughter, anger,
surprise, etc., which can also affect the detection of faces.

Since face detection algorithms require a priori
information about the face [5], the following categories of
methods can be distinguished:

1) Feature-based methods (Fig. 2). For this category of
methods, there are three areas, one of which they are based on:
high-level feature analysis, low-level analysis, and methods
based on form modeling. As a rule, the task of determining the
face in an image is associated with the localization of this face
on a complex background. Low-level analysis is based on
feature segmentation based on image finite elements. Feature-
based methods perform operations on image regions, taking
into account the geometry and semantics of the face. The

Vol. 11, No. 11, 2020

representativeness of these features is slightly higher in
comparison with low-level analysis.

2) Image classification methods (Fig. 3). These methods
are based on the construction of implicit facial patterns based
on machine learning and modeling methods. This group of
methods uses image recognition tools, presenting the face
detection problem as a special case of the recognition
problem.

After preliminary selection of the face on the image, it is
binary classified for the presence or absence of a medical
mask. In order to classify an image as «there is a mask/no
mask», the face image is correlated with a feature vector
calculated in some way. The most common way to get such a
vector is to use the face image itself, with each pixel becoming
a component of the vector. The main disadvantage of this
method of representation is the extremely high dimension of
the feature space, which increases the demand for computing
power of the equipment. The advantage is a fairly high
accuracy of classification. Thus, the task of automatically
classifying images of people's faces by the values «there is a
mask/no mask» is a typical task of learning from use cases [6].

The second method of determining the mask on the face is
the direct determination of the medical mask on the image
immediately, without first determining the faces.

Fig. 1. Face Detection.

Feature-ased
methods

Face movement Face templates

‘ Color analysis

‘ Group analysis Face shapes ‘

Fig. 2. Structure of Feature-based Methods.

Image classification
methods

Convolutional

Markov chains
neural networks

Factor analysis RSA SVM

Fig. 3. Structure of Image Classification Methods.
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From the analysis, it was revealed that to solve the
problem of face detection, it is most preferable to choose the
neural network approach as the main method. This choice was
made based on the fact that this method provides:

1) The ability to detect a large number of faces in the
image.

2) Ability to process images where the face angle is
different from the front (with a yaw angle of up to 90°).

3) Ability to predict key points of the face to align it.

I1l. ARCHITECTURE OF THE MEDICAL MASK RECOGNITION
SOLUTION

The proposed architecture consists of the following main
elements: face detection by a fast one-step detector, face
alignment, and face classification by a light convolutional
neural network trained using transfer learning on scales for
face recognition.

A. Detection and Face Alignment

At the first stage, the RetinaFace neural network
architecture was chosen as the basis for the face search
algorithm in the image. RetinaFace is a neural network
architecture based on the detection and classification of
objects at different levels of the “main highway” architecture.
The Resnet50 network was used as the main neural network
required for feature extraction. Distinctive feature:
distinguishing faces in one run using the specified grid of
Windows (default box) on the image pyramid (Fig. 4). In this
way, both large and small faces are detected in a single

network run.

In [7], it is shown that this solution solves the problem of
finding and localizing a face quickly and accurately.

Since RetinaFace allows you to predict not only the
localization of the face, but also the five key points of the
face: eyes, nose and corners of the mouth, we can determine
the angle of the face roll as follows:

I
0 = arctan(—
(M)

| — the distance between the eyes;

M - the distance between the corners of the mouth.

C6/P6
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After getting information about the angle, we can align the
image of the face so that the eye level is on a straight line
parallel to the abscissa axis. In other words, as a result of this
operation, all faces will be aligned.

B. Detection of Mask on Face

Finally, the process of recognizing the presence of a
medical mask on the face s determined by learning the
classifier in the form of a light convolutional neural network
[8, 9, 10]. Convolutional layers transform the input image into
a feature vector that is passed through a linear layer [11] of the
following type (Fig. 5):

In the case of these classifications, the quality functional is
obvious and, therefore, often used [12]:

Q( f¢(x) ' | train ’ | test)

which determines the percentage of correctly classified
objects that are represented in the use cases of the 1™ test
sample constructed using the formalized ¢(x) method of the
I"™" learning sample.

Algorithm 1 The Pseudo-code of Mask Detection on PyTorch

Input: image array (w,h,c)
1. dets=predict_face(image)
2. eye_angle=math.atan(dets[5][1]/dets[7][0])*180/math.pi

3. crop_image=ndimage.rotate(image,eye_angle)[dets[3]:det
s[4],dets[1]:dets[2]]

4. out = predict_masks(img)

Output Class-wise affinity score

It is not common enough for training with random
initialization of weights [13] to take place in practice, since a
data set of sufficiently large and necessary size is rarely
available. To speed up learning, the Transfer Learning
technology [14, 15] is used: ready — made weights of the
trained model are taken (usually ImageNet [16], containing
1.2 million images with 1000 categories), and then the weights
of this trained model are used either as initialization or as a
way to extract fixed features for the task of interest.

£ 110x10x256

| S0 YSe)-NNA |

e

Context Module (x5)

Fig. 4. Fully Connected Layer of the Medical Mask Recognition Neural Network Classifier.
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Dropout

Softmax

Fig. 5. Fully Connected Layer of the Medical Mask Recognition Neural
Network Classifier.

IV. RESULT

The training was conducted through transfer learning. Two
approaches were prepared: in the first approach, the weights of
the ResNet neural network were initialized with weights
trained on ImageNet, and the second approach: the weights of
the ResNet neural network were initialized with weights
trained to recognize faces on the ArcFace metric [17].
Comparative transfer learning graphs for different pre-trained
weights are shown in Fig. 6.
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The graphs show that the model initialized with ArcFace
weights [8] converges faster than the model initialized with
ImageNet weights.

The validation part of the data sets was used to measure
the accuracy of facial recognition in medical masks. Table |
shows the recognition accuracy. Accuracy and completeness
parameters [18] are used for quality assessment at the selected
threshold 0.5.

P P
accurancy =———— recall =———
TP+ FP TP+FN

TP — true positive examples;
FP — false positive examples;
FN — false negative examples.

Fig. 7 shows examples of how medical mask recognition
works.

0.90 1 /\\\

0.85 4 o~ f';

|
|

075 .f

accurancy

060

|
065 |
|
|

0.98

0.96 e
094 /
092 -/4

090

accurancy
o S

088 r 1

epoch
(d)

Fig. 6. Graphs of Changes during Validation: a) Errors when Initializing the Model with ImageNet Weights b) Accuracy when Initializing the Model with
ImageNet Weights C) Errors when Initializing the Model with ArcFace Weights d) Accuracy when Initializing the Model with ArcFace Weights.

TABLE I.

QUALITY PARAMETERS OF RECOGNITION MEDICAL MASKS MODEL

Accuracy of learning sample

Accuracy of test sample

Completeness of test sample

Recognition medical mask

99.8542

91.5621

92.4562
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To demonstrate the performance and accuracy of the
classification algorithm, there is an integral characteristic of
the ROC curve [19] — another visualization method. The
ROC-AUC curve shows what values accuracy and
completeness take for different thresholds for making the
«there is a mask/no mask» decision. The area under the curve
[20] also characterizes the quality of the classification
algorithm - the larger it is, the better. High accuracy
determines a lower level of false positives.

Fig. 7 shows the ROC curve for the proposed algorithm.
The area under the ROC curve is 0.98, which is a pretty good
indicator.

Fig. 8 shows the examples of how medical mask
recognition works. The left part of the drawing shows the
original image with faces selected in the bounding box — the
result of the RetinaFace neural network, the right part of the

—

Fig. 8. Examples of Medical Masks Detector Functioning.

Vol. 11, No. 11, 2020

drawing shows the result of recognizing the presence/absence
of a medical mask on the found face with some confidence.

Receiver operating characteristic i

10 - e
"’
>
r roB
0B e
"”‘

£ <

06 - "=
E =" w—ROC curve (area = 0.98)
4 -
£ il
o s L
2 04 P =

-
l’l
-
-
02 - ro2
o
l"
-
op - T : , T op
oD 02 04 06 0B Lo

False Pasitive Rate
Fig. 7. ROC Curve of the Proposed Classifier.
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V. COMPARISON WITH OTHER METHODS

As can be seen from the analysis of existing developments
in the field of medical mask recognition, most approaches are
based on neural network methods [1, 2, 3]. The main
difference between the proposed method and the existing ones
is the use of pre-trained weights on faces to initialize the
neural network before training, which significantly increases
both the learning speed (up to 10 epochs) and the quality of
the classifier. Table Il shows the quality indicators of
recognition of medical masks in the test sample.

For works [1,2], the accuracy is taken as the average for all
test scenarios.

TABLE Il.  VERIFICATION RESULTS (%) OF DIFFERENT MASK DETECTION
ALGORITHMS
IAccu_racy of Accuracy of test | Completeness of
earning
sample test sample

sample

MTCNN + FaceNet

+SUM 99.7862 82.4862 -

PCA - 83.11 -

3 Cascade-CNN 86.6 87.8

RetinaFace +

Resnet (TL) 99.8542 91.5621 92.4562

VI. CONCLUSION

This article presents a solution based on the use of two
convolutional neural networks to predict the presence of a
medical mask on a person's face. As can be seen from the
results, the algorithm is able to accurately determine the
presence of a medical mask, but there are some false positives,
for example, when you try to cover your face with your hands,
imitating a medical mask. The speed of the full processing
cycle from obtaining a raw image to making a decision about
the presence of a medical mask is less than 50 ms. The
advantage of using this structure is its flexibility in terms of
replacing classification algorithms with more efficient ones in
the future. Also, in the course of the work, a unique database
of faces in medical masks was collected, which is necessary
for training a more effective classifier. The general
disadvantage of the proposed algorithm is its computational
complexity, and this factor cannot be ignored when building
information systems that operate in real time. However, due to
the rapid development of computer technology at the present
time, these shortcomings can be overcome in the near future.
In the future, it is planned to improve the accuracy of
recognition of medical masks in more complex scenarios
without loss in processing speed. Using graphics accelerators
for neural networks is especially promising for solving such
problems.
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Prelaunch Matching Architecture for Distributed
Intelligent Image Recognition
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Abstract—The paper presents a multi-agent solution for
dynamic combination of several artificial neural networks used
for image recognition. As opposed to the existing methods there
is introduced a dispatcher agent that provides prelaunch
matching of possible pro-active identification algorithms through
competition. The proposed solution was implemented to solve a
problem of stream processing of photo images produced by a
number of distributed cameras using an intelligent mobile
application. It was probated and utilized in practice to capture
the results of electrical meters that are manually monitored by a
group of patrol personnel inspectors using hand held devices.
Prelaunch matching architecture allowed increasing the quality
of digits recognition using various neural networks depending on
the operating conditions.

Keywords—Multi-agent technology; artificial neural networks;
image recognition; electricity meter data processing

I.  INTRODUCTION

Artificial neural networks are widely used for image
recognition nowadays. However their application in practice is
still concerned with the low versatility caused by filtering
property that leads to the lack of multitasking. The image
recognizing system needs to process a large variety of data in
different operating conditions, and the better processing of one
type leads to the failures in other cases. In addition to this the
neural network is often being especially trained to reduce the
noise affected by surroundings, which can be useful to identify
the context sometimes.

Combination of several neural networks within the solid
solution [1, 2] is a distinguished approach to improve the
quality of recognition making the system adaptive to changing
conditions. In this case a multi-agent paradigm becomes
suitable and efficient to build an intelligent system with a
distributed architecture [3, 4]. Despite the exploitability and
potential capacity of this solution the ways of combination
remain different, which makes it hard to develop a fully
configurable and adaptive system in practice.

For example, electrical or gas meters surveying is so far
concerned with visual monitoring of meter readings of various
counters, which remains a challenging area for image
recognition. This job is usually performed by professional
patrol personnel aimed to check the visual status of the
system, take the reading and snap a photo for validation. In
order to succeed most of them use smartphones or tablet
computers that could be upgraded with intelligent software.

Pavel Sitnikov®

SEC “Open Code”
Samara, Russia

Variance in meter types and operating conditions makes it
problematic to use single neural network.

To cover this gap there was developed a prelaunch
matching software solution based on the concept of multi-
agent architecture of distributed intelligence. In this case the
software agents are introduced not to simulate or be deployed
on hand held devices of monitoring inspectors. Each agent
represents an autonomous recognizer specializing on
processing of a certain type of meters. Additional Matcher
agent is supplemented to scope out various objects and assigns
them to the most corresponding recognition modules. It can be
based by an extra neural network itself or implement
preliminary defined rules or reasoning.

Il. MATERIALS AND METHODS

Technologies of intelligent image recognition using neural
networks and positive examples of their practical applications
are presented in [5, 6]. Image analysis and pattern recognition
remain the challenging areas of classification and clustering
using the modern technologies of artificial intelligence [7, 8].

Neural networks provide adequate and stable identification
of real objects and items with a complex shape. Textual data
(words and numbers) are identified with a sufficiently high
accuracy even in case of fuzzy or washed-out picture. More
specific solutions are presented in [9, 10].

The quality of data processing and analysis can be
improved under the context of monitoring procedure and
results of preceding identification. Several data sets are
combined to analyze multiple layers of a system at once. This
approach is widely used for medical data analysis and can be
disseminated for a cyber-physical system [11], which can
interlink all related data sets (e.g., images, text, measured
values, scans) and offer visual analytics to support experts.

Distributed image recognition can be considered as a
problem of the Internet of Things. Combination of the Internet
of Things as a major data source and Big Data technologies is
a powerful tool for information processing and analysis [12,
13] being successfully used at modern enterprises with
distributed structure, i.e. electrical networks and oil pipelines.

Modern software architectures improve the performance of
data processing in real time using an approach of parallel
computing, multi-agent modeling and distributed decision-
making support [14, 15]. This approach offers a way of
designing adaptive systems with decentralization over
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distributed and autonomous entities organized in hierarchical
structures formed by intermediate stable forms. Its
implementation in practice requires development of new
methods and tools for supporting fundamental mechanisms of
self-organization and evolution similar to living organisms
(colonies of ants, swarms of bees, etc.).

Multi-agent technology can significantly enrich the
adaptability of an intelligent system by making it possible to
add new components and thus increase the number of options
considered. Such an extensive development does not require
the changes in an existing logic of already deployed
components. The proposed approach is based on the
experience of development of distributed image recognition
solutions [16 — 18]. This paper describes one further step in
this direction.

I1l. SOLUTION ALTERNATIVES CONSIDERED

To develop a software solution for distributed intelligent
image recognition taking the problem of electrical meters
surveying as an example, the following options were analyzed.

Initially, a centralized architecture was created and put into
operation, but according to the results of the work, it turned
out that mobile devices did not always provide stable
communication with the central server. There were also
performance problems at times when, in addition to
professionals, company management sent other employees to
collect data. Such an increase in requests had a negative effect
on recognition time. To solve these problems, the architecture
of distributed recognition of readings was developed.

Centralized recognition implementation initially seems to
become an obvious solution considering the requirements of
neural network study and functioning. The logic of the module
itself (see Fig. 1) is based on a fairly simple linear
architecture. Images of meter readings made by inspectors
using smartphones with the Android operating system are
transmitted via the Internet to the central computing server,
where they are processed in single-threaded mode (in the
Main Thread stream) using the PreprocessimagePipeline
method.

This method processes the input image in more than 1000
different ways in order to find outlines of readings on the
image. Those processed images on which potentially suitable
contours were found are transferred to the
ProcessimagePipeline method.

The ProcessimagePipeline method takes a closer look at
the resulting contours and eliminates the excess ones. Using
the remaining contours, it cuts out the numbers from the
processed images and passes them for recognition to the
RecognizePipeline method. Inside the RecognizePipeline
method, digital images are recognized using the neural
network described below. For each of the previous stages of
image processing options, a recognition result is obtained.
Among the whole set of results, the best result is selected.

Based on the results of the operation of the centralized
recognition module, it was decided to transfer the recognition
process from the central server to specialized autonomous

Vol. 11, No. 11, 2020

recognizers. These modules can be deployed either on
inspectors’ smartphones, or on dedicated servers on the cloud.
The architecture of the distributed reading recognition module
appeared is shown in Fig. 2.

In the main thread, the Controller method receives images
from the camera, sends them to the UniversalRecognzier and
Tracker methods, and also passes the results to the Aggregator
method. The Aggregator method saves and analyzes the
results, according to the results of the analysis, returns a report
to the Controller method, which indicates whether the final
result is ready or if you want to continue collecting results.

In a separate Recognition thread, the UniversalRecognizer
method works, which is the centralized recognition module in
which the number of processing of the input image is reduced
to 10 and the type of processing, is randomly selected.

Another Tracking thread is running the Tracker method. It
takes an input image and returns the difference with the
previous image, i.e. direction in which direction the camera
has moved. This information is subsequently passed through
the Controller along with the recognition results to the
Aggregator method.

There, it helps to compare the results between themselves,
obtained at different intervals, as well as reset the old results
with large changes in the position of the camera.

Phone | Frame | Preprocess |

| (Web) \ et  Image Pipeline'
Main _ ' :
thread = ) e
Pocess Image | M5Ime2e | Recognize
Pipeline | - Pipeline

Fig. 1. Architecture of a Centralized Recognition Module.
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Fig. 2. Distributed Recognition Module Architecture.
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IV. PRELAUNCH MATCHING ARCHITECTURE

The achieved results were generalized by a concept of
prelaunch matcher. The main idea is to split the system to
distributed parts with autonomous behavior. These parts
proactively communicate looking for the best combination of
services to solve the initial problem. For the perspective of
neural networks implementation in practice this approach
gives an opportunity to combine several solutions instead of
training one neural network, which might require significant
costs and time.

Due to the different types of data generated and processed
per unit time, classical architectures of the form “one task and
one data type — one neural network” can no longer provide
sufficient flexibility for new tasks on new data. To solve this
problem there was developed two-layer system architecture
for processing various types of data, see Fig. 3.

Considering the nature of the proposed approach it can be
implemented using multi-agent technology as a software
development paradigm. Data from camera is sent to the
Matcher agent. Matcher agent operates on the basis of logic,
neural networks and knowledge bases; its purpose is to choose
the data computing strategy. If Matcher has selected several
preprocessors, then each of them is questioned whether it is
able to find his patterns on the sample from the received data,
according to the results of the answers, the list of the
preprocessors selected for processing is specified.

There are three types of Matcher agent strategies: auction,
automatic dispatching, and competition:

e The auction is a survey of agents in order to find out
which of them is capable of processing data. Based on
the survey results, the Matcher agent selects Recognizer
agents to process the current data set;

e When automatic dispatching, the Matcher agent
independently chooses which agent to prefer for data
processing;

o If the competition strategy is applied, then all available
agents are involved in data processing, and the best
ones are selected based on the processing results.

Agents use basic logic and neural networks in their work.
Digit recognizers are used to find numbers in the image.
Postprocessor tries to identify the digits that relate to the
counter among all the digital symbols in view, the resulting
data is transferred to the current storage. When the resulting
data are found, the Frame tracker is connected, its purpose is
to calculate the movements of the camera between the frames.

This data allows the Matcher agent to compare readings
taken at different points in time. Also, as a result of moving
the camera away from the counter, the Current storage may be
reset. Over time, data from the counter taken from different
angles accumulate in the current storage. Matcher selects the
best counter results from all successful frames and generates
the final recognition result.

Vol. 11, No. 11, 2020
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Fig. 3. Prelaunch Matching Architecture.

Auctioning strategy allows distributing the logic of
decision-making between the components of the multi-agent
architecture. When meeting an unknown object the system can
organize a survey sending the requests to all the involved
recognizing agents. They can either reply with and accepting
of refusing answer based on preliminary understanding of the
object type, or try to perform image recognition and reply in
case of good quality of identification. After receiving the
answers the Matcher can choose the best one and start
negotiating with the corresponding recognizer on further
identification.

Implementation of the multi-agent approach allows
providing high autonomy of the recognizers, introduce new
recognition algorithms with minor architecture changes and
mix them in case of high level of uncertainty. Rather than
other multi-agent implementations of distributed intelligent
applications this solution does not require differentiation
between the scopes of neural networks. Several different
recognizers can be trained using the intersectional sets.
Therefore such architecture remains open and provide an
opportunity for permanent development by adding new
recognizers without replacing the previous ones.

V. IMPLEMENTATION IN DISTRIBUTED PHOTO SURVEYING

The problem of electrical meters’ photo surveying requires
counter reading recognition. This task has to be successfully
performed in various conditions, including weak light and
darkening, overshadowing, obfuscation, occlusion and other
failures. Currently on the market there are quite diverse types
of meters both analog and digital. The vast majority of them
cannot transmit the values electronically and require photo
surveying.
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To solve this problem there was developed special
software for hand held devices, tablets and smartphones (see
Fig. 4) supporting the operator to recognize the readings
within the framework of the process collecting and further
analyzing the level of energy consumption by the population
of a particular region.

The tasks of meter reading analysis include a)
identification of display panel and b) digit recognition for its
indication evaluation. Targeting primarily the second task
improves the quality of neural network application, but limits
the prospects of its practical use. Targeting both tasks by one
neural network introduces difficult training and low
efficiency.

The described above approach was implemented, probated
and tested for a convolutional neural network based on the
LeNet architecture used to recognize the number symbols.
When initializing the model weights, the Xavier Initialization
was used.

For convolutional layers, the IDENTITY activation
function was set, for a fully connected layer — RELU, for the
Output layer — SOFTMAX. To exclude retraining,
regularization L2 with parameter 0,0005 was used. The
learning speed was set depending on the current iteration:
every 200 steps until the 1000th iteration, the speed
sequentially decreased from 0.06 to 0.001, after 1000
iterations the speed did not change.

An initial attempt was made to train a neural network
based on a set of handwritten digits MNIST. Soon after the
start of the work it became clear that it was not possible to get
a good result with it. To create a dataset, about 1000 fonts
were collected; based on these fonts, images of numbers in the
amount of 10,000 copies were generated.

After augmenting this set with rotations and shifts, a
dataset was created consisting of 196,000 images of digits, see
Fig. 5.

It turned out that 30% of all digits “1” did not differ from
each other, they were replaced by additional transformations
of the remaining original “1”. The neural network was trained
on the received dataset. The results of training the neural
network are presented in Fig. 6.

To check the quality of the modules, a test kit was
assembled, including 138 images of digital meters (777 digits
in total) and 95 images of analog meters (534 digits in total).
Because the distributed recognition module receives a video
stream as an input, then a sequence of images was simulated
for it by means of small offsets of the tested photo.
Recognition results on a full set of images will be as follows
(see Table I).

Some of the images in the test set were of poor quality,
which is even difficult for a person to parse the readings. If
you sort the set by image quality and choose the best half, the
results can be improved.

Vol. 11, No. 11, 2020

One can see that implementation of a multi-agent
architecture allows increasing the quality of digits recognition
as a part of a distributed intelligent photo surveying solution.
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TABLE I. RECOGNITION QUALITY OF DIFFERENT SOLUTIONS
Centralized Distributed Centralized Distributed
recognition recognition recognition recognition
module module module module
(FULL (FULL (realistic (realistic
dataset) dataset) dataset) dataset)

Analog 392/534 = 432/534 = 197/212 = 203/212 =
meters 73.4% 80.9% 92.9% 95.8%
LCD 611/777 = 640/777 = 368/378 = 374/378 =
meters 78.6% 82.4% 97.3% 98.9%

VI. APPLICATION TO PRACTICE

The proposed solution was used in the specialized mobile
application for photographing the readings of electricity
meters, their transmission to the data processing center,
recognition and operational analysis by the staff of a regional
energy distribution company.

Search for words was carried out by Tesseract. By the
relative position of the words, there was a meter mask, by the
absolute position of the words in the photo there was an area
with readings according to the data obtained from the mask.

As an alternative, a video stream from the phone’s camera
was implemented in the browser, a frame was displayed on
top of the video stream, the user needed to point the phone at
the meters that the readings fell into the frame, and then click
on the recognition button.

Recognition works according to the following algorithm.
The inspector takes a photo; it is processed by a series of
filters that increase the quality and sharpness. Then the color
image is converted to b / w in about 50 times in different
ways, each image is subjected to the following actions:

e contours are searched for in the image, contours are
outlined by rectangles;

e among the obtained rectangles, sequences are found that
lie on one straight line and having the same size, among
all sequences, the best one is taken according to an
empirically selected formula with arguments "rectangle
size" and "number of rectangles";

e according to the rectangles of the b / w image, sections
with potential readings are cut out;

e the cut out images are processed and recognized, the
recognition results are saved.

The results of implementation allowed performing the
series of experiments and probating the solution in practice.

VIIl. CONCLUSION

Prelaunch matching architecture provides additional
benefits from combining several neural networks into a solid
intelligent solution for distributed photo surveying. As
opposed to other solution it allows integrating several
recognizers trained using the intersectional sets, which makes
it open for permanent development by adding new recognizers
without replacing the previous ones.

Vol. 11, No. 11, 2020

The results of implementation, testing and practical use

illustrate the benefits of autonomous pre-processing of photo
images using the mobile application with a multi-agent
architecture. Next steps are considered with the study of
possible agent strategies aiming an increasing the recognition
quality in various conditions.
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Abstract—An application of the STEM technology to the
computational problem of the parameters of a closed chain (with
and without load) thrown over a horizontal cylinder is
considered. The numerical solution is found and its graphical
interpretation is made by compiling a system of transcendental
equations, as well as carrying out numerical optimization with
constraints. The approximating analytical dependence is
determined using the fitting functions. In the process of solving a
number of concepts from mathematics, physics, computer science
are examined. Some possibilities of using specialized
mathematical packages (in particular, Mathcad) and of working
on online platforms are shown. Additional problems options for
using STEM technology are presented.

Keywords—STEM technology; math education; closed chain;
Mathcad.

I.  INTRODUCTION

Modernization of higher education is based on the use of
new technologies [1]. For engineering and mathematical
educations an important area is STEM technology training [2-
6]. The problem of the parameters of a closed chain (with and
without load) thrown over a horizontal cylinder, showing the
application of the STEM technology in education [7-10], is
considered.

At first the case of a closed chain without a pendant is
analysed. The numerical solution and its graphical
interpretation are given using the Mathcad Prime package. By
working on online platforms an approximating function is
constructed.

Then the more complex case of a closed chain with a
pendant is modelled.

In terms of this article a well-known problem of a chain is
examined using physics, mathematics, resistance of materials,
hydro-gas dynamics, heat transfer, etc.

In solving this problem, a number of concepts from the
following disciplines are used [11, 12]:

e Mathematics: function, derivative, integral,
antiderivative, curve length, center of gravity of the

Inna Vasileva*

N.E. Zhukovsky and Y.A. Gagarin Air Force Academy
Voronezh, Russia

Evgeny Nikulchev®

MIREA — Russian Technological University
Moscow, Russia

curve, system of transcendental equations, optimization
with constraints, approximation of numerical data;

e Physics: sagging chain with and without load, potential
energy of a mechanical system;

e Computer science: work with user functions, numerical
solution of transcendental equations, numerical
optimization with constraints, smoothing table
dependencies, work in Mathcad, solving problems
using mathematical online platforms on the Internet.

Il. PROBLEM OF THE PARAMETERS OF THE SHAPE OF A
CLOSED CHAIN WITHOUT A PENDANT

A. Formulation of the Problem

A closed chain of length L is thrown onto a horizontal
cylinder of radius R. Determine the shape of the sagging chain,
whose length, naturally, is greater than the circumference of
the cylinder: L > 2w R.

This problem is attractive because it can be formulated not
only in words, but also tested physically. To do this, simply
attach a cylindrical disk to the board in a classroom, put a
closed chain on it (see Fig. 1) , take a picture of the sag of the
chain with a digital camera, process the image on a computer,
and then compare with the corresponding mathematical model
(i.e. compare the real object with its digital double). This
would make an excellent student laboratory activity.

Fig. 2 shows a scheme of the problem. Choose the origin at
a point directly below the center of the circle at a distance h
from it. This unknown quantity, along with the other two (xo
and a) described below, is the object of the search. Another
important search parameter is the angle 6 — the angle at which
the chain breaks away from the cylinder.

B. Numerical Solution

Nowadays, such problems are increasingly being solved
numerically, with the use of mathematical computer programs,
rather than analytically [13, 14]. In this article the Mathcad
Prime computational package is used [15]. The requirement is
to find a formula through which the angle 6 is calculated
depending on the ratio of L to R. Fig. 3 shows how the six
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functions required to solve the problem are specified in
Mathcad Prime.

The canonical catenary formula is a-cosh(x/a) [16, 17]. It
has a minimum (sagging chain: a > 0) or maximum (arch: a <
0) at the point with abscissa equal to zero and the ordinate
equal to a (see Fig. 2). The value of this parameter a needs to
be found. The quantity a is also a certain “steepness” of the
chain line: if a tends to zero, then the curvature of the chain
also tends to zero, it turns into a stretched string. Another
unknown is the variable x0: the abscissa of the separation point
of the chain from the cylinder (see Fig. 1). There are two such
points, but they are symmetric with respect to the ordinate axis.

Fig. 1. A Chain Wrapped around a Wall-Mounted Aneroid Barometer.

Y

82

Fig. 2. Scheme of the Problem of the Chain on the Cylinder.
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F.(x,a):=a-cosh (i) Catenary
a

Derivative

7 d i X
F.(x,a)=— F,(x,a)— sinh (;) of a catenary

dx

L

Catenary length

2
Se (%o, a) ==J 1+F.(x.a) dx g Xg 10 Xo

S
F.(x,R,h):=h—YR*—x* Lower semicircle formula

X Derivative lower

, d
Fo(qu) i=— F,(x,R,h) — semicircles

dx R2 _x2

Chain length lying

S R):=R 2 Xo
o (X0 R)i=R-|m+2 acos| on the cylinder

Fig. 3. Auxiliary Functions of the Problem of the Chain on the Cylinder.

The definite integral, which sets the length of the catenary,
could be simplified through finding the antiderivative. This
work is now being done more and more often using the
Internet, e.g. www.wolframalpha.com (see Fig. 4).

As can be seen from Fig. 4, it is not possible to take a
specific integral using Wolframalpha (the original expression is
returned). But if you work with an indefinite integral, then the
problem will be solved (last line in Fig. 4.) After that, it
suffices to use the Newton-Leibniz theorem and get the desired
chain length formula from -xo to xo: 2a-sinh(xo/a) (see Fig. 5,
where the csgn function is the sign of the argument, in this case
it is positive).

© & https://www.wolframalpha.com s e @

integral sqrt(1+sinh(x/a)*2) dx from -xo to xo =]

Input

['“V‘I’ 1+ slnh:(g] dx

Standard ¢ ion time ded. ry agair

integral sqrt(1+sinh(x/a)*2) dx =]

Indefinite integra

.,-\‘u“ 1+ sith[g] dx=a VI‘I coshz[?‘l) ranh'i*
Fig. 4. Internet Search for the Primitive Function.

2

int(x,a)=a-}|cosh (i] «tanh (E)
a a

stmpli
int (x,,a) —int (—z,, a) M

m() mU :I:O m()
— a+sinh (—] +CSgN [cosh [— ) +a-sinh (—] +CSgN [cosh [—])
a a a a

Fig. 5. Simplification of the Catenary Length Formula.
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Fig. 6 shows the continuation of Mathcad calculation: the
input data and the calculation of an important parameter of the
problem—the ratio of the chain length L to the circumference
of the cylinder 2aR, on which the chain is thrown. This
parameter can vary from one (the chain fits the cylinder tightly:
0 = 90°—see Fig. 2) to infinity (the lashes of the chain sag
almost vertically at the circle: 6 = 0).

The solution of the problem is reduced to the numerical
search for the root of a system of three transcendental
equations. This operation in Mathcad (Solve block) is shown in
Fig. 7: reasonable initial approximations to the solution are set,
constraints are introduced (these are equations in this case, but,
in general, inequalities may be included) and the Mathcad
built-in function Find is called, which returns the numerical
values of its arguments, which turn the equations into
identities. Or, rather, almost in identities since the left and right
sides of the equations differ by a small amount. Numerical
methods for solving problems have another name—
approximate methods.

The equations are:

e The length of the closed chain L remains constant and
consists of two parts: the part lying on the cylinder (So)
and the sagging part (Sc).

e The closed line describing the shape of the chain
covering the cylinder (see Fig. 2) is continuous (Fo =
Fc) at the point of separation of the chain from the
circle.

e This closed line is smooth (F'o = F'c) at the point of
separation of the chain from the circle.

In Fig. 8, it is possible to see the graphical representation of
the solution of the chain problem on the cylinder for different
ratios of the lengths of the closed chain and of the
circumference of the cylinder on which the chain is thrown.
The calculations were carried out for R = 1m, but the similarity
theory can be applied to this problem, and it can be argued that
the specific values of R and L do not affect the shape of the
chain sag - only their ratio is important here. This statement has
so far been proved by the authors only by a series of numerical
experiments and requires theoretical confirmation.

C. Finding a Graphic Dependency

The “chain oval” (as the authors propose to name the
family of curves shown in Fig. 1, 2 and 8) also has two
diameters - small (horizontal d equal to 2R) and large (vertical
D equal to R + h — a - see Fig. 2). Let's connect these three
parameters of the chain circle (R, L and D), first graphically,
and then analytically. Note that two semi-axes are usually
distinguished in an ellipse, and not two diameters (double the
value of the semi-axes), but diameters will be used in this paper
that will not affect the results.

The Find function in the Solve block of Mathcad is capable
of not only returning numerical values (see Fig. 7), but also
generating functions. This will help us solve the problem of the
chain on the cylinder graphically - see Fig. 9.

(m) 2
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2m.R=6283m  L=8283m %’ﬂo.?sg

1 2m-R+2m
Fig. 6. The Input Data of the Problem of the Chain on a Cylinder.
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Fig. 7. Solution of the Problem of the Chain on the Cylinder.
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Fig. 8. Graphic Representation of the Solution of the Problem of the Chain
on the Cylinder.

Solver

F(L):=Find (x,,a,h)

~ D(L):=R+F(L) FL)

ORIGIN +2 ORIGIN + 1
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Fig. 9. Graphic Solution to the Problem of a Chain on a Cylinder.

62|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Fig. 9 shows what changes were made to the Solver area of
the Solve block in order to create three functions combined
into a vector function with name F, whose first element (the
element with the ORIGIN number) is the desired function
xo(L), the second (ORIGIN + 1) is the desired function a(L),
and the third (ORIGIN + 2) is the desired function h(L). The
function D(L), composed of the last two with the addition of
the radius of the cylinder, returns the desired value of the large
diameter of the chain oval. Having such a function at hand, it is
not difficult to construct the corresponding dimensionless
graph — see Fig. 9. This curve can be considered a key
element in the graphical and analytical solution of the problem
of the closed chain thrown around the cylinder.

D. Finding Approximation Function

Attempts to analytically solve the chain-to-cylinder
problem have been unsuccessful.

Let's solve the chain problem on a cylinder by “Columbus”
and find the approximation function.

To do this, let's tabulate the function, whose graph is shown
in Fig. 9, using the obtained numerical solution. The obtained
data (vectors X and Y) are placed on the website
http://zunzun.com, which allows a user to select the least-
squares analytical formula that best approximates the
numerical dependence. As a result, the formula f(x) =
a'x/(b+x)+c-x/(d+x) and the corresponding numerical values of
the coefficients a, b, ¢ and d are obtained. For educational
demonstration purposes, the coefficients a, b, ¢ and d could be
re-calculated using the Mathcad Prime package.

Fig. 10 shows, firstly, the calculation of the coefficients a,
b, ¢ and d itself, for which the built-in genfit function is used -
general fitting, which requires a first approximation (see the
third argument-vector). Secondly, Fig. 10 shows the formation
of a function with the name D, which returns the value of the
large diameter of the chain oval, depending on the value of its
small semiaxis R and the length of the closed chain L. In the
same place, it is possible to see the points along which the
approximation was carried out, and the smoothing curve itself.
The bottom line in Fig. 10 is a calculation of the large diameter
of a real chain oval shown in Fig. 1. Its direct measurement (for
clarity, graph paper is placed in Fig. 1) gave an answer of 31.4
cm, which is acceptable in accuracy.

The approximating function D with two arguments R and
L, shown in Fig. 10, can be considered a “pseudo-analytical”
solution to the problem of a chain on a cylinder. This solution
can also be considered a kind of “Columbian” - a rough
solution.
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Fig. 10. An Approximating Function for Numerically Solving a Chain
Problem on a Cylinder.

I11. CHAIN WITH A PENDANT ON A CYLINDER

Now let's hang a pendant on the chain and see how it will
sag on the cylinder [18]. The problem is solved only
numerically. In the new problem, there is not one, but two
catenaries shifted to the left and right of the ordinate axis at a
distance Ax—see Fig. 11. In addition, the origin is moved to
the center of the circle. This caused the Fc function to have one
more additional argument h. Without this change, the
minimization mechanism applied to this problem [19-21] will
not work.
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F,:(x.a..h.Ax)::hura-cosh[XJrlf(x20 m.Ax,f.ﬂx)]ia
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’ F
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Fig. 11. Catenary Function with a Kink.

To solve this problem, it is needed to add two constants and
two functions to the source data:

o aspecific (linear) mass of the chain mc;

e apendant mass m (it is not necessary to enter the value
of gravitational acceleration g—this value is built into
Mathcad);

e a function Ycg, which returns the ordinate of the center
of gravity of the chain with the pendant (the abscissa of
this point is zero, because the problem of the chain with
the pendant remains symmetric with respect to the
ordinate);

e a PE function that returns the potential energy of a chain
with a pendant.

Fig. 12 shows these two additional functions.

The Ycg function has two arguments x1 and x2, and not
one x (see Fig. 3). Such a change is aimed at developing the
problem, at solving other asymmetric problems, which will be
discussed below.

In the problem of a chain with a pendant, a fourth unknown
guantity Ax appeared (see Fig. 11), and there were three
equations. The solution to the problem is to minimize the
potential energy of the chain with the pendant, where these
three equations derived in the previous section (see Fig. 7) act
as constraints [19-21].

This can be done by replacing the Find function in the
Solver area of the Solve block with the Minimize function - see
Fig. 13.

Fig. 14 shows a graphical representation of the solution of
the chain with a pendant thrown over a cylinder for different
values of the pendant mass: 1 kg, 20 grams and O (chain
without a pendant). In Fig. 14, you can see the dashed chain—a
continuation of the real chain without a kink. In the left figure,
the catenary is almost a straight line: a heavy load pulls the
chain into a string. In the middle figure, the minima of the
chain lines are visible at x = -0.632 m and x = 0.632 m. The
right figure is a repetition of Fig. 6. But the two chain lines do
not merge into one due to the limited accuracy of the numerical
method for solving the problem. The point on the ordinate axis
under the circle is the center of gravity of the hanging part of
the chain.

Fig. 14 can also be interpreted as follows: assume some
ballast is dropped from a balloon, and then the basket is
completely detached from it. This is not a chain line, but a

Vol. 11, No. 11, 2020

catenoid—a surface formed by the rotation of a catenary.
Another analogy is that of a soap film that hangs from a ring,
and water has accumulated in its lower part.

The problem of the chain without a pendant is simple
because it does not take into account the friction force between
the chain and the cylinder. However, the assignments
suggested below include cases in which this force must be
taken into account and others where it is possible to neglect it.

A cylinder with a chain thrown around it with a pendant
begins to rotate around its horizontal axis. Determine the angle
of rotation of the cylinder at which the chain begins to slip
from it. Additionally, a certain coefficient of friction is set.

The cylinder deviates from the horizontal position.
Determine the angle of the cylinder at which the chain begins
to slide off it.

X2

2
[Fc(x\a,h.Ax)-\/1 +F,'(x,a,4Ax) dx
ch(xhxz,a.‘h,ﬂx) =X

S, (Xg,%2,a,4x)

PE(x,a,h,Ax):=g-S,(—X,x,a,4x) + Mg+ Yoo (—X,x,a,h,AX) +
+g-m-F,(0 m,a,h,Ax)

Fig. 12. Functions of the Potential Energy of the Chain with a Pendant.
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Fig. 13. The Solution to the Problem of the Chain with a Pendant on the
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Fig. 14. Graphic Representation of the Solution of the Problem of the Chain
with a Pendant on the Cylinder.
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The cylinder deviates from the horizontal position, but the
chain is fixed on it. How will the contours of this already
asymmetric design change?

These problems could form a basis for the further research.

IV. CONCLUSIONS

The problem of the parameters of a closed chain (with and
without load) thrown over a horizontal cylinder, showing the
application of the STEM technology, is considered. Examining
together concepts from mathematics, physics and computer
science, a numerical solution to the problem is found, a
graphical interpretation is obtained, as well as an
approximating dependence. The solution of a system of
transcendental equations, numerical optimization with
constraints and approximation of the numerical solution using
the mathematical package Mathcad Prime and online platforms
are demonstrated. Additional possible problems for using
STEM technology are proposed.
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Recursive Least Square: RLS Method-Based Time
Series Data Prediction for Many Missing Data
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Abstract—Prediction methods for time series data with many
missing data based on Recursive Least Square (RLS) method are
proposed. There are two parameter tuning algorithms, time
update and measurement update algorithms for parameter
estimation of Kalman filter. Two learning methods for parameter
estimation of Kalman filter are proposed based on RLS method.
One is the method without measurement update algorithm (RLS-
1). The other one is the method without both time and
measurement update algorithms (RLS-2). The methods are
applied to the time series data of Defense Meteorological Satellite
Program (DMSP) / Special Sensor Microwave/lmager (SSM/I)
data with a plenty of missing data. It is found that the proposed
RLS-2 method shows smooth and fast convergence in learning
process in comparison to the RLS-1.

Keywords—Special ~ Sensor  Microwave/lmager  (SSM/I);
Defense Meteorological Satellite Program (DMSP); Kalman filter;
Recursive Least Square (RLS) method; missing data; parameter
estimation

I.  INTRODUCTION

In general, earth observation satellites observe arbitrary
points on the earth at unequal time intervals based on their
orbital conditions. When this observation data is regarded as
time-series data at equal time intervals, it can be regarded as
time-series data including many unobserved and missing data.

One of the purposes of the time series analysis is to
improve prediction accuracy of future data with the past data
for the time series of data with a plenty of missing data. There
is the famous method, so called, Kalman filter for future data
prediction with the previously observed time series of data.
There are the parameters for Kalman filter. It, however, is
difficult to estimate the parameters.

Kalman filter is composed of an algorithm that updates the
state with time (time update algorithm) and an algorithm that
updates the observation process (observation update
algorithm). Here, as a dynamic characteristic extraction
method, we consider both the time series state and the
observation process, and examine a method based on time
series analysis using the Kalman filter [1], which is widely
used because of its relatively high estimation accuracy.

As the parameter estimation method for adaptive filtering,
the sequential least squares method (RLS method) [2], [3],
which performs sequential learning on the assumption that the
target time series is linearly stationary, is generally used.

Kaname Seto?

Former Student
Saga University, Saga City, Japan

Matsuoka and Tateishi reported on reflectance correction
for remote sensing data including missing data actually
observed using a time series model (BRDF model;
Bidirectional Reflectance Distribution Function model) [a
priori knowledge] [4]. However, when the a priori knowledge
cannot be introduced when extracting the dynamic
characteristics of the target time series, or when the a priori
knowledge is used and the residual time series is used to
improve the accuracy, the target is used. It is also conceivable
to try to extract the dynamic characteristics. In such a case, a
method for extracting the dynamic characteristics from only
the time series data is required. In addition, there is no
qualitative study on the method for extracting the dynamic
characteristics from only the remote sensing data including the
observed missing data.

The method proposed in this paper aims to estimate the
data at an arbitrary time only from the time series data
including such a large amount of missing data. In order to
make this purpose possible, some method for extracting the
dynamic characteristics of the target time series is required.

The following section describes research background
followed by related research works. Then the proposed
method is described followed by experiment. After that,
conclusion is described together with some discussions.

Il. RESEARCH BACKGROUND

As an example, Fig. 1 shows the SSM / 1 (Special Sensor
of Microwave / Imager) microwave radiometer mounted on
the DMSP (Defense Meteorological Satellite Program)
satellite [quasi-return orbit] on June 2, 1998 (Japan time).

/‘“""':,»*’1 <37 R e » D ;fr\"‘,—, L

Fig. 1. An Example of the Observed Area with SSM/I Acquired on June 2
1998. The Land Areas are Colored in Black While the Ocean Areas are
Colored in Gray and White. The Gray Colored Areas show the Observed
Areas While the White Colored Areas show the Non-Observed Areas.

The obtained global observation area is shown. The black
area is the land area, and the white / gray area is the sea area.
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The gray area is the area observed in the sea area, and the
white area is the area not observed in the sea area (missing
area; missing data). Although there are missing areas in the
land area, this time the land area was classified as the land
area. From Fig. 1, it can be seen that there are many missing
areas (missing data) in a wide area.

I1l. RELATED RESEARCH WORKS

As for the time series analysis, prediction method for time
series of imagery data in eigen space is proposed [5].
Meanwhile, Geography Markup Language: GML based
representation of time series of assimilation data and its
application to animation content creation and representations
is proposed [6]. On the other hand, recovering method of
missing data based on the proposed modified Kalman filter
when time series of mean data is known is proposed [7]. Time
series analysis for shortened labor mean interval of dairy cattle
with the data of BCS, RFS, Weight, Amount of Milk and
Outlook is conducted [8].

Meanwhile, as for the Kalman filter related research,
detecting algorithm for rainfall area movement based on
Kalman filtering is proposed [9]. Rain flagging with SSM/I
based on Kalman filtering with new parameter estimation is
proposed [10] together with rain flagging for NSCAT with
SSM/I through gap filling based on Kalman filter [11]. Also,
rain  flagging method with Kalman filtering for
ADEOS/NSCAT is proposed [12]. On the other hand,
comparative study on image prediction methods between the
proposed morphing utilized method and Kalman filtering
method is conducted [13].

On the other hand, time series analysis based on Kalman
filter with parameter estimation considering non-linearity of
system is conducted [14]. Then handling of missing data in
parameter estimation of Kalman filter by RLS method is also
conducted [15]. Furthermore, recovering method of missing
data based on the proposed modified Kalman filter when time
series of mean data is known is proposed [16].

Moreover, detecting algorithm for rainfall area movement
based on Kalman filtering is proposed [17] together with rain
flagging with SSM/I based on Kalman filtering with new
parameter estimation [18]. Then rain flagging for NSCAT
with SSM/I through gap filling based on Kalman filter is
proposed [19] together with rain flagging method with
Kalman filtering [20].

IV. PROPOSED METHOD

A. Theoretical Background: Kalman Filter

The Kalman filter was proposed by Kalman in 1960. This
is an extension of the previous Wiener filter theory so that it
can be applied even when time series data including signals
and noise are described in a non-stationary process [14], [15].
Below, x represents the mean of x and x' represents the
transpose of x.

In the Kalman filter, the process of time series data is
generally expressed by equations (1) and (2).

Xt+1 = FeXe + Ut ()

Vol. 11, No. 11, 2020

Vi = Hexe + Wy 2

where, x; indicates the state at time t, u; is the system noise,
yt is the observation data at time t, w; is the observation noise,
F: is the state transition matrix, and H; is the observation
matrix. Equations (1) and (2) are called state equations and
observation equations, respectively, and the Kalman filter can
be constructed by determining the state transitions of both
equations and the elements of the observation matrix. It is
possible to estimate missing data.

The learning algorithm for estimating the state x; of the
Kalman filter (Kalman filter learning algorithm) consists of
the time update algorithm and the observation update
algorithm of Eq. (3), (4).

mt = th/tTt 3)
Prsit= FiPyFTe + Qc 4)
Ki == PtiH™t (HPt aHT i+ Ry) * (5)
x/tTt =xf|:1 +Kt(yt_Ht9qt?1) (6)
Ptit= Pyje1- KiHiPy e (7)

where, x represents the estimated value of x, and (H:P |+
1HT: + Ry) * represents the Moore-Penrose generalized inverse
matrix of (HiP¢|waH + Ry . t | t-1 means a variable that
transitions from t-1 to t. However, the following equations (8)
to (14) are assumed.

Elw]=u=0 ®)
El(ue =) (w — W)"] = 61, Qx ©)
Elw ] =w,=0 (10)
E[(wi = W)W, = W) = i, 1Ry (11)
Elxo] =%, (12)
E[(xo — %) (xo — Xo)"] = Py (13)
S ={o 1 )

B. Autoregressive Model and Sequential Least Squares
Method (RLS Method)

Consider the n-dimensional autoregressive model of Eq.
(15).

y(®) =X Ayt —N+v) t=01,..) (15)

When estimating the coefficient matrix A; (j = 1,2,..., d) in
Eq. (15), the Kalman filter can be constructed as follows.

Z(t+1)=z (1) (16)
yM) T=Hz®)+v(®)’ 1
However, the following equations (18) and (19) are used.
Al
Ay
z(t) =] (18)
Ag
| a7 |
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H=[yt1)Ty@t2)T,. .., ytd " (19)

Also, the fact that the equations (20), (21), and (22) are
used is used.

y(® T=(yl (), y2(1),..., yn (1) (20)
z (t)==[x(, 1), x(t,2),..., x +(t, n)] (21)
v (t) T= (vl (t), V2 (t),..., vn (1)) (22)
Therefore, it can be expressed as Eqgs. (23) and (24).

X (t+1, 1) = x (t, i) (23)
yi () = Hx (t, i) + vi (t) (24)

where, i = 1,2, ..., n. The RLS method applies the Kalman
filter learning algorithm to Egs. (16) and (17).

C. The Proposed Method

Fig. 2 shows the configuration of the Kalman filter.
Adaptive filtering is a method of estimating the parameters
used in these algorithms (time update algorithm, observation
update algorithm) to realize the Kalman filter.

There is. However, when the RLS method is applied as a
dynamic characteristic extraction method for time-series data
containing a large amount of missing data, the RLS method
performs sequential learning for the target time series, so the
missing data in the sequential learning process, the coping
method becomes a problem. Here, as a countermeasure for
missing data in the learning process of the RLS method, we
propose a method that uses only the time update algorithm
without using the observation update algorithm and a method
that does not use both the observation update algorithm and
the time update algorithm. The former will be called RLS
method 1 and the latter will be called RLS method 2. Fig. 3
and 4 show the difference between RLS method 1 and RLS
method 2.

observed data at time t-1 observed data at time t observed data at time t+]

TUA

Time
MUA : Measurement Update Algorithm
TUA : Time Update Algorithm
Fig. 2. Kalman Filter Consists of the Measurement Update Algorithm
[Equation (5), (6), and (7)] and the Time Update Algorithm [Equation (3), and
(O]}
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observed data at time t-1 observed data at time t observed data at time t+]

Time
MUA : Measurement Update Algorithm
TUA : Time Update Algorithm

Fig. 3. The RLS Method #1 (MUA is not Applied to the Missing Data).

observed data at time t-1 observed data at time t observed data at time t+]
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Fig. 4. The RLS Method #2 (Both MUA and TUA are not Applied to the
Missing Data).

In this paper, we compare the learning process for past
observation data and the prediction behavior for future data in
the Kalman filter with parameter estimation based on those
proposed methods (RLS method 1, RLS method 2), SSM / 1
observation brightness temperature.

The data (actual observation data) was used. By making
these qualitative comparisons, it is possible to investigate the
measures and application limits when the RLS method is used
as a dynamic characteristic extraction method for time series
containing a large amount of missing data. For time series
containing many missing data, RLS method 2. The superiority
of the proposed method is confirmed.

V. EXPERIMENT

A. The Data Used

Here, a simulation experiment is performed by imitating
the SSM [/ | 19.3GHz wvertical polarization observation
luminance data as an n-dimensional time series. Experiments
will be conducted with the time axis in the traveling direction
of the DMSP satellite equipped with SSM / 1 and the
dimensional axis in the scanning direction. In other words, the
experiment is performed using the path-shaped observation
luminance data.

SSM / | is a passive microwave radiometer launched by
the United States for earth observation, and has 4 frequencies
and 7 channels. The breakdown is 19.3GHz vertical
polarization, 19.3GHz horizontal polarization, 22.235GHz
vertical polarization, 37.0GHz vertical polarization, 37.0GHz
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horizontal polarization, 85.5GHz vertical

85.5GHz horizontal polarization.

polarization,

B. Creation of Missing Data

For the above n-dimensional time series, generate a
uniform random number I (k) with an integer from 0 to g, and
use it as missing data for the unit time of the number I (k) that
appears (k-1, 2). , 3, ...). In addition, we will introduce an
operation to move (shift) in the positive direction in the time
axis direction for a unit time by p for an n-dimensional time
series for time series data generation. In other words, p is the
period of continuous observation [the length of discrete time,
and q is the period of non-continuous observation (missing)).

Represents the maximum length of [discrete time]. It is
considered that it is possible to generate time-series data
including arbitrary missing data by introducing these (p,).
Examples of time-series data including the missing data
generated in this way are shown in Fig. 5 and 6. As shown in
Fig. 5, multidimensional time series data including missing
data was displayed using the time series of images. Fig. 6
helps to grasp the time axis and dimension axis in this
experiment. When p = == and q = 0, the time series does not
include missing data (complete observation time series).

C. Evaluation Function

The evaluation function for past data (t <t0) and future
data (t> t.) with the current time as t0 is as follows. As for the
past data, Eq. (25) and (26) are used as evaluations to examine
the learning rate for past observation data.

110 = [E3 100) 1y © YOI (25)

1 y(i) is observed data

0 y(i) is missing data (26)

100 = |

However, t is an arbitrary time, and Nt is the number of
observed data up to time t. Further, y * (i) is the estimated data
(n-dimensional) at time i, and y (i) is the correct answer data
(n-dimensional) at time i. Since missing data cannot be
evaluated, the value of J1 (t) is negative.

In general, the value of J1 (t) is expected to decrease as the
time t increases.

On the other hand, as for the future data, in order to verify
the result of learning using the past data, the future data is
predicted using the estimated parameters, and the behavior of
the prediction accuracy is investigated. Equation (27) is used
for evaluation.

J20m) = [Elly: o+ m) =y +mlE (m0) (@D

Further, y" (i) is the estimated data (n-dimensional) at time
i, andy (i) is the correct answer data (n-dimensional) at time i.

D. Experimental Results

In this experiment, we assume an autoregressive model
with a degree of 1, and change p and g with respect to the
SSM / 119.3GHz vertical polarization observation brightness
data with dimension n = 5 and current time t0-100. We
compared the learning process for past observation data and

Vol. 11, No. 11, 2020

the prediction behavior for future data between RLS method 1
and RLS method 2.

By changing p and g from one multidimensional time
series, it is possible to generate multiple multidimensional
time series including arbitrary missing data. This time, we
generated four types of five-dimensional time series: (p, q) =
(5,5, (510), (10,5, (10,10). The following similar
experiments were performed on these four 5-dimensional time
series. Based on these experimental results, it is possible to
make a qualitative comparison between RLS method 1 and
RLS method 2. RLS method 1 and RLS method 2 were used
to train until the current time t0, respectively. J1 (t) was used
as the evaluation function. Then, in order to verify the learning
results of RLS method 1 and RLS method 2, future data was
predicted using each parameter estimated at the current time
t0, and the behavior of prediction accuracy was investigated.
J2 (m) was used as the evaluation function. The prediction
was made up to 50 years ahead (m = 50).

This experiment is for qualitative comparative verification
of prediction methods (RLS method 1, RLS method 2) based
on the RLS method for time series data including missing
data. Therefore, it is considered that only 19.3 GHz vertical
polarization observation luminance data (1 channel) is enough,
and it is sufficient to consider an autoregressive model having

B

an order of 1.
REESNP. inFpEE
& 5l g B P; :

(a) Full Set of observed time series of data. ( P00, = -0)

p=2g=3[1(1)=1,12)=21(3) =2,

(©)p=2 9= [I() = 4 12) =3, 3 = e ]

i yog
-.-- “‘.‘

p=4g=3] _zz()ﬁu(s,, ]

- .
i
P

Fig. 5. Examples of the Time Series Including the Missing Data. The
Parameter p is the Length of the Period when it is Observed. The Value
1(k)(k=1, 2, 3, ...) is the Length of the Non-Observed Period. (0<I(k)<q).

Dimension ( Cross Track )

---------

.......

.- f——

1) | 12) | 14
1(3)

Fig. 6. The Representation of the Observed and the Non-Observed Data.
(The Horizontal Axis shows Time Slots While the Vertical Axis shows the
Number of Dimensionality which are Corresponding to the Along Track and
the Cross Track Directions.) In this Example, Data are Observed for three
Time Slots (p=3).
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Fig. 7 shows the experimental results when p and q are axis is displayed in the range of [0,100] and the vertical axis is
changed, respectively. The figure on the left shows the displayed in the range of [-20,120]. In the figure on the right,
transition of J1 (t), and the figure on the right shows the the horizontal axis is displayed in the range of [1,50] and the
transition of J2 (m). In the figure on the left, the horizontal vertical axis is displayed in the range of [0,160].
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Fig. 7. The Transient Responses of J1(t) and J2(m) with the RLS Method #1 and the RLS Method #2 for (p, 9)=(5,5), (5, 10), (10, 5), (10,10).
E. Remarks to perform effective learning when there are many missing

In the comparison of the evaluation function J1 (t) between
RLS method 1 and RLS method 2, the value of J1 (t) in RLS
method 2 decreased in all four cases as t increased, whereas
RLS decreased. Since the value of J1 (t) in method 1 may
increase in some cases, the superiority of RLS method 2 can
be confirmed.

Evaluation between RLS method 1 and RLS method 2 In
the comparison of J2 (m), RLS method 2 shows almost the
same characteristics of J2(m) with respect to rn in four cases,
whereas the RLS method In some cases, 1 has drawbacks such
as the behavior of J2 (m) with respect to rn causing vibration.

The reason why the behavior of J2 (m) with respect to m in
RLS method 1 causes vibration is that the value of the
evaluation relation J1 (t) of the learning process for the past
observation data increased. For the above reasons, it can be
said that RLS method 2 is superior to RLS method 1.

VI. CONCLUSION

In this paper, we proposed a method based on the Kalman
filter as a method for estimating missing data from a
multidimensional time series including missing data, or for
estimating data at any time. At that time, we proposed two
transformation methods of the sequential least squares method
(RLS method), which has been widely used in the past as a
parameter estimation learning method for the Kalman filter,
and compared the two methods (RLS method 1, RLS method
2). The learning process for the past observation data and the
prediction behavior for the future data were compared using
the observation brightness temperature data by SSM / 1. In
order to generate a multidimensional time series including
arbitrary missing data and perform qualitative comparison
verification between RLS method 1 and RLS method 2, the
time axis is set in the direction of travel of the satellite with
respect to the path-shaped observation data. The experiment
was conducted with the dimension axis in the scanning
direction.

In RLS method 1, learning is performed while performing
a time update algorithm on past missing data, so it is difficult

data in the past. It is considered that there are cases.

In RLS method 2, learning is performed on past missing
data without performing a time update algorithm, so it is
possible to prevent a rapid increase in error due to estimation
of many past missing data. Conceivable.

It was confirmed that RLS method 2 is suitable as a
learning method by RLS method for a time series in which
many missing data are continuously present.

VII. FUTURE RESEARCH WORKS

Further research works are required for the other missing
data consideration. There are some interpolation and
extrapolation methods of the alternative methods for the
proposed Kalman filter based method with RLS method.
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