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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.
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Apple Carving Algorithm to Approximate Traveling
Salesman Problem from Compact Triangulation of
Planar Point Sets

Marko Dodig*, Milton Smith?
Industrial, Manufacturing and Systems Engineering

Texas Tech University
Lubbock, TX, USA

Abstract—We propose a modified version of the Convex Hull
algorithm for approximating minimum-length Hamiltonian cycle
(TSP) in planar point sets. Starting from a full compact
triangulation of a point set, our heuristic “carves out” candidate
triangles with the minimal Triangle Inequality Measure until all
points lie on the outer perimeter of the remaining partial
triangulation. The initial candidate list consists of triangles on the
convex hull of a given planar point set; the list is updated as
triangles are eliminated and new triangles are thereby exposed.
We show that the time and space complexity of the “apple
carving” algorithm are O(n?) and O(n), respectively. We test our
algorithm using a well-known problem subset and demonstrate
that our proposed algorithm outperforms nearly all other TSP
tour construction heuristics.

Keywords—TSP;  heuristics; combinatorial
computational geometry; compact triangulation

optimization;

I.  INTRODUCTION

In this article we examine the following tour-construction
heuristic for the planar TSP: take a compact triangulation of the
planar set and then find the minimum Hamiltonian cycle
embedded in the triangulation by progressively removing
triangles of minimal Triangle Inequality measure until n-2
triangles remain. We call this heuristic “apple carving” as this
descriptor accurately describes the triangle removal process
which is the basis of the algorithm. Possibility of using well-
known triangulations such as Greedy and Delaunay to generate
heuristic tours was already explored by Reinelt [1], Stewart [2],
and Letchford and Pearson [3]. These authors looked at
triangulations as presenting a “good” subset of edges and
utilized  well-established TSP  solutions engines like
CONCORDE to solve for TSP. Our research is different in that
we (a) utilize newly introduced Greedy Compact Triangulation
(GCT) proposed recently by Dodig and Smith [4], and (b)
utilize a modification of Convex Hull Heuristic on GCT
triangles to approximate TSP.

Our paper is organized as follows. First, we formally define
the TSP and review the present state of its solution algorithms.
Second, we introduce our approach. Third, we present our
experimental methodology and review our experimental
results. Finally, we highlight our conclusions and outline future
research steps.

Il. LITERATURE REVIEW

A. Traveling Salesman Problem

Traveling salesman problem (TSP) is perhaps the best-
known and most-researched problem in combinatorial
optimization. In its general form we are given a collection of
cities and the distance to travel between each pair of them, and
the problem then is to find the shortest route to visit each city
and to return to the starting point [5]. TSP belongs to the class
of NP-hard problems; in other words no polynomial-time
algorithm exists that can solve the problem optimally in
polynomial time, regardless of its complexity (i.e. the number
of cities in the tour). The best result to date is a solution
method, discovered in 1962, that runs in time proportional to
n?2" [6]. TSP has been fascinating both researchers and general
public for more than sixty years. In 1954, three researchers
from Rand Corporation had solved a long-standing public
challenge to find the shortest tour through 48 US state capitals
and DC, shown in Fig. 1 [5].

In purely mathematical terms, TSP is the problem of
finding a Hamiltonian tour (cycle) of minimum weight in a
complete edge-weighted graph. In our research, we consider a
symmetric TSP, or STSP, in that we assume that edge-costs are
symmetric, or, equivalently, that the graph is undirected. A
special case of the TSP is obtained when the vertices of the
graph correspond to points in the Euclidean plane, and distance
between any two points is equal to the Euclidean distance
between the corresponding points. The Euclidean TSP is a
special case of the metric TSP, in which the costs obey the
triangle inequality. Metric TSP was found to be strongly NP-
hard [7]. Related to, but distinct from, the Euclidean TSP is the
planar graph TSP which is the focus of our research. This is the
version of the TSP in which a planar graph G = (V, E) is given,
with weights on the edges of E, and one seeks the minimum
cost tour which uses only edges in E. Not only is this problem
NP-hard, it is NP-hard even to test if a planar graph is
Hamiltonian [7].

There is a multitude of planar TSP solution algorithms; few
are exact algorithms, and many are heuristic algorithms. Since
planar TSP is NP-hard, exact algorithms are exponential and
heuristic algorithms are polynomial; selecting between exact or
heuristic algorithms to solve for TSP presents a clear case of
precision and time trade-off.

1|Page
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Fig1. Newsweek Coverage of 49-City Tour through United States [5].

B. Exact Algorithms

Branch-and-bound algorithm is an exact algorithm based
on the IP formulation of TSP. This algorithm consists of two
steps, (a) branching, which means splitting the problem into
sub-problems, and (b) bounding, which means calculating
lower and/or upper bounds for the objective function value of
the sub-problem. The branching is performed in the following
algorithm by separating the current subspace into two parts
using the integrality requirement. Using the bounds,
unpromising sub-problems can be eliminated. LP-relaxation of
the problem is formed by relaxing integer requirements. In the
algorithm, a list of sub-problems is maintained. A sub-problem
is fathomed (totally solved) and removed from the list only
when it has an integer solution that is best so far and becomes
the new incumbent solution, or its optimum LP-solution
objective is worse than the current incumbent value, or its LP-
problem is infeasible.

Held-Karp algorithm is a dynamic programming algorithm
utilizing graph theoretical representation of TSP. In a way, it is
an intelligent brute force method in that it utilizes recursive
formulation to find minimal distance paths between points. It
was proposed independently by Bellman [6] and by Held and
Karp [8]. This algorithm utilizes an optimization property of
TSP in that every sub-path of a path of minimum distance is
itself of minimum distance, which is easily proven by
contradiction. The algorithm computes the solutions of all sub-
problems, starting with the smallest, and looks up solutions
already computed when requiring solutions for smaller
problems. At the end, computing minimum distance tour
means using the final equation to generate the initial node, and
then repeating for all other nodes. Held-Karp is exhaustive, in
that all sub-problems need to be solved; it has the time
complexity of O(2"n?) and the space complexity of O(2™n).

C. TSP Heuristics

In simplest terms, TSP heuristics can be divided into two
distinct categories. Tour construction heuristics execute a
sequence of operations until a valid tour is obtained, at which
point the heuristics stop and report the constructed tour. Tour
improvement heuristics start with a valid tour (an output of a
tour construction heuristic, for example) and iteratively
improve the tour cost, typically via local search, until some
stopping criterion is reached [5]. Solution quality of tour

Vol. 11, No. 3, 2020

improvement techniques far exceeds quality of solutions
achieved by tour constructions [5].

Nearest Neighbor heuristic is perhaps the best-known tour
construction heuristics [9]. It starts with a random city, adds the
nearest non-visited city, and keep adding new non-visited cities
in the same fashion until all cities are included. When all of the
cities are included it returns to the initial city. It has the time
and the space complexity of O(n2) and O(n), respectively [10].

Greedy heuristic gradually constructs a tour by repeatedly
selecting the shortest remaining edge and adding it to the tour
as long as it does not create a cycle with less than n edges nor
increase the degree of any node (city) to more than two [10].
Greedy heuristic has the time complexity of O(nxlogzn), which
makes it more efficient than Nearest Neighbor [10]. The space
complexity of Greedy matches that of Nearest Neighbor
heuristic [10].

Cheapest Insertion heuristic starts with the shortest edge
which becomes the initial sub-tour. Then it selects a city not in
the current sub-tour, having the shortest distance to any one of
the cities in the sub-tour. It finds an edge in the sub-tour such
that the cost of inserting the selected city between the edge
cities will be minimal, and keeps inserting shortest-distance
remaining cities until none remain. Cheapest Insertion has the
time complexity of O(n?xlogzn) and is more computationally
intensive then Nearest Neighbor and Greedy [11].

Convex Hull heuristics starts by finding the convex hull of
a point set and making it an initial sub-tour. For each remaining
point it finds its cheapest insertion, adds the city with the least
cost/increase ratio, and keeps repeating this process with
remaining points until none remain. It is also more
computationally intensive with the time complexity of
0O(n?xlogzn) [12].

Christofides heuristic builds a minimal spanning tree
(MST) of the planar point set. It then creates a minimum-
weight matching (MWM) on points having an odd degree, adds
the MST together with the MWM, creates an Euler cycle from
the combined graph, and finally traverses it taking shortcuts to
avoid already included points. This heuristic has the best worst-
case performance guarantee of all TSP heuristics as it never
produces tours worse than 1.5 times the optimal [13]. On the
other hand, it has the time complexity equal to O(n®) [13].

Match-Twice-and-Stitch heuristic [14] uses two sequential
minimum-weight matchings to construct the cycles. The first
matching returns the usual minimum-cost edge set with each
point incident to exactly one matching edge. The second
matching returns the minimum-cost edge set with each point
incident to exactly one matching while ignoring the edges
found in the first matching. The first phase results in multiple
sub-tours. The second phase stitches the constructed cycles to
form the TSP tour, with the exact (slow) and approximate (fast)
patching procedure to join two cycles. A minimum spanning
tree (MST) calculation determines a way to stitch all cycles
into a tour. It is the best construction heuristics reported, with
the different versions of the heuristic reporting average tour
lengths between 4.8% (slowest) to 7.1% (fastest) over HK
bound. It has the time complexity of O(n?) [14].
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Tour improvement algorithm such as 2-opt removes two
edges from the feasible tour and reconnects the two paths
created if the new tour will be shorter. There is only one way to
reconnect the two paths and still have a valid tour. It continues
removing and reconnecting the tour until no 2-opt
improvements can be found. Algorithm works the same for any
path connecting k points, however the time performance
severely lags starting at 5-opt. Its worst-case performance
guarantee is known, as it is guaranteed to produce results not
more than two times the optimal [10]. The main weakness of
the 2-opt tour improvement heuristic is that it covers local
improvements for pairs of 2 nodes only. This was subsequently
addressed in newer k-opt algorithms, where k > 2, chief among
them the Lin-Kernighan heuristic with the time complexity of
0O(n??) [10].

Solutions generated by TSP heuristics are typically
compared to the Held-Karp (HK) lower bound. This lower
bound is the solution to the LP relaxation of the IP formulation
of the TSP, which can be found in polynomial time by using
the Simplex method and a polynomial constraint-separation
algorithm [15]. A HK lower bound averages about 0.8% below
the optimal tour length [15]; however, its guaranteed lowest
bound is only 2/3 of the optimal tour. Fig. 2 summarizes
typical performance of the most-significant TSP heuristic
algorithms. 2-opt, 3-opt, and Lin-Kernighan heuristics are the
tour improvement heuristics, and all of the others are tour
construction heuristics.
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Fig2. Typical Performance of Best-known Heuristics [10], [14].

I1l. OUR APPROACH

A. Improved Greedy Compact Triangulation (iGCT)

iGCT of a planar point set S is created by GCT Algorithm
[4]. This algorithm progressively inserts most-compact empty
triangles into the triangulation not intersecting empty triangles
in S previously inserted and achieves local optimality by
performing weight-reducing edge flipping [4]. Compactness of
an empty triangle At with area A(At) and perimeter P(At) in
planar point set S is measured as follows [16]:

__ 4AmA(Ar)

A = fane @
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Dodig and Smith showed that GCT approximates
Minimum Weight Triangulation (MWT) in a variety of planar
point set configurations, thereby making its edges compelling
candidates for our proposed TSP heuristic [4]. MWT is defined
as the full triangulation of a planar point set S having the
lowest total edge length out of all full triangulations of a planar
point set S. Dodig and Smith have also confirmed that the
optimal TSP solution is frequently fully embedded in iGCT
(61% of the time), and that the minimum perimeter polygon
fully contained in iGCT is nearly optimal, or 0.36% longer
than optimal. Fig. 3 shows full embeddedness of the optimal
TSP tour in iGCT for berlin52, one of the TSPLIB problems
for which the optimal TSP is known.

B. Apple Carving Algorithm

There are 2n - h - 2 triangles in both iGCT and MWT
triangulations of a planar set S of n points, where h represents
the number of points on the Convex Hull of S, or CH(S) [16].
We know that the perimeter length of CH(S) is less than the
perimeter length of TSP polygon for this planar point set due to
Isoperimetric Inequality principle. Following Steiner proof of
Isoperimetric Inequality, we can “carve out” from CH(S) a
triangle on the perimeter of full triangulation with the lowest
Triangle Inequality Factor and have high degree of confidence
that minimum perimeter polygon is still fully contained in the
resulting partial triangulation. We can continue carving out
eligible triangles with the lowest Triangle Inequality Measure,
until all points are at the perimeter of the partial triangulation.
We give priority to removing triangles whose absolute Triangle
Inequality, or TIL, is not only lowest, but also “optimal”.
“Optimal” TI on any point is defined as the lowest TI of all
triangles containing this point. We consider this method to be
the basis of the “apple carving” algorithm. In fact, this method
is very similar to the Convex Hull heuristics, through Convex
Hull Heuristics does not follow a pre-defined tour building
roadmap such as the one provided by the compact triangulation
[12]. “Apple carving” algorithm pseudocode is given in Fig. 4.

Fig3. Optimal TSP (Shaded) Fully Contained in GCT for berlin52 Problem
[4].
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INPUTS

1. Planar point set S with n points; S has h points on CH(S).
2. iGCT(S) with 2n — h — 2 triangles; each Triangle(a, b, c) and Edge(a, b) in iGCT satisfiesa<b<c

BEGIN Apple Carving Algorithm

1. Initialize variables
2. Import point coordinates
3. Initialize iGCT
FOR each triangle i in iGCT
SimpleTriangle(i) := Triangle(a, b, c)
CountTriangles(a) +=1; CountTriangles(b)+=1; CountTriangles(c) +=1
IF TIA (a, SimpleTriangle(i)) < min_TI (a) THEN
min_TI(a) := TIA(a, SimpleTriangle(i))
ENDIF
CountEdges(a,b) += 1; CountEdges(a,c) += 1; CountEdges(b,c) += 1
Apple < SimpleTriangle(i)
NEXT i
4. Initialize Candidate List
FOR each Edge(a, b)
IF CountEdges(a, b) =1 THEN
CandidatesList <— Edge(a, b)
VisitedCities < a, b
TourLength += Distance(a, b)
ENDIF
NEXT
5. Carve triangles from Polygon (Apple)
change_recorded := 1
WHILE VisitedCities < n AND change_recorded == 1
change_recorded := 0
Let k be the index of a triangle containing the candidate edge Edge(a, b) such that:
a) CountTriangles(a) > 1 AND CountTriangles (b) > 1 AND CountTriangles(c) > 1,
b) Min_TI(c) == TIA(c, SimpleTriangle(k))
c) SimpleTriangle(k) == Triangle(a, b, c) with the min_TI(c) for all triangles satisfying a) and b)
IF SimpleTriangle(k) doesn’t exist THEN
Let k be the index of a triangle containing any candidate edge Edge(a,b) such that:
d) CountTriangles(a) > 1 AND CountTriangles(b)>1 AND CountTriangles(c) > 1,
e) SimpleTriangle(k) = Triangle(a, b, c) with the lowest TIR(c, SimpleTriangle(k)) for all triangles
satisfying d)
ENDIF
Apple — SimpleTriangle(k)
CandidatesList < Edge(a,c), Edge(b,c)
CandidatesList — Edge(a,b)
CountTriangles(a) -= 1; CountTriangles(a) -= 1; CountTriangles(a) -= 1
VisitedCities « ¢
TourLength := TourLength - Distance(a, b) + Distance(a, c) + Distance(b, c)
VisitedCities += 1; change_recorded := 1
WHILE END
6. Correct infeasibility conditions (if any)
IF VisitedCities <n THEN
FOR each point ¢ NOT in VisitedList
Let a and b be points in S such that
f) Edge(a,b) is in CandidatesList,
g) Triangle(a,b,c) has the lowest TIA(c, Triangle(a,b,c)) for any pair of points a and b satisfying f)
VisitedCities «— ¢
CandidatesList « Edge(a,c), Edge(b,c)
CandidatesList — Edge(a,b)
TourLength = TourLength - Distance(a, b) + Distance(a, ¢) + Distance(b, ¢)
VisitedCities += 1
NEXT ¢
ENDIF
7. Record the polygon tour
FOR each Edge(a, b) in CandidatesList
Predecessor(b) := a
NEXT

END Apple Carving Algorithm

Fig4. Apple-Carving Algorithm Pseudocode.
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C. Measure of Sub-optimality

We define 5;1//(5) as the absolute deviation (from the
optimal TSP) of the perimeter length of the polygon found via
“apple carving” algorithm, and express it mathematically as
follows:

PL(P''(5)))-PL(TSP(S))
PL(TSP(S))

efn(s) = x 100%, VS in R? 2)
Where S is a given point set, and P’ is the Hamiltonian
cycle found by the “apple carving” algorithm.

D. Time Complexity

Theorem 1 The time complexity of the “apple-carving”
algorithm is O(n?).

Proof: Step 2 of the “apple carving” algorithm has the time
complexity of O(n), since in this step we initialize arrays of n
points. Step 3 of the “apple carving” algorithm has the time
complexity of O(n), as we also know that there are O(n)
triangles in a full triangulations of a planar point set S of n
points [16]. Step 4 of the “apple carving” algorithm loops
through no more than n candidate edges, and therefore has time
complexity of O(n). Step 5 of the “apple carving” algorithm
removes up to n — h triangles from iGCT. In each removal step,
we evaluate up to 2n — h — 2 candidate triangles that can be
removed. This guarantees time complexity of O(n?) for Step 5.
Step 6 of the “apple carving” algorithm has time complexity of
O(n?). We know this because there are not more than n points
that need to be evaluated against up to n candidate
edges/triangles. Finally, step 7 of the “apple carving” algorithm
assigns predecessors for each of n points in S by looping
through not more than n edges in the candidate lists,
guaranteeing the time complexity of O(n).

This proves that the time complexity of the “apple carving”
algorithm is 40(n) + 20(n?) = O(n?).

Theorem 2 The time complexity of the “apple-carving”
algorithm and iGCT algorithm together is O(n%).

Proof: Time complexity of the stand-alone “apple carving”
algorithm is O(n?. Dodig and Smith proved that the time
complexity of the iGCT algorithm is O(n%) [4].

This proves that the time complexity of the “apple carving”
algorithm is O(n?) + O(n*) = O(n%).

E. Space Complexity

Theorem 3 The space complexity of the “apple-carving”
algorithm is O(n).

Proof: Number of points in a planar point set S is defined
as n. The number of triangles in any full triangulation of S is
known to be 2n — h — 2, where h is the number of points
belonging to CH(S) [17]. The number of edges in any full
triangulation of S is known to be 3n — h — 3, where h is the
number of points belonging to CH(S) [17]. This implies that
the variables in “apple carving” algorithm tracking both visited
cities and candidate edges cannot have the space complexity
greater than O(n).
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This proves that the space complexity of the “apple
carving” algorithm is O(n).

IV. EXPERIMENTAL METHODOLOGY

A. Objective

Our experimental objective was to test the validity of the
proposed tour construction algorithm experimentally by
analyzing how well the length of the resulting Hamiltonian
cycle approximates the length of the optimal TSP.

B. Hypothesis

We hypothesize that the “apple carving” algorithm will
outperform the traditional Convex Hull algorithm. We further
hypothesize that the “apple carving” algorithm will outperform
most of the traditional tour construction heuristics.

C. Data Sets

To perform our experiments, we selected 18 problem sets
from TSPLIB, a well-known online problem library created to
provide researchers with a broad set of test problems from
various sources and properties for which the optimal TSP
solutions are known [18]. We have chosen 11 problem sets
which are given with points in general position (att48,
berlin52, ch130, eil51, eil76, eill01, gr96, grl37, rat99,
rat195, rd100). This was important as point sets in general
position do not have 3 or more co-linear points. We have also
chosen 7 problem sets with a significant number of co-linear
points (lin105, pr76, prl07, prl24, prl36, prl44, ul59). This
was done to test performance of our framework in both point
set configurations.

D. Programming

To achieve our experimental objectives we have
programmed iGCT Algorithm in VBA for Excel. This
algorithm takes a planar point set as an input, and produces a
Hamiltonian cycle of S as an output. It also calculates the
length of P’ found by “apple carving” algorithm in order to
compare to the optimal TSP lengths for each of the problems in
our problem set. All of our experiments were performed on
Latitude 5490 laptop with Intel Core i5-8250U CPU @
1.60GHz with 8GB of RAM, running Windows 10 64-bit
operating system.

V. RESULTS

Experimental results for 18 given problem sets can be
found in Table I.

On average, polygons produced by the “apple carving”
algorithm in our test problems are 8.1% longer than optimal
TSP solutions. For gr137 problem, the absolute error is the
lowest at 1.9%, and for pr124 problem, the error is the highest
recorded at 15.9%. If we exclude point sets of 3 or more co-
linear points, the absolute error drops to the average of 6.1%,
with the maximum error recorded for ch130 problem at 11.2%.
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TABLE I. EXPERIMENTAL RESULTS
Set |S TSP P I
1 att48 108,159 118,702 9.8%
2 berlin52 7,544 7,711 2.2%
3 ch130 6,111 6,793 11.2%
4 eil51 430 453 5.3%
5 eil76 545 578 5.9%
6 eil101 642 701 9.2%
7 gro6 512 534 4.3%
8 gri37 729 743 1.9%
9 1in105 14,383 15,207 5.7% Yes
10 pr76 108,159 112,152 3.7% Yes
11 pr107 44,301 49,653 12.1% Yes
12 pri24 59,030 68,069 15.3% Yes
13 pri36 96,770 108,573 12.2% Yes
14 prl44 58,535 67,867 15.9% Yes
15 rat99 1,219 1,265 3.7%
16 rat195 2,333 2,517 7.9%
17 rd100 7,910 8,426 6.5%
18 ul59 42,075 47,354 12.6% Yes

VI. CONCLUSIONS AND NEXT STEPS

We have introduced a simple algorithm that takes a full
triangulation (iGCT) of a planar point set and reduces it to a
simple polygon by removing triangles with low Triangle
Inequality Measure starting from triangles on the convex hull
of this point set. We have proved that the time complexity of
the “apple carving” algorithm is O(n?). We have also shown
that the space complexity of the algorithm to be O(n). We have
then demonstrated that, on average, polygons produced by this
“apple carving” algorithm in our test problems are 8.1% longer
than optimal TSP solutions. If we exclude point sets of three or
more co-linear points, the absolute error drops to the average of
6.1%, with the maximum error recorded at 11.2%.

Based on these results and our literature review we
conclude that “apple carving” algorithm produces better quality
of solutions than any other construction heuristics other than
match-twice-and-stitch heuristic, as evident in Fig. 5. Here it is
important to note that the “apple carving” average results have
been adjusted up by 0.8%, since HK lower bound is on average
0.8% lower than the optimal TSP solution [15].

Our initial research hypothesis that the “apple carving”
algorithm will produce results superior to that of the classical
Convex Hull Algorithm were met (9% average error for “apple
carving” versus 12% average error for Convex Hull algorithm).
We were also able to demonstrate that the “apple carving”
algorithm performs significantly better than all the classical
tour construction heuristics and is only slightly outperformed
by Match-twice-and-stich heuristic introduced in 2004 [14].

Vol. 11, No. 3, 2020
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(Including “Apple Carving” Algorithm Results).

Limitations in our work lie in the number of TSPLIB
instances we used (i.e. 18 problems), as well as in the relatively
small problem sizes employed (i.e. maximum of 195 points).
To improve quality of our experiments we intend to expand our
tests to all named TSPLIB instances, which will also allow us
to compare how our algorithm performs on problems of
varying size.

Finally, our future work will focus on fine-tuning the
“apple carving” algorithm and adding the improvement steps
of switching the relevant triangles in and out of the solution
polygon depending on whether adding or removing related
triangle pairs will result in desired tour improvements. Triangle
pairs would be relevant and suitable for “swapping” in and out
of the resulting polygon if the share at least one point, and their
“swap” would not result in a loss of solution feasibility.
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Abstract—Cryptocurrency has as of late pulled in extensive
consideration in the fields of economics, cryptography, and
computer science due to it is an encrypted digital currency, peer-
to- peer virtual forex produced using codes, and it is much the
same as another medium of the trade like real cash. This study
mainly focuses to combine the Deep Learning with Data
parallelism and Cloud Computing Machine learning engine as
“hybrid architecture” to predict new Cryptocurrency prices by
using historical Cryptocurrency data. The study has exploited
266,776 of Cryptocurrency prices values from the pilot
experiment, and Deep Learning algorithm used for the price
prediction. The four hybrid architecture models, namely,
(i) standalone PC, (ii) Cloud computing without data parallelism
(GPU-1), (iii) Cloud computing with data parallelism (GPU-4),
and (iv) Cloud computing with data parallelism (GPU-8)
introduced and utilized for the analysis. The performance of each
model is evaluated using different performance evaluation
parameters. Then, the efficiency of each model was compared
using different batch sizes. An experimental result reveals that
Cloud computing technology exposes new era by performing
parallel computing in 10T to reduce computation time up to 90%
of the Deep Learning algorithm-based Cryptocurrencies price
prediction model and many other loT applications such as
character recognition, biomedical field, industrial automation,
and natural disaster prediction.

Keywords—Internet of things; loT; data parallelism; deep
learning; cloud computing

I.  INTRODUCTION

Cryptocurrency is a technology dominant innovative form
of digital currency that secures the financial transactions using
cryptography, whereas concealing the identities of its users
and minimize the counterfeit of the transactions.
Cryptocurrency uses decentralized digital currency control
that applies the distributed ledger technology, typically a
Blockchain. The blockchain can be a distributed public
financial transaction database, a public ledger or digital events
that executed and shared between the participating parties.
Participants in the Cryptocurrencies market build trust
relationships through the formation of Blockchain supported
cryptography techniques using hash functions. In 2008, an
unknown group or an individual published a paper by
introducing themselves under the name of Satoshi Nakamoto
and paper entitled Bitcoin: A Peer-To-Peer Electronic Cash
System”. This paper explains peer-to-peer online electronic
cash payment system that would allow sending payments

*Corresponding Author

directly from one party to another without involving a
financial institution.  Bitcoin is the first realized
Cryptocurrency concept created in 2009 and thought it
extremely popular in 2017 [1]. The price of the Bitcoin has
occasionally increased and therefore the value of the bitcoin is
considered volatile. Hence, numerous economical entities try
to predict the bitcoin price using different tools. This
significant price movements of the bitcoin imply the
requirement of accurate cryptocurrencies price prediction
model to uphold the consistent economic policy. Thus, the
demand for the cryptocurrencies price prediction mechanism
is high. The cryptocurrencies price prediction model is
prevalent around the world because most of the traders in the
world use Cryptocurrencies to earn profits in an online market.

The blockchain databases have ready availability a large
volume of data however the challenge is analyzing and storing
this large volume of data on a time scale. Then, the cloud
computing, which is the latest technological evolution of
computational science, allowing groups to host, store process,
and analyze large volumes of multidisciplinary data. Cloud
computing is an internet-based utility service that provides
virtualized service, storage, and databases, etc. The cloud
technology is a distributed technology platform that leverage
to provide highly scalable and resilient environments.
Correspondingly, cloud computing architecture supports for
the scalability, virtualization, and storage of large volume of
structured and unstructured data based on the unlimited
resources on demand [2]. Therefore, cloud computing is
considered an appropriate platform for deep learning analytics.
Google is one of the examples for the major Cloud computing
providers. Thus, this study has used the Google Machine
Learning (ML) Engine, as a Deep learning computing engine
because, the Google ML Engine is easy to instruct for scaled
data in deep learning algorithm [3]. Deep Learning referred to
as achieved significant scalability and stability and
generalization of training on big data. It can develop a model
that converts inputs to outputs by extracting complex and non-
linear hierarchical features of training data [4]. The programs
of data-parallel entails with a series of operations and
functioning to identify the large structured data. However, the
parallelism can be either implicit or explicit, and can be
regular or irregular [5].

This study aims to combine the Deep Learning with cloud
computing and data parallelism based on the 10T concept for
the development of cryptocurrencies price prediction model.
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Il. RELATED WORK

Enormous studies conducted to develop models for the
cryptocurrency prices prediction however, there is a
considerable gap in the research on predicting cryptocurrency
involve with the machine learning algorithms. Many
cryptocurrencies price prediction studies [6, 7, 8, 9] performed
using standalone computers. However, Geourgoula et al. [10]
discussed the Bitcoin price determinants and implemented a
sentiment analysis technique that supports vector machines.
The author explained that the network hash-rate and the
frequency of the Wikipedia views had a significant positive
correlation with the fluctuation of the Bitcoin price.

Greaves et al. [11] predicted the Bitcoin price by analyzing
the Blockchain using SVM and ANN. The author reported that
a regular ANN has 55 percent of price prediction accuracy.
The study concluded that exchanges on the outside of the
realm of the Blockchain have technically dictated price and it
limited the Blockchain data predictability. Similarly, Matta et
al. [12] studied the effect of tweets on Twitter and Trend
views of Google for the price of Bitcoin with 60 days as
sample size and sentiment as a variable. The author found that
both Google Trend views and positive tweets have moderately
correlated to the Bitcoin price fluctuation and that correlation
can be used to predict the cryptocurrencies price. However,
the inadequate sample size is a major drawback of the study
and prediction based on the social media comments may not
be a reliable source for the scientific studies. Steinkrau et al.
[13] implemented a GPU-based ANN model and reported that
the model is three times faster training and testing than a CPU.
Ciresan et al. [14] also reported that GPU-based deep natural
network training is forty times faster than a CPU for the image
recognition. David Sheehan has proposed a Cryptocurrencies
price prediction algorithm [6] based on Long Short-Term
Memory (LSTM) neural network model. Correspondingly,
Alex (2014) [15] suggested a method for paralleling the
training of convolutional neural networks across multiple
GPU:s.

However, any of these studies did not exploit the 10T basic
concepts and cloud computing phenomena in 10T along with
Deep Learning for the Cryptocurrencies real-time price
prediction. Therefore, this paper explains to quantify the
impact of computation time of Deep Learning algorithm
training on four models ((i) Standalone PC - (ii) GPU1l —
without data parallelism model (iii) GPU4 - with data
parallelism model and (iv) GPU8 — with data parallelism
model) with a high accuracy percentage of Cryptocurrency
price prediction. This study mainly focused on Parallel
Processing and Cloud computing along with the internet of
things (l1oT) concept to develop a cryptocurrencies price
prediction model.

Main contribution of the paper

e Real-time Cryptocurrency price was predicted by
exploiting the Internet of things (loT) concept and
beyond.

e Data parallelism and Cloud Computing Machine
learning engine were combined with Deep Learning
and this hybrid architecture is applied to
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Cryptocurrency historical data
Cryptocurrency price.

e Three hybrid architecture was developed for
cryptocurrency data training and predicting purpose
(i) standalone PC, (ii) Cloud computing without data
parallelism (GUP-1), (iii) Cloud computing with data
parallelism (GUP-4).

e Cloud computing technology secure new trends in
performing parallel computing in loT to reduce
computation time up to 90% of the Cryptocurrency
price prediction model using Deep Learning algorithm.

to predict new

e Proposed hybrid architecture can be used in any
application including in loT applications such as
character recognition, biomedical field, industry
automation and natural disaster prediction.

The rest of the paper is organized as follows: Section Il
describes related work and the main contribution of the paper.
Section Il introduces how the data is collected and pre-
processed and techniques to combine Deep Learning with
cloud computing and data parallelism based on the loT
concept. Section IV provides results, and Section V provides
related discussion. Finally, the paper concludes in Section V1.

I1l. MATERIALS AND METHODOLOGY

A. Data Collection and Preparation

Historical Cryptocurrencies data from the Quandal
database collected and recorded daily for four years at
different time instances. Then, the data normalized by
implementing Min-Max Scalar technique and smoothened
over the complete period and normalized data were retrieved
up to a current date subsequently. Data preparation performed
before the training process by using deep learning algorithm.

Before training the network, the data set scaled to
converge the system efficiently. Then, the scaled data set
divided into two sets as “training data set” and “testing data
set”. The deep learning algorithm trained using the training
data set and accuracy of the Cryptocurrencies price prediction
for an unseen data tested using the testing data set.

The testing data set that manipulated to predict the
Cryptocurrencies price trained by creating Neural Network
Model which has Five-layers including input, output, and
three hidden layers. The ReL.U activation function applied for
the hidden layers as it can increase the training efficiency. The
Liner activation utilized for an output layer as it can pass
values without any modification. Then, update the quality and
speed of the model parameters using SGD optimizer.

B. Training Methods

Mean Squared Error (MSE), Mean Absolute Error (MAE),
variance and computation time (CPU processing time)
computed for each model to identify the best-fitted model to
prediction of Cryptocurrencies price.

c. Performance Evaluation of the Four Models by
Comparing the Batch Size

The MAE values, MSE value, Explained variance Score,
Accuracy of the prediction (R2), Min-Max Scalar, Efficiency
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Comparison Percentage and Efficiency of Computation Time
of each hybrid architecture model compared using five
different size of datasets (batch size) such as (i) Batch 32 (ii)
Batch 256*4 (iii) Batch 256*8 (iv) Batch 256*16 and (v)
Batch 256*32. The experiment performed for 50, 100, 200,
500, 1000 and 5000 epochs.

D. Cryptocurrency Price Prediction Mechanism

Fig. 3 describes the Cloud computing connected
Cryptocurrencies predicting mechanism process.

Following steps (Fig. 1) explained the detail procedure for
the Cloud computing connected Cryptocurrencies predicting
mechanism.

Step 1: Retrieve historical Cryptocurrency data from the
internet and save as CSV file.

Step 2: Load historical Cryptocurrency data to the desktop
computer.

Step 3: Scale historical Cryptocurrency data to between 0-
1 and then save back as CSV file in the desktop computer.

Step 4-1: Train the Cryptocurrency prediction model using
deep learning algorithm without the Cloud computing model.

Step 4-2: Train the Cryptocurrency prediction model using
deep learning algorithm in with Cloud computing model or
with parallel Cloud computing.

Step 5-1: Save the trained Cryptocurrency prediction
model in Cloud computing.

Step 5-2: Save the trained Cryptocurrency prediction
model in Cloud computing.

Step 5: Retrieve real-time Cryptocurrency data from the
internet as CSV file data.

Step 6: Feed lives Cryptocurrency data to train the
Cryptocurrency prediction model that saved in Cloud
computing.

Step 7: Get the result back from Cloud computing and
show the predicted Cryptocurrency price.

Rawdata _
file(CSV) Trained
model | Cloud
(x0¢.h5)
»o Desktop ;&l
computer
(Past data) ( : )
Training
eve ﬁ
©)
Scaled @
datafile

(Csv) 2 7
Cloud (GPU-1) and

Cloud with parallel
g

(Google ML Engine)

Livedata
onInternet

(Current
data)

Result

Flow
Chart

Live Prediction
(Desktop computer)

Flow ||
Chart

Fig. 1. Cloud Computing Connected Cryptocurrencies Predicting
Mechanism using the Deep Learning Algorithm.

Vol. 11, No. 3, 2020

E. Deep Learning Training Model in with or without Cloud
Computing
Flow Chart 1 emphasizes in Fig. 5 describes the training
phase of the Cryptocurrencies price prediction using deep
learning algorithm.

F. Client-Side Cryptocurrency Price Predicting Model

The Flow Chart 2 shown in Fig. 3 and Fig. 4 describes the
prediction algorithm which used for the training method.
Then, the training method saved on the Cloud. Finally, this
training method used to predict the Cryptocurrencies price for
unseen newly arrived data.

G. Data Parallelism Cloud Computing Working Methodology

The data parallel method explained by [16] has practiced
for parallel training as showed in Fig. 2 and steps are as
followed.

Step 1: Dataset was divided into eight datasets

Step 2: Feed those data sets into four graphics processing
units (GPUs)

Step 3: Each GPU computes different data set of the
batches.

Step 4: Data parallelism used synchronization between
model parameters and model parallelism doing synchronizing
between input and output values between the data chunks.

Make prediction fortest data

Make total eror=) |
| Rescaled dataset |

=) |l

Apply first pattem and train(Eq(1),
Eq(2) Eql3)

Createrandom seed and shuffle

Define constant

Read CSV file
Scale and save datainto CSV file

Calculate Number of data rows

Get error for each output newron in
network and add to total emor

Calculate statistic data (MSE(Eq(4)),

MAE(Eq(5)), R? score asaccuracy

Eq(6), explained_variance Eq(7)))

If last patterm has
trained using
deepleaming

algorithm

Read Scaled training data set (80%)
from CSV file

Data Cleaning

Develop could model

Total emror<Final
target emor

Save model |

Ll

Read Scaled testing data set (20%)
from CV file

| Train the network |- | Simulatenetwork l— End

Fig. 2. Server Side: The Cryptocurrencies Price Prediction Training Flow
Chart using Deep Learning Algorithm (Flow Chart 1).
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H. Algorithms

Two algorithms developed for the prediction of
Cryptocurrencies price. The algorithm 1 used to compute the
MSE, MAE, R2 and explained variance of the historical data
and to develop a Cloud computing training model. Then, the
training model is developed by the Algorithm 1 (that has
saved on the Cloud computing) is used for the Algorithm 2 to
predict the Cryptocurrencies price of the live data.

Algorithm 1: Cryptocurrencies price prediction training
using Deep Learning algorithm

Begin
Import library
Create random seed and shuffle
Define constant
Read CSV file
Scale and save data into CSV file
Calculate Number of data rows
Read Scaled training data set (80%) from CSV file
Data Cleaning
Read Scaled testing data set (20%) from CSV file
Train the network
While total errors ==0:
Apply the first pattern and train the network
Get error for each output node in the network and add
to the total error
If the last pattern has trained, then:
If total error < final target error, then:

End training
End If
End If
End While

Simulate network

Make a prediction for test data

Rescaled dataset

Calculate statistic data (MSE), MAE, R2? score as
Cryptocurrency price prediction accuracy, explained variance)
Develop Cloud computing model

Save Cloud computing model

End

Vol. 11, No. 3, 2020

Algorithm 2: Cryptocurrencies price predicting using a
Deep Learning algorithm

Begin
Import library
Define constant
Initialize the variable
Initialize the plot
Initialize the Google Credentials Variable
While True:
Read live data from the server
Scaled data
For j in range (0, length of the data file):
Assign Cloud computing input data
Read credential file
Gets prediction from Cloud computing
Save on data frame
End for
Plot the live prediction graph
Wait for new data
End while

End
3

| Read live data from Intemet |

Assign cloud input data

Read credential file

Define constant
" s

Initialize the variable
Initialize the plot

Initialize the Google Credentials
varizble

If
Length of data
file>=]

Save on data frame

Plot the live prediction graph

Ermor

Fig. 4. The Cryptocurrency Data Parallelism Training Block Diagram using Deep Learning Algorithm in Cloud Computing Learning Algorithm (Flow Chart 2).
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Fig. 5. Overall Methodology (Flow Chart 3).

I.  Comparison of the Efficiency Results

The efficiency of the model compared using Efficiency
Comparison Percentage (ECP) equation and Table I describes
the parameters and equation for each step.

Finally, overall methodology has drafted as showed in
Fig. 7.

TABLE. I. HYBRID TECHNIQUE: CRYPTOCURRENCY HISTORICAL DATA
TRAINING METHODS
Memory
Method CPU (GB)
Standalone PC Intel core i3 —7100U - 2.4 Hz 8
GPU
Cloud computing GPU memory
Method GPU name model | "V | GB)
(GDDRS5)
Cloud computing ?S?ct)I(:n;]Z;EcSGD
without data A .| NVIDI
- gradient descent):
parallelism In each trainin: A 1 12
(GPUL —without | g 8¢E @IS | Tesla
data parallelism h P K80
model) the parameter
Standard_GPU
Cloud computing
with data NVIDI
parallelism Complex_model_I | A
(GPU4) GPU Tesla |4 48
(GPU4 — with - K80
data parallelism
model)
Cloud computing
with data
parallelism NVIDI
Complex_model_I | A
(GPUSB) GPU Tesla 8 120
(GPU8 — with - K80
data parallelism
model)
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IV. RESULT

A. Performance Evaluation of the Four Models by
Comparing the Batch Size

1) Comparing the performance evaluation of the
standalone PC method: According to Fig. 6 the batch 32
recorded 88.706 of the highest prediction accuracy value in
epoch 5000 and it consumes 765.690 minutes while the batch
256*32 recorded 35.886 as the lowest accuracy rate in epoch
50 during 41.552minutes. According to the results of these
comparisons, the highest prediction accuracy value observed
from Batch 256*4 as 85.646 while it consumed 81.030
minutes in epoch 5000. However, Batch 256*16 has
significant prediction accuracy of 81.266 and efficiency is
59.78 minutes.

2) Comparing the performance evaluation of the GPU1 —
without data parallelism: Fig. 7 indicates that the maximum
and minimum prediction accuracy values of the GPU1l —
without data parallelism models observed in epoch 5000 and
50 respectively for all batch sizes. However, batch 32
recorded, 88.703 as maximum prediction accuracy value and
consume 1785.97 minutes. The batch 256*32 had 35.874 as
minimum prediction accuracy value and it used 7.624 minutes.
Conferring to the results in Fig. 7, epoch 5000 reported 85.647
of prediction accuracy as the highest value in Batch 256*4
while it consumes 152.983 minutes to fulfill the target
efficiency. However, for the GPUL — without data parallelism
model the Batch 256*16 reached 81.267 accuracy percentage.

3) Comparing the performance evaluation of the GPU4 —
with data parallelism: Fig. 8 emphasizes the accuracy value
comparison of the five batches. According to the result, the
Batch 32 has 87.779 of the highest prediction accuracies in
epoch 5000 while the Batch 256*32 has 35.874 of prediction
accuracy which is reported as the lowest.

4) Comparing the performance evaluation of the GPU8 —
with data parallelism: The highest prediction accuracy of
87.071 reported by the batch 32 in epoch 5000 and consumed
686.541 minutes (Fig. 9). However, the batch 256*32 has the
best efficiency which is 28.23 minutes and prediction
accuracy of 79.088 for the GPU8 — with data parallelism
model.

Prediction Accuracy(Only Positive) - comparison

i -& Batch 32
20 i —+— Batch 2564
Batch 2568
- Batch 256°16
of | —-= Batch 256*32

Prediction Accuracy(%)

0 1000 2000 3000 4000 5000
Epochs

Fig. 6. Comparing the Prediction Accuracy Values of the Standalone PC
Method Related to different batch Size.
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Prediction Accuracy(Only Positive) - comparison
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—+— Batch 2564
i Batch 256*8
i - Batch 256716
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Prediction Accuracy(%)
3

o 1000 2000 3000 4000 5000
Epochs

Fig. 7. Comparison of the Prediction Accuracy of the GPU1 — without Data
Parallelism whereas; Parallelism — Efficiency (without Batch 32) Values
Related to different Batch Size.

Prediction Accuracy(Only Positive) - comparison

i -# Batch 32*8

Prediction Accuracy(%)

20 i —4— Batch 256*4
| Batch 256*8
| -®- Batch 256*16
0 I —-— Batch 256*32
0 1000 2000 3000 IGbO 5000
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Fig. 8. Comparison of the — Prediction Accuracy Values of the GPU4 — with
Data Parallelism Related to different Batch Size.
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Fig. 9. Comparison of the Prediction Accuracy Values of the GPU8 — with
Data Parallelism Related to different Batch Size.

B. Comparison of the Efficiency Percentage Results

Efficiency percentage of each model was compared using
the methodology described in the Table II.

Method A; Cloud computing without data parallelism
(GPU1) model vs. Cloud computing with data parallelism
model (GPU4).

Method B; Cloud computing without data parallelism
(GPU1) model vs. Standalone PC model.

Method C; Cloud computing without data parallelism
(GPU1) model vs. Cloud computing with data parallelism
model (GPUS).

Method D; Standalone PC model vs. Cloud computing
with data parallelism model (GPU4).

Method E; Standalone PC model vs. Cloud computing
with data parallelism model (GPUS).

Vol. 11, No. 3, 2020

Method F; Cloud computing with data parallelism (GPU4)
model vs. Cloud computing with data parallelism model
(GPUB).

1) Efficiency comparison of the algorithms for batch
256*8: Fig. 10 reveals that the EPC results from Method A to
Method F for the Batch 256*8. The GPU1 has no data
parallelism, therefore, it spent a lot of time on the training
compared to the GPU4. However, the ratio of Method A is
significantly higher than Method B, Method C, Method D, and
Method F. In Method B, the GPU1 model runs in cloud
platform and the Standalone PC without cloud just like a
laptop computer. The GPU1 module consumed more time for
the training compared with Standalone PC model because the
GPU1 module requires considerable time to flush the memory.
The Standalone PC model has higher efficiency percentage
from 50 to 200 epochs while runs faster within that epochs
range than the GPU4 model. Subsequently, the efficiency
percentage of the Standalone PC model slightly slower than
GPU4 model. Hence, until 200 epochs Method B ratio is
higher than Method A. The GPU1 model in Method C took
more time for the training the GPU8 model because it does not
include the data parallelism. However, GPU8 model is slightly
slower than the GPU4 and Standalone PC models; thus, the
ratio of the Method C comparatively lower than Method A,
Method B, and Method F.

TABLE. Il.  COMPARISON EQUATIONS FOR EFFICIENCY COMPARISON
PERCENTAGE (ECP)
Comparison o The equgtion for Efficiency
Method Description Comparison Percentage
(ECP) calculation
Cloud computing without | Percentage = [(Cloud
data parallelism (GPU1) computing without data
M model vs. Cloud parallelism (GPU1)- Cloud
ethod A - - ] - .
computing with data computing with data parallelism
parallelism model (GPU4)) /Cloud computing
(GPU4) (GPU1)] * 100 %
Cloud computing without | Percentage = [(Cloud
Method B data parallelism (GPU1) computing (GPU1) - standalone
model vs. Standalone PC | PC)/ Cloud computing (GPU
model 1)] * 100 %
Cloud computing without | Percentage = [(Cloud
data parallelism (GPU1) computing without data
Method C model vs. Cloud parallelism (GPU1)- Cloud
computing with data computing with data parallelism
parallelism model (GPUB8)) /Cloud computing
(GPUSB) (GPU1)] * 100 %
Standalone PC model vs. Percentage = [(Standalone PC -
Method D Cloud computing with Cloud computing with data
data parallelism model parallelism (GPUA4)) /
(GPU4) Standalone PC] * 100 %
Standalone PC model vs. Percentage = [(Standalone PC -
Method E Cloud computing with Cloud computing with data
data parallelism model parallelism (GPU8)) /
(GPUB) Standalone PC] * 100 %
Cloud computing with Percentage = [(Cloud
data parallelism (GPU4) computing with data parallelism
Method E model vs. Cloud (GPU8)- Cloud computing with
computing with data data parallelism (GPU4))
parallelism model /Cloud computing (GPU8)] *
(GPUSB) 100 %
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Efficiency Percentage comparison results of Method D
indicated that the Standalone PC model required more time for
the training compared to GPU4 model. In Method D, the
efficiency of both GPU4 and Standalone PC models faster
than the GPU1 and GPU8 models. Therefore, Method D ratio
is the lowest due to comparing the two fastest algorithms.
According to the equation of Method E, Standalone PC model
is faster than GPU8 model; hence, the Method E ratio is
negative and Method E line is not plot in Fig. 10. The GPU8
model in Method consumed considerable time for the training
compared to the GPU4 model. The inter-process
communication of the GPU8 model may be the reason for this
substantial time consumption and as a result Method F ratio is
well above Method C and Method D.

2) Efficiency comparison of the algorithms in batch
256*16: The GPU1l model in Method A has no data
parallelism therefore it spent lot time for the training than the
GPU4 model and the efficiency percentage of the GPU1
model in Batch 256*16 is significantly slower than the Batch
256*8 (Fig. 11). However, the ratio of Method A is higher
than the other methods. As in Batch 256*8 for Method B, the
GPU1 model spent more time on the training than the
Standalone PC model because the GPU1 model consumed
considerable time to flush the memory. Results of the Method
B in Batch 256*16 has evidently shown that the Standard PC
model is slower than the GPU4 and GPU8 model and
therefore, the ration of the Method B tracked below the
Method A and Method C. In Method C, the GPU8 model is
slightly speed than the Standalone PC model, however, the
efficiency percentage of the GPU1 model in Method C for the
Batch 256*16 showed comparatively higher efficiency
percentage than the Batch 256*8. Thus, the Method C ratio is
slightly below than the Method.

Method D result illustrated that the Standalone PC model
is 50% slower than the GPU4 model. Therefore, Method D
ratio is lower than Method A, Method C, and Method B while
higher than the Method E and Method F. The efficiency ratio
of the Standalone PC model in Method E is slightly slower
than the GPU8 model hence, Method E ratio is above Method
F. The GPU8 model in Method F consumed substantial time
for the training than the GPU4 model. It caused to slower the
GPU8 model and inter-process communication may be the
reason for this significant time consumption. As a result, the
Method F ratio is lowest for the Batch 256*16.

3) Efficiency percentage comparison of the algorithms in
batch 256*32: In Method A, GPUL spent significant time on
the training compared to the GPU4 model (Fig. 12). However,
the ratio of Method A is significantly higher than other
methods. The GPU1 model in Method B runs in cloud
platform and it consumed more time for the training compared
with the Standalone PC model because the GPU1 model take
some time to flush the memory. The efficiency ratio of the
GPU8 model in Method C is slightly speeding than the
Standalone PC model, therefore, the ratio of the Method C is
lower than the Method A and higher than the Method B,
Method D, Method E, and Method F.

Vol. 11, No. 3, 2020

Efficiency - comparison (Batch 256+*16)

60 - /»/t/‘*
so Ao e
Ra0{ u/ S T =
= s aeemmTT
g me e
] - e
.g 30 j»/' R T ——— = —
e - "~ ‘Method A
w20 o -= Method B
-~ Method C °
10 4 . Method D
B @ Method E
0] e —— Method F
0 1000 2000 3000 4000 5000
Epochs

Fig. 10. Efficiency Comparison Percentage for the Batch 256*8.
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Fig. 12. Efficiency Percentage Comparison for the Batch 256*32.

Both GPU4 and Standalone PC models in Method D are
faster than the GPUL1 and GPU8 models. When considering
Method D in Batch 256*32 and Batch 256*8, the efficiency
percentage of the GPU4 model in Batch 256*32 is higher than
the Batch 256*8. When consider Method E for Batch 256*32
the Standalone PC maodel is noticeably faster than the GPU8
model hence, Method E ratio is the lowest ratio for the Batch
256*32. The GPU8 model in Method F required more time for
the training compared to the GPU4 model while results of the
Method F in Batch 256*32 is faster than Batch 256*8.
However, the ratio of Method F is higher than Method E for
the Batch 256*32.

V. DISCUSSION

This study aims to predict real-time Cryptocurrency Price
by using Deep Learning algorithm whereas exploiting loT
concepts and beyond using Cloud computing and Data
Parallelism. Time consumption is the major barrier for the
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training a large data set sequenced in the neural network.
Therefore, this application primarily concerned to develop an
algorithm to forecast the Cryptocurrencies price prediction
accuracy. Numerous research experts discussed cloud
computing [15, 17], Deep learning algorithms [18],
cryptocurrency price prediction, Bitcoin [6, 7, 9] and data
parallelism [19, 20] separately as three different topics. Thus,
it has a potential and significant correlation between these
three approaches and can be experimented together to explain
precise model for the Cryptocurrencies price prediction.
However, this potential was ignorance and created a
substantial gap in the field. Therefore, the experimental
methodology of this study combined these three studies into a
single platform to exploit the 10T basic concept for real-time
Cryptocurrencies price prediction based on historical data. The
main challenge of the real-time Cryptocurrencies price
predicts models is that the application accuracy in real-world
due to the fluctuating nature of the Cryptocurrencies.
Similarly, identifying daily trends in the Bitcoin market while
gaining insight into optimal features surrounding Bitcoin price
is important because they try to predict the sign of the regular
price change with the highest possible accuracy [9]. The
Bayesian Neural Networks are a precise approach to estimate
the maximum likelihood of Cryptocurrencies price and
explaining the high volatility of the recent Bitcoin price [7].
Alternatively, reduce the training time of the Deep Learning
algorithm is a noteworthy challenge for the cryptocurrency
price prediction approaches. However, without
Cryptocurrencies price prediction accuracy, computation time
useless.

This study identified three major gaps in the
cryptocurrencies price prediction models through the literature
review as (1) accuracy of the application (2) long computation
time and (3) application of 10T concepts to the prediction
models. Concerning all the gaps in the current
Cryptocurrencies price prediction applications, this study
developed four hybrid architecture models, namely,
(i) Standalone PC, (ii) GPU1l - without data parallelism
model, (iii) GPU4 — with data parallelism model, and
(iv) GPU8 — with data parallelism model for Cryptocurrencies
training methods with a similar deep learning algorithm.

Primarily, the study concerned to enhance the accuracy of
the Cryptocurrencies price prediction model and suggests an
alternative to overcome the factors effect to reduce the
prediction accuracy using Deep learning algorithm. The study
utilized 266,776 historical data for the training of
Cryptocurrencies price prediction Deep learning algorithm.
The experiment has maintained maximum epoch for the Deep
learning algorithm training as 5000 because the study
expected to achieve more than 80% of price prediction
accuracy. This study applied IoT technology combined with
the Cloud computing to predict Cryptocurrencies price and to
train the Cryptocurrencies price prediction, model. Also, the
volume of the data set considerably influence to the accuracy
and computation time of the prediction models and thus used
five different batch sizes for the experiment. The accuracy
percentage of the prediction and volume of the data set has a
positive correlation which means the prediction of the big data
set can be higher compared to the small volume of data set.

Vol. 11, No. 3, 2020

The Google ML engine provides different types of GPU for
Cloud computing with data parallelism models which can be
utilized for Deep Learning training. Therefore, types of GPU
may have potential to reduce the computation time and
accuracy of the training methods. The main advantage of the
parallelism data is that it can be divided into a few batches to
reduce the data set size of one batch, and then GPU can
compute an individual quantity of the data set. However, the
reduction of the volume of the data set that simulated to GPU
affected to the prediction accuracy. Furthermore, the study
identified that accuracy of the Cryptocurrency price prediction
models can be increased using fully connected dense neural
network with ReLU activation function in hidden layers and
linear activation function in the output layer.

Deep Learning algorithm training is a highly time-
consuming process when the data set is large. Subsequently,
this study combined the 10T concept with parallel processing
and Deep Learning to reduce the computation time of the
prediction of the models by training the historical data over
pre-determined time slots. Firstly, the Standalone PC model
was trained, and highest prediction accuracy which 88.7% was
obtained by Batch 32 within 765.69 min. The best accuracy
percentage for this model was 81.27% and this could be
achieved within 59.78 min. by the Batch 256*16. Secondly,
the GPU1 — without data parallelism model was trained. The
Batch 32 reported the highest prediction accuracy as 88.7%
but it consumed 1785.97 min which is not practical. However,
Batch 256*16 has the best efficiency which is 99.84 min and
accuracy percentage was 81.27 for this model. Thirdly, the
GPU4 — with data parallelism model trained and Batch 256*4
represented 87.78% of accuracy within 909.85min. For this
model Batch, 256*32 has the best efficiency which is 22.58
min and accuracy was 79.09%. Finally, the GPU8 — with data
parallelism model trained and 87.07% the highest accuracy
percentage could be observed from Batch 32 within
686.54min. Batch 256*32 has the best efficiency which is
28.23 min for 79.09% of accuracy. All four models achieved
almost 80% Cryptocurrencies price prediction accuracy.

The experimental results confirmed that the GPU4 — with
data parallelism and the GPU8 — with data parallelism models
can reduce the computation time which is approximately
within 30 minutes for the large batch sizes. Few authors
applied the Deep Learning approach with the parallel neural
network [17], data parallelism [15] and Parallel Consensual
Neural Networks [20] to reduce the computation time.
Similarly, [19] has discussed the effect of traffic flow in cloud
computing for the computation time using different types of
parallel architectures. All these studies proved that a
combination of Cloud computing with data parallelism for the
training model significantly reduce the computation time.
However, the data parallelism models can be executed for a
large set of historical data, and Deep Learning training with
the different GPU types available on the Google ML engine.
Furthermore, proposed hybrid architecture models can be
utilized in any loT application. Correspondingly, future
experiments can be focused on device parallelism with cloud
computing (GPU-8) for the Deep Learning training. Besides,
understanding decentralized approaches for big data databases
[21, 22], decision making utilizing predicting techniques [23,
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24], could be an inspiring method to make the Internet of
Things into one of the future Fourth Industrial Revolution
Technologies (4IR/FIR).

VI. CONCLUSION

This study trained four hybrid architecture models to
predict real-time Cryptocurrencies price using deep learning
algorithm by exploiting the 10T concept. The experimental
results confirmed that Cloud computing technology stimulus
to secure new trends by performing parallel computing in 10T.
Similarly, the results of this study confirmed that data
parallelism  and  Deep  Learning  algorithm-based
Cryptocurrencies price prediction models can reduce
computation time up to 90% with 80% of accuracy. However,
the comparison between the model which did not train with
data parallelism namely the Standalone PC and the GPU1 —
without data parallelism models revealed the insignificant
outcome. The Batch 256*32 in GPU8 — without data has the
best accuracy which is 79.09%. The GPU4 - without data
parallelism model resulted in similar results and the Batch
256*32 reported 79.09% of accuracy. These values revealed
that the potential of Cloud computing with data parallelism
(GPU-8 and GPU-4) models to use for Cryptocurrencies price
prediction. Therefore, the experimental results concluded that
uses of Cloud computing with data parallelism (GPU-4 and
GPU-8) models can accelerate the Cryptocurrencies price
prediction process than all other hybrid architecture models
tested in this study and this may vary with the size of the
batch. Ultimately, there is an enormous potential to apply the
proposed hybrid architecture models into any other deep
learning models such as character recognition, the biomedical
field, in addition to any application in 10T such as industrial
automation and natural disaster prediction.
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Abstract—Despite recent advances in multiple object tracking
and pedestrian tracking, multiple-face tracking remains a
challenging problem. In this work, the authors propose a
framework to solve the problem in semi-online manner (the
framework runs in real-time speed with two-second delay). The
proposed framework consists of two stages: detection-tracking
and tracklet-tracklet association. Detection-tracking stage is for
creating short tracklets. Tracklet-tracklet association is for
merging and assigning identifications to those tracklets. To the
best of the authors’ knowledge, the authors make contributions
in three aspects: 1) the authors adopt a principle often used in
online approaches as a part of the framework and introduce a
tracklet-tracklet association stage to leverage future information;
2) the authors propose a motion affinity metric to compare
trajectories of two tracklets; 3) the authors propose an efficient
way to employ deep features in comparing tracklets of faces. The
authors achieved 78.7% precision plot AUC, 68.1% success plot
AUC on MobiFace dataset (test set). On OTB dataset, the
authors achieved 78.2% and 72.5% precision plot AUC, 51.9%
and 43.9% success plot AUC on normal and difficult face subsets,
respectively. The average speed was maintained at around 44
FPS. In comparison to the state-of-the-art methods, the proposed
framework’s performance maintains high rankings in top 3 on
two datasets while keeping the processing speed higher than the
other methods in top 3.

Keywords—Face tracking; face re-identification; detection-
tracking; tracklet-tracklet association

I.  INTRODUCTION

While multiple object tracking has been receiving much
attention from researchers all over the world, multiple-face
tracking has received much less attention due to two main
reasons: face tracking is a sub-problem of object tracking thus
many works focus on the general problem, and there is a lack
of encompassing multiple-face tracking datasets. Therefore,
multiple-face tracking remains a challenging problem. Recent
advances in the field of multiple pedestrian tracking can be
used to solve the problem of multiple-face tracking. There are
two main research directions for the problem: online and
offline.

Offline approaches [1]-[6] treat the problem as a global
optimization one and solve it once having received all the
information of all frames of a video. These approaches
basically revolve in three stages:

Cuong V. Than*

Al Department
Axon Company
Seattle, USA

Stage 1: Apply detection algorithms over all frames of the
video to get detected bounding boxes of individuals, which are
treated as nodes of a graph.

Stage 2. Define a meaningful metric to measure the
relationship between two nodes of the graph by employing
visual, spatial and temporal information.

Stage 3: Optimize an objective function globally to get
clustered the bounding boxes of individuals.

These approaches tend to use commonly known detectors
to generate all detection boxes (stage 1). However, these
methods are different from each other in defining relations
between nodes (stage 2) and objective functions (stage 3).
Berclaz et al. [1] propose to model all potential locations over
time, find trajectories that produce the minimum cost and track
interacting objects simultaneously by using intertwined flow
and imposing linear flow constraints. Milan et al. [2] employ
an energy function that considers physical constraints such as
target dynamics, mutual exclusion, and track persistence. Tang
et al. [4] propose to jointly cluster detections over space and
time by partitioning the graph with attractive and repulsive
terms. Cruz et al. [6] introduce two lifted edges for the tracking
graph that add additional long-range information to the
objective. The authors of [6] also employ human pose features
extracted from a deep network for the detection-detection
association. Solving the problem with no constraints of speed
while having all the information beforehand, offline
approaches often produce higher accuracy than online
approaches summarized as follows.

Online approaches mainly focus on tracking by detection
[71-[15]. Basically, they employ three models: a state-of-the-
art detection model to produce face detection bounding boxes,
a standalone tracker [16]-[19] to produce face track bounding
boxes, and a deep feature model [20]-[26] to extract
representative features for matching. Combining detection and
tracking methods help alleviate challenges when using stand-
alone trackers such as sudden movements, blurring, pose
variation. By adopting the detection-tracking framework, the
problem of face tracking is then reduced to data association
[27], [28] problem, that is to assign detection boxes to track
boxes. Data association [27], [28] between detection boxes and
track boxes then can be reduced to the bipartite matching
problem (assume no two detection boxes in one frame belong
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to one individual, and so for track boxes) and can be efficiently
solved by Hungarian algorithm [29]. Because bipartite
matching algorithms find 1-1 matches, it is crucial to define a
meaningful affinity metric, representing the relationship
between two nodes, for good performance.

These online approaches can be simplified as follows:

Step 1. For each frame, run a detection model to get
possible positions of faces in that frame (these results will be
referred as detections). Then apply a deep feature model to
extract features of these detections.

Step 2: Also, for that frame, run a tracker for each tracklet
to get new possible positions from the previous position of
each tracklet (these results will be referred as predictions).
Then apply a deep feature model to extract features of these
predictions.

Step 3: A defined metric is employed to relate detections
with predictions. The metric consists of two parts: motion
affinity and appearance affinity. Motion affinity is measured by
the intersection over union (or Mahalanobis distance) of
detections and predictions. Appearance affinity is measured by
Euclidean (or cosine) distance between features of detections
and features of predictions (or possibly of tracklets).

Step 4. After three steps above, the result is an affinity
matrix (N detections x M predictions). Apply a bipartite
matching algorithm to associate new detections with
predictions. Unassigned detections are treated as new
individuals while assigned detections are used to update
tracklets.

Step 5: Repeat steps 1-4 consecutively for frames of a
video.

There are some disadvantages to these online approaches.

Disadvantage 1: At the i-th frame, new detections must be
assigned identifications at that frame. This means the
information in the future cannot taken advantage of.

Disadvantage 2: To decide whether a new detection
belongs to a known identity or is a new identity, the similarity
matrix (computed by motion and appearance affinity) is used.
To have the number of tracklets for one individual as low as
possible, the threshold must be lowered. However, doing that
way, the possibility of one track containing many individuals is
high.

Disadvantage 3: Because detection-tracking method must
run detection model and tracking algorithm for each frame to
get new detections and new predictions, then run deep feature
model (models used for feature extraction are computationally
expensive) for new detections and new predictions, these
models must be lightweight to run in real-time. This can lead to
low accuracy in these models and causes errors for the whole
framework.

Disadvantage 4: Because these approaches compare
detections with predictions, they fail to employ very potential
information that can be taken advantage of when comparing
tracks to tracks. That is the fact that two temporal-overlapped
tracks cannot belong to the same individual.

Vol. 11, No. 3, 2020

To resolve the issues stated above, the authors propose a
semi-online framework for the multi-face tracking problem.
The framework consists of two stages: detection-tracking stage
and tracklet-tracklet association stage. For the detection-
tracking stage, the authors employ the same principle as in
online approaches with a modification: the authors use two
complementary trackers (Kalman filter as a motion tracker and
KCF (Kernelized Correlation Filter) as a visual tracker) to
improve accuracy. For the tracklet-tracklet association, inspired
by offline approaches, the authors treat each tracklet as a node
of a graph and optimize the problem of assigning
identifications globally. In this stage, the authors also introduce
an efficient metric to compare two tracklets so that the
framework can run with high speed.

The rest of this paper is organized as follows. In Related
Works, the authors begin to cover current state-of-the-art
methods for multiple-face tracking in two modes: offline and
online. In Materials and Methods, the authors then turn to the
proposed approach which is inspired by principles used in both
offline and online multiple-face tracking. In this section, the
authors illustrate the overview and detailed stages of the
proposed framework. The authors conclude this section with
contributions to literature. In Results and Discussions, the
authors describe experiments and datasets, report experimental
results, and discuss some implications. The final section
concludes the proposed approach and considers ways to further
improve multiple-face tracking.

Il. RELATED WORKS

A. Offline Tracking

State-of-the-art methods for multi-face offline tracking are
[30]-[32]. These approaches can be reduced to two main
stages: tracklet creation (tracking-by-detection) and tracklet
association. In [30], Zhang et al. first divide the video into
many non-overlapping shots — music or film videos often
contain many shots in different scenes. For each shot, the
framework employs the tracking-by-detection paradigm to
generate tracklets and merge those tracklets into groups by
temporal, kinematic (motion, size) and appearance (deep
feature) information. Then, Zhang et al. link tracklets across
shots/scenes by treating each tracklet as a point, the appearance
similarity between two tracklets as edge and applying the
Hierarchical clustering algorithm to assign tracklets into
groups. To increase the accuracy of the tracklet linking step, a
discriminative feature extractor is needed. The authors of [30]
introduce Learning Adaptive Discriminative Features whereby
a deep extractor will be finetuned online based on samples
from the video. Jin et al. [31] improve the performance of the
mentioned method by using a more powerful detector (Faster
R-CNN) in the tracking-by-detection stage and a more
sophisticated tracklet association schedule. Lin et al. [32] push
it further by applying body parts detector and introduce a co-
occurrence model to generate longer tracklets when faces are
out of camera (but body not) or detector cannot capture faces.
Besides, the work also introduces a refinement scheme for
tracklet association based on Gaussian Process.
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B. Online Tracking

1) Hand-crafted features: One of the attempts to solve the
multi-face online tracking problem that yield good results is
[33]. In this work, Comaschi et al. adopt the tracking-by-
detection mechanism for the pipeline (Fig. 1). Because of the
frontal characteristics of the dataset being used, the work
employs a Haar-like cascade face detector [34] to attain
computational efficiency. In any tracking problem, the ability
to learn appearance change and predict future states of objects
is crucial for the model. Thus, the work introduces a structured
SVM tracker that stores previous patterns and positions of an
object and can predict the new state of an object based on
current spatial and visual information. The tracker is updated
online based on both track prediction and detection. In the data
association step, this work applies Hungarian algorithm for the
cost matrix computed by the intersection over union of
detection boxes and track boxes.

Similar to the above work, Lan et al. [35] also adopt
tracking-by-detection mechanism but with a more sophisticated
tracker update routine. Naiel et al. [36] try to decrease the false
negative rate (miss detection caused by a simple detector) of
the previous pipeline without reducing speed. In this work,
Naiel et al. adopt an advancement of [34] and a color-assisted
tracker as detect and track components respectively (Fig. 2).
The novelty of this work lies in the combined framework.
Instead of running a detector for every frame like previous
work, Naiel et al. propose a trigger mechanism so that the
detector only need to run on some specific frames. Specifically,
the detector is only triggered after a fixed interval (N frames)
or earlier, when there is any tracking fail. The authors compare
the histogram of the new track box with histograms of previous
track boxes. If there is any large discrepancy, the track fail will
trigger detection.

Similarly, the authors of [37] adopt the idea of sparse
detection, modifies Viola-Jones detector in conjunction with a
variant of optical flow to create a combined detection-tracking
model.

2) Deep features: Recently, many works [38]-[42]
integrate deep feature extractors into the tracking framework.
Of those works, Chen et al. [38] adopt the sparse detection
mechanism as described above and use KLT tracker [43] for
the tracking-by-detection stage. In the data association step
between detection boxes and track boxes, deep feature vectors

are used as visual information in addition to spatial
information.
FAST-DT
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Fig. 1. Multi-Face Detection and Tracking Framework [33].
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Fig. 2. Multi-Face Tracking Detection and Tracking Flow [36].

I1l. METHOD

A. Overview

1) Semi-online tracking: Aiming for practical usage and
from the analysis of the online detection-tracking approaches,
the authors propose a new approach in semi-online manner by
introducing the tracklet-tracklet association stage (Fig. 3).

After getting the detections of a frame, the authors should
match it with tracklets up until the previous frame to determine
identifications for new detections. To achieve this criterion,
using a deep feature extractor is a heavy waste. The authors
propose a way to lighten the process while keeping the
accuracy as high as possible. First, the authors use a light
feature LBPH (Local Binary Pattern Histogram) extractor in
the detection-tracking stage (Fig. 5) for efficient computation
and combine it with information from a tracking method
(Kalman filter) to reduce the errors as much as possible in
creating short tracklets (the authors have not yet assigned
identifications for those tracklets). Then the authors observe
that consecutive face boxes of one tracklet are nearly the same,
thus in the tracklet-tracklet association stage (Fig. 7), the
authors introduce a compression method to get representatives
of a tracklet and apply a deep feature extractor on these
representatives instead of all boxes. The authors then link short
tracklets into long tracklets by using those features as
appearance information. In the linking step, the authors also
introduce a new method for motion similarity between two
tracklets. The tracklet-tracklet association stage resolved much
problems stated above: the future information of frames
sequences is well manipulated; the computational complexity
is cut off from deep feature comparison by applying the new
compression method.

Detection-Tracking stage: The main role of this stage is to
extract the track information of targets in a frame using
detecting and tracking methods. Technically, the detection-
tracking stage processes frame-by-frame for every mini-batch
interval (64 frames) and yields a list of tracklets. The process is
illustrated in Fig. 4.
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The end-to-end framework consists of two stages:

Tracklet-tracklet association stage: At the end of each mini-
batch process, the list of tracklets is passed to this stage. The
main role of this stage is to correct false positives of the
previous stage and connect related tracklet to create long
tracklets and then assign identifications to these new tracklets.
The process is shown in Fig. 6.
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Fig. 7. Our Tracklet-Tracklet Association flow Diagram.

The proposed framework returns results after the tracklet-
tracklet association stage. For instance, it returns results of
frames 1-st to 64-th after seeing the information of frame 64-th.
This induces a delay of over 2 seconds (64 frames ~ 2 seconds
in normal 30fps videos). The details of the proposed
framework are explained follow.

2) Computational complexity: The proposed framework
can process video streaming in real-time. The speed can reach
around 60fps, which is greater or equal the frequency of
common videos (from 30 to 60fps).

3) Detection-tracking stage: The authors leverage known
detection-tracking approaches with some maodifications to
speed up the stage without sacrificing much performance and
introduce a new stage to improve the performance. The authors
also implemented a framework: the detection-tracking stage
combining S3FD face detector to produce detection boxes,
LBPHs feature extractor to extract the global features, Kalman
Filter tracker to produce tracking boxes, then Hungarian
algorithms for matching the corresponding boxes to create
tracklets.
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4) Tracklet-tracklet association stage: The tracklet -
tracklet association stage uses the motion information
simulated by the spline interpolation and appearance
information from FaceNet deep feature extractor to drop the
false positives and match the suitable tracklets to accurately
assign the ids for targets.

B. Detection — Tracking Stage

1) Goal: In this stage, all the detection boxes of all frames
in a batch will be grouped into short tracklets with the help of a
single object tracking method.

2) Principle: Combining a single tracker and a detector
helps a lot in overcoming the limitation of each single method.
Using single trackers [16]-[19] to track faces in the wild
situation is hard due to occlusion, illumination change, pose
variation, sudden movement, etc. These issues can lead to track
losses, inaccurate boxes (boxes that capture part of the face),
incorrect boxes (boxes that capture the face of another
individual). Moreover, using only a detector faces the
appearance feature confusion if there are faces of different
individuals with high appearance similarity.

The authors observe that detection models yield neater
boxes than single trackers so using detection boxes as new
information for updating single trackers is reasonable.

3) Method: In this stage, a detection model is used to
generate possible bounding boxes of faces in a frame. During
that time, a tracker is also used to predict a new possible
bounding boxes positions from previous frames. Our detection-
tracking algorithm will try to fuse these detection results with
track results in order to better enhance the output, create more
reliable tracklets.

At each frame, after running the detection and tracking
process, the authors get a list of (N) detection boxes and (M)
track boxes. The track boxes are the spatial predictions of
bounding boxes from previous tracklets, while the detection
boxes are the bounding boxes of faces that existed in that
frame. Those faces may be the old faces from the previous
frames, but they may also be the new faces that only exist from
that frame. The main purpose of the detection-tracking
algorithm is to define a meaningful affinity matrix (N x M) so
that it can reflect the relationships between those detection
boxes and track boxes.

Two features that are commonly leveraged are motion and
appearance:

Motion affinity between a detection box and a track box is
defined by the intersection over union (loU) of them.

Appearance affinity between a detection box and a track
box is defined by cosine affinity between LBPH features of
them.

Those two features are used because for a pair of detection
box and track box to be matched, two boxes should be close to
each other with similar size and visual feature.

The authors define a gating unit for each affinity in order to
filter out less likely matches. Because of our intention that if a

Vol. 11, No. 3, 2020

detection box and a track box are considered a possible match,
they must satisfy motion affinity alone and appearance affinity
alone first.

As explained, the authors want both metrics to be high to
treat a pair of detection box and track box a likely match; thus,
if both affinity metrics pass the threshold then the final affinity
is the multiplicative result of motion and appearance affinity,
otherwise is zero.

Sm(6,7)-5a (0, )

if sm(i,)) > ymand s;(i,j) >va @
0 else

Match(i,j) =

where,

s,(i,j) describes the appearance similarity distance
between bounding boxes i and j, its range is from 0 to 1.

sm(i,j) describes the space similarity distance between
bounding boxes i and j, its range is from O to 1.

yum is the threshold for space similarity distance determined
by heuristic (the authors reason that detection box and track
box should be near to be of one individual, so the authors set
this value to 0.3).

ya is the threshold for appearance similarity distance
determined by heuristic (the purpose of this stage is to create
short tracklets, the authors use a high threshold to prevent
wrong matches, specifically 0.9).

Match(i,j) will be used to determine if a detection box
and a track box is a possible match. It only has value if both
motion and appearance metrics are over their thresholds. If one
of the metrics is lower than its respective threshold,
Match(i,j) is set to 0. The thresholds for Match(i,j) are
determined through experiments (value search).

C. Tracklet-Tracklet Association

1) Goal: Short tracklets from the detection-tracking stage
are passed to this stage. The authors will group short tracklets
into long tracklets and assign identifications for them. After
this stage, the boxes in each frame will be marked with
identifications and ready to deliver to the result stream.

2) Principle: The objective of face tracking is that for
everyone existed in a video, the framework should output as
few as possible the number of tracklets for that individual
without wrongly including other faces of other individuals.
This leads to the tradeoff mentioned in Section I. The authors
tackle this with two principles:

Make sure the possibility of wrongly matching is as low as
possible by using tight constraints (high affinity thresholds).

Adopt efficient motion and appearance affinity metrics
between tracklets (different from track-detection) to group
tracklets into identities based on a community discovery
algorithm in this stage.

3) Method: After each batch processing the detection-
tracking stage, the authors have a list of unknown-id tracklets
that are needed to be assigned identifications in this stage. The
authors also have a list of known-id tracklets in the past
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(previous batches). Our job is now trying to assign
identifications to unknown-id tracklets.

The authors formulate the assignment puzzle as an
optimization problem. Each tracklet is treated as a node of a
graph. The edge of two nodes indicates the affinity between the
two. The authors then apply a clustering algorithm, in this
situation, Leiden algorithm [28] on this graph in order to
partition it into subgraphs — groups, each containing tracklets -
nodes of the same individual. The authors put constraints so
that each subgraph will not contain two known-id tracklets or
two temporally overlapped tracklets. One of the essential parts
of this stage is defining a meaningful metric representing the
edge of two nodes. To do that, the authors adopt the
complementary nature of motion and appearance.

a) Motion distance: For motion, the authors introduce a
trajectory difference metric. Given two tracklets (t(i), t(j)), it is
safe to assume that t(i) predate t(j) and there is no temporal
overlap between two tracklets. From the boxes of t(i), the
authors extrapolate forward to get the possible boxes in the
future relative to t(i). From the boxes of t(j), the authors
extrapolate backward to get the possible boxes in the past
relative to (t(j). For extrapolation, the authors assume that face
movement can be modeled as a polynomial function and apply
spline extrapolation. The authors ran model selection to
determine the degree of movement and found that 1-degree
spline performs best. Now the extrapolated parts of the two
overlap temporally, the authors have a pair of overlapped
extrapolated boxes in the same frame f(k). The authors now
calculate a spatial distance between two boxes using two
centers and a diagonal distance between two boxes according
to their diagonals. The authors introduce a weight parameter to
fuse the two distances into one unified box-box distance.

The box-box distance at frame k can be formulated in the
following equation:

Ay = hdgy + (1 — A).dp gy 2
In that,

ds ;. is the Euclidean distance between two centers of two
boxes.

dp  is the diagonal distance between two boxes calculated
by the difference in length between two diagonals.

A is the weight parameter to fuse above distances into one
unified distance (the authors search from 0 to 1 with 0.1
interval and choose 0.4 to maximize area under the curve of
success plot).

dy . is the box-box distance at frame k the authors are
going to obtain.

Then the trajectory distance is the average of pair distances:

dy=——"_ dux ®)

T n-m+1

where,
k = m — n are overlapped frame indices.

d )y is the box-box distance at frame k.
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d,, is the trajectory distance, the average box-box distance
over m —n + 1 frames.

b) Appearance distance: For appearance, the authors use
average Euclidean distance between two feature sets of two
tracklets. For each box of a tracklet, the authors have a
respective LBPHSs feature (referred to as light feature) extracted
from the detection-tracking stage. Assume t(i) have N light
feature vectors and t(j) have M light feature vectors, one
straightforward method is to compute N*M Euclidean
distances and use the average as the distance between two
tracklets. However, the task is to distinguish between human
faces, LBPHSs feature is not discriminative enough for this task
that requires fine-grained features. Besides, deep neural
networks have outperformed hand-crafted methods on many
visual tasks that require fine-grained features. Thus, the authors
employ a deep feature extractor (Facenet) [20] for this task.
Specifically, the authors deploy the pretrained model and
feedforward to extract features.

However, deep feature extractors are computationally
expensive and if the authors compute deep features for all
boxes of a tracklet the framework would not run in real-time.
Moreover, temporally adjacent boxes often contain similar
information, so it would be redundant to compute all the deep
features. The authors introduce our compression method to
lower the number of boxes needed to be passed through a deep
feature extractor using already computed light features.

Given a list of light feature vectors of a tracklet, the authors
apply a clustering algorithm on these light feature vectors and
pick out centroids, i.e. Ncompressea bDOXesS, for deep feature
extraction. Only centroids are then passed to the deep feature
extractor to extract 128-dimensional vectors. This way the
authors save a lot of time computing deep features while
keeping the diversity of a tracklet. The authors then use
average Euclidean distance between two deep feature sets of
two tracklets as tracklet - tracklet appearance distance:

4 = 1 1
4 Ncompressed . Mcompressed
Z:;ompressed chompressed Euclid (f (Tl), f(m)) (4)
In that,

M compressealS the number of filtered boxes of the first track
for deep feature extraction.

Neompressea 1S the number of filtered boxes of the second
track for deep feature extraction.

d, is our tracklet — tracklet appearance distance, calculated
as the average Euclidean distance between two deep feature
sets of two tracklets.

f(n) is the feature extracted from the n-th box of
Ncompressed bOXES.

f(m) is the feature extracted from the m-th box of
Mcompressed boxes.

¢) Fusing results: A weighted sum of appearance and
motion affinities is the affinity between two tracklets (used as
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the weight of the edge between two nodes). The authors fuse
two affinities by taking the addition rather than multiplication
as used in the detection-tracking stage because motion affinity
is not reliable enough in case of long-term occlusion or camera
shake. Thus, the authors set the weight for motion affinity low
so that it plays as extra information.

dam(L,)) = Mdy(@,)) + (1 = N).dys(i,)) )
Where

dy (i,7) is the motion dissimilarity distance, calculated as
explained.

d, (i, j)is the appearance dissimilarity distance, calculated
as explained.

A is the weight parameter to adjust the importance of each
distance. This value is determined through experiments (the
authors search from 0 to 1 with 0.1 interval and choose 0.3 to
maximize area under the curve for success plot).

d (i, )) is the dissimilarity distance of tracklet i and j.

D. Contributions

This proposed approach tackles challenges related to online
approach above:

e Instead of computing deep features for all faces of one
tracklet as online approaches do, the authors leverage
light features (LBPHs) in the context of tracklet to
efficiently compute deep features (extracted by deep
network) without compromising representative power.
In fact, the compressing method produces a more
accurate representation for a tracklet thanks to diversity
and high detection quality (high-score detected boxes).

e Using this framework, the authors can tighten the
constraints in the tracking-by-detection stage so that the
possibility of wrongly matching is low. Though having
many tracklets after the tracking-by-detection stage,
these tracklets will be grouped in the tracklet-tracklet
association stage.

e The authors do not have to assign identifications to new
detections right away in the detection-tracking stage but
leave it to the tracklet-tracklet association stage. This
way the authors can filter out false positives efficiently
in the pre-processing step.

e The identification assignment step is tracklet-based;
thus, the authors can take advantage of temporal
information of tracklets (co-extant tracklets belong to
different individuals).

e The authors also propose the trajectory difference
metric to account for motion in tracklet-tracklet
comparison.

In application, dataset is limited so using a pre-trained
model and finetuning on small dataset is a reasonable choice.
In this work, the authors show that simply adopting deep
features (extracted by Facenet) and employ Euclidean (or
cosine) metric is not discriminative enough in reference to real-
life data. Therefore, the authors propose to apply Logistic
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discriminant metric learning so that the new embedding space
for real-life data is more discriminative.

The authors speculate that other regions of person, besides
the face, also contain discriminating features. The authors tried
to employ some color-based feature (color name) and texture-
based feature (LOMO) but the results were not comparable,
thus leaving this part for future work.

IV. RESULTS AND DISCUSSIONS

Our experiments are conducted by python on the hardware
GTX 1080 GPU, Intel(R) Xeon(R) CPU E5-2620 v4 @
2.10GHz, 16GB RAM, while the MobiFace paper [44] used a
desktop machine with Intel i9-7900X CPU (3.30GHz) and one
GTX 1080 Ti GPU. Therefore, it’s fair to compare the speed of
our method versus other methods on MobiFace. For OTB
dataset [45], RFTD method [46] used a setup with Intel Core i7
with 3.07GHz clock with no GPU and CXT and SCM used
similar computational power, so the authors only compare the
performance of our method versus other methods in terms of
accuracy.

A. The Purpose of Experiments on MobiFace and OTB
Datasets

In order to prove the efficiency of our tracking framework,
the authors conducted two comparisons:

Comparing single trackers with tracking-by-detection
approaches through results from MobiFace Dataset. The
purpose is to prove that integrate the detection method will
enhance the result more than using a single tracker.

Comparing tracking-by-detection approaches with our
approach through results from OTB Dataset. The purpose is to
prove that using the light feature to process in the tracking-by-
detection stage and using the deep feature in the tracklet -
tracklet association stage in conjunction with motion affinity is
a significant improvement.

1) Experiments on MobiFace dataset

a) About the dataset: MobiFace dataset [44] is the first
dataset for single face tracking in mobile situations. Due to the
lack of engrossing face tracking datasets before MobiFace, the
performance of pioneer face trackers was reported on a few
videos or on small subsets of the OTB dataset, and the
comparison between approaches was limited. The introduced
dataset provides a unified benchmark with different attributes
for future development in this field. Some samples of the
dataset are illustrated in Fig. 8.

The authors collected 80 unedited live-streaming mobile
videos captured by 70 different smartphone users in fully
unconstrained environments and manually labeled over 95.000
bounding boxes on all frames. In order to cover typical usage
of mobile device camera, the authors fetched videos from
YouTube mobile live-streaming channels. Most of the videos
are captured and uploaded under fully unconstrained
environments without any extra video editing or visual effects.
6021 videos were collected and discarded under strict criteria
that the target faces should appear at least in 10% of the video
frames, and the target faces should not always stay still to serve
the purpose of visual tracking. Besides the common 8 attributes
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in object tracking datasets, the authors proposed six additional
attributes commonly seen in mobile situations.

The authors also fine-tuned and improved a handful of
state-of-the-art trackers and perform evaluations on the dataset.
Through comparing with those results, the authors can evaluate
the efficiency of our method.

b) Setup the experiments: Note that MobiFace dataset is
designed for supervised trackers - an initial box of a targeted
face is specified in the first frame. However, our method is
designed to work in an unsupervised way (the authors do not
need initial boxes) and can track multiple targets at a time. In
order to adapt to the dataset, the authors must reduce the
system to fit with the protocol of the dataset. Specifically, in
the first frame of each video, the authors compare the detected
result of our system with the initial box provided by the dataset
to specify the targeted face and then return track results of that
target only.

The video is only stored in YouTube so from the time the
authors access it, the authors are unable to collect all videos
from the dataset because some has been deleted by the owners.

The authors consider the three metrics proposed in the
dataset: normalized precision, success rate, frames per second.
As most of the metrics are in plot form, the authors will explain
the way to extract an important metric from the plot, the area
under the curve (AUC). With N is the number of thresholds
used to draw the plot andn = 1,2,3,...,N. The curve was
drawn from points with coordinate (t,, f,.), t, is the threshold
value at that point and f, is the evaluated value of our
algorithm at that threshold, i.e. location error of precision plot,
overlap score of success plot. The AUC is then calculated by

AUC = Zn(tn - tn—l) fn (6)

Normalised precision plot: Precision plot is a widely used
evaluation metric for the tracking field. The precision is
described as the location error, which is the Euclidean distance
between the center location of the tracked face and the ground
truth bounding box. This metric reflects how far the tracker has
drifted from the targeted face. However, as the videos differ
greatly in resolution, the authors of [44] adopt the recently
proposed normalised precision value. The size of the frame is
used for the normalisation, and the authors of [44] rank the
trackers based on the area under the curve (AUC) for
normalised precision value between 0 and 0.5.

b diAnRARAAE
B3 1.1 X
PRI

Fig. 8. Some Example Frame from the MobiFace Dataset [44]. Red ground
Truth Bounding Boxes are Annotated by the Authors.
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Success plot: Overlap score is also another commonly used
metric in the tracking field. Given a ground truth bounding box
74 Of the target, the predicted bounding box of our algorithm is
7,. Then the overlap score can be computed by the intersection
over union (loU) of those two boxes as S = :*"Z% , Where the

g 14

N and U represent the intersection and union of two rectangles,
respectively. The success plot reflects the percentage of frames
in which the intersection over union (loU) of the predicted and
ground truth bounding box is greater than a given threshold.
Usually, the average success rate at 0.5 threshold is enough for
evaluation. In addition, the area under the curve (AUC), which
is the accumulated success rate can also be used for
measurement. The authors can use those metrics
interchangeably to summarize the performance.

Frames Per Second (FPS): the average speed of the
evaluated tracker running across all the sequences. The
initialization time is not considered. Because of the
applicability concern, a mobile face tracker must be able to run
at high speed (either on CPU or GPU) to allow maximum
potential migration to actual mobile devices. Due to the lack of
implementation of competitive trackers on mobile platforms,
the authors can only use the FPS measured on the desktop
environment, which indicate the relative efficiency of the
trackers for evaluating and comparing.

¢) Experiment results: Evaluation metrics of our method
and state-of-the-art methods are illustrated in Fig. 9 and a
detailed comparison is shown in Table I.

TABLE. I. A DETAILED COMPARISON BETWEEN OUR METHOD AND
MOBIFACE EVALUATED RESULTS

Nl Pricson | Suces | s
MDNet-MBF+R 0.800 0.601 1.79
MetaMDNet-MBF+R | 0.767 0.571 1.03
MetaMDNet-YTF+R 0.744 0.566 1.06
MDNet-MBF 0.772 0.549 1.58
SiamFC-MBF+R 0.758 0.526 53.14
SiamFC-MBF 0.750 0.521 81.54
Proposed framework 0.787 0.681 44,382

& The authors profile the program and exclude reading image from disk time and writing image to disk
time before calculating speed (details are in test.profile file in our source code).

d) Discussion: Because our approach is targeted for the
multi-face tracking field. In order to make it work with the
dataset, the authors run the framework over the dataset and get
all tracks of targets in the video, then according to the
initialized ground truth box, the authors define the target and
return the target track results only. Because the dataset is from
unconstrained environments with many existing faces, it is a
noticeable effort of our tracker to avoid mistakes between
tracklets and output the correct results.

As shown in the above plots, our method has an advantage
in the success plot, but not the precision plot. Precision is
affected by the Euclidean distance between the center of a
ground truth bounding box and the center of a tracked box.
Because high normalised error still treats a tracked box that
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drifts out of a face (high Euclidean distance between two
centers) as a true prediction, trackers that still maintain a track
when the box drifts out of a face perform better with high
normalized error. In the proposed framework, when the tracked
box drifts out of a face, the algorithm terminates the tracklet
instantly; therefore, with high normalised error, our tracker
performs the same as with low normalised error while other
trackers yield noticeably different results with different
normalised errors.

The success plot might be more practical for applications
that require high loU between prediction boxes and ground
truth boxes. The success plots of trackers evaluated in
MobiFace dataset start very high, but the slope is very steep.
Starting from above 0.8 success rate for threshold O, to
threshold 0.5, they drop to below 0.7 success rate. The steep
slope indicates predicted boxes of those trackers are not always
aligned with ground truth boxes. Our starting point is
somewhere below 0.8 success rate but maintains the success
rate over the overlap threshold change. At threshold 0.5, our
approach still has a high success rate, above 0.7, indicating our
boxes is closely aligned with ground truth boxes. At 0.5
threshold, the predicted boxes cover most of the track target
and can be well used in application. Besides, as the main target
of ours is for practical usages, a good success plot and success
rate at 0.5 threshold - while keeping the speed - are acceptable.

Normalised precision plot on test set
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2) Experiments on OTB (Object Tracking Benchmark)
dataset

a) About the dataset: OTB Dataset [45] is one of the
most famous datasets specifically used for benchmarking the
object trackers since its appearance. The authors worked to
collect and annotate most of the common tracking sequences
from different datasets. They also classified those sequences
into multiple categories by challenges as in Table Il and
selected 50 difficult and representative ones in the TB-50
dataset for an in-depth analysis. The full dataset contains more
sequences of human (36 body and 26 face/head videos) than
other categories because human target objects have the most
practical usages, some samples of the dataset is illustrated in
Fig. 10.

Before the introduction of MobiFace dataset, face tracking
methods could only be evaluated on small self-collected
datasets or a subset of OTB dataset. The whole dataset is
designed for the object tracking algorithms, but the authors
selectively pick out the sequences with faces to conduct
experiments and compare with those methods mentioned
before. The chosen face subset is described in Table Ill, the top
10 sequences are referred to as the difficult set and top 15 is the
normal set [46].

Success plot on test set
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Fig. 9. Evaluation Results of Trackers on MobiFace Test Set: (a) Results from MobiFace Paper [44], (b) Results on our Method.

25|Page

www.ijacsa.thesai.org



TABLE. Il
VALUES IN THE PERFORMANCE EVALUATION FROM OTB DATASET [45]
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ANNOTATED SEQUENCE ATTRIBUTES WITH THE THRESHOLD
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However, the dataset is also designed for the single object
tracker. So, evaluation on this dataset also cannot reflect all the
potential power of our system, but the authors can use that

Attribute | Description result to relatively compare with previous trackers in order to
v llumination Variation - The illumination in the target region is verify the power of the proposed framework.
significantly changed .
Scale Variation - The ratio of the bounding boxes of the first _ b) Set up t_he experiments: Because the authors f)f
sv frame and the current frame is out of range. [tl'ts]'ts > 1(t, = MobiFace dataset inherit a lot of Iegacy from OTB dataset, in
2) s general, the setup stage and evaluation stage for OTB Dataset
OoCC Occlusion - The target is partially or fully occluded. are the same as the MobiFace dataset.
DEE Deformation - Non-rigid object deformation. c) Experimental results: Evaluation metrics of our
MB Motion Blur - The target region is blurred due to the motion of the m_ethOd and state-of-the-art met_hOdS_ are IIIUStrated in Fig. 11,
target or the camera. Fig. 12, and a detailed comparison is shown in Table IV and
EM Fast Motion - The motion of the ground truth is larger than t,, Table V.
pixels (¢,, = 20) d) Discussion: The precision plots in Fig. 11 are good.
IPR In-Plane Rotation - The target rotates in the image plane. The overall results are quite good, and the slope is shallow as
OPR Out-of-Plane Rotation - The target rotates out of the image plane predicted after witnessing above experiments. However, the
oV Out-of-View - Some portion of the target leaves the view authors. have no data from other works to have an in-depth
BC Background Clutters - The background near the target has similar comparison.
color or texture as the target
: : ) TABLE. IV. Top TRACKER COMPARISON ON OTB DATASET FACE SUBSET
LR Low Resolutlo_n - The number of pixels inside the ground-truth (NORMAL SET). EVALUATED RESULTS ARE FROM RFTD PAPER [46]
bounding box is less than t,. (t,, = 400)
Face Tracker Success Plot AUC | Success plot Threshold (0.5)
TABLE. lll.  ANNOTATED SEQUENCE ATTRIBUTES WITH THE THRESHOLD RETD 55.2 713
VALUES IN THE PERFORMANCE EVALUATION FROM OTB DATASET [45] : :
Struck 55.9 67.6
# Sequence Challenge
1| Soccer IV, SV, OCC, MB, FM, IPR, OPR, BC SCM 58.3 726
2 Freeman4 SV, OCC, IPR, OPR ASLA 538 62.9
3 Freemanl SV, IPR, OPR CSK 48.0 56.8
4 FleetFace SV, DEF, MB, FM, IPR, OPR L1APG 50.7 59.7
5 Freeman3 SV, IPR, OPR OAB 42.6 48.9
6 Girl SV, OCC, IPR, OPR TLD 51.8 67.3
7 | Jumping MB, FM CXT 57.3 65.7
8 Trellis IV, SV, IP