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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.
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Dependency Evaluation and Visualization Tool for
Systems Represented by a Directed Acyclic Graph

Sobitha Samaranayake', Athula Gunawardena’

Department of Computer Science, University of Wisconsin
Whitewater, W1 53190, USA

Abstract—There is a dearth of data visualization tools for
displaying college degree-planning information, especially course
prerequisite and complex academic requirement information.
The existing methods for exploring degree plans involve a
painstaking what-if analysis of static data presented in a
convoluted format. In this paper, we present a data visualization
tool, named as Dependency Evaluation and Visualization (DEV)
chart, to visualize course prerequisite structure and a dynamic
flowchart to guide students and advisors through all possible
degree requirement completions. DEV chart uses an adjacency
matrix of a directed acyclic graph to store a course structure for
a degree into a database. Since DEV chart is created dynamically
by updating data associated with each node of the directed
graph, it provides a mechanism for adding an alert system when
prerequisite conditions are not met, and hence the user can
visualize the available courses at each step. Similarly, DEV chart
can be used with project planning where nodes represent tasks
and edges represent their dependencies.

Keywords—Data visualization; degree planning; dynamic
flowchart; prerequisite structure; adjacency matrix

I.  INTRODUCTION

Many universities employ direct communications between
academic advisors and students as the primary advising
system [1]. Academic advisors are either faculty or
professional advisors employed by an academic unit, and they
typically help students make decisions about class schedules,
select an academic major or minor, plan for graduation, and
many other academic related activities [2]. These important
decisions are made based on information stored in academic
planning tools and offered courses in the upcoming semester.
Curriculum changes are typically made once or twice a year so
advisors need to spend time understanding and updating their
knowledge about degree requirements and academic policies
as well as familiarizing themselves with students’ progress
toward academic degrees prior to any advising period [3].

The most common academic planning tool is the
Academic Advising Report (AAR) or Degree Progress Report
(DPR) that consists of a list of degree requirements, a list of
courses credited towards satisfying each requirement, an
indication of whether each requirement is satisfied, and the
remaining number of courses/units needed to satisfy each
requirement. Many existing academic planning tools utilize
static documents or PDF files for displaying information
pertaining to degree requirements and course prerequisites.
Design and implementation of a Learning
Analytics Dashboard for Advisers, LADA, to support the

decision-making process of academic advisers through
comparative and predictive analysis is presented in [4].

Degree completion process shares many characteristics
with project management. Projects are defined in terms of a
set of tasks that must be completed in order to achieve the
desired outcome. Task dependencies are comparable to course
prerequisites: tasks may have multiple preceding tasks
(prerequisites) and multiple succeeding tasks. Predecessor
must finish before successor can start. Program Evaluation
and Review Technique (PERT) [5-6] is a project management
tool that is widely used to visualize the timeline and the work
that must be done to complete a project. In PERT, all
predecessor tasks must be completed before a task is started.
One main difference between PERT and degree planning is
that the tasks needed to complete a project are predefined
whereas a major/minor can be completed by completing
different sets of courses. Graphical Evaluation Review
Technique (GERT) [7-8] is a project management tool that
allows looping of tasks to allow tasks that need to be
performed more than once. In GERT, a choice may exist
where one of several tasks may be selected based on the
associated probabilities.

Degree requirements vary in structure from one academic
institution to another, and some of the requirements can be
considerably complex. Major/minor requirements are often
defined in terms of a set of course requirements that covers
specific subjects or areas of knowledge. Choosing a
major/minor, planning degree completion, and maintaining the
progress towards completing a degree is a complex planning
and scheduling problem. Integer linear programing model for
finding academic plans that would satisfy a given set of
graduation requirements and other constraints in the shortest
possible time is presented in [9] and [10]. A student advising
system using artificial intelligence techniques is presented in
[11].

Many courses specify prerequisites that are outlined using
a list of courses, all of which or a subset of which must be
completed successfully in order to satisfy the prerequisites. In
addition, a few of the prerequisites may be tied to course
grades to ensure students acquire the necessary knowledge for
getting the maximum benefit from the next course. A directed
acyclic graph can be used to represent prerequisite
relationships where nodes represent courses lists and edges
represent their dependencies. Prerequisite relationships are
often defined using one of, all of, either or, and, or a
combination of those logical relationships.

l|Page
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There has been an interest in developing visualization tools
for academic curricula and advising [12-18]. Moreno et al. [7]
presented an interactive visualization tool for exploring course
dependencies between courses. Prerequisite visualization has
been studied by Aldrich [13]. His work was focused on the
overall topology of the courses at Benedictine University, and
he proposed a directed acyclic graph for representing
prerequisite relations where each edge represents a logical
relationship such as all of or one of. Chen et al. [14] presented
an interactive course selection scheme with prerequisite
hierarchy. Their work includes visualization of all of, one of,
or either or logical relationships of courses offered at
University of British Columbia. Zucker [16] presented a
curriculum visualization tool for developing and arranging the
flow of courses for a particular program. In this work, we
create a data structure that can process any compound logical
relationships. To our knowledge, there is no previous
published work in which complex prerequisites structures
have been investigated.

Dynamic data visualization tools directly influence the
interpretability of visualizations [19-21]. There is a dearth of
data visualization tools for displaying degree-planning
information, especially course prerequisite information. None
of the existing tools is capable of providing guidance on which
of the available courses should be planned or when the
available courses should be completed. Information pertaining
to prerequisites are often scattered in various places,
especially for hidden prerequisites. Therefore, planning and
maintaining the progress toward completing a major/minor is
a formidable challenge. The main objective of this paper is to
introduce a novel data-visualization tool that is useful for
academic advising as well as project planning where task
dependencies play a major role.

Prerequisite visualization is challenging as defining an
appropriate data structure for representing complex degree
requirements and course dependencies is the most difficult
part. Existing work is limited to most common types of degree
requirements and prerequisite structures [13-14]. Since
prerequisite structures and degree requirements vary from one
academic program to another, it is important to identify an
appropriate data structure that can process any complex degree
requirement. Although we restrict this research to develop a
data visualization tool for academic advising, the data
structure introduced in this paper is useful for creating degree
audit systems and other advising tools.

Il. DATA STRUCTURE FOR DEGREE REQUIREMENTS

A. Degree Requirements

Most of the degree requirements are specified in terms of
number of units, credits, or courses that must be taken to
satisfy each requirement. There may be other requirements,
such as GPA requirements, minimum number of credits/units
needed to complete, internships, capstone projects, etc. First,
we consider the degree requirements that are often expressed
using one of the following terms:

e Complete a set of predefined courses.

e Select a subset from a set of eligible courses.
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e Select a specific number of courses from each of several
lists.

o Select a subset of lists and then select a specific number
of courses from each of the selected lists (e.g., select
two of three course lists and then select one course from
each list).

e Select a specific number of courses from a selected
subset of lists (e.g., select four courses from at least
three different categories).

e Select courses with a specific total number of units from
a list of courses.

e Select a specific number of units from a selected subset
of lists (e.g. select at least five units from two different
categories).

Requirements may refer to additional attributes such as
course level (lower-division vs. upper-division) or student’s
minimum grade point average (GPA). In addition, some of the
courses may not be taken until a minimum number of units
has been earned. Courses may only count once in the major or
minor, either as a required course or as an elective, but not as
both. There may be hidden prerequisites (i.e. prerequisites of a
prerequisite course that may not be explicitly listed as a part of
any other requirements) and other requirements such as
selecting major/minor emphasis areas.

First, we define a suitable data structure for evaluating
degree requirements. A typical degree requirement belongs to
one of the following categories:

e Type A: complete k courses from a set of p courses
wherel1<k<p

e Type B: complete at least m courses/units, but no more
than n courses/units from a set of p courses where
0<m<n<p

e Type C: complete k units from a set of p courses where
1<k<p

e Type D: combination of Type A, Type B, and/or Type
C requirements

Type A, Type B, and Type C degree requirements are
relatively easy to implement but Type D requirements are
often complex and difficult to implement. There may be other
requirements, such as GPA requirements, minimum number of
credits/units needed to complete, internships, capstone
projects, etc. Those types of requirements can be treated
separately by defining an appropriate data structure. Since
degree requirements vary from one program to another, it is
important to define a data structure that can represent any
complex requirement. Such a data structure can be very
valuable for introducing other useful advising tools.

B. Basic Requirements

In order to reduce the complexity of the model, we define
a data structure to represent degree requirements.

Definition: A basic requirement is a 5-tuple (A, T, m, n,
0), where.
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1. Aisaset of objects,

2. T is the type of requirement (1:select number of
objects, 2: select number of units),

3. misthe lower bound of courses or units,
4. nis the upper bound of courses or units, and

5. 6:A4 — {1,0}is a function such that §(4) = 1 if A is
a credit-bearing set of objects and §(4) = 0 otherwise.

Type A, Type B, and Type C requirements defined in the
previous section are basic requirements. Type D requirements
can be represented using a set of basic requirements. Hence,
requirements for any major/minor M; are expressed as
M; = {R;1,R;2, ..., Ry} where each degree requirement
R;j(A, T, m,n, &) is either

a. ahbasic requirement where A is a set of courses or

b. a basic requirement where A is a set of basic
requirements.

Let R;j(A, T, m, n, 8) be a basic requirement. An object
a; (course or a basic requirement) satisfies a basic requirement
R;; if a; € A belongs to A. We define a boolean function on A,
b;: A - {1,0} such that b;(a) = 1 ifa € A and b;(a) =0 if
a¢ A AsetA=1{ay,a,, .., a;} satisfies a basic requirement
Rij ifm < Zj‘czl bl(a]) <n.

Any set of degree requirements can be expressed using a
set of basic requirements. Consider a set of requirements
defined as follows:

R, : complete one of the courses C1 or C2

R, : complete all of the courses €3, C4,C5, and C6
R5 : complete 6 units from the courses C7, €8, C9,
and C10

R, : Complete 6 — 12 units with at least two units in 4, =
{c11,C12,C13}, at least three units in A, = {C14,C15,C16},
and one unitin A; = {€17,(C18}.

The requirements Ry, R,, and R; are basic requirements
where A is a set of courses. The requirement R, may be
expressed using the two basic requirements R4, (A, T, 6, 6, 0)
and R,,(B, T, 6, 12, 1) where

A ={R¢, R7, Rg}

R¢ = R4(A4,2,2,2,0): complete two units in A,
R, = R;(A,,2,3,3,0): complete three units in 4,
Rg = Rg(A3,2,1,1,0): complete one unitin A,
B ={C11,C12,...,C18}

Suppose M is any major that is expressed using a set of
basic requirements M = {R{, R,, ..., R,.}.Let C be the set of all
courses available to satisfy requirements of the major M and
C; be the set of courses available to satisfy requirement R; €
M. Then the number of courses satisfying the requirement
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Ri(A,T,mmn,8) is Yk_1bi(c,); credits counted for a
requirement R;(4,T,m,n,8) is s; = Yt_; bi(ck) *n(cy) * 68
where n(c;) is the number of units of the course ¢, € C;; and
the total number of credits counted towards completing the
major M is Sy = Y-, S; where r is the total number of
requirements of the major M.

C. Sample Major Requirements

In order to illustrate the effect of the data visualization
tool, consider a sample major M = {R,,R,, ..., R<} with five
requirements. Let C= {C1,C2,...,C25} be the set of all
courses available to satisfy requirements Ry, R,, ..., Rs.

Requirements are defined as follows:

R; : complete one of the courses C1 or C2

R, : complete one of the courses €3 or C4

R; : complete the courses C5, C6,€13,€15,€17,and C25
R, : complete 12 units from the courses €8, €9, C10,C11,
C12,C14,(C16,(€18,C19,C20,C21,C22,C23,C24

R : Complete one of the courses C7 or M11

The set of courses available to satisfy each requirement is
defined as

¢, ={C1,c2},
C, ={C3,C4},

C;={C5,C6,C13,C15,C17, C25},
¢,={8,¢9,C10,C11,C12,C14,C16,C18,C19,C20,
€21,€22,€23,C24}, and

Cs={C7,M11}.

An appropriate subset of the set C = {(C1,(C2,...,C25}
needs to be selected to complete the major M. There may be
other requirements associated with a major, such as unique
requirements or minor requirements. Let us assume that there
are two other unique requirements, U, and U, defined as
follows:

U, : complete one of the courses M8 or M9
U, : complete one of the courses C7 or M11

Table | shows the prerequisite course structure for major
requirements and Table 1l shows the prerequisite course
structure for unique requirements.

A few of the prerequisite conditions are very complex, and
some of the prerequisites are tied to course grades and courses
from other disciplines. In general, prerequisites are completed,
waived, transferred courses, or test scores that must be
completed before taking a specific course.

The five requirements R, , R, ,..., Rs are basic
requirements that are easy to implement, but the prerequisites
are very complex, and there are many possible ways of
choosing courses to satisfy prerequisites and major
requirements.
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TABLE I. PREREQUISITE COURSE STRUCTURE FOR MAJOR REQUIREMENT
Requirements

Courses Prerequisites Ry | R, | R3 | Ry | Rs
C1,C2 M?2 or M3, with a grade of C or better X
C3,C4 (C1 or C2) and (M4, M5, or M6), all with a C or better X
c5 ClorC2 X
cé C3 or C4, with a grade of C or better X
c7 M5, M7 or M8, with a grade of C or better X
C8,C9,C10 ClorC2 X
C11 C3orC4 X
Cc12 €8 and C9 X
Cc13 C6 and (C7 or M11) X
C14 C6 and (C7 or M11) X
C15,C16 cé6 X
C17,C18 cé6 X
C19,C20,C21,C22,C23,C24 C5and C6 X
C25 c5 X

Many existing academic planning tools utilize static tables TABLE Il PREREQUISITE COURSE STRUCTURE FOR UNIQUE

like Table | or Table Il for displaying course prerequisites. It
is very difficult to understand complex prerequisite structures
without drawing a directed graph.

D. Dependency Evaluation and Visualization (DEV) Chart

In this paper, we present a data visualization tool, which is
named as Dependency Evaluation and Visualization (DEV)
chart, to visualize course prerequisite structure. DEV chart
uses an adjacency matrix of a directed graph D(V, E) to
represent course structure where nodes (V) represent courses
and edges (E) represent prerequisite relationships. Similarly,
DEV chart can be used with project planning where nodes
represent tasks and edges represent their dependencies. Tables
I and Il contain information needed to define adjacency
matrices of the directed graphs for major requirements and
other courses, respectively.

We define a Boolean valued prerequisite function p:V —
{ true, false} associated with the directed graph D(V, E) such
that p(V) = true if prerequisite relation is satisfied for the
course list attached to the node V, p(V) = false otherwise.
We also define a Boolean valued rotation function, rt: C —
{true, false} such that rt(c,) = true if the course ¢, is
offered in the planning semester. Fig. 1 shows the DEV chart
for major requirements, prior to completing any of the courses
in the set C.

Fig. 2 shows DEV chart for unique requirements, prior to
completing any of the courses. In Fig. 1, nodes with a stack of
courses represent prerequisite courses where only one of the
courses is needed to be taken to satisfy the prerequisite. If two
or more arrows are pointing to the same child node, then each
of the prerequisite relationships must be satisfied for the
course list attached to the child node to be available.

www.ijacsa.thesai.org

REQUIREMENTS

Courses | Prerequisites

M2,M3 M1 with a grade of C or better

M4, M5 M?2 with a grade of C or better or M3 with a grade of B or better
M6 M3 with a grade of C or better

M7 M5

M8 M4 or M5, with a grade of C or better

M9 M6 or (M5 and M7), with a grade of C or better

M11 M8 with a grade of B or M9 with a grade of C

C10

Fig. 1. DEV Chart for Major Requirements.

4|Page




(IJACSA) International Journal of Advanced Computer Science and Applications,

M3 e M8 e C7, MI11

M2 <> M5 {) 7 C7, M8
M6 M7 — M8 ——p 7, M

\ M9
M1 M8 ——p 7, M1
M9
M3 e M8 e C7, MI11
M3 =P M5 {) 7 C7, M8
—

M7 M8 — C7,M11

M9

Fig. 2. DEV Chart for Unique Requirements.

TABLE Ill.  MAJOR PROGRESS REPORT
Requirement | Satisfied? Courses Taken Courses Available
Ry Yes C1
R, No None C3,C4
R, No None C5
R, No None C8, C9, C10
Rs No None C7

When planning courses for a particular semester, students
would normally have completed some of the courses required
for the major and their prerequisites. It would be helpful to use
a table similar to Table | to provide Academic Advising
Report (AAR).

Table Il shows the essential information that would be
helpful for planning a major. It consists of a list of the major
requirements, an indication of whether each requirement has
been satisfied, and courses credited towards satisfying each
requirement. The last column shows a list of courses available
(prerequisites have already been satisfied) to satisfy the
corresponding requirement, but not every AAR system has the
capability to display such information.

The information in the last column of Table Il is
extremely valuable as it points to the courses that are available
for planning the next semester. However, this information
does not directly point to any bottleneck conditions that may
prolong the graduation date. For example, students may plan
the courses C8, C9, and C10 for the next semester and wait
one more semester before taking either C3 or C4.

Note that the course C6 is a prerequisite for 12 of the 25
courses listed in Fig. 1. Hence, its prerequisites must be
completed as soon as possible to minimize the time to
complete the degree. Furthermore, courses C5 and C6 are
prerequisites for six of the courses which are candidates for
satisfying the requirement R,. In this example, taking courses
C5 and C6 would be the best choice for students seeking to

Vol. 11, No. 7, 2020

minimize the degree completion time. The DEV chart is
capable of conveying such useful information. Using degree
progress report, the DEV charts in Fig. 1 and Fig. 2 can be
updated dynamically to display the completed courses and the
courses whose prerequisites have already been satisfied.

Fig. 3 and Fig. 4 represent an updated course structure,
based on the completed courses and their grades. The color
green is used to highlight completed courses whereas the color
orange is used to highlight courses whose prerequisites are
satisfied. Green arrows point to courses that are available to
take in the next semester. Course grades are also displayed
where * represents grades for the courses that are in progress
and T represents transferred courses.

The course C13 is a required course for completing the
requirement R5, and its prerequisite is to complete C6 and
either C7 or M11. Prerequisite for the course C7 is to
complete either M5, M7, or M8, with a grade of C or better,
whereas the prerequisite for M11 is to complete either M8
with a grade of B or M9 with a grade of C. Multiple paths
exist for completing the prerequisite for the course C7 or M11.
Based on the completed courses, the directed graph (Fig. 2)
can be updated to narrow down the path choices.

Fig. 5 shows path choices after updating completed
courses. DEV charts are created dynamically by updating data
associated with each node of the directed graph. Hence, the
DEV chart provides a mechanism for adding an alert system
when prerequisite conditions are not met, as shown in Fig. 5.

Fig. 3. Updated DEV Chart for Major Requirements.

—_—)  CMIT

— —_ MM
e

Fig. 4. Updated DEV Chart for Unique Requirements.

5|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

—k

-

—_
o

|

L
o
e
I~
g
TS
i

*—Ml\‘
I f

\\,D.,/D/

B

Fig. 5. Updated DEV Chart with Alerts for Major Requirements

The prerequisite for the course C6 is to complete either C3
or C4 with a grade of C or better, but the grade earned in this
case is a C-, shown in color red, for the course C4.
Subsequently, student has taken the course C11 that only
requires a passing grade for C4. Instead of taking C11, the
student should have repeated C6 for a better grade since C6 is
a prerequisite for many other courses required for the major.

Majar Requirements
Complete one course: [l Tsken/Transfer/in progress course

COMPEC 172, COMPSC

Complete one course:

COMPSCI 220. COMPSCI 222 VIATH 143

Complete all:

Unique Requirements

Complete one course:

Complete one course:

0, COMPSC] 21

Complete one course:
ENGLISH 370, ENGLISH 371, ENGLISK 372

7N

/
N

Course Structure Diagram for the Major

AN AN
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Most of the existing tools do not possess the ability to
automatically alert a student as soon as the degree progress
data or semester grades are updated. Therefore, many of the
degree offering institutions rely on manual inspection to
generate such alerts. The information displayed using a DEV
chart can help students minimize degree completion time.

I1l. IMPLEMENTATION

DEV chart uses an adjacency matrix of a directed acyclic
graph. We use custom-made tools to extract degree
requirements and use basic requirement structure to store each
requirement into a database. Similarly, we use custom-made
tools to extract course descriptions and prerequisite
relationships, and store the data using a format that is easier to
process using any server-side scripting language. Course
structure for a specific major is stored into a database using
the corresponding adjacency matrix.

Fig. 6 shows the DEV chart that includes the major and
unique requirements for Computer Science general emphasis
major offered at University of Wisconsin-Whitewater
(UWW). The DEV chart depicts the completed courses for an
incoming freshman. In this example, student has earned
credits for only one of the math courses (MATH 041) and
eligible to take either MATH 139 or MATH 141.

\ l

Fig. 6. Course Structure for Computer Science Major General Emphasis at UW-Whitewater.
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Fig. 7 shows the progress of the major requirements after
completing some of the courses required for the major. Course
grades are displayed where * represents grades for the courses
that are in progress. The courses shown in orange are the
courses whose prerequisites are satisfied. Green arrows point
to courses that are available to take in the next semester. Note
that COMPSCI 223 is a prerequisite course for most of the
higher-level computer science courses. The prerequisite for
223 is a grade of C or better in either COMPSCI 220 or
COMPSCI 222. In our test case, the student has earned a
grade of C- for COMPSCI 220, as shown in color red. The red
arrow associated with the course COMPSCI 220 is an

Major Requirements

Complete one course: v

COMPSCI 172

Complete one course: v
o MATH 150 (3-

COMPSO 220

Complete all:

An approved minor is required. (3 Explore Minors

Unigue Requirements

Complete one course:

Complete one course:

Complete one course:

MGLISH 370, ENGLISH 371, ENGLISH 372

Vol. 11, No. 7, 2020

indication that the student cannot take the COMPSCI 223
course until the prerequisite condition is satisfied. Such alerts
can help students and advisors identify prerequisite issues.
The Academic planning tool implemented at our institution
does not have the ability to generate such alerts. Hence, these
alerts can be very useful for academic advising.

Note that the COMPSCI 223 course is a prerequisite for
many other COMPSCI courses that are either core courses or
elective courses for the major. Therefore, students should
make plans to take this course as soon as possible in order to
graduate on time. It is difficult to identify such bottleneck
courses without using a data visualization tool.

Course Structure Diagram for the Major

. aken/Transfer/In progress course (T: transfer, *2in

Fig. 7. Updated Course Structure for Computer Science Major General Emphasis at UW-Whitewater.
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V. CONCLUSION AND FUTURE WORK

We present a data visualization tool, DEV, for course
prerequisite relationships. Our system is capable of
interpreting one of, all of, either or, and, or any combination
of those logical relationships. The implementation includes an
interactive layout of major requirements and course relations.

Course prerequisites are very similar to task dependencies
in project management. Completing the course prerequisites is
similar to completing task dependencies: a task cannot be
completed until the dependencies are completed. Hence, DEV
chart can be extremely useful for project management where
task dependencies play a major role. Furthermore, Dev charts
can be useful for displaying information about graphs, such as
cycles or specific branches/nodes satisfying a given criteria.

A pilot system has been successfully implemented for the
Computer Science major offered at University of Wisconsin-
Whitewater (https://cs.uww.edu/advising). This pilot system
allows computer science majors to access an online advising
system and interactively plan courses for their major, in
consultation with their academic advisors. We are in the
process of obtaining intellectual property rights for DEV
charts.

The new data structure introduced in this research is
extremely useful for analyzing student’s academic progress
toward a degree. We are exploring the possibility of
developing a mechanism that would enable an undeclared
student to explore requirements for all possible majors and
explore the shortest path for graduation.
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Abstract—Breast cancer ranks top incidence rate among all
malignant tumors for women, globally. Early detection through
regular preliminary screening is critical to decreasing the breast
cancer’s fatality rate. However, the promotion of preliminary
screening faces major limitations of human diagnosis capacity,
cost, and technical reliability in China and most of the world. To
meet these challenges, we developed a solution featuring an
innovative division of labor model by incorporating artificial
intelligence (Al) with ultrasonography and cloud computing. The
objective of this research was to develop a solution named
“Dr.J”, which applies AI to process real-time video live feed from
ultrasonography, which is physically safe and more suitable for
Asian women. It can automatically detect and highlight the
suspected breast cancer lesions and provide BI-RADS (Breast
Imaging-Reporting and Data System) ratings to assist human
diagnosis. “Dr.J” does not require its frontline operators to have
prior medical or IT background and thus significantly lowers
manpower threshold for preliminary screening promotion.
Furthermore, its cloud computing platform can store detailed
breast cancer data such as images and BI-RADS ratings for
further essential needs in medical treatment, research and health
management, etc. as well as establishing a hierarchy medical
service network for this disease. Therefore, “Dr.J” significantly
enhances the availability and accessibility of preliminary
screening service for breast cancer at grassroots.

Keywords—Breast cancer preliminary screening; lesions
detection; ultrasonography; artificial intelligence; deep learning;
cloud computing; BI-RADS

I. BACKGROUND

Breast cancer is one of the most common tumor diseases
among women and causes millions of death every year globally
[1]. In 2017, China recorded near 270,000 new breast cancer
cases which continued to rank top among all the malignant
tumors found in Chinese women. The average age of Chinese
female patients is 49 while compared with over 60 in western
countries. Moreover, growing incidences are reported in the
younger age groups, and the incidences in the urban population
are twice as high as the rural ones. Furthermore, women from
higher education and income background also show higher
incidences. The breast cancer pervasiveness is assessed to
reach high since fewer than 60 cases according to 100,000
females matured inside 55-69 age to exceed 100 cases

*Corresponding Author

according to 100,000 females till the year of 2021 in China [2],
with anticipated to reach at 2.5 million cases until 2021.

Although the universal health coverage in China growing
quickly but put more pressure on low and middle income’s
cancer patients. In this review, only limited data statistics are
included in national cancer registries for incidence and
mortality because of breast cancer is about only 13 % of the
nation-wide in China [3], distinction with 96 % patients in the
USA and 32% patients in the European Union [4, 5]. Breast
cancer growth is the most various diseases in the Chinese
females which are accounted for by the GLOBOCAN with
21.6 cases per 100,000 females [6] as age standardized rate
(ASR). Breast cancer is the more successive infection in the
midst of urban females and the fourth most regular kind of
disease in the wide open as per Chinese National Cancer
Registry. On the other hand, specifically in central China, the
ASR for the breast tumor is probably going as short to 7.94
cases per 100,000 females. In 2008, there were 16.6% patients
revealed in China of having breast cancer matured within 65
age or senior (interestingly with 42.6% patients in USA).

It is assessed that by 2030, there will be 27.0% of patients
with breast cancer [7] will remain accounted for matured at
least till 65 ages. In Chinese females, breast cancer dangers are
profoundly connected with realized hazard highlights for
females in the high-salary countries [8]. The same to western
females, hormonal and generative highlights, for example an
extensive menstrual lifespan (primarily dependent on younger
age at menarche and elder age at menopause), expanded phase
from the outset alive work, invalid uniformity along with
confined breastfeeding in view of not having more than normal
kids—are connected differentially to build danger of breast
malignancy in the Chinese inhabitants [9-12].

The benefit of mammography [13] stays uncertain in
females with higher percentage in less than 50 age women. In
other case, 57% of Chinese patients with breast malignant
growth [14] are up-to 50 years old. A national screening
program was endeavored in 2005 for breast malignancy with
an objective of screening 1000 females with both
mammography and ultrasound, however was ended as a result
of absence of financing and worry about false-positive [15]
determinations. Discoveries from an examination in Beijing
[16] demonstrated that the solitary 5.2% of novel cases were

9|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

distinguished by doing in-routine mammography, while 82.1%
of ladies were analyzed clear side effects. However, recognized
screening of breast malignancies was around 60% in USA [17].

Il. INTRODUCTION

The survival rate for breast cancer is over 90% if found and
treated in early stages and can overcome the leading cancer
fatality rates in women. However, in China, only 15.7% of
breast cancer patients were found when in BI-RADS category
1, while 44.9% and 18.7% were in BI-RADS category 2 and 3
respectively. Chinese women patients in relatively lower
income and social background were normally at BIRADS
category 3 and 4 when founded, while for those from higher
income and social status, those females had BIRADS category
land 2 [18].

The increase in breast cancer fatality rate indicates an
alarming situation amid highlights urgent need of developing a
preliminary breast cancer screening system for the detection
and diagnosis of breast cancer [19] available, accessible and
affordable to the general public at community level. Current
major screening and diagnosis methods include imaging, breast
clinical exam and tissue sampling. Imaging tools include
ultrasonography, magnetic resonance imaging (MRI), X-ray or
mammography, and CT scanning. Finally, ultrasonography
became our choice for the medical examination tool of our
integrated solution. We excluded breast clinical exam, tissue
sampling, mammography, MRI, and CT scanning for their
inadequate sensitivity, invasiveness, radioactivity, high false
positive rates, non-cost effectiveness, and high hardware
installation threshold. These vulnerabilities or disadvantages,
alone or combined, were detrimental to their promotion in
community or grassroots scenarios.

Ultrasonography is physically safe, technically reliable and
cost effective. Its ultrasound imaging will not cause invasive or
radioactive damage as tissue sampling or mammaography does.
When examining dense breast that features Asian women
figures, ultrasound has stronger penetration effect than
mammaography and thus better serves diagnostic accuracy. The
procurement and maintenance costs and operation requirement
of ultrasonography, which is radioactivity free, are also lower
than other imaging tools such as MRI and mammography. The
identification accuracy of breast masses detection of
ultrasonography is 27% better than mammography [20, 21]
among the women aged up to 50.

However, ultrasonography has its limitations. Its pixel
quality is not as fine as other imaging tools and can be potential
risk for missed diagnosis of small tumors. Its diagnosis
accuracy is subject to influence from human factors including
individual radiologists’ experience and their physical and
psychological status. In China, there exists an enormous gap
seemingly impossible to fill amid very limited supply of breast
cancer screening service by less than 130,000 ultrasonography
radiologists against the demand by hundreds of millions of
women, not to mention that these limited amounts of
ultrasonography radiologists are also responsible for
examination of other diseases.

In the past two decades, significant research work was done
in an attempt to reduce the casualty rate of breast cancer and
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increase the accuracy of detection systems such as computer
aided detection (CADs) [22]. CADs were introduced in
different countries especially in United States. However, the
effectiveness of diagnosis [23, 24] of various CADs is affected
by their detection algorithms and database availability for
processing and storing related medical images. There were a
few systems developed in the past such as the Digital Database
of Screening Mammography (DDSM), which was completed
in the late 1990s. It was the main source for researchers to
make image analysis of breast cancer. A database of
ultrasonography imaging for breast cancer is not yet available
in the world.

“Dr.J” becomes game changer by innovating a division of
labor model for breast cancer screening that is empowered by
Al, ordinary frontline staff without ultrasonography
background, like average nurses or technicians, can finish the
initial scanning and diagnosis of subjects, and the ones with
suspected lesions detected by Al are filtered out for remote
diagnosis confirmation by human ultrasonography radiologists.
“Dr.J” minimizes the risks of misdiagnosis and missed
diagnosis by thorough analytic processing of real-time
ultrasound video feed, instead of sampled static images, at
pixel level by Al. Its Al system can recommend categories for
breast examination based on Breast Imaging Reporting and
Data System (BI-RADS, which was developed and published
by the American College of Radiology (ACR)) [25]. We also
developed an automatic tracing system to ensure complete
scanning of the entire breasts, take a snapshot of the location
where the ultrasound probe detects the lesion, and display the
location of the lesion with a clock position diagram. The
operation of “Dr.J” is simple and does not require prior
medical education or training background for its users. Since
the diagnosis is made by deep learning, its diagnosis service is
reliable, stable and almost infinite. “Dr.J” is integrated with a
cloud computing platform that enables remote data processing
and real time delivery of preliminary screening services. It also
serves as a big data platform for storage of vast collected breast
cancer screening data, such as patient information, lesions’
images and BI-RADS classifications.

This innovative model significantly optimizes the
utilization of constrained resources of ultrasonography
radiologists and enhances the availability and accessibility of
breast cancer screening services to the public, especially in
communities. It also brings tremendous value with continuous
improvement of the intelligence algorithms and neural
networks as well as other in-depth utilization such as public
and personal health management. It is China’s first Al
ultrasonography preliminary screening solution for breast
cancer and Al Powered Regional Breast Cancer Tiered
Medical Service Network.

I1l. METHODS AND MATERIALS

A. Development of “Dr.J”

The development of “Dr.J” involved the technologies of
deep learning, image processing, cloud computing, big data,
computer vision and the object detection [26-34]. Fig. 1
indicates the design model for its development. It follows the
track of capacity building for training deep neural network
model for lesion detection and classifications, real-time
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processing of video feed of breast ultrasound, and a big data
platform for the sharing and storage of information based on
cloud computing.

e Convolutional Neural Networks (CNNSs)

Al-enabled detecting and diagnosis of breast tumor are the
essential values of “Dr.J” solution. To apply deep learning
models to analyze medical images has been a topic of profound
interest for researchers. Advanced artificial intelligence
featuring algorithms and scientific neural models can be critical
to the development of a breast cancer screening system and
achieve breakthroughs in the machine detection and diagnosis
of lesions. The deep learning and artificial neural networks
have already matched and exceeded the human performance
level as proved in a number of high-profile contests highlighted
by Google’s “Alpha Go”. Rapid technology innovations have
made neural networks stronger and learn faster.

Convolutional neural networks (CNNs) can be applied to
develop Al-based screening and diagnosis systems and already
proved effective in radiologist operation environment [35, 36].
There have been research done using different image analysis
algorithms based on deep CNNs [37, 38] for image recognition
and lesion detection for both ~mammography and
ultrasonography [39- 41]. In this study, we formulated the
operation and features of the ultrasound-based screening and
applied CNNs to develop a set of algorithms for ultrasound
image analysis featuring machine detecting and diagnosis of
breast problems including malignant tumor, benign tumor, cyst
and lymph nodes. It was trained with over 60,000 breast
ultrasound images and tested on numerous real patients. A two-
phase clinical validation of “Dr.J” has proved that its
algorithms®  reliability and accuracy matches human
radiologists’ level. To exclude operation risk of missed
scanning of breast target areas, we also applied our own patent-
pending visual tracing technology to use a camera to
automatically track the ultrasound probe and display on
monitor the scanned and remaining target areas. Such
comprehensive smart capabilities based on Al and other
advanced IT technologies can effectively empower staff in
community clinics where radiologist services are usually not
available.

Real-time video feed of
breast ultrasound

ne

Lesion Detection

Lesion labelled on
breast cancer ultrasound images

Trained deep

neural network

modelwith tens of Trained neural

network mode!
—) £ v Negtve
Detected?
Yes

Lesion Classification
(Malignant/Benign/Cyst/Lymph Node)

Training of lesion

thousands of :
ousanisd detection model

breastultrasonic

data

Training of
lesion classification model

Remote expert verifies
suspected positive images

Further diagnasis &
medical treatment

Fig. 1. Designed Development Model of “DR.J”.
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e Real-time Processing of Video Feed of Ultrasound
Images

Along with the training of a neural network model for
lesion detecting, we also worked on its capability for real time
processing video feed of the breast ultrasound images. The
system needs to decode live ultrasound video feed, whose
frequency is 24-32 image frames per second (FPS) for digital
image processing and object detection as shown in (Fig. 2).
The deep convolutional neural network would further analyze
each single decoded image, identify and highlight the malign
tumor, benign tumor, and cyst as well lymph node. This real
time processing keeps repeating until the breast scanning is

finished.
Dr.J's Workflow

Real fime decode
Deep neural

i E—) * — network model — \/ —"E'i"mes-‘ﬂms {

Realfime videofeed of
breast uirasound

243 Frames/Sec Real fime analysis Resuft

Fig. 2. Real-Time Processing of Ultrasound Video feeds by “DR.J”.

Comprehensive coverage significantly contributes to the
reliability of “Dr.J”. The ultrasonography scanning of a subject
normally takes five to ten minutes. During this process, at least
7,200 and more ultrasound images from the live video feed are
thoroughly processed real time by “Dr.J”. The neural network
of “DrJ” has a strong generalization ability that can
intelligently recognize and process ultrasound images from
various machine models manufactured by different companies.
In comparison, former currently available Al powered analysis
of X-ray, CT and MRI only examines much smaller numbers
of samples ranging less than 1000 static images in a non-real-
time mode. Furthermore, “Dr.J”” computing analysis of images
is conducted at the finest possible level of pixels. All these
strengths maximize the examining coverage of the targeted
areas and minimize the risk of missed diagnosis.

B. Training of Lesion Identification and Classification Model

The next thing to train was the lesions identification and
classification model. When processing live video feed, the
neural networks of “Dr.J” diagnose the detected lesions. It can
identify four types of breast health problems, namely,
malignant tumors, benign tumors, cysts and lymph nodes. It is
an essential capability of “Dr.J” to detect tumors and make
initial judgment of their malignant or benign status, cystic or
solid status as well as their BI-RADS classifications. Detected
lesions will be highlighted in rectangular shapes together with
side indication of its nature as judged by Al. If Al detects no
lesion, the system would see its subject as healthy and not alert
it for further processing; however, if a lesion is diagnosed, the
lesions classification functions would perform in accordance
with BI-RADS. “Dr.J” sets four categories of BI-RADS
classifications from Category 1-4 depending on their malignant
or benign status, cystic or solid status, and size of lesions. Bl-
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RADS Assessment Categories include seven categories:
0) Incomplete information to diagnose; 1) Negative, means
healthy; 2) Benign finding(s); 3) Probably benign;
4) Suspicious  abnormality; 5) Highly suggestive of
malignancy; 6) Known biopsy—proven malignancy.

For the purpose of preliminary screening, we exclude
Category 0, and combine Category 5 with Category 4, since as
long as a subject is classified as either Category 4 or Category
5, the subject definitely needs to have further examination, and
it does not make too much difference in the scenarios of
preliminary screening. We exclude Category 6 too, since
Category 6 will be classified only after biopsy. “Dr.J” would
alert such findings for consideration of further processing
including radiologist review and tissue sampling. (Fig. 3)
shows the BI-RADS classifying. The detected lesions found in
a subject will be displayed with description of its size and
locations.

e C(Clinical Verification of Solution’s Detection and
Diagnosis Capabilities.

“Dr.J” went through two phases of clinical validation
conducted in Duanzhou District Women and Children’s
Hospital, Guangdong, China.

In the first phase as indicated in Fig. 4, the examination of
subjects is performed by the same ultrasound equipment and
the same radiologist, the ultrasound video live feed was
analyzed by the radiologist and the AI system of “Dr.J”
simultaneously, the results from radiologist was compared with
the results from “Dr.J”, and both suspected positive results
were verified through biopsy.

List

e allt atio d: S
Left Breast GRS  Right Breast

IEI-F.ADS Category

Delete @ Print  Delete M Print  Delete & Print elete 8 Print

Fig. 3. BI-RADS Classification by “DR.J”.
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Fig. 4. Phase-1 Clinical Validation with Same Equipment and Same
Operator.
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Fig. 5. Phase-1lI Clinical Validation with Same Equipment and different
Operators.

Fig. 5 represents the second phase of validation in which
breast ultrasonography examination was still conducted by the
same ultrasound equipment. At the first step, a radiologist
examined the subject, and at the second step, a non-
radiological operator scanned the subject’s breasts under the
surveillance of “Dr.J”” and the ultrasound data was analyzed by
the Al system of “Dr.J”. The results from radiologist were
compared with the results from “Dr.J”, and both suspected
positive results were verified through biopsy.

C. Big Data Platform Based on Cloud Computing

Another highlight of “Dr.J” is its big data capability
supported by cloud computing technologies for efficient and
effective sharing and storage of breast health information. In
“Dr.J”’ solution, breast cancer screening data are stored and
processed with cloud computing for data sharing, and big data
analysis. The information normally includes a subject or
patient’s age, gender, name, 1D number, living place, captured
images of lesions, types of lesions, locations of lesions,
recommended BI-RADs ratings of breasts, and the time of
conducting the screening, etc. The scope of collected data can
be extended to include other related information such as family
breast cancer history, dietary preference, career background etc.
to serve further public and personal health management and
scientific research desires. Furthermore, the number of images
collected from a subject varies and depends on her health
conditions of breasts. The collection of lesions information
includes their locations and sizes of lesions (width, height,
area). For healthy breasts, no image will be captured. The
captured images of lesions are saved in the format of .JPEG
format. Such information can also be downloaded and printed
from the system. Multiple lesions can be detected on one
ultrasound image.

For each frame with lesion detected, a group of three
images are captured, one image is the original ultrasound frame
without any labeling by Al system, one image is the image
with labeling by Al system, and one image is the clock position
diagram generated by ultrasound probe tracing system when
lesions detected, which demonstrates the positions of lesions.
This information facilitates the quick detection of lesions in the
follow-up examination by physicians.
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Supporting by infinite storage space in cloud, “Dr.J” can
save huge amount of information for future development
including image analysis and statistical analysis [30]. The
database can efficiently filter the data including detected
images according to desired query. They can also serve the
continuous deep learning of the various neural networks of
“Dr.J.” Convenient information sharing that is enabled by
cloud computing gives radiologists’ convenient remote access
to the breast cancer screening data. The ultrasound images with
lesions detected by “Dr.J” are uploaded with lossless
compression to the data repository on the cloud, and as a
quality control means, remote radiologists can download and
verify these images with lesions. Fig. 6 indicates a radiologist’s
remote examining of images with suspected lesions as detected
and displayed on her end by “Dr.J”.

After the preliminary screening performed by “Dr.J”, an Al
Breast Cancer Preliminary Screening Report will be generated
automatically by “Dr.J”, as shown in Fig. 7, which displays the
images with detected breast cancer lesions, and the BIRADS
categories for both breasts suggested by the system.

This Al Breast Cancer Preliminary Screening Report can be
accessed on smart devices via social media application of
Wechat which is the most popular social app in China. After
the preliminary screening performed by “Dr.J”, an Al Breast
Cancer Preliminary Screening Report will be generated
automatically by “Dr.J”, as showed in Fig. 9, which displays
the images with detected breast cancer lesions, and the
BIRADS categories for both breasts suggested by the system.
This Al Breast Cancer Preliminary Screening Report can be
accessed on smart devices via social media application of
Wechat which is the most popular social app in China.

D. “Dr.J” in Operation

Fig. 8 is the workflow diagram of the solution. Before the
breast cancer screening, “Dr.J” system needs to be connected
to the ultrasonography equipment in healthcare institution to
receive ultrasound video feed from the ultrasonography
equipment.

During the screening, “Dr.J” will analyze the breast
ultrasound video signal, the ultrasound images will be captured
and labeled when lesion is detected, compressed with lossless
algorithm and uploaded to the data repository on the cloud.
Remote radiologists or physicians can download the breast
cancer screening data for quality control verification or referral
of medical treatment.

Upload suspectedpositve

ultrasound images detected
by “Dr.J

Dr. J-Al

Screening 1-’
” g
Subject \.‘
Al Pow vmuasngaph»

Remote manual verification of
suspected positive images

Fig. 6. Remote Verification of Suspected Positive Images.
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Fig. 7. Al Breast Cancer Preliminary Screening Report.
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Fig. 8. Workflow of "Dr.J".

IVV. BREAKTHROUGHS ACHIEVED BY “DR.J”

“Dr.J” innovatively reshapes the division of labor in
preliminary breast cancer screening and significantly enhances
the availability and accessibility of such service in
communities. Its Al-enabled diagnosis capability successfully
lowers the threshold for preliminary breast cancer screening
and empowers frontline manpower. In traditional screening
model, breast scanning and diagnosis are conducted by the
same radiologist who has to screen all subjects equally no
matter she has or has no breast health issues, in order to filter
out the ones with breast health issues. Such practice is not an
effective use of the valuable time of ultrasonography
professionals who are in great shortage, especially when the
majority of screening subjects are healthy and only very few of
them have suspicious breast masses that need radiologists’
intensive attention. With “Dr.J” solution, the labor-intensive
breast preliminary scanning and upfront software operation can
be performed by average people who are not required to have
medical or IT background. These people can fulfill the
frontline tasks after receiving a few hours of training.

13|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

The preliminary diagnosis of screening subjects is
conducted by solution’s neural network. Only the cases with
suspected positive results will be sent to radiologists for further
processing. Therefore, “Dr.J” maximizes the value of
radiologists by focusing their professional diagnosis service on
those who are most needed. Consequently, in proportion to the
patients with breast health issues, the number of subjects that a
radiologist can effectively cover multiples exponentially when
compared with the traditional screening practice as indicated in
Fig. 9.

Traditional Screening
Model

=

¢

3
3 !,!
Max: 80 breast cancer screening subjects

(daily screening capacity by a sonographer) One
Utrasonography Radiologist

Al Screening Model (Daily Screening Capacity)

iz 4w
WIZ 7 —m—x,ﬁ

One
80 breast cancer screening subjects Ulrasonography
with suspected positive lesions Radiologist

(R0
Over thousand of screening subjects

Fig. 9. Lowering Manpower Threshold using ‘‘Dr.J”".

The ““Dr.J”’” system makes possible the establishing of a
tiered hierarchy medical network for breast cancer screening,
diagnosis, treatment, recovery, and follow-up checkup as
shown in Fig. 10. Such network comprises community health
service providers at the grassroots, regional centers at the
higher level, and medical institutions such as general and
specialty hospitals at the top.

Medical
Institution

Regional Center 2

Regional Center 1 = = = o o < Regional Center X

Q00 000 000

Community Health Community Health Community Health
Senvice Providers Service Providers Senvice Providers

Fig. 10. Hierarchy Medical Service Network for Breast Cancer.

In such a network, preliminary screening can be conducted
by normal staff at community clinics by using “Dr.J.” When a
suspected tumor is detected, via the cloud computing platform
of “Dr.J”, the community health service providers at grassroots
can refer the case to radiologists stationed in regional center for
remote or site diagnosis. When the positive result is confirmed,
the patient can be further referred to general or specialty
hospital for medical treatment. When the treatment is
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completed, the hospital can refer the patient back to a
community clinic for rehabilitation where the patient will be
monitored periodically by “Dr.J”. The two layers of regional
center and medical institution can be combined into one
depending on local resource availability and needs. “Dr.J” is a
digital big data platform for efficient information storing and
sharing for this complete screening-treatment-recovery
ecosystem of breast health managements.

The ““DR.J’’ system can be used in diverse scenarios,
including community health service provider centers (hormal
clinics), beauty parlors, mobile screening stations (ambulances)
and the community mobile breast cancer preliminary screening
operators as presented in Fig. 11. The experts can remotely
access related information such as images and suggested BI-
RADS classifications and provide their diagnostic feedback via
“Dr.J” cloud platform. “Dr.J” also has both Chinese and
English language versions. It can not only serve women in
China but also other areas in the world. For further information,
one can contact by the given website link
(http://www.800ai.com).

Al Powered Regional Breast Cancer Tiered Medical Service Network
Two-way referral of patients

Rehabiltation back to community

%/, community heafth
"\’ senice roviders

E‘.ﬂ beauty parlors
N (/%

, mobilescreening 0

Chaagy  Stelions

Breast cancer specialists support

Specialty hospitals

preliminary screening Referlof ans

ﬁ community mobile breast
% cancerpreliminary
{8y screeningoperators
Fig. 11. “Dr.J” usage in Multiple Scenarios.

V. RESULTS

During the evaluation of the neural networks of “Dr.J”,
deep learning based captured tens of thousands of breast cancer
ultrasonography images are used and results shows that the
developed solution is capable to efficiently identify the breast
lesions of breast cancer patients. The data was collected from
several hospital partners including Duanzhou District Women
and Children’s Hospital, Guangdong, China. These images
were labeled by radiologists with lesions of various breast
problems highlighted.

To achieve valuable sensitivity and specificity, it also
involved distinguishing lesions from normal tissues like fat,
gland etc. For the training and testing of the neural networks,
the training images are in .PNG format and their size formats
are set at 300x300 pixels. The training also involves
application of advanced computer vision and object detection
techniques. Its calculation is based on pixel level of the images.
Fig. 12 indicate the successful lesion detection by “Dr.J.”

14|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

There has been constant feeding of newly labeled images to the
trainings of detection model. Its accuracy and reliability of
detection have consistently improved from repeated learning
and training of more images. We have captured all images with
related information of exact time and location during the
screening process as shown in Fig. 13.
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Video Feed
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Fig. 13. Lesion Location on a Clock Diagram.

V1. CONCLUSIONS

"Artificial intelligence + Internet + Cloud computing +
Ultrasonography" can effectively break the bottleneck of
insufficient large screening capacity, addressed the irregular
availability and quality of existing breast cancer screening
services, and empower community clinic staff. It greatly
optimizes the utilization of professional service resources to let
radiologists’ focuses on where they most needed. It will
effectively minimize the risks and costs from women’s
exposure to and treatment of the deadly breast cancer.

In future, with the growth of data processed by “Dr.J,” its
detailed labeling of detected lesions, suggested BIRADS
classification, structure of neural networks and its performance

Vol. 11, No. 7, 2020

will be conferred in depth. As a result, its accuracy and
reliability will continue to improve and can help in serving
most of the women. The model of “Dr.J” can not only be
applied in the combat against breast cancer, but will also be
used for preliminary screenings of other diseases such as
thyroid cancer.
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Abstract—Now-a-days graphical interface is very important
for any operating system, even the embedded ones. Adopting
existing solutions will be much easier than developing your
own. Moreover, a lot of software may be reused in this case.
This article is devoted to X Window System adaptation for
Portable Operating System Interface (POSIX) compliant real-
time operating system Baget. Many encountered problems come
from the tight connection between X and Linux, therefore it is
expected to encounter these issues during usage of X on non-
Linux systems. Discussed problems include, but not limited to
the absence of dlopen, irregular file paths, specific device drivers.
Instructions and recommendations to solve these issues are given.
A comparison between XFree86 and Xorg implementations of X
is discussed. Although synthetic tests show Xorg performance
superiority, XFree86 consumes fewer system resources and is
easier to port.

Keywords—X Window System; X11; X.Org Server; Xorg;
XFree86; Portable Operating System Interface (POSIX); graphics;
Realtime Operating System (RTOS)

I. INTRODUCTION

Although some real-time operating systems have not in-
cluded graphic output for a long time, it’s absence or obso-
lescence may be a huge disadvantage nowadays. Many target
devices, such as onboard computers in cars or aircrafts, started
to utilize displays for showing gauges and providing additional
information to the user. In order to support this features, RTOS
must provide some graphic API for applications. Options are
limited to adopting existing interfaces or writing your own.
The most straightforward solution to this problem - develop-
ment of your own interface will allow you to minimize API
overheads, which may be very crucial for embedded devices.
Major disadvantage of this approach will be low portability
of used applications. Also a lot of existing applications must
be ported manually in order to use them. On the other side,
adopting common graphic solutions will result in decreasing
development cycle time by acquiring updates and tests from
community and standardization of API usage for software.
However, some problems will be encountered during porting.
Moreover, it may be hard to further improve this software in
terms of performance due to adopted architecture.

Host real-time operating system is called Baget [1]. It
provides different standards for developers: POSIX 1003.1 [2],
ARINC 653 [3], C++11. All programs must be statically com-
piled in order to run. Baget focuses on system reliability: many
self-test facilities are implemented, including, but not limited
to tasks and OS automatic restart, stack overflow checks, object
validation. Baget can run various tasks simultaneously with

separated process contexts [4]. Current graphical subsystem
is server-client X windows system implementation named
XFree86 with version 4.8.0. Although XFree86 [5] supports up
to the X11R6.6 protocol version, which is barely enough to run
modern applications, absence of many important extensions,
for example, Xrender [6], implies heavy limits upon software.

Nowadays existing free software solutions in display
servers for operating systems are limited to two options: X
Windows System and Wayland [7]. However, there is a big
ideological difference between them. X started it’s history a
long time ago in the ’80s and was developed as an all-around
solution. The protocol supports a lot of operations, including
window management and draw operations. For example, it
is possible to implement an application menu via X11 calls.
Although X API is rich, nowadays a lot of software does
not use it directly due to its complexity. Over time a lot of
frameworks emerged upon X, for example, GTK. As a lot
of frameworks implemented its API and draw capabilities,
drawing directly through X become obsolete. Moreover, some
server capabilities were moved into kernel, for example, User
Mode Setting became Kernel Mode Setting [8], [9]. To replace
X, which has a lot of excessive functionality and complexity,
Wayland was created. Its protocol is completely unaware of
window content and does not support any API that allows
drawing your application. The scope of Wayland is window
interaction, buffer management, etc. To fill window content
you need to use another API or framework, for example,
Qt, EGL, or even X. Although Wayland is considered to
be a better display server protocol (mostly because it is
created in a way to be a window system and nothing more),
it’s implementations are highly dependent on relatively new
Linux kernel API named Direct Rendering Infrastructure [10].
Adopting these interfaces will surely become a difficult task.
As for X, although its modern implementation Xorg also
can use new Linux kernel subsystems [11], it still supports
less complicated backends. Moreover, not only all modern
frameworks are ready to be used with X, old software is
compatible with modern server implementations. Considering
all these arguments it was decided to adopt a modern window
manager called X.org [12]. It was forked from the XFree86
project in 2004. Nowadays X.org, which is widely used in
the most popular Linux distributives, is de facto standard X11
implementation with frequent updates. In comparison to it,
XFree86, which is the current Baget OS windowing system,
was released in 2008.

The main objective is to adapt the newest X.org version to
Baget to be able to use the whole X ecosystem, including
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modern codebase and libraries. Although X uses a client-
server architecture, most porting problems come from the
server-side. It is divided into two parts: Driver Independent
X (DIX) that represents server logic, request processing,
drawing routines, extensions, etc., and Driver Dependent X
(DDX), which is responsible for handling hardware, input and
output devices and holds most of OS-specific code. To be
able to use Xorg with the operating system, or rather API,
that is not supported by developers, matching DDX must be
implemented. Codebase already has some implementations for
Linux, Wayland, Windows, etc. However, they are dependant
on API that generic POSIX-compliant OS might not have. Of
course, writing new DDX from scratch would be the best way
in terms of compatibility, but time and resources spent on this
will be huge. On the other hand, patching the present code
would reduce the initial workload in exchange for testing. As
a base of our solution, we decided to use the existing DDX
for Linux systems. Obtained during this research solutions and
recommendations may be used to port modern X to another
operating system with similar to Baget properties, because a
lot of encountered problems will arise during adaptation to any
non-Linux based OS.

In addition to that, issues regarding XFree86 adaptation
will be considered, as well as performance and system resource
usage in comparison to modern X.org.

To sum up, there are two main questions:

1)  How to port Xorg to Baget OS and what problems
are expected to arise with other POSIX-compliant
systems?

2) Is it worth to port Xorg instead of xFree86?

This paper is organized as follows:

e A review of issues that arise when porting X server to
new operating system with constrained functionality
and proposed solutions.

e  Performance comparison between XFree86 implemen-
tation and modern Xorg implementation.

e Conclusions and future work.

II. RELATED WORK

Although X Window System was developed in 1984, there
is a shortage of available articles and proceedings that discuss
various aspects of the protocol and implementations. Discus-
sion is primarily done on specialized forums and mailing lists.
Most articles were done in the 90’s and discussed earlier
versions of X protocol. Even less information can be found
on porting X Window System implementations to operating
systems, other than Linux.

Recent publications on X Window System discuss general
programming issues that arise when using X11 API [13]. Per-
formance is critical for the windowing systems, so a lot of work
is done on using GPU acceleration for drawing operations
to reduce CPU workload. In [14] authors try to reduce cpu
overhead by implementing resource-sharing protocols. Some
attempts on porting X server implementation to embedded
system result in a practically complete overhaul of the server
internal systems [15].
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III. PORTABILITY PROBLEMS AND SOLUTIONS
A. Static Compilation

In the Baget OS, processes are pre-defined and starting
along with the system itself. Due to this, executable code
cannot be loaded dynamically. This requires all of the process
code to be packed into a single object file during system
compilation.

Although machine independent part of the X.org server can
be statically built with ease and have a corresponding option,
some problems come from the DDX component. It is necessary
to change makefile scripts and rename entry point function to
be able to call it later.

Another problem comes from X architecture. Nowadays,
two sets of libraries are used to build X infrastructure. Ones
are required by the server-side, ones by client applications.
Some libraries as libXau are used in both. But others may
have functions with the same names and different prototypes.
Because of that, all the libraries cannot be combined into
a single static library so client and server parts have to be
maintained separately.

B. Dlopen Abscence

As mentioned above, executables cannot be loaded dynam-
ically. Due to this, the dlopen function family is not supported.
In order to be flexible Xorg uses a module system, that heavily
relies on this API because it is used during module loading
and devices initialization. Every loaded module must define
a global variable called <modulename>ModuleData, which
contains version, setup and teardown functions. This object
would be searched during the startup of the X server to fill
ModuleDesc structure and register module.

However, these steps can be done with a minor alteration of
source code even without dlopen. Functions inside the loader
component must be stubbed. In every loadable module, which
will be used later, special function must be implemented. It will
allocate required function tables and ModuleDesc structure,
perform registering and call module setup. This function must
be called during DDX initialization instead of normal routine.

Despite the simplicity, this approach restricts available
drivers. On the other hand, considering Baget usage as an
embedded system, the target platform and list of devices are
known during compilation. Due to this, it is not reasonable to
use dynamic drivers.

C. Device Drivers

Device drivers in Xorg are part of modules. A module can
contains one or multiple drivers at once. Module responsibil-
ities are registration of itself and it’s drivers. While module
initialization and driver initialization are called once, device
can be turned on or turned off multiple times. Input devices
are monitored by server, so when Xorg detects an event on
device file descriptor (i.e. poll reports that descriptor state is
changed or SIGIO raises), driver is called to proceed input. It
is expected that driver would generate an event that will be
further processed by X server.

An example of action sequence for mouse driver xorg-xf86-
input-mouse:
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1) Mouse movement generates I/O on mouse file de-
scriptor.

2) Xorg server detects I/O and calls driver function
MouseReadlnput.

3) Driver reads data from desctiptor and proceed it
accoring to protocol and other settings.

4)  Depending on data, driver calls xf§6PostMotionEvent
or xf86PostButtonEvent.

5) Xorg constructs and put events (for example, single
MotionEvent) in server queue.

Modern DDX part of X.org uses a special interface to
handle input drivers called udev [16], which is a Linux kernel
device manager. However, old mouse and keyboards modules
is still supported. Due to this, previous drivers xorg-xf86-input-
keyboard and xorg-xf86-input-mouse were used as base due to
it’s simple requirements. Keyboard driver relies on input from
stdin. Mouse driver expects a device file from which mouse
packets data can be read. On top of that OS must provide
either select, poll or SIGIO API to watch file descriptors for
both drivers.

For output drivers, implementing standard screen functions
is enough to use graphics with software rendering done by X.
However, this driver heavily depends on the hardware platform
and therefore will not be discussed in this article.

D. Xkbcomp Utility

When the key is pressed keyboard driver delivers scancode
to the X server. In order to handle different types of keyboards
and language sets, there must be a mapping between scancodes
and actual symbols. To compile keymaps for current keyboard
X server uses utility named xkbcomp [17]. During Xorg’s
initialization, the main process forks, redirects streams and
executes this program. Xkbcomp is separated from the X
server because it relies on client-side libraries, thus cannot
be compiled into the server due to conflicting functions. But
Baget does not support fork and exec API because processes
are pre-defined.

It is possible to solve this problem in several ways.

Firstly, it can be achieved with rewriting xkbcomp utility
with X server libraries instead of client ones. However, some
parts of the code will be heavily altered and it will be hard to
update it with new versions later.

Secondly, we can imitate fork by creating another process
that manages xkbcomp during system startup. Communication
and synchronization between different sides will be done with
two FIFO’s instead of streams redirection. There are some
disadvantages of this approach. Some kind of protocol must
be implemented to pass arguments to xkbcomp. Moreover,
FIFO is visible to other processes that can write or read these
files. On top of that additional process and FIFO files create
unnecessary complexity and reduces clarity for users.

Although X server and X client cannot be simply linked
into one executable, some tricks with GNU utilities 1d and
objcopy may help to get around this problem.

e Compile xkbcomp without running linker with gcc
flag -c.
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o  Create relocatable output file with 1d option -r from
xkbcomp and X client libraries.

e  Using objcopy flag -G enter_func create same file with
all symbols hidden except enter_func.

After these steps, it is possible to link xkbcomp into the
Xorg server process because all conflicting symbols are not
visible after objcopy. After that, we can run xkbcomp from
entry function enter_func directly or create a special thread
for that purpose. Also, it is possible to get rid of FIFO by
using unnamed pipes or memory since it is the same process
now. Unlike the first solution, the required changes to source
code are tiny. The main disadvantage of this approach is almost
doubling X server executable size from 23MB to 40MB due
to copying a lot of binary code from X client object files.

E. Local Sockets

X.org normally creates a UNIX socket to handle all in-
coming local requests. POSIX implementation of socket in
Baget only supports AF_INET domain, therefore creation of
UNIX domain socket is impossible. However, all requests can
proceed if the client and server will consider using localhost
instead of a socket file. This is possible to achieve by changing
communication callbacks for local connections in header files.

F. User ID and Group ID

The majority of embedded devices are not supposed to be
directly (e.g. terminal access) used. Because of this, Baget
does not have a user identifier (UID) or group identifier (GID).
But X.org have a lot of checks related to UID. The simplest
solution is either stubbing UID functions to return 0, which is
equal to root UID in UNIX, or ignoring all checks.

G. Server and Applications Resources

In order to use X.org without Filesystem Hierarchy Stan-
dard [18] a user must provide path to fonts, log files, con-
figuration files, and other resources. This can be done during
compilation.

Moreover, some applications are using libXt API [19] to
draw interfaces. This may cause unclear behavior because
libXt will look for app-defaults folder to find resources related
to running program. In case of its absence, no warning will
be generated, but the colors and shapes of drawn objects
will be incorrect. It is possible to solve this problem by
modifying 1ibXt source code or setting environmental variable
XAPPLRESDIR.

H. Launching Statically Compiled X.org and Applications

Some tweaks must be done to successfully launch X.org
after static compilation.

First of all, to correctly call the renamed entry function
of X.org, argc and argv should be carefully generated and
provided. Arguments must include display number at least, for
example, :0. Before running any X application environmental
variable DISPLAY needs to be set accordingly.

Nowadays X.org will not display cursor and use mouse
driver until desktop environment, which is mostly not required
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for an embedded system, is loaded. However, while launched
in retro mode (with argument -retro), X.org will provide a
working cursor and mouse.

1. XFree86 Issues

Since X.org was forked from XFree86, all issues discussed
before is the same for both windowing managers with two
exceptions. Firstly, dlopen is not mandatory for XFree86 -
modules can be statically linked by default. Secondly, xkb-
comp is not required to obtain a keyboard configuration. As
for device drivers, its API has not changed much since then.

IV. PERFORMANCE COMPARISON RESULTS BETWEEN
XFREE86 AND XORG AND EVALUATION

A tool named x11perf [20] was used to measure perfor-
mance difference. x11perf tests server by calling X protocol
commands multiple times and recording the number of opera-
tions per second. Both xFree86 and Xorg were installed on a
test stand with the following characteristics: single-core MIPS
400mhz CPU and 4GB 400mhz RAM.

x11perf results include over 350 different tests. However,
it may be combined into groups. For example, “Copy 10x10
from window to window”, “Copy 100x100 from window
to window”, “Copy 100x100 from window to pixmap” will
belong to the copy group.

Fig. 1 and 2 represent performance ratio of Xorg to
XFree86 in different test groups. All values are normalized
to the XFree86 result taken as 100%. For example, “Copy
500x500 from pixmap to pixmap” result is 194 and 271
operations per second for xFree86 and Xorg, respectively. That
means the dot will be at 140% since Xorg result is 140% of
xFree86. Each dot on the plot represents performance change
for a particular test. Test names are omitted. The dotted line
represents the mean value of a group. For this plots’ data,
please refer to Table 1 and Table 2.

g 220% | 1220%
(5]

£ 200% 200%
[}

% 180% 180%
&

£ 160% 160%
8 ]

g 140% 140%
[=]

<

g 120% ¢ 120%
o=

& 100% 100%

Fig. 1. x11perf Char Group Tests

Due to X.org’s increase in complexity compared with
XFree86, some operations may fall behind, for example, X
protocol NoOperation call declined from 1070000 to 543000
per second. Despite that, a lot of test suits show better results,
such as groups of char and copy operations, +30% and +10%
respectively. Overall performance increase is 46%. Although
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TABLE I. X11PERF CHAR GROUP TESTS DATA

Performance compared

Test name to XFree86 (%)
Char in 80-char line (6x13) 119,4779
Char in 70-char line (8x13) 105,336
Char in 60-char line (9x15) 124,7475
Charl6 in 40-char line (k14) 119,1176
Charl6 in 23-char line (k24) 110,4551
Charl6 in 7/14/7 line (k14, k24) 110,2564
Char in 80-char image line (6x13) 110,2041
Char in 70-char image line (8x13) 103,1008
Char in 60-char image line (9x15) 112,6263
Char16 in 40-char image line (k14) 109,0909
Char16 in 23-char image line (k24) 105,157
Char in 80-char aa line (Charter 10) 158,5086
Char in 30-char aa line (Charter 24) 137,5635
Char in 80-char aa line (Courier 12) 168,0851
Char in 80-char a line (Charter 10) 204,9587
Char in 30-char a line (Charter 24) 142,8894
Char in 80-char a line (Courier 12) 193,8053
Char in 80-char rgb line (Charter 10) 134,7044
Char in 30-char rgb line (Charter 24) 110
Char in 80-char rgb line (Courier 12) 143,7653
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Fig. 2. x11perf Rectangle Group Tests

most of it comes from tests utilizing windows operations, such
as creating, moving, mapping and resizing.

As for memory usage, while X.org consumes 3 MB RAM
in idle state, while XFree86 uses only 1 MB.

V. CONCLUSIONS

X Windows System (specifically X.org v1.20.3) was suc-
cessfully ported to Baget operating system. Porting X to non-
POSIX systems may be unreasonable due to the usage of
signals, file descriptors, polls, and other specific API. As for
POSIX-compliant systems, one must implement device drivers
and solve platform-specific issues. Covered in this article
topics and methods can be used to adapt X to various systems
with similar to Baget properties.

Two X implementations, Xorg and XFree86, were com-
pared. Although XFree86 is older than the newest X.org
release, it is easier to port. Another advantage is lower system
requirements, for example, memory usage, which can be deci-
sive for embedded systems. Xorg’s superiority in performance
may be spoiled in case of heavy usage of simple operations
and program preference to draw small objects rather than big.
As an example, a lot of either old or simple software such as
standard utilities, calculators, notepads, etc. directly use such
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TABLE II. X11 PERF RECTANGLE GROUP TESTS DATA

Performance compared

Test name to XFree86 (%)

Ix1 rectangle 58,9443
10x10 rectangle 93,9502
100x100 rectangle 99,0637
500x500 rectangle 98,6301
1x1 stippled rectangle (8x8 stipple) 109,4218
10x10 stippled rectangle (8x8 stipple) 100,1506
100x100 stippled rectangle (8x8 stipple) 38,9021
500x500 stippled rectangle (8x8 stipple) 31,085
1x1 opaque stippled rectangle (8x8 stipple) 106,2124
10x10 opaque stippled rectangle (8x8 stipple) 136,7975
100x100 opaque stippled rectangle (8x8 stipple) 105,3333
500x500 opaque stippled rectangle (8x8 stipple) 100,6036
1x1 tiled rectangle (4x4 tile) 101,0929
10x10 tiled rectangle (4x4 tile) 130,8725
100x100 tiled rectangle (4x4 tile) 109,2896

500x500 tiled rectangle (4x4 tile) 103,5

1x1 stippled rectangle (17x15 stipple) 111,7521
10x10 stippled rectangle (17x15 stipple) 124,7163
100x100 stippled rectangle (17x15 stipple) 77,6224
500x500 stippled rectangle (17x15 stipple) 70,8904
1x1 opaque stippled rectangle (17x15 stipple) 106,4128

10x10 opaque stippled rectangle (17x15 stipple) 140

100x100 opaque stippled rectangle (17x15 stipple) 100,9967
500x500 opaque stippled rectangle (17x15 stipple) 96,063
Ix1 tiled rectangle (17x15 tile) 101,0929
10x10 tiled rectangle (17x15 tile) 119,8758
100x100 tiled rectangle (17x15 tile) 100,7634
500x500 tiled rectangle (17x15 tile) 96,3855
1x1 stippled rectangle (161x145 stipple) 110,4701
10x10 stippled rectangle (161x145 stipple) 109,6311
100x100 stippled rectangle (161x145 stipple) 40,6897
500x500 stippled rectangle (161x145 stipple) 8,4746
1x1 opaque stippled rectangle (161x145 stipple) 107,0281
10x10 opaque stippled rectangle (161x145 stipple) 129,3706
100x100 opaque stippled rectangle (161x145 stipple) 98,0663
500x500 opaque stippled rectangle (161x145 stipple) 90,604
1x1 tiled rectangle (161x145 tile) 101,2774
10x10 tiled rectangle (161x145 tile) 116,5803
100x100 tiled rectangle (161x145 tile) 98,927
500x500 tiled rectangle (161x145 tile) 90,7692
1x1 tiled rectangle (216x208 tile) 101,2774
10x10 tiled rectangle (216x208 tile) 116,8421
100x100 tiled rectangle (216x208 tile) 111,6773
500x500 tiled rectangle (216x208 tile) 97,619

X API. On the other hand, modern frameworks, such as Qt and
GTK, prefer to internally draw windows and use XPutlmage
call, which favors Xorg. Speaking in terms of functionality,
XFree86 seriously falls behind due to a lack of modern X
extensions.

There are some options for the future development of this
research. First of all, since we adopted existing DDX for Xorg,
we need to test graphic output very carefully and check if
our changes do not break anything. Although we ran several
programs such as x1lperf and more complicated examples
as browser and office suite, this validation process may be
deceiving. We need to use existing or invent a new method
to ensure correctness. Secondly, there are a lot of frameworks
built upon X, such as Qt and GTK. Supporting them will be
a benefit in terms of versatility because nowadays a lot of
programs do not directly use X API but these frameworks.
As was mentioned in the introduction - some inner parts or
ideas of X evolved into the new interfaces. Adopting one of
them, named KMS, may be very useful. Currently, it is the
main backend for X server instead of fbdev that we used.
Moreover, new technologies, such as Wayland, use it too.
KMS API will allow us to ensure compatibility of Baget
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graphic subsystem with the upcoming changes and ease future
development. Also only display features of X Window System
are used, accelleration via 2D or 3D accellerators is not used.
In the future, we plan to adapt DRI framework in the X server
for Baget operating system in order to use GPU accellerated
3D applications.
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Abstract—The primary goal of educational systems is to
enrich the quality of education by maximizing the best results
and minimizing the failure rate of poor-performing students.
Early predicting student performance has become a challenging
task for the improvement and development of academic
performance. Educational data mining is an effective discipline
of data mining concerned with information integrated into the
education domain. The study is of this work is to propose
techniques in educational data mining and integrate it into a
web-based system for predicting poor-performing students. A
comparative study of prediction models was conducted.
Subsequently, high performing models were developed to get
higher performance. The hybrid random forest named Hybrid
RF produces the most successful classification. For the context of
intervention and improving the learning outcomes, a novel
feature selection method named MICHI, which s the
combination of mutual information and chi-square algorithms
based on the ranked feature scores is introduced to select a
dominant set and improve performance of prediction models. By
using the proposed techniques of educational data mining, and
academic performance prediction system is subsequently
developed for educational stockholders to get an early prediction
of student learning outcomes for timely intervention.
Experimental results and evaluation surveys report the
effectiveness and usefulness of the developed academic prediction
system. The system is used to help educational stakeholders for
intervening and improving student performance.

Keywords—Academic  performance  prediction  systems;
educational data mining; dominant factors; feature selection
methods; prediction models; student performance

. INTRODUCTION

Education is considered as a key factor for the
development and long-term economic growth of every
country. The poor performance causes the problem of under
education and shortage of skilled manpower in developing
countries. That is academic performance is an important and
challenging task in educational institutions. In recent years,
educational institutions have tried to improve academic
performance and enrich the quality of their learning process.
One of the main goals in educational systems is to achieve the
high performance of education to increase the best results and
decrease the failure rate of poor-performing students. Due to

Takeo Okazaki?

Department of Computer Science and Intelligent Systems
University of the Ryukyus
1 Senbaru, Nishihara
Okinawa, 903-0123, Japan

their poor performance, it has arrived at the worrying issue in
educational institutions that those students are highly possible
to fail, drop out, or repeat classes [1]. To solve this problem,
the prediction has recently become one of the first and
foremost effective methods since at-risk students can only be
accurately identified early enough through the performance of
prediction [2]. Therefore, the early prediction has been
considered to be a powerful method for early identification of
students who are at risk and need intervention and assistance.

In the recent decade, innovation and information
technology have proven its significance in many areas of
applications. Educational data mining (EDM) is a research
field concerned with the application of data mining, machine
learning, and statistics applied to explore data in educational
contexts [3]. EDM combines several interdisciplinary fields of
study such as machine learning, statistics, data mining,
information retrieval, psycho-pedagogy, cognitive psychology,
recommender system methods, and techniques to various
educational datasets to resolve educational issues [4]. In the
context of educational settings, various managerial settings,
planning, and scheduling required effective techniques of
EDM to uncover the knowledge and information of student
learning patterns to give intervention and set up a policy to
improve academic performance [5][6]. Various analysis
techniques have been introduced for monitoring and
anticipating academic performance to keep track of teaching,
learning actions, and productive results.

The EDM process comprises of five main steps, as
illustrated in Fig. 1. The first step is to get the targeted data,
which can be collected from school databases or surveys using
questionnaires. The collected raw data is never cleaned or it
may be in the undesired format, so the second step is
preprocessing step where data is cleaned and transformed into
an executable format. The third step is to introduce particular
techniques of EDM to obtain the target of the experiment. The
answers to educational questions and decision making are
obtained from the interpretation of experimental results. The
last step is to modify the education process accordingly or
defer this step until the next investigation is conducted for a
better or more accurate result. The main goal of EDM is to
extract information from educational data to address important
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educational questions and support decision making. Several
studies on academic performance have been carried out using
methods from the EDM discipline. Numerous tools have been
applied according to the objectives of the studies. The
distinction of characteristics of data, the complexity of data,
the level of contribution signification, and limited
performance of existing methods require advanced techniques
of EDM [5][8].

Modify

Educational

Raw Data EDM Methods

Processing Interpretation Education

Process

A

Analyze Mcdified EDM Process
Fig. 1. Outline of EDM Process (Adapted from [7]).

Most researchers have worked on evaluating performances
of students in higher education, yet the study on high school
student performance evaluation is less. High school student
performance is a significant indicator of developing the
academic sector since it concerns the background knowledge
of students for secondary education and higher education. To
improve the poor performance of students in high schools, the
right intervention and improvement must be made to low-
performing students who are considered in the risk of failure.
Poor performing students are highly possible to fail in the
national exam and find themselves harder to survive in
university life [9]. In the context of academic poor
performance, EDM is used for timely prediction for
intervention and improvement. In this study, we proposed
developed models of EDM and integrate the model into a
web-based system for predicting high school student
performance.

In short, the modeling in this study is driven as the
following research questions:

(i) Question 1: How to obtain dominant factors (highly
influencing factors) that are required and sufficient for
controlling student's outcomes?

(ii) Question 2: Which prediction model of EDM offers
superior predictive results of student learning outcomes?

(iii) Question 3: How educators and related individuals can
predict student learning outcomes (the prediction system)
for giving intervention and improvement of student
performance?

Il. LITERATURE REVIEW

A. Feature Selection Methods and Prediction Models in EDM

Estrera et al. [10] predicted student performance for
academic ranking in a university in the Philippine using the
information records from high schools. Three prediction
models of data mining were used in this prediction. The
models used in the analysis are decision tree (DT), naive
Bayes (NB), and k-nearest neighbor (KNN). The data used in
the prediction was obtained from the information provided by
the admitted students to a university using a survey
questionnaire conducted on them. To get a better prediction
and better understanding of learning behaviors for assessment
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of students' success, the authors proposed feature selection
methods: Chi-square (CHI), information gain (1G), and gain
ratio (GR) in this study. As a result, the DT algorithm
generates the highest accuracy of 90.67%.

Dimic et al. [11] studied the behavior patterns of students
in the blended learning environment. Dataset used in the study
was created by integrating data from multiple sources into a
form applicable for data mining technique application. Dataset
of 225 instances was obtained. The experiment has focused on
data preprocessing steps in data mining. Feature selection
methods such as Information gain (IG), Symmetrical
uncertainty (SU), Relief (REF), correlation-based feature
selection (CB), wrapper method, classifier subset evaluator
methods were used to extract the most important features. The
dependencies of features were computed using information
measure (MI). The prediction models: naive Bayes (NB),
aggregating one-dependence estimators (AODE), decision tree
(DT) and support vector machines (SVM) were used as
prediction models using different feature subsets from each
feature selection method. The results indicated that the REF,
wrapper method, and M1 acted as the most successful features
selection methods in selecting the optimal feature sets. The
presented research concluded that selecting the subsets of
lower cardinality of students' learning activities gives a
significant improvement in predictive accuracy in a blended
learning environment.

Zaffar and Savita [12] investigated the analysis of feature
selection methods in improving the performance of prediction
models for predicting student academic performance. The
study utilized six feature selection methods: correlation
feature selection (CFS), Chi-squared, Filtered, information
gain (IG), principal component (PC), and Relief. Fifteen
classifiers were used: Bayesian Network (BN), naive Bayes
(NB), Naive Bayes Updateable (NBU), Multilayer Perceptron
(MLP), Simple Logistic (SL), Sequential Minimal
Optimization (SMO), Decision Table (DT), OneR, PART,
JRip, Decision Stump (DS), J48, Random Forest (RF),
Random Tree (RT), and REP Tree (RepT). The experiments
indicated that there is a significant improvement of 10 to 20%
accuracy when using different feature selection sets.

Saa et al. [13] used information systems record as features
that contain their high school records, and the university
records to predict the student performance in higher education.
The dataset used in the study was collected from a private
university. The dataset consists of 34 features and 56,000
samples contained students' personal information. He
introduced decision tree (DT), artificial neural network (ANN),
random forest (RF), naive Bayes (NB), logistic regression
(LR), and generalized linear model (GLM) as prediction
models. The study was to use student information record
systems to predict the performance levels of students and
identify the weakness and factors that affect student learning
outcomes. Hence, information gain (1G) was used for selecting
highly influencing factors. The experimental results suggested
that the RF algorithm was the most appropriate prediction
model in the prediction problem and the important factors
affecting student performance were identified.
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B. Early Prediction System using EDM

Early prediction or warning systems for predicting student
performance is regarded as the improvement or next step in
academic performance. It is referred to as prediction methods
capable of discovering important and useful information about
student learning patterns and risks of students such as
retention, drop-out, and students’ outcomes in an early stage.
The purpose of using an educational early warning system is
to give an earlier prediction of academic performance using
features that influence students’ success. Performance
exhibited by students in their learning could be predicted in
advance and possible failure can be prevented by the timely
intervention [1].

Hu et al. [14] investigated students’ interaction data in an
online undergraduate course by using EDM techniques to
develop an academic prediction system that could predict the
students’ learning outcomes exhibited by students in the
course recorded in a learning management system (LMS).
Various prediction models were used to predict the
performance of the pass/fail of students. The optimal
classification algorithm in the prediction system is the
Classification and Regression Tree (CART) supplemented by
AdaBoost. The experiment produced a classification accuracy
of 90%. The study concluded that the early warning prediction
system successfully predicted students’ learning performance
in an online course.

Akcapina et al. [15] proposed learning analytics to develop
an early warning system for predicting at-risk students
registered in an online course in a university. The study was
carried out using a dataset of 76 second-year students
registered in the Computer Hardw Course. The prediction
model used in the system is a k-nearest neighbor (KNN). The
experiment was examined regarding data obtained in Week 3,
6, 9, 12, and 14 to predict if at the end of the term student will
be unsuccessful or successful. In the data of the first 3 weeks,
the prediction rate of predicting unsuccessful student is 74%,
while in the week 14", the prediction rate increased to an
accuracy of 89%.

Lee and Chung [16] developed a dropout early warning
system based on machine learning to improve the performance
of dropout prediction. The study dealt with the problem with
the class imbalance between non-dropout and dropout groups
of students. The two baseline prediction models used in this
early warning system are random forest (RF) and boosted
decision tree (DT). The RF and boosted DT are combined

with the synthetic minority oversampling technique (SMOTE).

The data used in this study is 165715 records of high school
students taken from the National Education Information
System (NEIS) of South Korea. The combination of a boosted
decision tree that combined with SMOTE produced the best
results and improved the performance of the dropout early
prediction system.

C. The Current Study

Even if there were some existing works have proposed
early perdition systems using popular algorithms in EDM in
higher education or online courses, but still, a lot of attention
is needed to build an academic performance prediction system
with the analysis and help of developed prediction methods in
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EDM to get high and superior classification results. This work
proposes a study of developing an academic performance
prediction system (APPS) to predict student performance in
high schools. The study compost of the selection of
informative data, a proposed feature selection method,
developed EDM models, and a web-based support system (the
APPS) for timely-intervention to poor-performing students.
The framework of the study is illustrated in Fig. 2.

Learners

Management System

Educational Deploy Prediction Intervention
Datasets System

Data Preprocessing

Best Classifier Prediction Results

Dominant Factors

Prediction System

Fig. 2. The Framework of the Development of the APPS for Educational
Settings.

I1l. METHODOLOGY

A. Participants and Data

To give intervention to high school students, informative
data describing student learning patterns and highly
influencing factors is required. However, in most developing
countries, there is a shortage of educational data in high
schools. Even if there exists, most of the existing data are only
students’ personal information which is not so useful for
intervention purposes. Hence, this study carefully designs a
questionnaire form concerning related important factors
affecting student performance. The questionnaires for data
collection were prepared with references, assistance, and
guidance from (i) review literature, (ii) teachers from diverse
educational institutions, (iii) staff from the department of
research (MoEYS: Ministry of Education Youth and Sport,
Cambodia), and (iv) senior researchers in the education field.

The target of the study is to improve the poor performance
of students in high schools. The data used in this study was
obtained from many high schools in Cambodia. Educators and
related individuals can access a given online repository where
survey questionnaires were designed and subsequently the
survey for data collection can be conducted using Google
document at any time they need. However, the time of
conducting the survey is a critical factor. Oftentimes, the good
time for intervention is before the final exam of the academic
year. The data used in this study was collected by sharing
questionnaires to high school students in the semester I. The
reason is that this is a good time when the students already
started their classes. They have managed the overall pictures
of their learning habits, learning outcomes, and observed
factors that have significant impacts on their learning
outcomes during the semester. Collecting data in this period
can help in predicting students’ final grades and performance
levels, so that the intervention can be implemented at the
beginning of Semester Il, especially before the final national
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exam. The questionnaire comprises 50 questions covering
their personal information (6 questions), domestic factors (17
questions), students or individual factors (15 questions),
school factors (14 questions), and score record (1 question) as
shown in Table I. After students respond to the questionnaire,
data can be collected and automatically stored in a repository
where users can easily download the data with the right format
and upload it in the prediction system to get prediction results.
However, personal information is hidden since it contains
some information that needs to be protected and some
information that contains students’ identity so that it cannot be
used for intervention. The data used in the prediction consists
of 43 predictors/features and one output variable. The output
or target is the performing levels of students based on their
score record.

B. Data Preprocessing

Data preprocessing is a boring but important phase that
concern various data operations. Each operation aims to help
EDM build a better predictive model. It is quite an important
task to consider before putting into prediction. The proposed
algorithms require data cleaning, data transformation, and data
discretization to transform the data into an executable format
and improve the performance of the models. The data
preprocessing tasks and the experiment in our work were done
using R Studio, an integrated development environment (IDE)
for R programming language.

C. Evaluation Metrics

The classification performance is evaluated based on
evaluation metrics of prediction tasks. We use two standard
evaluation metrics to evaluate the performance of our
proposed models. The two metrics are Accuracy (ACC) and
Root Mean Square Error (RMSE).
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First, we want to compute the rate of our correct prediction.
Hence, the first and foremost used metric in classification,
called accuracy is used. From Table I, TP denoted the number
of correct predictions, and E the denotes incorrect predictions.
Accuracy of classification can be computed by using (1).

TP

_ Correctly predicted values

ACC =
Total values > TP +> E; 1)
TABLE I1. CONFUSION MATRIX OF THE PREDICTION
Predicted Classes

(%}
bt
g
O
T
=}
3]
<

TABLE I. FEATURES AFFECTING STUDENTS PERFORMANCE
Factors | ID Predictors (number of questions) Data types
Personal information (6)
PEDU Parents’ educational levels (2) Nominal
POCC Parents’ occupational status (2) Nominal
% PSES Parents’ socioeconomic levels (3) Ordinal
§ Pl Parents’ involvement (4) Ordinal
PS Parenting styles (4) Ordinal
DE Domestic environment (2) Ordinal
SELD Self-disciplines (5) Ordinal
= SIM Students’ interest and motivation (4) Ordinal
§ ANXI grtlléd:)rg;’] :?;()iety toward their classes Ordinal
POSS Students’ possession materials (3) Nominal
CENV Class environment (1) Ordinal
CuU Curriculum (2) Nominal
E TMP Teaching methods and practices (4) Ordinal
G - -
2 TAC ;I;Sachers’ attribute & characteristics Ordinal
RES Academic resource (3) Nominal

Our target is the predefined classes of student performance
based on students’ learning outcomes (scores). On the other
hand, it is hard to predict their real ability or performance
levels. Therefore, it is also important to measure how close
our prediction to the true value. Hence, another metric, root
mean squared error (RMSE) is proposed. The groups of poor-
performing students are classified into four levels: high risk
(HR), medium risk (MR), low risk (LR), and no risk (NR),
which are represented by 1, 2, 3, and 4. Using a confusion
matrix in Table I, RMSE can be calculated using (2).

RMSE = [=3 (47 -y
@

where y® €{1,2,3,4} is the actual performance level and

yP €{1,2,3,4} is the predicted performance level. In contrast
to the ACC, the smaller the RMSE, the better the model is.

D. Feature Selection Methods and Dominant Set

The performance of children, adult or adolescent can be
affected by many influencing factors, especially external
factors, motivation, and longitudinal factors. The main factor
for students to be successful in their academic lives is not
always about cleverness or 1Q, but about discipline,
motivation, and passion, which affect by environments around
(themselves, parents, educators, and friends). The predictors
are obtained for possibly effective factors that are categorized
into three main factors: home or domestic factors, student or
individual factors, and school factors [17]. As dimensionality
of domain expands, the number of features affects student
performance increases. However, it is not necessary to input
all the features in the prediction system or not convenient to
consider all factors for intervention. Hence, we wish to obtain
the optimal set of factors with less dimension are needed and
sufficient to control the success of students and improve the
performance of classification models. We call that optimal set
as the dominant set. Dominant factors play two important
roles. First and foremost, determining dominant factors is used
to enrich the quality of data, reduce computational costs, and
improve prediction or classification performance. Secondly,
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the dominant factors describe the learning behaviors and
factors that affect students’ achievement and well monitor or
assess the target in the academic system.

This study proposed feature selection methods to gain
informative features. By gaining the informative features or
dominant set, it can improve the performance of prediction
models and use it as a recommendation to learn behaviors of
students for intervention. Feature selection (FS) is a popular
technique in data mining that is used to accomplish this
purpose. There are three main approaches to feature selection,
filter methods, wrapper methods, and embed/hybrid methods
[18]. Wrapper and embed/hybrid methods are mostly
computationally expensive to run for optimal feature subsets
[19]. Filter-based selection methods are simple but effective in
selecting important features and enhance the quality of
prediction and classification performance. Filter feature
selection is independent of classifiers and more scalable than
wrapper methods [20]. We observe the performance of each
feature selection method and selected the method that boosts
the performance of classification accuracy. Three existing FS
methods and a proposed FS method are studied and compared.

1) Information Gain (IG): IG is a commonly used feature
selection method aiming at reducing dimensions of big data
and improving the performance of prediction models [11][13].
IG measures the relevance of a feature by separating the
training samples of input features to its target class. The
algorithms use the concept of Shannon’s entropy in
information theory to rank the importance of input features
[20].

2) Chi-square (CHI): CHI is a widely used algorithm
especially for testing the independence of two discrete
variables [10] & [12]. It is one of the famous variable tests in
statistics and a popularly used feature selection method
machine learning. The algorithm uses the concept of the chi-
square score of the classes to get the rank list of all attributes
[21].

3) Mutual Information (MI): MI is a method in the theory
of information which is used to calculate or measure the
dependency between random variables [22]. It is a symmetric
measurement that can recognize non-linear relationships
between variables. This property has made MI as a famous
method for feature selection since other widely used criterion
or method can only handle linear dependencies.

4) The Proposed FS Method (MICHI): Most of the filter
feature selection algorithms such as information gain (1G),
symmetric uncertainty (SU), and mutual information (MI) are
mutual information-based methods [22][23]. These algorithms
utilize the concept of mutual information (MI) and
information theory. Chi-square is one of the robust feature
selection methods that it is efficient for any dataset with
categorical input features [21]. MI and CHI are the two
popular and effective FS algorithms; however, we believe that
the combined-FS algorithm is better than trusting on a single
algorithm. The MICHI: MICHI is a proposed novel feature
selection method which is the combination of CHI and MI
algorithm based on the ranked feature scores.
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In this study, we proposed a MICHI feature selection
method as a combination of MI and CHI algorithms based on
the ranked vector score. Since, different feature selection
methods generate their feature score differently, before
combining them, we first normalize the scores of both Ml and
CHI scores into the same format scale. The normalization can
be done as in (3).

max min (3)
Similarly, the score of CHI can be normalized as in (4).
chi = CHI - CHI,
CHI_, - CHI . 4)

Next, we can get the vector score of the MICHI algorithm
which rearranges the order of importance of features base the
combined scores as in (5).

MICHI = [MIJ
CHI (5)

The score contains the information of both MI and CHI
scores. Recall that to get the magnitude of a vector is given by
the Euclidean norm of the vector. Hence, the score of the
magnitude of the score vector can be computed using (6).

IMICHL,| = /(ML) +(CHI,)’
(w1 +(cri) ©
This means that the score of a feature in the MICHI
algorithm can be computed as the norm of its score generated
by the MI algorithm and score generated by the CHI algorithm.

E. Classification Algorithms

Several EDM techniques from many works of literature
[2]- [13] were considered. We evaluated a diverse set of
algorithms on a dataset to see what works and drop what does
not work. This process is called spot-checking algorithms.
Three classes of EDM techniques consist of statistical analysis
techniques (predictive structural equation modeling), machine
learning techniques (random forest, logistic regression, C5.0
of the decision tree, sequential minimal optimization, and
multilayer perceptron), and a deep learning framework called
deep belief network were executed and compared [24]. The
random forest was found to be the best prediction model. The
improvement of the previously proposed prediction models
and additional models for predicting student performance was
further carried out [25]. K-nearest neighbor (KNN), ensemble
decision tree (Boosted C5.0 and Bagged CART), and random
forest (RF) outperformed the rest prediction models. The
developed prediction models are proposed in earlier works
[26][27]. In this study, we use KNN, and three developed
classifiers as our prediction models.

1) K-nearest neighbor (KNN): KNN is one of the
effective non-parametric EDM models used for classification
tasks. The KNN is an effective classifier and produces higher
classification results [25]. Like many other classifiers, the k-
NN classifier is noise-sensitive. Its accuracy highly depends
on the quality of the training data. Noise and mislabeled data,
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as well as outliers and overlaps between data regions of
different classes, lead to less accurate classification. It
performs much better with the dominant set of important
features.

2) Hybrid C5.0 and Hybrid RF: In the earlier work [26],
we have proposed hybrid machine learning models which are
the combination of baseline classifiers (support vector
machine (SVM), naive Bayes (NB), C5.0, and random forest
(RF)) with principal component analysis (PCA) and validated
by 10-fold cross-validation. The Hybrid C5.0 (C5.0+PCA+10-
CV) and Hybrid RF (RF+PCA+10-CV) were found to be the
best classifiers in our classification problem.

3) Improved Deep Belief Networks (IDBN): The IDBN is
the optimization approach of deep belief network (DBN)
model. We proposed an optimization approach composed of
(i) feature selection method, (ii) optimization of hyper-
parameter, and (ii) regularization method. The developed
model has introduced in our earlier work [27]. The improved
model was found to produce the most classification results
when using larger datasets.

IV. EXPERIMENTAL RESULTS OF PREDICTION MODELS

A. Experimental Results

This section gives comparative results of the four proposed
classifiers on the feature set of each FS method. Table Il
indicates the experimental results of the proposed classifiers
with the original dataset. Table IV to Table VII shows the
performance of the classifiers on subsets selected by 1G, CHI,
MlI, and the proposed MICHI. The dominant set of each FS
algorithm is found and the experimental results on each set are
studied and compared.

Table Il indicates the experiment results of the four
classifiers with the original dataset concerning the two
metrics: ACC and RMSE. The two tree-based models, Hybrid
C5.0 and Hybrid RF generate the highest ACC and lowest
RMSE.

The results presented in Table IV demonstrate the
performance of the four classifiers using datasets from the 1G
feature selection method. The performance of Hybrid C5.0
and Hybrid RF are comparatively better than the other models.
Hybrid RF generates the highest ACC and lowest RMSE with
both selected sets and dominant sets.

From Table V, the performance of KNN is significantly
improved when using the dominant sets containing the best 5
features set selected by the CHI algorithm. Hybrid C5.0 and
Hybrid RF generated the most successful classification
performance in this classification problem. The dominant sets
improved the performance of both hybrid models.

The results of ACC and RMSE of the four classifiers using
subsets from the MI algorithm are shown in Table VI. Hybrid
C5.0 and Hybrid RF outperform the other models when using
the selected set. However, the performance of KNN, Hybrid
C5.0, and Hybrid RF are comparatively improved when
considering the dominant sets.
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Table VII demonstrates the performance of the proposed
classifiers with the input feature subsets from the proposed
MICHI algorithm. The performance is significantly improved
when using the dominant sets. Hybrid RF produced the most
successful classification result.

TABLE Ill.  RESULTS OF PROPOSED MODELS ON ORIGINAL DATASETS
Proposed Models KNN Hybrid C5.0 | Hybrid RF IDBN
ACC (%) 95.95 99.25 99.72 83.14
RMSE 0.261 0.073 0.041 0.759

TABLE IV.  THE EXPERIMENTAL RESULTS USING SUBSET FROM IG (29

FEATURES)
Selected set Dominant set
Models
ACC RMSE N ACC RMSE
KNN 95.34 0.257 5 97.34 0.153
Hybrid C5.0 99.85 0.040 29 99.85 0.040
Hybrid RF 99.87 0.038 29 99.87 0.038
IDBN 85.63 0.571 29 85.63 0.571
TABLE V. THE EXPERIMENTAL RESULTS USING SUBSET FROM IG (29
FEATURES)
Selected set Dominant set
Models
ACC RMSE N ACC RMSE
KNN 95.34 0.257 5 99.17 0.087
Hybrid C5.0 99.85 0.040 29 99.86 0.026
Hybrid RF 99.87 0.038 29 99.95 0.015
IDBN 85.63 0.571 29 85.45 0.608
TABLE VI.  THE EXPERIMENTAL RESULTS USING SUBSET FROM MI (30
FEATURES)
Selected set Dominant set
Models
ACC RMSE N ACC RMSE
KNN 95.34 0.257 5 99.77 0.047
Hybrid C5.0 99.85 0.040 29 99.85 0.040
Hybrid RF 99.87 0.038 29 99.89 0.035
IDBN 85.63 0.571 29 87.03 0.525
TABLE VII. THE EXPERIMENTAL RESULTS USING SUBSET FROM MICHI
(29 FEATURES)
Selected set Dominant set
Models
ACC RMSE N ACC RMSE
KNN 95.34 0.257 5 99.85 0.011
Hybrid C5.0 99.85 0.040 29 99.89 0.035
Hybrid RF 99.95 0.011 * 99.98 0.008
IDBN 85.63 0.571 29 87.01 0.542

(*: from a set of five to 29 features, the values of ACC and RMSE are not statistically different)
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B. Summary and Discussion

This study aims to obtain both an optimal prediction model
and dominant set as useful information for educational
stakeholders. The optimal method is combined with a
dominant set to get accurate and informative results. Hybrid
RF generates the highest ACC and the smallest RMSE. The
result indicates that the proposed Hybrid RF with the
dominant set selected by the MICHI algorithm performs the
most successful classification result with an accuracy of
99.98% and RMSE of 0.008. Additionally, the experimental
results indicate that the proposed feature selection method
MICHI extracts the best dominant set. MICHI is a proposed
novel feature selection method which is the combination of
CHI and MI algorithms based on the ranked feature scores.
The feature set selected by the MICHI algorithm is rank
manually of the most important factors affecting student
performance. The set does not only improve the performance
of the prediction model but also describe the factors and
student learning behaviors that require assistance and intention
for improvement. Early predictions combined with counseling
and intervention is known as an effective solution for
improving the given problem. Therefore, the Hybrid RF model
and the dominant set from the MICHI algorithm are combined
and integrated into the APPS.

V. DESIGN OF THE APPS

A. The Design of the APPS

This section presents the design of the APSS. The design
consists of the web-based application linked to the server via
the internet. The clients can assess the application and upload
their data to obtain the results. The web-based application was

created using Shiny (an open-source R package in R language).

Since our experiment is done in R, hence Shiny App is the
best choice. The shiny application is built using R language
with its extension of the simplest code from HTML. CSS, and
JavaScript. However, it is good that Shiny helps us to turn our
analyses into interactive web applications without requiring
HTML, CSS, or JavaScript knowledge.

The architecture of the academic prediction system is
shown in Fig. 3. The recorded data that input in Ul (user
interface) is transferred to the server where the prediction
model is executed to figure out what is the performance level
of students. The results are then sent back to the client or user
on the Ul screen. The users are educational stakeholders such
as teachers, administration office, or related individuals who
have a dataset containing their student information. They can
input the collected dataset and obtain the results. Fig. 4
presents the introduction of the system.

The prototype illustrated in Fig. 5 presents the operation
follow of tasks in using the APPS. The flow chart aims to
introduce to users how to use this system and the steps in
using it to obtain the prediction results.

The system gives a link to an online repository for data
collection by conducting a survey questionnaire designed
using Google document so that users (educators, teachers, and

Vol. 11, No. 7, July 2020

schools) can decide when is the suitable time to make an early
prediction for intervention. Once the data collection is done,
users can upload the data in the system (File Upload button).
The results of prediction will be released in the system; in
which users can download the prediction results, identify the
poor performing group of students for intervention, and other
useful information for future use.

Fig. 6 demonstrates the information of students (the
dominant factors) and the rank of highly influencing factors
affecting student performance. The description of student data
can be stored in the interface and viewed to understand
students’ information. The results of the prediction are shown
in Fig. 7 where at the bottom, there is a button that users can
download the prediction results as a dataset in CSV format for
the use of any settings in the intervention.

Educational Stakeholder

The web-based APPS

LR : Low Risk
L1

HR: High Risk

e e o ot o e

T T TN

pe of the Introduce Interface of the APPS.

Prediction Results.
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Fig. 6. Summary of the Dominant Factors and Ranking the Highly
Influencing Factors.

il

Fig. 7. Prediction Results Identifying the at-Risk Levels of Poor-Performing
Students.

B. The System Deployment

Once the development of the Shiny app (the APPS) is
done, it is shared or distributed with users. There is two basic
option that can share. The first one is the Shiny app is shared
as R scripts, users can use and edit from runGitHub. Users can
use these scripts to launch the app from their R session. Users
with no knowledge of programming or no care of how it
works, the second type is the most comfortable way. Users can
use the app from a web page or browser, which is from
Shinyapps.io. This is definitely the most user-friendly way to
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share a Shiny app to users. They can navigate to our app
through the internet with a web browser.

C. The System Evaluation

In evaluating the usability of the web application of the
APPS, we designed a subjective questionnaire. The evaluation
is carried out based on ten characteristics of the system: useful,
motivating, user-friendly, relevant, reliable, efficient,
organized, time cost, adaptable, and sophisticated. The
guestionnaire was designed with a 5-point Likert scale ranging
from 1 to 5 (1: Strongly disagree, 2: Disagree, 3: Neutral, 4:
Agree, 5: Strongly agree). The participant of 57 students and
10 teachers are invited to join the presentation and test the
system. The response regarding the survey of usability of the
web application is shown in Table VIII. When writing 11 (1)
mean 11 students and 1 teacher agree with the given statement.

The student participants are 35 males and 22 female
students, and teacher participants are 7 male teachers and 3
female teachers. Most students and teachers agreed that the
system is useful and effective for predicting student
performance and identify the poor performing student for
intervention. The survey result shows that 82.08% supported
that the system is useful (55.22% agree, 26.86% strongly
agree), 83.58% thought that the system is motivating (62.68%
agree, 20.89% strongly agree), 91.04% felt that the interface is
friendly (82.08% agree, 8.95% strongly agree), 85.07%
believed the information was relevant (58.20% agree, 14.92%
strongly agree), and 73.13% thought that the system was
reliable (62.68% agree, 20.89% strongly agree), 82.08%
reported the efficient of the system (55.12% agree, 26.86%
strongly agree), 74.62% claimed that the system was well-
organized (58.78% agree, 20.89% strongly agree), 91.04%
realized that the system speed (time cost) was fast (64.17%
agree, 26.86% strongly agree), 88.05% of participants
perceived that the system was adaptable (62.68% agree, 20.89%
strongly agree), and 92.58% felt that the system was
sophisticated (77.61% agree, 14.92% strongly agree). The
analysis of the evaluation is shown in Fig. 8. The evaluation
survey indicates the effectiveness and usefulness of the
developed academic prediction system.

TABLE VIII. THE SURVEY RESULTS FOR EVALUATING THE APPS

Statement Description 5-point Likert Scale
1 2 2 4 5
Useful The system has helped student/instructor 00) [0() | 11(2) 31 (6) 15 (3)
A it is interesting to see that the system can give a feedback response for educators of the
Motivating challenges the students face that affect their learning outcomes 0(0) | 00O) | 12(1) 370) 1004
User-friendly | The interface is easy to use 00) |0 |42 52 (3) 1(5)
Relevant It’s easy to find the information I need 0@) [0 | 17(3) 35 (5) 15 (2)
Reliable | feel comfortable using the system 0@) |0() | 15(Q) 35(4) 73)
Efficient It p_roduces results immediately after feeding in the information, and results are given correctly, 00 |0© | 110) 31 (6) 15 (3)
easily and fast.
Organized It’s easy to learn its use, the interface is simple and well structure. 0() |0() | 14(Q3) 31 (5) 12 (2)
. The data can be obtained anytime and fast with the questionnaire in Google form and results of

Time cost prediction can obtain immediately after data collection 0@ | 00O | 5@ 39(4) 1309
Adaptable Student's weakness is known so that the right intervention can be put in place 00) |0 |62 44 (4) 7(4)
Sophisticated | This is innovative technology in educational system 0(0) |0 |5() 46 (6) 6 (4)

0|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Application,

Useful B2.1%
Mativating 83.6%
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Fig. 8. User Feedback Rating the Characteristics of the APPS.

VI. CONCLUSION

The purpose of this study is to use EDM techniques to give
an early-stage prediction for intervention and improving
student performance based on a developed academic
performance prediction system (APPS). The system gives
faster and more comfortable ways of users to get in-time data
of students for early predicting student performance levels and
learning patterns and improving academic outcomes. The
APPS composes of a developed prediction model and an
effective feature selection method for determining the
dominant factors for the success of student performance. We
proposed a comparative study of EDM of prediction and
classification task, the outperformed prediction models are
then developed and optimized to get the most successful
classification results. The comparative experiment of four
classifiers (KNN and Hybrid C5.0, Hybrid RF, and IDBN) is
carried out using feature sets from four FS methods (IG, CHI,
MI, and the Proposed MICHI method). The analysis of
dominant factors is cooperated and combined with the best
classifier. The dominant set obtained from the MICHI
algorithm  significantly improves the performance of
prediction models and used as a set of highly influencing
factors that need to be considered for intervention and
improvement of student performance. The experimental
outcomes indicate that Hybrid RF outperformed the other
three classifiers with the superior classification results. The
developed prediction model and dominant factors are
integrated into the web-based prediction system.

The finding of this work confirms the effectiveness of the
prediction model and the usability of the APPS. The system
illustrates operation flows consist of the method of faster and
more comfortable way of data collection, dominant factors
that have a significant impact on the student performance, and
results of prediction. According to the results from APPS, it is
informative for educational institutions to carry out the right
intervention for improving student performance. The
developed prediction system will help educational
stakeholders such as teachers, educational administrators, and
policymakers, and related individuals to improve academic
performance in educational institutions. The teachers can
quickly adjust their teaching methods and adopt adaptive
teaching approaches to meet the needs of students.
Educational stakeholders and related individuals can figure
out the weak points and the solution to make improvements.
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Therefore, overall learning quality and learning performance
can be improved greatly and reduce the failure rate of poor-
performing students.
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Abstract—This paper presents a network reconfiguration
approach for minimizing power loss of the distribution system
based on moth swarm algorithm (MSA). The MSA is a recent
metaheuristic inspired from the navigational technique of moths
in the dark for finding food sources. For searching optimal
solution, MSA used three different mechanisms of generating
new solutions consisting of Lévy-flights, Gaussian walks and
spiral flight. The effectiveness of MSA is validated on two
distribution systems consisting of the 33-nodes and 69-nodes. The
simulation results are compared to particle swarm optimization
and other available approaches in the literature. The calculated
results on the test systems show that MSA can be an effective and
reliable tool for the NR problems.

Keywords—Network reconfiguration; moth swarm algorithm;
power loss; particle swarm optimization; distribution system

I.  INTRODUCTION

Network reconfiguration (NR) is a method of finding the
optimal radial topology of the distribution system (DS) to reach
the goals related to economic or technical benefits. It is
performed by changing the status of switches located in the
DS. Due to huge benefits of NR technique, it has attracted lot
of concerns of researchers for finding the efficient solving
method.

The first NR solving method is based on the branch-and-
bound technique [1]. In which, to find the optimal network
configuration for power loss reduction, each switch on closed
network is opened to form the radial network reconfiguration.
Then many different methods have been proposed for the NR
problem, especially techniques based on metaheuristic
algorithms. In [2],[3], genetic algorithm (GA) has been
proposed to find the optimal network configuration for
minimizing power loss of the DS. In which the branches and
switches are encoded in the solution vector in [2] while in [3]
only open switches are shown in the genetic string of GA. In
[4], particle swarm optimization (PSO) is successful applied
for the NR problem to find the optimal radial topology for
power loss reduction. Similar to [4], PSO is also used as
searching tool for finding network configuration in [5], [6].
The NR problem for loss reduction is also solved by artificial
bee colony algorithm (ABC) [7]. In this study, the
effectiveness of ABC has been demonstrated by the compared
results with other approaches available in the literature. In [8],
ant colony search (ACO) is used to determine the optimal
network configuration to reduce losses and enhance load
balancing of the DS. In addition to the aforementioned popular
algorithms which have been successfully applied to the NR

*Corresponding Author

problem, some reconfiguration methods based on newly
developed algorithms or improved versions of the well-known
methods have also been proposed and achieved good results
such as improved cuckoo search algorithm (ICSA) [9],
fireworks algorithm (FWA) [10], biogeography based
optimization (BBO) [11], modified particle swarm
optimization (MPSQ) [12], improved selective binary PSO (IS-
BPSO) [13], modified flower pollination algorithm (MFPA)
[14], invasive weed optimization (IWO) [15], adaptive shuffled
frogs leaping algorithm (ASFLA) [16], binary particle swarm
gravity search algorithm (BPSOGSA) [17], harmony search
algorithm (HSA) [18], [19], improved adaptive imperialist
competitive algorithm (IAICA) [20], and grey wolf
optimization (GWO) [21].

It can be seen that the NR problem can satisfy various
technical goals such as loss reduction, load balancing, feeder
balancing, voltage improvement and reliability enhancing, etc.
In particular, loss reduction is one of the most important goal in
operating the distribution network because the power loss of
the distribution network is often higher than the losses of other
parts of the power system. In terms of the method of solving
the NR problem, finding new approaches to enrich the search
tools of optimal network configuration is still a worthy of
concern as the development of the field of optimization is more
powerful and more and more good algorithms have been born.

Moth swarm algorithm (MSA) is a recent metaheuristic
inspired from the navigational technique of moths in the dark
for finding food sources [22], [23]. The moths fly in the right
direction in the dark based on light sources like stars or moons.
To apply MSA for the optimization problem, position of a light
source and its luminescence intensity are considered as a
candidate solution and the quality of the candidate solution.
Furthermore, the population of moths is divided into three
groups consisting of pathfinders, prospectors and onlookers
with different roles for exploring and exploiting the search
space. In [22], MSA has shown advantages compared with
PSO as well as other methods for the optimal power flow
problem but the application of MSA for other problems related
to power system like the NR problem is still a question.

In this study, MSA is adapted to find the optimal network
configuration with minimizing power loss. The NR method
based on MSA is evaluated on the 33-nodes and 69-nodes
distribution networks. The calculated results are compared with
PSO and other available approaches in the literature. The main
contributions of the paper can be summarized as follows:
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e MSA is successful adapted to solve the NR problem for
minimizing power loss.

e MSA is better than PSO for finding the optimal network
configuration with higher successful rate and better
quality of obtained solution.

e MSA is able to determine the better network
configuration compared to some available approaches
in the literature.

The structure of the paper is organized as follows: The
mathematical formulation of the NR problem is presented in
the Section 2 meanwhile the MSA for solving the NR problem
is shown in Section 3. Section 4 presents the performance of
MSA on the test systems. Finally, the conclusion is
demonstrated.

Il. MATHEMATICAL FORMULATION OF NETWORK
RECONFIGURATION

The power loss (Ploss) of the distribution system (DS) is
determined by sum of loss of lines in the DS as follows:
Ploss = ¥1' AP ()]

=1

In which, AP; is power loss of the line i. n;; is humber of
lines of the DS.

The network configuration obtained has to satisfy the
below constraints:

Constraint of radial topology: This condition is maintained
by the following formula [24]:

|det(M)| =1 )

In which, det(M) is the M matrix’s determinant. M is a
line by node matrix that is built by relationship among lines
and nodes of the DS.

Constraints of voltage and current:

{Vzo S Vi) =1 T -

Ii < Ii,hi ;i = 1, ey Ny

In which, V; is the voltage magnitude of the node j. V, is
the allowed minimum voltage magnitude that is usually chosen
to 0.95 p.u. n,, is the number of nodes of the DS. I; and I; ;
are the current and rated current of the line i.

I1l. MOTH SWARM ALGORITHM FOR NETWORK
RECONFIGURATION

The moths transit through a space relying on the angle
between a light source and their flying direction. Therefore, in
MSA, position of each moth is also considered as a candidate
solution. Furthermore, the population of moths is divided into
three groups consisting of pathfinders, prospectors and
onlookers. In which, the first group has a role of exploring the
search space to determine light sources for guiding the warm.
The second one has a role of hiking the area that is the
neighborhood of the light sources. The final group tends to
move slowly to the light source obtained by the second group.

The application of MSA for the NR problem is described in
more details as following:

Vol. 11, No. 7, 2020

Step 1: Generate randomly new solutions

In order to apply MSA for the NR problem, each network
configuration is considered as the position of moths in the
search space. Thus, the population of solutions are produced
randomly as follows:

Mo, ; = round (Molo,j +rdy. (Mop j — Molo,j)) (4)

Where Mo, ; is the value of the variable j with j =1, 2, ... ,
d of the solution i withi = 1, 2, ... ,n. The d and n are
dimension of the problem and size of population. rd, is result
of the function of rand [0,1]. Moy, ; and Mo,, ; are the upper
and lower boundaries of the variable j.

The quality of each moth in the population is calculated by
using the fitness function as follows:

f; = Ploss + Ky.[(max(Vpyim — Vio),0) + (max(max(li/
Iip)—1),0)] )

Where K, is penalty coefficient. V,,;, is the minimum
voltage amplitude of the DS.

Based on the moths’ quality, n,,, best moths are selected to
become pathfinders or called light sources and the rest moths
will be considered as prospectors and onlookers follow
descending order of quality.

Step 2. Generate new solutions for updating pathfinders

All of pathfinders are updated in this step but not of all
variables of each pathfinder is renewed. The variables chosen
for updating by the following technique. Firstly, the variation
coefficient of all variables in the dimension j of the pathfinders
(cvj) is determined as follows:

2
Loyl L yPA
\/npazin (M"l.l Tpa Zi=1 Mol.])
CV]' = T (6)

The average value of variation coefficients is calculated as
below:

1
CVimean = EZ?:l Cvj (7)

Then any variable of pathfinder that has the lower variation
coefficient compared to the average variation coefficient is
selected for renewed. The group of variables (g,,) for
renewing is determined as follows:

Jj € Gup s if CVj < CVipean (8)

In order to update the variable that belongs to the group
Jup, the crossover technique among pathfinders are used as
follows:

Moy pew = round (Mor1 + LVpy. (Mory — Moy3) +

LVpZ- (MOM- - MOT‘S)) (9)
Where Mo, ., are new sub-solution vector of the

pathfinder p with p =1,..,n,, . Mo,; to Mo,s are five

pathfinders selected randomly. LV,,; and LV,, are scale factors
which are produced by the Lévy-flights as below:
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LV; = sc @ levy(a) (10)

Where sc is a scaling factor that is chosen to 0.01. a is
distribution factor in [0, 2]. ® is the entry-wise multiplications.

Then, the new sub-solution vector of the pathfinder is
merged with the rest part of the pathfinder to create new
pathfinder as follows:

Mop,new,j; ifje Gup

Mo, ; ; otherwise (11)

Moy new,j = {

The news pathfinders are evaluated quality by the fitness
function. Then, the selection technique is used to retain the
better pathfinder as follows:

Mop,new ; if f(MOp,new) < f(MOp)

Mop pew = {Mop ; otherwise (12)

Step 3. Generate new prospectors

The number of prospectors (n,,) in the population is not
fixed, it depends on the number of iterations performed by the
algorithm and is determined as follows:

Ny = round ((n - npa). (1 - %)) (13)

Where g and G are the current iteration and the maximum
number of iterations for performing MSA.

Then each prospector in the population is renewed based on
the spiral flight technique as follows:

Mo; ey = round(|Moi - Mop|. e®.cos2m + Mop) (14)

Where, Mo; .., and Mo; is the new and current solution i
with i € {n,, + 1, ...,np, + 1y, }. @ is @ random number in
[(—1 - %),1]. Mo, is a pathfinder selected from the n,, of

pathfinders. The probability of the pathfinder p chosen is
determined as follows:

s (15)
o208 o

Prob, =

Based on the new prospectors generated, their quality is
evaluated by the fitness function. However, in this step, the
selection technique does not used to update the current
prospectors because the new prospectors may be chosen to
become light sources if they have better quality than the
pathfinders. Thus, updating of the current population of moths
will be performed at the end of the MSA.

Step 4. Generate new onlookers

In order to produce new onlookers, the number of
onlookers that is determined by (16) is divided into small
groups and each group is generated by different techniques.
The details of producing new solutions of onlookers are
described as follows.

Nop =N = Npg — Npr (16)

A half of new onlookers are generated by using Gaussian
walks technique as follows:

Mo; oy = round(Mol- +vy+ (rd,. Moyes; — 1ds. Mol-)) (17)
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Where Mo; ., and Mo; is the new and current onlooker i
withi=1,..,n,,/2. Moy, is the best so far moth in the
population. rd, and rd5 are random number in [0,1]. y is a
normal stochastic distribution vector that is determined from
the Gaussian walks technique as follows:

Yy =rd,®N <Mobestrlo%- (Mo; — MObest)) (18)

Where rd, is random number vector with length of d.

A rest half of new onlookers are generated by the
associative learning technique as follows:

Mo; oy, = round (Moi + 1. rand([Moi — Mo, ,Mo;p; —
Mo;]) + 29/G.7ds. (Mopesy — Moy) + (1 — g/
G).rd,. (Mop - Moi)) (19)

Where Mo; ., and Mo; is the new and current onlooker i
withi = 1,...,n,,/2. T is scale factor chosen to 0.001. Mo, is
a pathfinder selected from the n,, of pathfinders with
probability of Prob,. Mo;;, and Mo, 5; are lower and upper

boundaries of the moth. rds and rd, are random number in
[0,1].

Based on the new onlookers generated, their quality is
evaluated by the fitness function.

Step 5: Update new population and determine the best so
far solution.

Based on the quality of the current population and new
moths. The moths are sorted in ascending order of the fitness
values. The n top moths are selected to become the new
population and the types of moths are determined again. In
addition, the best pathfinder of the population is chosen to the
best so far solution.

The steps 2 to 5 of MSA are executed continuously until
the number of iterations reach to the maximum value G. Then
the best so far solution is considered as the result of the NR
problem.

IV. RESULTS AND DISCUSSION

In order to find optimal network configuration, the MSA
for the NR problem is run in a personal computer with 2.4Gh
of CPU and 4G of RAM on the Matlab platform. Two DS
comprising of the 33-nodes and 69-nodes systems shown in
Fig. 1 [25], [26] are used to find the best network
configuration. For both of the DS, the penalty coefficient K, in
the fitness function equation is set to 1000. The population of
moths are set to 20. The maximum number of iterations is
chosen to 150. The MSA is executed in 50 trials, the best
network configuration in all of runs are considered as the
results of the problem. In this study, the results obtained by the
proposed MSA are not only compared to those of previous
methods in the literature, but also to the PSO that is coded and
performed in the same computer for demonstrating the
effectiveness of the MSA. In which, PSO is one of well-known
algorithm and it is successful applied to many network
reconfiguration problem [4],[5],[6].
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A. The Optimal Network Reconfigurations

For the 33-nodes network, the initial network configuration
with open switches {33-34-35-36-37} that causes power loss
(Ploss), minimum voltage amplitude (V,,,;,,) and maximum of
current per rate current (I /1-4te)max OF 202.6863 kW, 0.9131
p.u and 0.8250, respectively. In which, the V,,;, is 0.0369
lower the permit range of the voltage amplitude. The network
reconfiguration result by using the proposed MSA is presented
in Table I. After reconfiguration by MSA, the switches {7-14-
9-32-28} are opened instead of {33-34-35-36-37}. At that
time, the total loss of the system is only 139.9823 kW that is
reduced by 30.94% compared to the original network
configuration. Furthermore, the Vi, and (I/6-4te)max have
been enhanced. In more details, the V,,;,, is 0.0281 higher than
that of the initial configuration and the (I/I4te)max 1S lightly
reduced from 0.8250 to 0.8126 after reconfiguration. The
voltage and current of the 33-nodes system before and after
reconfiguration by MSA are shown in Fig. 2. The figures
demonstrate that most of node voltage amplitudes have been
improved compared to the initial network configuration and the
current of lines has been reduced after reconfiguration.

In comparisons with PSO and other previous methods, the
result obtained by MSA is equal to that of PSO and the
methods consisting of ACO [8], FWA [10]. While the methods
comprising of 1S-BPSO [13], ICSA [9], BBO [11], MPSO
[12], MFPA [14], MOIWO [15], IAICA [20] and GA [3], the
loss reduction obtained by MSA is 0.21% lower than that of
the aforementioned methods but the minimum voltage
amplitude is 0.0034 higher and violation of minimum voltage
constraint at a smaller level than above methods. Compared to
and HSA [18], the loss reduction obtained by MSA is 1.08%
and 1.34% higher. In addition, the minimum voltage amplitude
is also more improvement than the two above methods.

For the 69-nodes network, the Ploss , Vp, and (I/
Leate)max OF the initial network configuration with open
switches {69-70-71-72-73} are 224.8871 kW, 0.9092 and
0.8767, respectively. In which, the V,,;, is 0.0408 lower the
permit range of the voltage amplitude. The network
reconfiguration result by using the proposed MSA is presented
in Table Il. After reconfiguration by MSA, the switches {69-
70-14-57-61} are opened. This network configuration only
causes 98.5875 kW that is reduced by 56.16% compared to the
original network configuration. In addition, the V,,;, and
(I1/L-ate)max have been improved. In which, the V,,;,, is 0.0403
higher than that of the initial configuration and the (I/

23 24 25

a) The 33-nodes test system
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Irate)max 1S lightly reduced from 0.8767 to 0.8572 after
reconfiguration. The voltage and current of the 69-nodes
system before and after reconfiguration by MSA are shown in
Fig. 3. The figures send a message that the obtained benefits in
enhancing voltage and current profiles after reconfiguration are
noteworthy. Compared with PSO and other previous methods,
the result obtained by MSA is identical to that of PSO and the
methods consisting of ICSA [9] , ASFLA [16], BPSOGSA
[17], FWA [10], BBO [11], GWO [21] and IAICA [20].
Compared to HSA [19], the loss reduction obtained by MSA is
2.93% higher.

B. The Performance of MSA

The performance of MSA and PSO for the 33-nodes and
69-nodes system in 50 independent runs as presented in
Table I1l. For the 33-nodes system, although both MSA and
PSO have identified the optimal solution, MSA has found the
best solution in 29 runs while PSO has only reached in the 5
runs in total of 50 independent trials. In addition, the
maximum, average and standard deviations (STD) values of
the fitness function in 50 runs of MSA are also much smaller
than those of PSO. Specifically, these values of MSA are
161.0744, 150.6089 and 2.7915 which are much lower than
185.3416, 161.6831 and 9.3295 of PSO. The average number
of converged iterations of MSA is higher than that of PSO, but
obviously MSA usually converges to the optimal value while
PSO is not. The calculation time of MSA is 1.0894 seconds
faster than PSO. The maximum, minimum and average
convergence curves of MSA and PSO for the 33-nodes system
are presented in Fig. 4(a). From the figure, the average curve of
MSA converges to lower value than that of PSO and the
convergence value of the MSA’s average curve is nearly equal
to the convergence value of the smallest curve. This proves the
superior efficiency of MSA compared to PSO for the NR
problem.

The results obtained on a 69-nodes system are similar to
those of the 33-nodes system. In 50 runs, the number of runs
found the best solution of MSA is 20 while this number of PSO
is only 5 runs that is 15 runs lower than compared to MSA.
Similarly, the maximum, average and STD values of the fitness
function in 50 runs of MSA are also much smaller than those
of PSO. The calculation time of MSA for the 69-nodes system
is 3.2731 seconds faster than PSO. The convergence curves of
MSA shown in Fig. 4(b) are also send a message that MSA is
more efficient and reliable than PSO for the NR problem.

28 29 30 31 32 33 3 35
——— 00— 00— 00—
= 29 30 31 V32 Va3 34
47 48 49 50
| AT T 73 i
53 54 55 56 57 58 isg 60 61 62 63 64 65
o606 66 0 06— 6—6—6
53 © 54 © 55 © 56 57 58 © 59 T 60 © 61 62 63 © 64
27| a6 66 67
52 = 73
1 © i 70 i
| 2 4 5 6 7 8 910 [1112 #1314 15 16 17 18 19 20 2122 23 24 25 26 |27
® o—0—8 Py ®-6-06-6-6-06-0-0
[T 273 4596 71870 10 V11112713 714715716 V17 P18 W10 P20 921922923 924 925 926
22 * S1 ¥ 68 69
35 *—o 69 g 71
51 7]
36 37 38 39 40 41 42 43 44 45 46
...... o—6
36 37 38 39 40 T4l 420 43 44 T 45

b) The 69-nodes test system

Fig. 1. The Test 33-Nodes and 69-Nodes Systems.
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TABLE I. THE RESULTS OF NETWORK RECONFIGURATION BY MSA FOR THE 33 NODES SYSTEM
Method Open switches Ploss (kW) Reduction (%) Vinin (P.U) (/1 ate) max
Before rec. 33-34-35-36-37 202.6863 - 0.9131 0.8250
Proposed MSA 7-14-9-32-28 139.9823 30.94 0.9412 0.8126
PSO 7-14-9-32-28 139.9823 30.94 0.9412 0.8126
ACO [8] 7-14-9-32-28 139.9823 30.94 0.9412 -
FWA [10] 7-14-9-32-28 139.9823 30.94 0.9412 -
IS-BPSO[13] 7-14-9-32-37 139.5500 31.15 0.9378 -
ICSA [9] 7-14-9-32-37 139.5500 31.15 0.9378 0.8123
BBO [11] 7-14-9-32-37 139.5500 31.15 0.9378 -
MPSO[12] 7-14-9-32-37 139.5500 31.15 0.9378 -
MFPA [14] 7-14-9-32-37 139.5500 31.15 0.9378 -
IWO [15] 7-14-9-32-37 139.5500 31.15 0.9378 -
IAICA [20] 7-14-9-32-37 139.5500 31.15 0.9378 -
GA 3] 7-14-9-32-37 139.5500 31.15 0.9378 -
HSA [18] 7-10-14-36-37 142.6816 29.60 0.9377 -
0.8 | - Before rec. |
0.98 | 4 - After rec.
) 06 | i
S 096 | 1
3 g
£ o004 | 1= 04 1
£
[
@ -
Iy 1] I ““lll |
o
> After rec.
0.9 - i 0 “l“.“lln ] III |I|
0 5 10 15 20 25 30 0 10 20 30 40
Node Line
a) Voltage profile b) Current profile
Fig. 2. Voltages and Currents of the 33-Nodes System before and after Reconfiguration.
TABLE Il. THE RESULTS OF NETWORK RECONFIGURATION BY MSA FOR THE 69 NODES SYSTEM
Method Open switches Ploss (kW) Reduction (%) Vnin (P.U) (/1 ate) max
Before rec. 69-70-71-72-73 224.8871 - 0.9092 0.8767
Proposed MSA 69-70-14-57-61 98.5875 56.16 0.9495 0.8572
PSO 69-70-14-57-61 98.5875 56.16 0.9495 0.8572
ICSA[9] 14-57-61-69-70 98.5875 56.16 0.9495 -
ASFLA [16] 69-70-14-56-61 98.5875 56.16 0.9495 -
BPSOGSA [17] 69-70-14-56-61 98.5875 56.16 0.9495 -
FWA [10] 69-70-14-56-61 98.5875 56.16 0.9495 -
BBO [11] 14-70-69-58-61 98.5875 56.16 0.9427 -
GWO [21] 56-14-61-69-70 98.5875 56.16 0.9495 -
IAICA [20] 69-70-14-56-61 98.5875 56.16 0.9495 -
HSA [19] 13-18-56-61-69 105.190 53.23 0.9495 -
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Fig. 3. Voltages and Currents of the 69-Nodes System before and after Reconfiguration.
TABLE Ill.  THE PERFORMANCE OF THE PROPOSED MSA FOR TWO TEST SYSTEMS
Item MSA for the 33-nodes PSO for the 33-nodes MSA for the 69-nodes | PSO for the 69-
system system system nodes system
Optimal solution 7-14-9-32-28 7-14-9-32-28 69-70-14-57-61 69-70-14-57-61
Number of trials found the optimal solution 29/50 5/50 20/50 12/50
Maximum value of fitness function 161.0744 185.3416 116.3852 140.7413
Minimum value of fitness function 148.7392 148.7392 99.1169 99.1169
Average value of fitness function 150.6089 161.6831 105.0324 114.1333
STD value of fitness function 2.7915 9.3295 6.2900 15.1119
Maximum of convergence iterations 149 67 150 76
Minimum of convergence iterations 4 2 8 7
Average convergence iterations 63.06 22.84 79.06 35.18
STD of convergence iterations 48.3167 17.4313 50.1603 17.6412
Execution times (second) 8.3247 9.4141 25.2191 28.4922
250 . ; 250 , .
m Average of MSA ms Average of MSA
\,l  w Min. of MSA ‘ s = Min. of MSA
I‘ == Max. of MSA = Max. of MSA
m— Average of PSO 200 mm Average of PSO 4
é 1 | = Min. of PSO é h = Min. of PSO
o o
2 200 L == Max. of PSO 12 1 - Max. of PSO
7 i 7 I
2 e ! v
& B o e e e e e e o omm om £ 150 | Y - A
ks I ks = - "—-'ﬁDF-—-—-—-—-—-—-—--
S g \
= \— =
0 50 100 150 0 50 100 150
Iteration Iteration
a) For the 33 nodes system b) For the 69 nodes system
Fig. 4. Comparisons of Convergence Curves of MSA and PSO for Two Test Systems.
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VI. CONCLUSION

The paper presents the network reconfiguration approach
for the NR problem based on MSA. The goal of the NR
problem is to find the best network configuration for
minimizing power loss. The effectiveness of MSA is validated
on two DS consisting of the 33-nodes and 69-nodes. The
simulation results are compared to PSO and other available
approaches in the literature. In comparison with PSO, MSA
can determine the best network configuration with higher
successful rate and better quality of obtained solution. In
addition, MSA also outperforms to some previous approaches
in the literature. Thus, MSA can be an effective and reliable
tool for the NR problems. For future work, MSA can be used
for the planning of practical distribution system operation.
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Abstract—The new environmental friendly microwave
technologies represents an important concern in the
environmental policies. The use of microwave energy for the
processing of different agricultural products presents the
advantage of a green technology which allow a uniform
distribution of electromagnetic and thermal field with a short
relatively time of the process. In the paper is studied the
microwave drying technology used in the drying process of oat
seeds. In this sense the experiments were carried out for different
working conditions of the equipment with respect to applied
microwave power and obtained temperatures. A numerical
model associated to the problem and solved by the means of finite
element method is used. These allows us to obtain the
electromagnetic field distribution through simulation inside the
microwave dryer. The simulations were performed in order to
obtain good quality products that may be used for seeding and
food industry. The approached method is flexible so as it can be
applied to all cereals.

Keywords—High frequency electromagnetic field; numerical
simulation; microwave processing; oat drying; agricultural seeds

I.  INTRODUCTION

In the context of the global economy, a major importance
is the maintenance of the quality of stored agricultural
products intended for use as seeding, the food industry and
animal husbandry. Depending on weather conditions at
harvest [1], the physical properties of agricultural seeds may
be different, so when are harvested, they may have a different
relative humidity having a maximum permissible value of
21%. Ensuring the optimal storage conditions of agricultural
products, in order to avoid their deterioration or contamination
due to mycotoxin factors is required the ensuring a low
moisture content of the samples. In this sense, in the
specialized literature it is recommended that the maximum
value of the humidity of the stored cereal agricultural products
does not exceed the maximum value of 14%. [2, 3]
Consequently, regardless of the method, the moisture content
of the harvested agricultural product must be reduced before
storage.

Current trends in ensuring a healthier diet have stimulated
the growing demand for oats for human consumption even
though oats were initially used as feed. Farmers recognize the
uniqueness of the nutritional qualities of oats, which have a

2,3,4,56

high content in high quality protein with a low energy content,
resulting in easier digestion.

Scientific research [2] in the field has shown that oat is a
special cereal product, it does not contain gluten and has a
high content of lipids beneficial to the body. In the case of
oats, the enzymes associated with lipids are activated during
industrial milling, so as oat oils are of nutritional importance
in the content of oat products resulting from milling.

Among cereals, oats have the highest concentration of
lipids that provide a significant amount of energy in human or
animal nutrition, oat fatty essential oils are unsaturated with a
high content of linoleic acid, an acid beneficial to the body
and which allows the reduction of the amount of blood
cholesterol serum [4]. Depending on the variety of oats [5],
the concentration of lipids can vary and reaches values
between 3.1-11.6%, oils which can be easily extracted.

The variation of the individual concentration of fatty acids
in oat crops depends on the type of selected oat and can be
manipulated by genetic modification of the seeds. The
medium values in composition of fatty acids from oat reaches
the percentage of 0.6% for myritic acid, 18.9% for palmitic
acid, 1.6% for stearic acid, 36.4% for the oleic acid and 40.5%
for the linoleic acid [2].

The oat drying operation presumes reduction of its
moisture content, through exposure to a thermal field of the
sample. Thus, the reduction of the moisture content of the
oats, without a qualitative deterioration of it, is a problem of
interest, having a high degree of complexity. The reduction of
the moisture content is achieved by exposing the sample to a
thermal field [6, 7], which implies the continuous control of
the temperature values of the thermal field so as the maximum
value of the temperature during drying do not exceed 70
degrees.

The specialized literature [8-13] presents the versatility of
adapting microwave technologies in different industrial
applications. Unlike conventional drying methods [3],
microwave drying technologies are environmentally friendly,
having a number of advantages [8-13] such as selective
heating by transmitting energy directly to the entire volume of
the dielectric thus reducing processing time, and the energy
consumed, ensuring a rapid release of moisture content. Also
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the process allows automatic real-time control of the entire
process by continuously monitoring the humidity and
temperature, the quality of the resulting product being superior
compared to other drying methods. Compared to conventional
installations, the microwave system has smaller construction
dimensions, less components, respectively the maintenance
costs are substantially reduced.

Researches in the field [14-16], point out the fact that an
important issue is to determine the energy values that should
be applied to the seed bed so as the free water to be removed
without affecting the integrity of the sample. In the literature
[17-19], are presented different computations approaches used
for the complex analysis of the high frequency
electromagnetic field problems. The researches performed in
the paper study the microwave drying possibilities of the oats.
For the beginning a numerical model associated to the
problem is numerical computed by the means of finite element
method, resulting the field values. Further, the obtained
numerical results were used during experiments to set-up the
microwave drying. The microwave drying process studied in
the paper presents an important issue due to increase grain
storing request once with the climate changing opening new
directions for future researches in the field, due to its
advantages in improving the drying process efficiency without
affecting the quality of the products.

Il. THE DRYING MECHANISM

The drying of agricultural cereal products is a
simultaneous process of heat and mass transfer, in which the
moisture content of the wet material (in this case oat seeds), is
reduced to a level that gives it safety in storage and
distribution, as well as in keeping its qualities. Researches in
the field presents different technologies used for the reduction
of relative humidity for different agricultural products [1], [4].
The drying operation involves in this case the transfer of heat
to the macro-particles and can be performed by: convection,
conduction, or high frequency electromagnetic radiation.

The convection drying is based on a convective heat
transfer from the heated air to the solids (in our case oats) [1].
The hot air is forced to pass through a fixed layer of grains,
heats them and then drives to the process of diffusion of
moisture that results during drying. Although the drying rate
can be increased by increasing the air temperature, there is
still a limit to the air temperature around which the
phenomenon of grain overheating can occur, especially in the
areas adjacent to the air inlet. Overheating leads to cracking of
the grains [4], decrease of the standard weight, and decrease of
the content of trace elements and of course their germination
capacity. Usually the convection drying process [2] is
performed with a high energy consumption, because the entire
seeds bed is heated to the evaporation temperature, to ensure
an adequate heat flow. For this, powerful electric fans are used
to blow hot air through the material, air that is heated using
conventional fuels (gaseous or liquid), which by combustion
pollutes the atmosphere.

The conduction drying [3], reduces moisture when the
grains come in contact with a heated surface, or other
moisture-absorbing granular material. Currently, the drying of
agricultural cereal products by conduction using other
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granular materials (such as silica gel, or zeolites, etc.) is
restricted due to the separation problems involved in the
recycling process of macro-particles used as a medium for
drying grains.

Currently, the trends are to develop new technologies that
use microwaves and radio frequency that produce the inverse
temperature gradient, so as the temperature is produced
directly in the sample instead of at its surface [5], [7]. The
energy absorption of the microwaves in the sample and the
generation of the thermal field in its, is mainly due to the
presence of water in free form.

The water gradient inside the sample can be estimate
through its magnitude as follows:

2'(hi _hhe)
S

d= @

where it was considered the moisture inside the sample h;,
the moisture of surrounding environment according to
hygroscopic balance hy and the thickness of the material.

The detailed mechanics [8], [10] of the conversion of
microwave energy into heat, concludes that the dielectric
parameters of the materials and the frequency are the main
factors that lead to the heating of the materials.

The dielectric properties of a considerate oat sample
exposed to microwave field is straight dependent on moisture
contain, temperature and the field frequency. In the technical
literature the dielectric properties of the oat sample are
described through there material permittivity [6]. The complex
permittivity can be written as function of dielectric constant €',
dielectric loss factor £" and the permittivity of free space ¢,:

*

e =(e - Je ) g )
where j is the complex operator.

Fig. 1 and Fig. 2 presents the variation of dielectric
constant and the loss factor function of frequency and
moisture. As can be seen the dielectric properties of the
sample are straight dependent on the field frequency, samples
moisture, varying also with temperature.

It is known the fact that the dielectric properties of a
sample also affect the power attenuation of the
electromagnetic waves as they penetrate the loss material so as
the thermal field distribution. The penetration depth (py) can
be defined as the distance from the surface of the sample at
which the power drops to 1/e (36.8%) from its value at the
surface of the sample:

}\‘ ’
pg=-L— )
2ne

where A, is the free space wavelength.

Prediction of the penetration depth during microwave
processing with respect to the irregular dependence on
dielectric loss factor with the temperature and the moisture
content in the case of oat seeds, during microwave drying
process is a tedious task [14].
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The large versatility of microwave processing technology
increases its request in different commercial domains [5, 10].
The essential conditions in the case of microwave processing
are represented by the precise control of the applied
microwave power and the uniform distribution in the sample
of the thermal [16], so the microwave applicator must be
designed to meet these objectives. The applicator surface
wave is one of those devices that have been used successfully
along with coupling microwave energy transfer [13, 20].

During microwave drying of oat, a complicated diffusion
problem appears. Thermal field dispersion in the seed bed
represents an important issue due to the inner evaporation
where the nonhomogeneous pressure field interferes due to
vapours [12]. In this case, the water migrates from the high
temperatures region to areas with lower temperatures,
resulting the condensation in cold spots. The fast occurrence
of vapours from the inside structure of the sample can cause
its destruction. From these reasons the microwave drying
process must be accomplished by air stream.

Starting from the above issues is studied the continuous
microwave drying of oat seeds. The considered microwave
drying system is designed with six 1 kW magnetrons and
permit the continuous feeding and processing of the oat seeds.
The oat seeds displacement inside the microwave applicator is
realised with a helical screw conveyor, which ensure also the
homogenization of the thermal field resulted in oats once with
it exposer to microwave field. A schematic representation of
the system is presented in Fig. 3.

‘ Spring oats
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Fig. 1. Variation of the Dielectric Constant of Spring Oats with Moisture
Contain at Indicated Frequency [6].
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Loss factor
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Fig. 2. Variation of the Loss Factor of Spring Oats with Moisture Contain at
Indicated Frequency [6].
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Fig. 3. Microwave Drying System.

I1l. FIELD PROBLEM FORMULAE

The design of microwave heating systems with respect to
applicator sizing and the selection of the appropriate
microwave generators is not an easy issue. Researches from
the field offers analytical models for their design [17-19].
Approach takes into account the dielectric parameters
modification during their microwave processing, becoming a
complex problem. Sometimes from these reasons, the
approach of the problem simplified [17].

The drying proposed procedure is initially numerical
analysed in order to obtain an overview upon the field values
inside the microwave applicator. The numerical simulation of
the microwave drying process it was proceed by considering
the frequency transient state. The obtained numerical results
with respect to in time exposure of the sample to microwave
field will be used in the second part of the research to setup
the working conditions of the microwave drying system used
for spring oat drying. The considered numerical model
presumes to solve Maxwell’s equations for the sinusoidal
regime. In this sense it is supposed as known the transversal
electric wave E, on port. On the rest of the conducting walls
the transversal electric wave E;, as well as the internal and
external field sources will be imposed equal to zero. The
considered model will presume to solve of the equation (4),
which takes into account the relative magnetic permeability
u; the electric field strength E; the wave factor k; the relative
electric permittivity ¢,; the electric conductivity o; the
pulsation of sinusoidal quantities ® and the free space
permittivity €q:

Vx(ur'Vx E)-k?(g, — jolog,)E =0 (4)

In the model will be considered similar working conditions
of the microwave drying system. In this sense the applicators
work frequency is 2.45GHz, as well as the cavity excitation
mode, the dielectric’s characteristics and the above boundary
conditions.

Thermal field developed into processed sample in the
microwave applicator is computed for the transient regime,
which can be associated to Joule’s effect [17], considering the
heating of the material, and the heat transfer by conduction.

—divk gradT +c%= p (5)
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where were considered: the volume power density p in
[W/m®], the density p [kg/m’], the specific heat C, in
[J/kg°C], the temperature T [°C], the thermal conductivity A
[Wim°C].

In order to solve the thermal field question, the following
boundary condition is imposed:

oT
—ka—n:a(T—To) (6)

where was considered the thermal convection coefficient o
in [W/m?°C] and the temperature on the dielectric's boundary
domain and in the air T, in [°C].

The initial value of the temperature used for the dielectric's
boundary in the air domain T = T, (T, = 23°C) was
considered for the thermal problem in the dielectric's
boundary condition. The thermal insulation is imposed as:

-n-(-AVT)=0.

The whole domain is meshed by using tetrahedral
elements, resulting the discretization network. Equation (4) is
solved by the means of finite element method by using the
same mesh as the electric problem, with an extra fine mesh in
the processed sample and a less fine in the rest of the
geometry.

Thermal field in the processed sample and its dispersion
represents an important issue. Due to the inner evaporation the
complicated water diffusion problem appear due to the
nonhomogeneous pressure field interferes of the vapours. The
fast occurrence of vapours from the inside structure of the
sample can cause its destruction. Taking into account this
concerns, the maximum temperature of the sample must be
limited to maximum 70°C [2, 4]. In consequence will be
considered only the evaporation of the surface of the sample,
the inner evaporation being neglected. The evaporation speed
over the sample surface is straight dependent of the surface
sample temperature and the surrounding temperature with
respect to the vapours saturation degree, air pressure and air
flow in the vicinity of the sample [17].

It will be admitted that the evaporation speed on the
surface unit will be the same on the entire surface with it
linearly dependence on temperature:

drg 3
ot wW(7-T,) (7

where the evaporated volume of water on the surface unit

is t5, and evaporated volume of water at a difference of 1°C is
w.

If A is the latent heat of vaporization volume, the heat loss
due to vaporization on the surface will reduces the
temperature on the surface in the manner of thermal
convection. From this reason, we can consider the
vaporization by introducing the fictive convection coefficient,
according to the relation:

Olgch = 0L+ AW (8)

This coefficient will be considered as part of boundary
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condition, so we have:
oT
—A—=q 7T—1T. 9
on ech( e) ( )
To determine the temperature field over the interval [t;,

ti+1] will allow the determination of water volume evaporated
over this interval, according to relation (7):

i i ti1
~ (Vugter ~Vaater) = [ | wrdl [t (10)
tj \oQ

The moisture becomes:
i+l
mi+l — 7/wate_r V\/\I/;rter (11)
ywater VI+1 + 7/5 VS

water

where: V is the volume of the charge and vy - and ys, are
water densities over the surface.

To determine the percentage of moisture removed from the
seeds bed using weight of the sample before drying m; and
after drying m, (STAS 10349 /1-87):

mi _mi+1

H= x100[%] 12)

i+1
To the above mentioned conditions is added also the
limitation condition of moisture leap: m'-m™!<H, where H is
the imposed moisture variation. These has to be smaller than
the final moisture in order to avoid the apparition of the
negative moistures. If the difference of moisture will exceed
this limit, then the time step will get smaller. The material
parameters of the sample depend on temperature and moisture,
and are rectified for each time step.

IV. NUMERICAL SIMULATION AND RESULTS

Numerical simulation was pursued to obtain the
electromagnetic field dispersion in the dielectric’s volume;
temperature dependence on applied microwave power, and not
least the drying characteristic of the considerate dielectric
material (spring oat).

The numerical simulation is performed by using a
numerical analysis software where a Frequency — Transient
problem is defined. Due to the symmetry of the system was
considered only the applicator associated to one of the
magnetrons. The geometrical dimensions of the microwave
applicator are defined as 345x240x250 [mm], similar to the
one of the laboratory equipment. The walls of the microwave
applicator and waveguide are defined as Aluminium. The oat
sample is placed inside the applicator with a 60 [mm] air layer
on top of it. During numerical computation, the spring oat
with it properties for 22% humidity (¢'=2.5, ¢"=0.3 and
tgd=0.14, p=780 kg/m® 1=0.15 W/mK and C,=1.5 kJ/kgK
were considered [2, 6]. In the defined problem was considered
an extra fine mesh for the dielectric material, and a coarse
mesh for the rest of the analysed geometry.

In the following some results of the simulation are
presented in order to distinguishing the details concerning
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electric field distribution in the seed bed placed into the
applicator. For a better view in Fig. 4 is presented the complex
electric field strength dispersion inside the microwave
applicator and dielectric material is presented, pointing out the
energy supplied through the microwave port, placed on the top
of the microwave applicator.

The reflected power to the magnetron expressed through
the S Parameters (dB) presented in Fig. 5 is computed also.
Considering the obtained results, after the rigueur
transformations, it observed that if the reflected power to the
waveguide tends to minimum, a higher quantity of possible
power may be absorbed by the dielectric material. Based on
the obtained field values, it was computed the time
dependence temperature in the dielectric material with respect
to microwave power. The time dependence of temperature
was computed in the volume of the sample. During
computation was considered that the sample was exposed to
constant microwave power for 300 seconds.

Fig. 6 presents the time variation of temperature for
different vales of the applied microwave power. The
considerate values used during computation are: in the first
case was considered a 0.25 [W/g] applied microwave power;
in the second case 0.50 [W/g]; in the third case 0.75 [W/g]; in
the fourth case 1.00 [W/g]; and in the fifth case 1.25 [W/g].
Taking into account the fact that this drying process should be
continuous, the exposure to microwave energy should be
shorter to insure the processing of a larger amount of seeds,
but without affecting their quality. In order to assure a good
balance between the humidity release and the quality of the
sample should not exceed 90°C.

By analysing Fig. 6, we can see that for the first 2 cases,
when the samples were exposed to 0.25 [W/g] and 0.50 [W/g]
microwave power, the obtained temperatures in the seed
volume can hardly reach 43.23 [°C] in the first case and
52.31[°C] in the second case of analysis. By analysing the rest
of the cases, when the sample was expose to 0.75 [W/g],
1.00[W/g] and 1.25[W/g] microwave power, the temperature
reaches values of 67.14[°C], 85.09[°C] and 101.57[°C].

The aim of research was to determine the most appropriate
value of microwave power and processing time for the
considerate microwave drying system in order to dry a
considerate product without affecting its structure. From the
specialty literature it is known that a temperature over 90°C
can destroy the quality of agricultural products.

The most suitable value imposed for the microwave power
with respect to the quality of the product for the 300 seconds
exposure time should be with a value between 0,75 — 1,00
[W/g]. In Fig. 7 is represented the drying characteristic for the
1,00 [W/g] imposed microwave power.

For each numerical simulation were recorded the
temperatures in the whole volume of the dielectric material.
The objective of the study is to find out the appropriate values
for exposure time and the applied microwave power.

The most appropriate value of the microwave power and
processing time in order to dry the mass of seeds without
affecting its structure.
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V. CONCLUSIONS

Unlike other methods of humidity reduction, the studied
method has a higher value to allow a faster release of moisture
content from the entire volume of material processed in the
high frequency electromagnetic field, thus resulting in a
substantial reduction in use time and thus creating efficiency
technological process.

The obtained results present information regarding the
improvement in quality of the stored oat seeds through an
environmentally friendly technology.

The obtained numerical results offer important information
regarding microwave drying procedure applied to oat seeds.
Through simulation are known the characteristic parameters of
the electromagnetic and thermal field drying process, values
that are vital to adapt the operation parameters of the
microwave drying systems.

In order to homogenize the thermal field inside the
microwave applicator, it is necessary to set the grain in motion
so as the drying process is uniform into entire volume of the
product. Also, in order to facilitate the release of water
vapours resulted on the seeds surface following the pressure
field, the microwave drying equipment must be equipped with
an exhaust system that removes excess water from the air
through the air stream created in the cereal bed.

The increase of the microwave power to which the
material to be processed is exposed, leads to a faster increase
of the thermal field in the material. However, the maximum
permissible grain temperature limit must be taken into account
so that the quality of the product is maintained at high values,
so as the applied microwave power must be adapted with
respect to the in real-time temperature.

The aim of the study was to determine what conditions of
temperature, humidity and power are favourable the
percentage of moisture removed from the seeds (STAS
10349/1-87) bed. By analysing all results, we can say that the
drying procedure which involve the use of constant applied
microwave power of 1.00 [W/g] combined with air stream
offers the fastest drying condition with respect to seeds
quality.

ACKNOWLEDGMENT

This work was co-financed from the European Regional
Development Fund through Sectoral Operational Program
“Increase of the Economic Competitiveness” — POS — CCE
2007 — 2013, project number POS — CCE 1843 / 48800,
"Increasing the capacity of research - development of the
interdisciplinary laboratories for the technologies in electrical
engineering”, developed by University of Oradea.

REFERENCES

[1] E.R. Carvalho, V.M. Francischini, Suemar Al. G. Avelar , J. Camargos
da Costa, “Temperatures and periods of drying delay and quality of corn
seeds harvested on the ears”, Journal of Seed Science, 41, 3, pp.336-343,
Brazil, 2019.

[2]

[3]

(4]

[5]

[6]

[71

(8]
[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

Vol. 11, No. 7, 2020

NIIR Board of Consultants & Engineerss, “Handbook on Drying,
Milling and Production of Cereal Foods: (Wheat, Rice, Corn, Oat,
Barley and Sorghum Processing Technology) 2nd Revised
Edition”, ASIA PACIFIC BUSINESS PRESS Inc., Oct 9, 2017.

M. Zhang, B. Bhandari, Z. Fang, Handbook of Drying of Vegetables and
Vegetable Products, CRC Press, 2017, USA.

M.C. Elias, L.J. Marini, L. da C. Oliveira, E. Aosani, R.B. Prestes, L.C.
Gutkoski, “Effects of air temperature in drying on white oat grains
quality”, Proceedings of the 9th International Working Conference on
Stored Product Protection, Campinas, Sdo Paulo, Brazil, 2006.

Kok Yeow You, “Emerging Microwave Technologies in Industrial,
Agricultural, Medical and Food Processing”, BoD — Books on Demand,
Jul 4, 2018 - Technology & Engineering.

S.0. Nelson, “Dielectric Properties of Agricultural Materials and their
Applications”, Academic Press, 2015.

F.l. Hathazi, V.D. Soproni, M.N. Arion, C.O. Molnar, S, Vicas, O.
Mintas, “The Use of Microwave Drying Process to the Granular
Materials”, (IJACSA) International Journal of Advanced Computer
Science and Applications, 10, 12, 2019.

M. Regier K. Knoerzer, H. Schubert “The Microwave Processing of
Foods 2nd Edition”, Woodhead Publishing, 2016.

A.C. Metaxas, R.J. Meredith, “Industrial Microwave Heating”, The
Institution of Engineering and Technology, 2011, UK.

E.T. Thostenson and T.W. Chou, “Microwave processing: fundamentals
and applications”, Compos. Pt. A-Appl. Sci. Manuf., 30, pp. 1055-1071,
1999.

G. Brodie, V. Mohan, P. Farrell, “Microwave and Radio-Frequency
Technologies in Agriculture”, De Gruyter Open LTD, 2016, Germany.

Wojdylo, A., Figiel, A., Lech, K., Nowicka, P., & Oszmianski, J.,
“Effect of Convective and Vacuum-Microwave Drying on the Bioactive
Compounds, Color, and Antioxidant Capacity of Sour Cherries”, Food
and Bioprocess Technology, 7, 3, pp. 829-841, 2014.

AW. Kraszevvski and S.O. Nelson, Microwave Techniques in
Agriculture, Journal of Microwave Power and Electromagnetic Energy ,
Volume 38, 2003 - Issue 1, pp 13-35, 2016.

D. U. Yu,B. L. Shrestha &0O. D. Baik, “Radio Frequency Dielectric
Properties of Bulk Canola Seeds under Different Temperatures,
Moisture Contents, and Frequencies for Feasibility of Radio Frequency
Disinfestation”, International Journal of Food Properties , 18, 12, 2746-
2763, 2015.

S. Mailadil, R. Ubic, H. Jantunen, “Microwave Materials and
Applications”, John Wiley & Sons, Ltd, 2017.

L. Bandici, T. Leuca, S Coman, “The use of microwave field energy in
the drying process of wooden sticks”, 14th International Conference on
Engineering of Modern Electric Systems (EMES), IEEE, Romania,
2017.

T. Leuca, A. Palade, I. Hantila, L. Bandici, “The use of hybrid finite
element — boundary element method for all the analysis of the operating
parameters of a radio-frequency dryin instalation”, Revue roumaine des
sciences techniques, Série Electrotechnique et Energétique, 56, 4, pp.
367-376, 2011.

H. Narang, F. Wu, A. Ogunniyan, “Numerical Solutions of Heat and
Mass Transfer with the First Kind Boundary and Initial Conditions in
Capillary Porous Cylinder Using Programmable Graphics Hardware”,
(NACSA) International Journal of Advanced Computer Science and
Applications, 7, 6, 2016.

Hemis, M., Choudhary, R., & Watson, D. G., “A coupled mathematical
model for simultaneous microwave and convective drying of wheat
seeds”, Biosystems Engineering, 112, 3, pp. 202-209, 2012.

Cusacani Guerrero, Julio Agapito, Roman-Gonzalez Avid, “Antennas of
Circular Waveguides”, (IJACSA) International Journal of Advanced
Computer Science and Applications, 10, 8, 2019.

45|Page

www.ijacsa.thesai.org


https://www.tandfonline.com/author/Yu%2C+D+U
https://www.tandfonline.com/author/Shrestha%2C+B+L
https://www.tandfonline.com/author/Baik%2C+O+D
https://thesai.org/Downloads/Volume7No6/Paper_7-Numerical_Solutions_of_Heat_and_Mass_Transfer.pdf
https://thesai.org/Downloads/Volume7No6/Paper_7-Numerical_Solutions_of_Heat_and_Mass_Transfer.pdf
https://thesai.org/Downloads/Volume7No6/Paper_7-Numerical_Solutions_of_Heat_and_Mass_Transfer.pdf

(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 11, No. 7, 2020

Optimization of Production Processes using BPMN
and ArchiMate

Hana Tomaskova
University of Hradec Kralove
Faculty of Informatics and Management
Rokitanskeho 62, Hradec Kralove, 50003, Czech Republic

Abstract—This article aims to map and optimize production
processes through the graphical form using syntax combination
of BPMN and ArchiMate. In the first phase, the existing business
processes of the manufacturing company in the Czech Republic
were analyzed. In the second phase, the optimization of produc-
tion processes was subsequently proposed. These optimizations
were based on a combination of two ArchiMate and BPMN
syntaxes with implementing ERP systems, enabling the design to
utilize more efficient modern technology. The as-is-to-be process
was documented in BPMN and ArchiMate, and a process-based
simulation tool was used to quantify the effects of process
improvement.

Keywords—Production processes; graphic modelling; BPMN;
ArchiMate

I. INTRODUCTION

Today, ICT has become an integral part of any business.
Companies that were able to use systems that helped automate
processes had a significant advantage in the market and were
ahead of the competition. That is why graphical notations have
been created to reflect the critical areas of business architecture
from the business and IT perspective. These methods can be
used to identify the weaknesses of the company and propose
the necessary measures to remedy them. Graphic business ar-
chitecture is currently one of the essential tools that a company
should address to improve its current market situation. [1], [2],

[31. [4], [5], [6], [71, [8], [9], [10], [11]

Production is defined as an activity that a company carries
out to provide products or services from which it obtains
money from its customers. If production were focused solely
on economic and social aspects, it would find itself in a
situation where all production resources are used efficiently.
Production efficiency is one of the most critical factors for
the company’s success. However, nowadays, when machines
occupy a large part of the production, it is complicated to
get ahead of the competition without buying new and more
efficient machines. However, business processes can be better
analyzed and identified. Thus, to improve the current situation
not only in terms of production but also thanks to more
excellent knowledge of production processes by individual
workers.

Over the years, methods for proper production management
have been gradually developed in industrialized countries,
leading to increased efficiency. These methods are based on
certain principles and philosophical approaches to production
management that were implemented and recognized in their
time. Their common feature is that they were created primarily

to eliminate the inefficiency and waste of previously used
methods in production control [12], [13], [14], [15]. Among
the best known are:

e  Material Requirement Planning (MRP)

e  Manufacturing Resource Planning (MRP II)
e  Enterprise Resource Planning (ERP)

e  Optimized Production Technology (OPT)

e  Just-in-time (JIT)

e Kanban

e Lean management

Graphic business architecture is currently one of the es-
sential tools that a company should address to improve its
current market situation. However, visual mapping also has
its drawbacks, especially the time-consuming modelling and
the low availability of aggregate materials from which to
draw [16], [17], [18], [19], [20], [21], [22]. Many decision-
making or simulation approaches can be used to support
decision-making and process optimization. Among the best
known are, for example, System Dynamics [23], [24], [25],
[26], [27] or agent-based modelling [28], [29]. Often the
company decides for reengineering after applying non-standard
decision-making methods [30], [31], [32], [33].

This paper deals with the use of ArchiMate and BPMN
languages for business architecture modelling. Each of these
languages is a bit different, and each has an altered purpose,
but both serve to map business architecture graphically. This
work will combine both notations and utilize the necessary
elements of ArchiMate language diagrams and the orientation
on BPMN process modelling. A combination of modelling
approaches is dealt with for example in publications [34], [35],
[36], [37], [38].

The paper is divided into the following parts. The Back-
ground section briefly provides essential information on the
approaches that are central to this paper. Section III. presents
the current state, i.e. it describes partial diagrams belonging
to the AS-IS model. Section IV. deals with the part of the
model affected by the customer. The following, Section V
shows the design of a TO-BE model for individual parts of the
system. Section VI briefly summarizes the effectiveness of the
proposed changes. In Section VII, we discuss the possibilities
of using BPMN and ArchiMate in production companies,
including a possible generalization of the presented approach.
Finally, the Conclusion section summarizes the results and
benefits of this study.
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A. Industry 4.0

A separate and nowadays much-solved chapter of Produc-
tion management is Industry 4.0, which is an advanced strategy
of the German government aimed at automating the industry.
It is based on cyber-physical systems (this system consists of
physical entities that are controlled by computer algorithms,
based on the cooperation of separate computing units that
can make autonomous decisions) deployed to devices used in
common areas of life. This primarily distinguishes industry
4.0 from ordinary automation of production systems and is
therefore also called four industrial revolutions/ evolution. The
basis is the Internet of Things (IoT), which is designed to
enable the connection of a wide variety of internet-connected
devices, which will open up new possibilities for controlling,
monitoring, communicating and connecting home appliances,
cars, but also medical devices. To deploy this system, all
production facilities must include integrated communication
standards through which CPS will communicate with those
facilities. Industry 4.0 defines the concept of a digital factory
into an intelligent factory that is adaptable, resource-efficient,
ergonomic (human-friendly) and integrating customers and
business partners into business processes. The arrival of IoT
enables the transition from mass production to customer-
oriented production. Production takes place in small batches
and individual output, while there is no increase in the price
of products. Automated machines and other smart tools used
in industry 4.0 communicate wirelessly with IT systems that
have a cloud solution. The combination of physical devices
with their virtual data leads not only to improving production
processes but also to changing the value chain from product
design through production and logistics to recycling. For the
introduction of Industry 4.0, it will be necessary to replace
most of the existing business processes from product devel-
opment to post-warranty service. However, the new intelligent
factories with the help of IoT will not only be able to improve
the quality and traceability of individual processes. Hence,
products made precisely to different customer requirements,
but will also enhance customer communication. Not only will
it be able to monitor the condition of its product, but also
the company can monitor predictive maintenance and thus
optimize its production capacity.

II. THEORETICAL BACKGROUND
A. Process Management

The process approach is based on the condition that the
basic object of management is a described, clearly defined,
structured, resource and input secured process that is created
for a specific customer and having a clearly defined owner.
The task of each process is to provide a product or service to
one particular customer concerning its defined requirements,
established rules and restrictions. The process requires some
inputs and can use the resources assigned to it. A process is,
therefore, a set of activities that interact and transform inputs
into outputs.

Worth mentioning is also a functional approach to cor-
porate governance, which is already outdated and ineffective.
However, many companies are still using it abundantly today,
and because of established practices do not even want to
leave. The functional approach consists of a division of labour,
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in which the work is divided into the most straightforward
tasks so that a certain number of specialists can perform even
unskilled workers. This approach led to the introduction of
mass production and the division of labour among functional
units created based on their skills. This structure is also in
line with the organizational structure, where the company is
divided into divisions and individual departments, where each
department only performs its tasks. However, it no longer
follows the entire flow of business processes. In the case of
this functional approach, each transition between processes,
between departments, represents a risk point in terms of
information barrier and time loss. The organization is then
driven by the needs of each department and, to increase
productivity as a whole, the productivity of each functional unit
must be increased separately. Today, however, customers are
very much involved in production and production is adjusted to
their requirements. A functional approach is no longer practical
and will not be sustainable for companies in the future.

In contrast to the functional approach, which places the
main emphasis on the organizational division of skills, the
process approach to management is oriented not only on
the result of work (product) but also on the sequence of
activities that lead to the achievement of the given product.
Work is not performed in individual departments that are
separated from each other, but work flows through these
departments. Customer needs then drive the whole system.
By using the process approach, the individual processes are
gradually improved, thus optimizing them and simplifying the
entire workflow. Both the title and the text imply that process
management is based on business processes. To transition to
this style of management is essential for a company to know
its primary processes and be an expert in the field it is involved
in because a company that does not know its processes cannot
even want to improve those processes. On the other hand,
when the main processes are known, it is possible to remove
unnecessary processes and focus the company’s forces on the
main ones that will be further developed.

B. BPMN

Business Process Modeling and Notation (BPMN) is a
graphical notation used to describe business processes. The
primary goal of BPMN is to provide a notation that is easily
understood by business departments and IT departments. The
basis of BPMN is to create a description of a sequence of
activities in a company, including events accompanying a
process or communication between entities. BPMN was ini-
tially created by the non-profit Business Process Management
Initiative (BPMI), which initially sought to set the standard
for business processes as a means of developing e-business
and B2B. To create graphical models, the Business Process
Modeling Language (BPML), based on the XML syntax,
was designed to define the same rules for all stakeholders.
It has become a meta-language for business data modelling.
This language was open, and everyone could download it
from the BPMI website. However, since it was necessary to
create a notation for this language that would be easy and
understandable for everyone using this language, the BPMN
notation was created. BPMN is, therefore, a standard for XML-
based languages (e.g. BPML).
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C. ArchiMate

ArchiMate is an open modelling language for graphical
representation of business architecture, currently managed by
The Open Group. The latest version 3.0.1, which was released
in June 2016, is now in use and has been greatly enhanced
and improved over the original version 2.1. The ArchiMate
language is used to create a comprehensive view of the
company but is not designed to develop too detailed models.
Therefore, it is necessary to choose the right level of detail
and thus, the appropriate language. However, none of the
languages should go beyond their purpose and some degree
of detail, as the description would become too detailed and
could not fulfil its intended purpose. As mentioned earlier,
ArchiMate can be linked to other languages [34], such as UML
or BPMN, which can model selected areas in more detail. Both
ArchiMate and BPMN use business processes for modelling,
but the difference is in their application. ArchiMate models
processes at the abstract level that are necessary for the design
of enterprise architecture but are not designed for detailed
process modelling. In contrast, BPMN is designed to model
more detailed processes involving atomic tiles. ArchiMate is
even closer to UML since most elements and constraints are
based on UML. ArchiMate itself is not a methodology, but it
is based on the TOGAF methodology, which includes methods
and tools for creating, maintaining and managing business
architecture. TOGAF emphasizes the creation of individual ar-
chitectural steps aimed at constructing uniform models tailored
to organizations. The structure of the ArchiMate language
consists of 3 main parts (business layer, application layer and
technology layers), which are complemented by motivational
extension, implementation and migration extension completing
the entire TOGAF framework [39].

III. PRODUCTION: GRAPHICAL MODELING THE AS-IS
PROCESSES

A. Collecting Information

An exemplary example of the production of a standardized
company was chosen to give a practical illustration of the
above process. The company is engaged in the development of
information systems for medium-sized companies. In addition
to the creation of information systems, the offer also pro-
vides support services to customers, such as cloud computing,
maintenance and possible complaints solutions or additional
implementation of individual modules. Clients of the company
are companies located primarily in the manufacturing industry.
The customer can purchase the system itself and have it
deployed to its servers, or it can only buy the system as a
service and access the system remotely, and it will be stored
on the developer’s servers.

First, the models of the company providing the ERP system
will be created and described and in the next step the customer
models will be created so that the ERP system can be created
according to these diagrams.

B. Organizational Structure of the Business Model

The ERP system builder, who is the supplier in this model,
implements all the services that are depicted in the services
provided to them. The services consist of the main services that
are part of the purchased system, such as Maintenance, System
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Implementation, System Consulting and Training. Mainte-
nance is a one-year service where the supplier provides free
maintenance, performance improvement, or attribute modifica-
tion. Under this service, we can see the system upgrade and
help desk, which the customer can contact at any time. Another
service is, of course, the implementation of the system, which
is also related to the trial test operation. Consultations with the
customer are processed during the systems development and
training of all employees who will use the system. The rest of
the services are additionally available and can be ordered at
any time by the customer. All these services are provided to the
customer through the offered ERP system. In this model shown
in Fig. 1, the manufacturing company is in the customer’s role.
The case of using some of the services it makes payments to
the supplier for these services.

C. Modelling of Business Processes of ERP System - Main
Process

Because of describing only one ERP system module, the
top-level model does not start, i.e. business processes, but
shows the primary process of the production module. Also,
this process does not create all the activities that can be carried
out in the production department. However, it only models
the system activities that are important for the development
company and also for the presentation to the customer.

Fig. 2 describes the top view of the entire production
process from system setup, through production planning to
product handover. The figure shows that two types of events
can initiate production. If the system configuration needs to
be done first, the process is triggered by the first Production
Implementation Start event. The system configuration activity
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itself is of the Ad-hoc type, that is, all nested activities can
run in any order, but never two at the same time. After the
system configuration is complete, the process flow continues
to the Production Planning activity. This activity can also be
initiated by the second event of the planned production start
process. In this case, there is no system configuration, but the
process starts right away in the second activity, where produc-
tion is planned. After this activity, the flow continues to the
Production Control, where the documentation containing the
production operations themselves, the issue of material from
the warehouse and the payroll slips are printed. In the next step,
the flow is split and triggers both Production Performance and
Production Evaluation activities simultaneously. The process
can only be completed when both of these activities are
completed.

1) System Configuration: A process is describing setting up
the entire system so that the individual production orders are
numbered according to specific rules. Determine the different
products according to the specified parameters—the setting of
specific tools, operations and all other components for proper
system operation. Activities are nested in an Ad-hoc sub-
process, so there are no links between them.

2) Production Planning: Process, see Fig. 3, describe the
commencement of production operations. The process itself
has two startup events. The first event, “Targeted Production
Planning”, occurs when the production needs to be managed
directly for a given customer. In this case, a production order
is already created from the sales order that has already been
created. In the second case, production is unaddressed, i.e.
products that are intended to replenish stocks in stock will
be produced. MRP calculation is then performed from both
start events. After its preparation, the requirements for the
production itself are processed. After processing the request,
production is planned and ready for production.

3) MRP Calculation: This process, shown in Fig. 4, de-
scribes the Analysis of Production and Sales Orders and their
subsequent processing. In the first process activity, these orders
are processed in terms of inventory that is in stock. Find out
if there is enough material or semi-finished product or already
manufactured products in stock to cover the entire order. There
may be several results at this point. First of all, there is a
situation in which there is enough material in stock to produce.
Therefore only the production requirement is created. In the
latter case, there may be a situation where there is no more
material available for production and must be secured through
the sales department. That creates a purchase requirement to
purchase the requested material. The third case is that only part
of the production material is in stock. It is then necessary to
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create both production requirements to produce products from
the remaining material and a purchase requirement to replenish
the stock of required material.

4) Production request processing: The process illustrated
in Fig. 5 describes the refinement of production requirements.
One requirement can be precise from internal product pa-
rameters, drawings or customer wishes. After specifying the
requirement, individual operations are generated, which must
be performed to complete the product.

5) Production Management: The whole process begins
with the event that the production order is included in produc-
tion. After placing the order, the accompanying documentation
is printed. This documentation contains the actual production
operations, material delivery from the warehouse and payroll
cards. The accompanying production documentation controls
the individual production operations, the issue of the material
is necessary for the dispensing of the required material from
the warehouse, and the wage cards are referred to by the
production workers, where they record the hours worked on
the production of the given product. These documents may
take various forms. If no other components are implemented,
the process ends. If operational costing is still implemented,
the Activity Costing Processing activity takes place. In another
case, when the Operational Production Control is implemented,
the so-called activity takes place. If the order analysis com-
ponent is implemented, the so-called activity is implemented.
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The customer may have all or some of the additional functions
implemented. At any step in this process, the Custom TPV
Change Request event can be triggered. That is because the
trigger is non-interrupting, and so triggering does not affect the
operation of the second process. Depending on the situation,
either the order or technological BOMs continue to be updated,
or both can be updated.

6) Operational Production Control: Two events initiate this
process; the first event is an automatic trigger after a given time
interval. So it happens automatically. The second event is the
manual start of the process and is determined by man. The first
activity after these events is Move operations to the work stack,
where the next process is determined. There may be other
activities such as allocating the necessary material for the task
and assigning work to individual workers, where the payroll
sheets for allocation are printed. When the production resource
allocation function is implemented for production, there is a
capacity allocation before the work is allocated. Here the paths
are divided whether the capacity allocation is done manually
or automatically.

D. Production Performance

Two events initiate this process; one event is the processing
of a given operation in production. The second event is to
restart the next action. After these events, the Select Report
Mode activity is performed, i.e. it is selected whether the
operation will be initiated, interrupted, terminated or reported.
These activities are either performed with or without alloca-
tion. After selecting and executing start, stop, or end activities,
the reported asset will be processed, and if no asset is found for
non-compliance, the process is complete. Either the process is
repeated for another operation, or will not be repeated at the
end of all production. If a report type activity is selected, a
non-compliance check is performed.

If no mismatch is found, the process ends or is repeated.
However, if an error is found, a report on non-conforming
production shall be made. If a termination type activity is
selected, a nonconformity check is performed, and if not found,
the report assets are processed, and the flow continues as
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mentioned. However, if an error has been found, the docu-
mentation for non-conforming production shall be recorded.
The documentation for reporting and non-compliance shall be
processed. Then the process is either terminated again or is
running over another operation.

1) Evaluation of Production: This process is simplified
and put to the highest level, although it is apparent that all
individual flows should be in separate sub-processes. The
following activities are performed in this process: Production
output is posted. The output is converted into wages, i.e. the
work of individual employees is allocated to salaries, and
the results of the whole calculation are processed. After all
these activities have been completed, the evaluation of the
production is over.

E. Application Layer

The application layer, shown in Fig. 6, provides a global
view of the offered system and an overview of the modules
and services that are offered. The diagram further describes
that an ERP system consists of a module of production, trade,
capacity planning, costing, shipping and sales that cannot
be used without purchasing a module of sales. In case of
interest, the customer can buy other systems such as CRM,
Economy or HR module, which can be connected to the
ERP system. The ERP system component thus shows all
possible modules that the customer can buy and also what
other systems and interconnections the company offers and
enables. The production module is connected with services
that these applications can be provided to the customer within
the ERP system. The services that the system vendor depicts
as application applications enter the customer’s processes as
business services that help execute business processes.
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Fig. 6. Modules and Components of ERP System

IV. MODELLING AT THE CUSTOMER
A. Defining Goals

When arriving at a customer, the most important thing
is to find out what their goals are and why they want to
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replace the existing one or introduce a new system. These goals
and requirements will help not only modellers but also the
development company to identify what parts of the processes
it is essential to focus on. The model captures the company’s
goals to be achieved after the implementation of the new
ERP system. The strategic goal of the highest level deals with
the improvement of the current situation in the company. To
achieve this, the objectives at the lower level to which this
objective is falling must be met. Enabling the reading of the
QR code can be realized by the introduction of portable readers
that allow the code to be read. Product improvement, according
to customer requirements, can be realized by monitoring
all unsuccessful offers. Customer feedback and subsequent
analysis of the reasons for rejection will be collected for these
offers. The goal of improving work efficiency is further broken
down into two other sub-goals, which are Process Automation
and Replacement of Existing Systems by One. Both of these
goals can be implemented by deploying a new ERP system that
allows automatic processing of some manual activities and also
replaces existing systems with one system, resulting in greater
system stability and increased ease of training for new staff.
This principle The deployment of a new ERP system is crucial
as it also positively influences (the plus sign of the binding) the
introduction of portable QR readers and monitoring the reasons
for rejection of the offer. On the principle of the new ERP
system deployment, there are also three requirements, which
are defined by the customer. In case of request modelling in
BPMN, this model can serve as a basis for their creation.
Looking at this diagram, shown in Fig. 7, some limitations
could jeopardize the realization of the illustrated goals, such
as sufficient HW to implement the system. However, if the
customer does not have certain constraints along with the
requirements, it is better to leave these rather speculative
limitations to possible models, where the issue will be solved
and not limit the model at all.

B. Technological Preparation of Production

Technological preparation of production (TPV) is not the
production process itself. Still, it is closely connected with it,
and as can be seen in Fig. 8, production processes appear here,
and this part is most often part of the production module.

After the sale is complete, the TPV process is started,
as shown in the business process diagram. When the sales
contract is created and printed in the sale, the TPV process is
started. First of all, the G check is carried out. It is a check
whether a new product will be manufactured or whether a
request for overhaul, modification or, for example, a product
complaint has been received. In this case, the product is G, and
it continues to be assembled to perform some of the above
operations. If it is not a G product, the process proceeds to
check the item list where the user in the system must check
all subassemblies, parts and source material from which it will
be produced. Next, the user performs the technological process
check-in parallel with the item list check. Upon completion of
both checks, the flow continues to condition that everything
within the structure is OK. If not, the flow proceeds to the
design where the design changes are made, which must be
acknowledged, and the flow goes back to check the item list
and process flow. This cycle is carried out until everything
within the structure is in order. It must then be ascertained if all
is well within the technology, and the process is proceeding in
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a similar way to the construction condition. After a successful
technological check, a calculation is made, and the TPV
process is terminated.

C. Backbone Production Process

If the business process breaks down into multiple levels
and not just one, as was the case with the TPV process,
it is advisable to create a second level from a subprocess
that will contain the process itself, and the knife will also
drop to even lower levels. This diagram, shown in Fig. 9,
is elementary: first, the production will be started, then the
assembly and the final product will be dispatched. However,
there are events between the sub-processes that contain the
condition, and without meeting the condition, the flow cannot
continue to the next process. Taking into account, for example,
the conditional event between production and assembly, it is
clear that assembly cannot begin until all the necessary parts
are available to the final product composition.
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Fig. 9. Backbone Production Process

D. Production

The production process, shown in Fig. 10, begins with
its planning. As mentioned above, this process will further
disintegrate and will be described below, as its complexity
could lead to a large diagram and its confusion. The next step
in the process is to assign work to specific workers. In this
activity, work will be progressively allocated to each worker
until all the work is divided. The worker takes his assigned
work and goes to do it. After the product has been produced,
the work must be physically submitted. After submitting it,
the worker must go to the computer and specify that the work
is complete. In the system, in the Job Assignment section,
the employee appears with a marker available to enter a new
job, indicating that the current job is already done. At the
moment, but the product is not finished yet. It must first
undergo quality control before being labelled as a finished
product. The manufacturing worker does not have to wait
for this fact and can already produce another product. The
next step is to pass the cover sheet back to the planning, and
if it was not the last operation of the product, the work is
assigned to the worker. In the case of the previous operation
in the accompanying document, the product will be stored and
registered. However, it must first be decided whether it is the
final product and will go to the finished product warehouse or
a semi-finished product that will go to another warehouse.

Fig. 10. Production

E. Production Planning

This process takes place at the very beginning of the
production process. Thus, before all the activities described
in the previous diagram. For a general view of production,
however, this detailed planning process is not needed, and
therefore, it is put down to a lower level and described at
this point. The user finds a specific order in the system, for
which he has to find the parts from which the product will
be composed. They must create a production plan for these
parts and print the accompanying documentation. In this step,
it is worth noting the trigger of the message type (Receiving
a new production order). This event will be referenced in
the following quality control process. After the accompanying
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documentation has been printed, it must be decided whether it
is a finished product - then the product labels are printed. In
the case of the production of semi-finished products, the flow
continues on the condition, whether it is a W order. Production
orders are divided according to the number of pieces produced,
if there are 20 or more pieces, the production order is marked
with the letter W and registration plates must be printed. In
another case, it proceeds straight to the work stack, from
which it continues to be used for assigning tasks to individual
workers.

F. Quality Control with Writing to the System

In production, it is possible to see a sub-process of
checking that is performed for each product separately. The
process, shown in Fig. 11, is started when the employee
submits the product as finished. The inspector conducts a
quality check. If the check is OK, logs off the product in
the system with the check performed. That completes the
inspection process and can resume production. If the product
has not been inspected according to the product requirements,
it must be entered into the inspection report system, and a
committee is called to assess the next steps of the product.
If the product cannot be repaired, two manual activities are
performed in parallel: Transfer the product to the scrap store,
where this inspection thread is terminated, and the second
activity Urgency evaluation of the product. Here it is decided
whether the non-compliant product must be re-manufactured
or can be dispensed with. This decision can be made because
the so-called economic benefits plan some products. That
means that when a user intends to manufacture, he will enter
the number of products that will be most advantageous to
manufacture, taking into account the cost of manufacturing
and storing unused products. Thanks to this, there can be a
requirement, e.g. ten products, of which two are bad, but only
one is required to order, and therefore it is not necessary to
produce another product again, and this fibre is terminated.

In the second case, the user creates a new production
order, and it is sent. Here we can notice the end event of
the message type. In this step, it is useful to remember the
production planning and trigger event of the same kind. This
event is triggered only by the Send Documentation Report from
the Quality Control event. The arrival of that report restarts
production planning, but not at the beginning of the process.
It restarts from the Print Documentation Activity that triggers
the receipt of the report.

If the product can be repaired, the need for a change in TPV
will be reviewed. Assuming that a TPV modification request
is entered, the technological process is manually modified and
submitted to planning. The process thread ends by sending a
product repair start message back to production planning. This
part is similar to the creation of a new order. With the differ-
ence that the process does not start with the printing of the
accompanying documentation, but the modified technological
procedure is inserted directly into the work tank.

G. Construction

Fig. 12 shows the assembly process. The assembly of the
product begins after all the parts needed to assemble the final
product are in stock. The process initiates the users entering the
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Fig. 11. Quality Control with Writing to the System

information about the material, which needs to be picked for
the given product. Entered products are picked and delivered
for assembly, where the product is finalized to the required
state. The assembled product is submitted for quality control,
and all operations performed on the product are entered into
the system. In the next step, a quality check is carried out to
determine whether the product complies with the requirements,
as in the production part. If the product is not correct, it is
returned to the assembly. For a product that has been inspected,
it is assessed whether it is necessary to paint it as required.
If so, it is painted and stored. If there is no need to paint
the product, it is transported directly to the finished product
warehouse and registered in the complete product system.

Product

Fig. 12. Construction

H. The Current State of the Technological Part of the Company

Fig. 13 describes the current state of the technological
infrastructure of the company so that it is clear where the new
system will intervene and what system or hardware will use
this new system. The diagram shows that the buildings of the
manufacturing company are located at three different locations
and communication is carried out via the Internet. That means
that the system will also need to be secured for communi-
cation outside the intranet. The headquarters of the company
contains a database and application server, which together with
workstations and production machines are connected via a
local network. The company headquarters communicates with
the warehouses via the Internet, except for the semi-finished
warehouse located directly in the headquarters. In the second
location, called the Butcher Shop, there is only a workstation
with a barcode reader and a firewall that accesses the servers
via the Internet. Furthermore, there is a cutting machine that
only represents the purpose of the location, but is not connected
to the system. In the third location, External Workstation, the
workstation is located just like in all other locations. Besides,
there is a simple automatic stacker that loads goods based on
barcodes.
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Fig. 13. Current State of the Technological Part

V. RESULTS: PROCESS ANALYSIS AND DEVELOPMENT OF
THE TO-BE PROCESS

A. Process Evaluation

After creating the as-is model, the process was evaluated
with a focus on weaknesses and potential for improvement.
The evaluation is based on two quality criteria, efficiency and
effectiveness. Harrington [40] defined the process efficiency
as “the extent to which the outputs of a process or sub-
process meet the needs and expectations of its customers”.
The effectiveness of the process then refers to “the extent
to which resources are minimized, and wastage is eliminated
when seeking efficiency”. In our case, we evaluated process
efficiency as fulfilling the necessary process functions, while
process efficiency was assessed by identifying the bottleneck
of the process.

B. Target State of the Technological Part of the Company

The general processes of the ERP system and the processes
of the manufacturing company itself differ considerably. How-
ever, it is possible to start a large part of the activities and
use these activities in the implementation of the new system.
When designing a solution, there must be no transformation
and effort to adjust the activities of the manufacturing company
so that it is as simple as possible to deploy the system. Still,
the system itself has to be modified. System creation is usually
customer-oriented. That means that the current system is being
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modified according to the client’s requirements to achieve
the highest possible satisfaction. In the following years, he
turned to the relevant supplier again. However, the customer
is satisfied when if the system works well, and the workers do
good work. Moreover, since most people are poorly accepting
changes and taking every new thing as unnecessary, human
processes must not change to a large extent, but, above all,
there is a change in the processes that the computer is doing.
The target state of business processes and technological part is
realized by projecting changes into the models of the current
state of the company.

C. Impacts on Technological Preparation of Production

Like the business process model, the TPV process, shown
in Fig. 14 is based on the current state of the company and tries
to maintain the same processes that they already have in the
company. Nevertheless, many changes have been made to this
process, especially the automation of some activities. Before
the process starts, it can be known whether the activity G is not
performed by the employee, or is replaced by the system. It
decides whether it is a G order and, if not, the flow continues to
three parallel activities for which two employees are no longer
needed, but the system executes them on its own. Here, too,
there was one activity, which is Control for the actual product.
In this activity, the system checks whether the order contains
all the necessary requisites, such as the filled-in product name,
whether the goods group is correctly entered or whether the
item number is filled in. The flow continues in the usual way
through several conditions until a new condition is established
to determine if MRP calculation has already been performed.
In case the calculation has not yet been calculated for a given
order, two new activities are launched simultaneously. MRP
calculation itself and checking the last cost calculation for the
final product. If the calculation for the product exists and is
less than half a year, the TPV process is terminated. Otherwise,
we have to make a new calculation, confirm it, and the process
goes back to the checks.

Compa

Fig. 14. TPV

D. MRP Calculation

As already mentioned, this process is new, but its consider-
able similarity can be seen in the production planning process
except that the system only performs the whole process. The
process is started by generating a production order from the
TPV process and starts processing the individual lines of the
business order. Then, a Disintegration Check is performed to
detect items disintegration. These create an overview of which
materials and blanks the part is produced from. Find out if
it is a purchased item, or the product is already in stock. In
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this case, the MRP calculation would be terminated. Other-
wise, a production order is created, and the accompanying
documentation is printed. In this production planning process,
the patron was notified of a message trigger event. That is
replaced by a signal event that is triggered by another part of
the system. After printing the accompanying documentation,
the production order is entered in the order sheet. After
this step, under the same condition, it is decided whether to
print the product labels that the system generates and prints.
Registration labels are already replaced by QR codes and are
always printed for each job. The MRP calculation process,
shown in Fig. 15, ends when the order is generated to the
work stack.
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List of orders.
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Fig. 15. MRP Calculation
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E. Target State of the Backbone Production Process

There were two changes in the backbone process in Fig. 16.
First of all, it is possible to notice a timer trigger. The
production process is automatically started 20 minutes after
midnight. Also, there is the Workshop Planning activity, in
which the system schedules production times for each order,
as well as the approximate number of orders that should be
produced per working day. That means that planning staff does
not have to plan the entire production, but only assigns tasks.

Workshop
production Production Assembly
p\ar\mng
Asse ly is onl \Y
vhen
e

Shipping

Production end

s«a

Fig. 16. Target State of the Backbone Production Process

FE. Production

Production, Fig. 17, begins with acceptance of the ac-
companying document for production. Here, only workers
assign work to individual workers, and they can start working.
Until now, this activity could not be entirely replaced by the
system because the human factor and knowledge of workers
are continuously required when assigning work (e.g. worker
A may produce three products in the same time as worker
B only 2). Another significant change is the handing over of
the finished product. The worker will no longer have to go
physically to hand over the product and then unsubscribe in
the system, but this step can be performed simultaneously. That
will be possible with the use of portable QR readers located
directly at the product delivery point. The worker will retrieve
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the location where the product will be placed, as well as the
product code. That will lead to simplification of work, but also
ensure that no other component than the final product is to be
used during assembly.

Fig. 17. Target Production Model

G. Target State of Quality Control

As it is possible to see in Fig. 18, there were no significant
changes in quality control as in other processes. The changes
mainly relate to non-repairable products, the so-called scrap:
their transfer to the scrap store is newly recorded in the
system. Due to using a QR reader is possible to perform
these activities together, as well as when handing in other
products. Another change occurs when evaluating whether it
is necessary to manufacture the defective product again. The
worker will no longer create this task, but the decision will
be made automatically by the system. It is up to the worker
to develop a new production order. There were also two end
events: from message to signal. That is because workers no
longer carry out production planning, but the system performs
this process. Thus, the user only needs to create a new order
or production plan, and the system automatically moves it to
the MRP process.

Fig. 18. Target State of Quality Control

H. Target Construction Status

The construction to-be model shown in Fig. 19 only sim-
plified the picking and delivery of products by introducing QR
codes. The rest of the construction process remains unchanged.

1. Target State of the Technological Part of the Company

To implement the ERP system is necessary to replace
the existing application server with a new, more powerful,
as it is possible to see in Fig. 20. The ERP system will be
performed on this server, which will be accessed by both
existing computer stations and newly acquired QR readers.
Another change is the QR readers mentioned above, which will
replace old computer stations used only for barcode reading.
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VI. QUANTIFYING THE IMPACT

The primary function of the as-is and to-be process models
in the improvement project was to facilitate communication
between key stakeholders. The process layout was designed
as simple as possible to minimize the technical impact of the
modelling tools used. After analyzing the production process,
the weaknesses and improvement potential was understood.
The company requested to illustrate the potential financial
impact of the new process design using a simulation approach.
For this purpose, the existing process maps needed to be
extended. All data on time required for individual activities
as are necessary for financial analysis were obtained from the
company. An expert estimate estimated the system load of the
proposed new activities and service bags.
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The simulation showed significant differences in cycle time
between as-is and to-be scenarios. Since the time saved by
the design of the to-be process has brought additional process
capacity, the economic return on carrying out the future process
is mainly in the potential increase in profitability due to
additional capacity.

VII. DISCUSSION

The mapping of enterprise architecture is possible also by
the use of other ArchiMate diagrams. E.g., an organizational
structure diagram or diagram of enterprise standards. How-
ever, especially network and data infrastructures diagrams can
currently be used to analyze data security within the GDPR
(General Data Protection Regulation). Processes modelled with
BPMN could be enhanced with business process simulations
that can show how they can be optimized to make them as
efficient as possible for the business. The languages introduced
in the thesis can be further enriched by UML, which would add
complexity to the whole modelling and thus enable to capture
more levels of enterprise architecture.

The generalizability of the presented model and approach
can be discussed in terms of methods and focus. In Article [41],
the authors stated that ArchiMate and The Value Management
Platform (VMP) could be connected. They also proved that
ArchiMate value streams, capabilities and resources are all
strategy layer elements in the enterprise architecture, reflecting
a level of abstraction in modelling common to VMP. In Arti-
cle [42], the authors examined the limitations of the ArchiMate
and SOMF languages. The paper [43] elaborates an adaptation
of the profile mechanism from UML for generic extensions of
meta models in the field of enterprise modelling.

VIII. CONCLUSIONS

The interconnection of the ERP system together with QR
code readers, will bring a positive effect not only for the
manufacturing company but also for employees, who will be
relieved of some of their work. The management will be able to
monitor the progress of various operations and the movement
of materials and products, thus avoiding the use of defective
parts and improving the company’s visibility. With the help
of estimates and predictions, planning of both short-term and
long-term goals will be much easier. With the help of process
automation, the company can use the full potential of workers
who have been delayed by demanding activities and could not
fully devote themselves to their work. That will also help the
night running of the system. However, setting up new processes
related to the implementation of a new system and changing
the technological infrastructure may also entail certain risks
that a company must consider before deploying the system.
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Abstract—Underwater Wireless Sensor Networks (UWSN) is
widely used in variety of applications but none of the applications
have taken network security into considerations. Deployment of
underwater network is a challenging task and because of the
hash underwater environment, the network is vulnerable to large
class of security attacks. Recent research on underwater
communication focuses mainly on energy efficiency, network
connectivity and maximum communication range. The nature of
underwater sensor network makes it more attractive for the
attackers. One of the most serious problems in underwater
networks is wormhole attack. In this research work we
concentrate on providing security to the underwater network
against wormhole attacks. We introduce the wormhole attack in
the network and propose a solution to detect this attack in
underwater wireless networks. Energy Efficient Hybrid Optical -
Acoustic Cluster Based Routing Protocol (EEHRCP) is
incorporated and using the round trip time and other
characteristics of wormhole attack, the presence of the wormhole
attack in the network is identified. The simulation results depicts
that the proposed wormhole detection mechanism increases
throughput by 26%, reduces energy consumption by 3%, reduces
end to end delay by 13% and increases packet delivery ratio by
3%.

Keywords—Underwater communication; wormhole attack;
round trip time; EEHRCP

. INTRODUCTION

UWSN are used for variety of applications like military,
pollution monitoring, disaster maintaining etc. Because of the
hash underwater environment, fast node mobility, water
pressure, temperature, salinity, lack of topology make them
vulnerable to large range of security attacks. Traditional
security mechanism cannot be applied to underwater network
because they are heavy and require large number of
computations. Underwater nodes are less energy efficient and
the energy level of the nodes get drained due to movement, so
nodes cannot waste their energy level in large computation to
provide security against attacks [1-2].

Underwater channel have some special characteristics that
makes it different from other sensor networks. These
characteristics are listed below.

¢ Nodes battery level, memory space is limited, and nodes
batteries cannot be easily recharged.

Dr. S Meenakshi Sundaram?

Professor and Head, Department of Computer Science and
Engineering, GSSSIETW,Mysuru
Affiliated to VTU Belagavi, India

e UWSN are self-configuring and self-organizing as the
node mobility is high and they drift with water.

e The topology changes rapidly.

e The control of sensor nodes is centralized which is
located near the shore so that it can be easily located
using GPS and it can be easily replaced in case of
occurrences of any faults.

UWSN are vulnerable to large kind of attacks. These
attacks can be classified as data security attacks, Denial of
Service (DOS) attack, replication attack and physical attacks
[3]. Among these DOS attack is a serious threat as this attack
is a passive attack. It does not make any changes to the data
but simply degrades the network and both throughput and
performance are reduced. The various DoS attacks are listed
below.[4].

e Jamming: It is a type of DoS attack where the intruder
disturbs communication by corrupting valid packets or
by simply sending excess packets in order to drain the
energy level of the nodes.

e Wormhole attack: In this type of attack the intruder
creates a virtual path that creates an illusion to the
neighbouring node that it is the shortest and efficient
route. When the nodes transfer the packets through the
tunnel it simply drops or corrupt the packets. Here the
attackers need not the cryptographic concepts,
encryption methods. It just simply needs to monitor the
data transfer and just corrupt the packets.

e Spoofing attack: In this type of attack the attacker gets
the ID of the legitimate node and then floods the
network with broadcast and acknowledgement packets
with the spoofed ID. This type of attack difficult to
detect quickly as the attacker uses the legitimate node
ID for spoofing [5].

e Sybil attack: In this type to attack the attacked node
appears at different locations at a particular time
instance. This attack degrades the routing technique
used in the network.

e Selective forwarding attack: It is an attack where the
attacker targets the important anchor node or central
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authority node and tries to flood the node with large
number of request packets. Due to which the anchor
node energy level degrades quickly and node fails. This
results in reduced throughput because all other sensor
nodes take help of anchor node for communication
[6-8].

Fig. 1 depicts the different DoS attacks in UWSN.

Jamming
Selective Worm hole
forwarding
h 4
DOS Attacks
Sybil Attack Spoofing

Fig. 1. Types of DOS Attacks.

In this research work we propose a methodology for
identifying the wormhole attack in UWSN. The major
contribution of our work can be summarized as below.

e To identify the intruder node that performs wormhole
attack in the network.

e We propose a cluster based approach to detect
wormhole attack.

e Simulation of the proposed algorithm is performed and
compared with the existing methodologies.

The organization of the paper is as follows: Section 2
reviews the related work. Section 3 describes the wormhole
detection algorithm. Section 4 presents the simulation
evaluation of the proposed methodology. Conclusion and
summary of research work are presented in Section 5.

Il. RELATED WORK

Wormhole attack is the route constructed by the intruder
between the source and destination with less delay and high
bandwidth than any other routes. Fig. 2 depicts the wormhole
attack. Here a malicious node constructs the wormhole link
and inform the nodes that it is the fastest and shortest link. The
nodes believe that the wormhole link is shortest and thus
transfer the data packets through the wormhole link. The
malicious node need to just monitor the link for the packets
and it then drops the packets or discards the packets as and
when node transfers them [9].

Distributed wormhole attack detection is proposed by
Yurong Xu, where the node calculates the hop count to its
neighboring nodes. It than finds the shortest path to construct
the local map. Distortion in local map is identified to detect
the wormhole attack. The diameter feature is used identify
wormhole link. A threshold is defined for the diameter when
the node identifies that the diameter of the network cross the
threshold than it immediately identifies the presence of the
wormhole attack. The simulation results depicts that the
proposed methodology can detection rate is around 80% and
has low false alarm rate [10].

Vol. 11, No. 7, 2020

Sink node . __ Underwater

Sensor nodes

Wormhole

link

‘_______.J
Fig. 2. Scenario for Wormhole Attack.

Rupinder Singh presents a watch dog concept based hybrid
wormhole detection model where packet drop and delay at
each hop is considered for detecting wormhole attack. At the
time of route discovery the probability of wormhole presence
is also calculated, using which packet loss probability of a
node is calculated and then packet loss probability for the

entire route is calculated. These probability values are used to
take a decision regarding existence of wormhole attack [11].

Parmar Amish et al. proposes a solution to wormhole
attack where each node maintains the routing table which
consists of information about all the neighboring nodes.
Before sending a packet the node checks the routing table for
route information, if route information is not found than it
sends a request packet and waits for reply. The destination
node on receiving request packet sends back the reply packet
through the same route from where it received request packet.
The sender if it receives more than one reply packets it
identifies that there are more than one route. Sender node than
calculates the round trip time and compares it with the defined
threshold, if RTT is less than threshold it identifies the
wormhole attack and drops such routes [12].

Mousam A. Patel et al. proposes a wormhole detection
methodology using promiscuous method and Packet Leashes
methods. In promiscuous method a watchdog node
continuously monitor the network it verifies the packet sent by
sender and then forward it to over the route and silently watch
the movement of packet. Packet leashes use the geographical
location of the node and require the awareness of the location
of the nodes. The methodology also uses the RTT to suspect
the presence of the wormhole tunnel than the trusted neighbor
nodes helps the source node to detect wormhole within the
network [13].

He Ronghui et al. proposes a wormhole detection
mechanism using beacon nodes. A distributed algorithm is
proposed where the beacon nodes play the role of the detector.
The job of the sensor nodes is to maintain the hop count with
the neighboring nodes. The beacon node continuously sends
an alarm message to the base station. The base station
responsibility is to start the detection method and take
necessary actions when attack is detected. The simulation is
run by considering around 250 nodes. The proposed
methodology does not require additional hardware or manual
setup. It can also locate the wormhole location with minimum
localization error [14].
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I1l. PROPOSED SYSTEM

In this section the proposed wormhole detection algorithm
is discussed. The Energy Efficient Hybrid Optical - Acoustic
Cluster Based Routing Protocol (EEHRCP) [15] is used as the
underlying network topology. The Cluster Head (CH) plays an
important role within the network. To reduce the load of the
CH node a two layered approach is used. The sensor nodes are
placed randomly deep inside the sea. The job of the sensor
nodes is to sense the data and transform it to the CH. The CH
collects all the data aggregates it and then forwards it to the
surface buoys. The surface buoy communicates with the base
stations where the processing of the sensed data takes place.
The CH selection procedure is same as in EEHRCP. The
layered approach of the network is shown in Fig. 3.

To monitor the malicious activity in the network an
additional Guard Node (GN) is considered. The main purpose
of utilizing the GN is to monitor the clusters and report the CH
if any malicious activity found within the network. The GN is
used to reduce the burden of the CH as it has to monitor the
sensor nodes. When the GN informs the CH about the
malicious activity, the CH has to take certain action against
the intruders. The nodes underwater are critical and the energy
level of the nodes should be maintained as it is very difficult
to recharge the batteries of the nodes underwater. In order to
save the energy level of the CH the outer layer CH2 is used to
take actions against malicious activity. It is the responsibility
of the CH2 to inform all the inner level nodes about the
malicious activity in the cluster.

A. Wormhole Detection Methodology
In the proposed system each node maintains the following
information

e Round Trip Time (RTT) which is the time from the
source sending the packet till it receives an
acknowledgement.

e Based on the hop count between source and destination
the expected time of delivery ETD is estimated.

e A threshold value is set (Th) in order to tolerate the lost
packets.

e Number of packets sent and received from source S to
destination D is also maintained as PSent and
PReceived.

Fig. 4 depicts the detection method.

€ -InmnerLayerClusterHead @) - Sensor Node - Guard Node

Fig. 3. Layered Approach of the Network.
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Fig. 4. Cluster based Detection Method.

In Fig. 4 source S from clusterl wants to send data packet
to Destination D in cluster2. It fetches the route from its
routing able via node 2 and 3. As node 3 is closer to both the
cluster it is chosen as the guard node. The malicious node M1
hears the communication from S and immediately informs
other malicious node M2 from cluster2. As node 3 is chosen
as guard node it keeps on monitoring the communication,
when it suspects some malicious activity it immediately
informs the CH. The detailed algorithm is discussed below.

B. Wormhole Detection Algorithm

Wormhole Detection Algorithm

Step 1: Nodes are deployed, CH is selected and the node that is
nearest to both the cluster is chosen as guard node.
Step 2: S node sends a HELLO packet to D and initiates its
timer t1.
Step 3: PSent = PSent +1.
Step 4: S stops timer at t2 when it receives ack from D and
Calculate ETD =12 - t1
Step 5: once connection is established S starts sending data
packets and initiated timer td1 and stops at td2 when
ack is received.
Step 6: Calculates RTT =td2 — td1
Step 7: if RTT <ETD
Step 8: then guard node calculates
P = PSent (S, D) — PReceived (S, D)
Step 9: Threshold (Th) = Average RTT / No . of hops
Step 10: if P > Th then
Step 11: inform CH2 regarding malicious activity.
Step 11: CH2 informs S to discard the route through M1 and
follow other outer to reach D
Step 12: End
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IV. SIMULATION AND RESULT DISCUSSIONS

In this section the simulation results for various network
parameters like throughput, energy consumption, end to end
delay and packet delivery ratio. The network settings and
performance evaluation are also discussed.

A. Environment Settings

The environment settings used for simulation are provided
in Table I.

Initially the normal EEHRCP Algorithm results are
considered and the wormhole node is added in the network.
The results are noted after injection of the malicious node. The
proposed methodology is applied to the malicious network and
the results are compared for all the three scenarios.

Table 1l depicts values of network throughput. Fig. 5
shows the comparison of network throughput with all the three
protocols. The wormhole attack decreases the network
throughput as the malicious node continuously drops the
packets and degrades the throughput of the network by 48%.
By applying the wormhole detection algorithm the throughput
is further increased by 26%.
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Fig. 5. Comparison of Network Throughput.

Fig. 6 shows the comparison of energy consumption and
the values are depicted is Table I1l. As the nodes underwater
are crucial and it is very difficult the recharge the battery of
the sensor nodes, the energy level of the nodes should be
efficiently utilized. The inclusion of the wormhole node
within the network decreases the energy level of the node by
15%. Proposed wormhole EEHRCP detection algorithm
further decreases the energy consumption of the node by 3%
when compared with wormhole EEHRCP.

End to end delay is the time taken by the packets to reach
the destination. Table IV depicts the end to end delay values

TABLE . PARAMETERS USED IN EEHRCP and, Fig. 7 shows the comparison of end to end delay of all the
three methodologies. When the wormhole attack is applied on
Parameters Value P -
the network the delay is increased as the malicious node
Network Area 10002000 m3 corrupt or drops the packets because of which the packets do
Routing Protocol EEHRCP not reach the destination node. There is an increase by 16% in
No of nodes 00 the delay when the network is affected by wormhole. The
proposed methodology detects the wormhole attack and
Min distance between nodes 80m further reduces the delay by 13%.
Number of sectors 16 The ratio of packets generated by packets delivered is
Sensor node initial energy 10 kJ packet delivery ratio, Table V depicts the paket delivery ratio
Transmission power 28w and, Fig. 8 depicts the comparison of packet delivery ratio.
- The wormhole attacked system decreases the delivery ratio by
Channel bandwidth 10 kHz 11% as the main intension of the malicious node is to ensure
Depth 2.0km that the packets are not reached to the destination node.
Mobility Model Fixed Further_the proposed m_ethodolo_gy identifies the attack and
further increases the delivery ratio by 4% when compared to
TABLE Il No. oF NODES VS. NETWORK THROUGHPUT the attacked system.
Network Throughput (Kbps) TABLE Ill.  No. oF NODES VS. ENERGY CONSUMPTION
No. of Nodes | Normal Wormhole Proposed Average Energy Consumption (Joules)
EEHRCP EEHRCP EEHRCP
No. of Nodes | Normal Wormhole Proposed
50 60 20 30 EEHRCP EEHRCP EEHRCP
100 110 50 80 50 100 300 150
150 150 90 110 100 120 382 200
200 160 95 130 150 220 430 350
250 198 90 135 200 300 490 420
300 295 100 150 250 320 485 460
350 350 150 250 300 400 610 500
400 400 190 325 350 590 740 652
450 410 225 340 400 710 895 752
500 430 240 392 450 700 925 772
500 650 950 790
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Fig. 6. Comparison of Energy Consumption.

TABLE IV.  No. oF NODES vs. END TO END DELAY

End-to-End Delay (seconds)

No. of Nodes | Normal Wormhole Proposed
EEHRCP EEHRCP EEHRCP

50 10 15 13

100 8.5 12.8 11

150 6.2 10.6 8.7

200 4.8 8.2 7.6

250 4 74 6.3

300 3.6 6.2 4.3

350 3.8 6 5.6

400 34 58 4.3

450 3 5.6 4.2

500 25 58 4

—————

End-to-End Delay (Secs)
-
® =

50

100 150 200 250 300 350 400 450 500

No. of Nodes

—— Normal EEHRCP
~——Wormhole EEHRCP
——Proposed EEHRCP

Fig. 7. Comparison of End to End Delay.

TABLEV.  No.OF NODES VS. PACKET DELIVERY RATIO

Packet Delivery Ratio

No. of Nodes | Normal Wormhole Proposed
EEHRCP EEHRCP EEHRCP

50 8.2 5.2 6.5

100 8.9 54 6

150 9 5.8 75

200 9.8 6.3 8.3

250 10 7.2 8.5

300 10.4 7.3 8.9

350 10.8 7.6 9.2

400 11.3 7.6 9.3

450 12 7.9 9.6

500 12.3 8.5 9.7
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V. CONCLUSION

One of the applications of underwater communication is
military where the secret information is sent through
underwater nodes, so security is the important feature that
needs to be considered. Providing security to the underwater
nodes is a challenging task because of the harsh underwater
environment. As the nodes continuously drift with the water
the network topologies continuously changes and energy of
the node degrade quickly due do which managing nodes
becomes challenging.

In this research work we propose a solution to the
wormhole attack in the underwater communication system.
Wormhole is a passive attack where the attacker need not
know the encryption keys information. All that the attacker
does is simply sit and listen the network for communication
and then make feel the sender that the route through malicious
node is a shortest path to reach the destination. As the source
always chooses the shortest distance to reach the destination
and forwards the packets to the malicious node. The malicious
nodes simply drop or corrupt the packets send by the sender
which degrades the overall performance of the network.

The wormhole attack is applied to EEHRCP algorithm and
the simulation results show the comparison of Normal
EEHRCP, wormhole attacked EEHRCP and proposed
EEHRCP. According the simulation results the throughput is
increased by 26%, energy consumption is reduced by 3%, end
to end delay is reduced by 13% and packet delivery ratio is
increased by 3% when compared with the wormhole affected
EEHRCP algorithm.
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Abstract—Investigation of the effect of beam alignment for
milimeter wave (mmWave) transmission in the case of Vehicle-
to-Infrastructure communication (V2I) is carried out. The
investigation covered varying transmission-reception (TX-RX)
distances. The effect of carrier frequency variation using
different antenna angles and gains is also analyzed. The results
showed convergence of path loss (PL) values regardless of angle
or antenna gain (dBi). The investigation also proved that shadow
fading (SF), which is related to standard deviation (o) and
exponent number (n) is a main contributor to the observed high
path loss values in the case of misalignment. It is also noted that
the path loss values decreases as a function of frequency per
same travelled distance, which is related to the exponent number.
This work highlights the importance of antenna alignment and
that V21 communication can be very much optimized if and when
auto-antenna alignment is used, and the importance of multi-
antenna arrays.

Keywords—Intelligent transportation systems; autonomous
vehicles; connected vehicles; mmWave; channel model; path loss;
CI Model; NLOS; V2I; V2V

I.  INTRODUCTION

Connected and autonomous vehicles will play a pivotal role
intelligent transportation systems in smart cities and will to a
large extent depend on connectivity and communications
between vehicles, hence high speed communicating nodes with
low latency wireless links are critical for the success of
applying the concept of smart cities. Connectivity among
vehicles is of prime importance, as it contributes greatly to
enhance roads safety, reduce environmental effects and provide
higher level of living. Such objectives can only be achieved
through provision of smart sensors with ability to transmit
signals directly or through the cloud at high bit rates.

Mobile communications employing Millimeter wave
(mmWave) is seen as a promising frequency band for the
mobile, vehicular wireless networking as it is expected to have
large spectrum. It is foreseen that it will have excellent
potential in reaching extremely high data rates, which will
exceed by far traditional cellular systems operating at sub-6
GHz bands [1-4].

Recently, a great interest in the design and development of
vehicles capable of driving autonomously is realized and
supported by research institutes and industrial organization.

Autonomous and connected vehicles and their driving
technologies are important research topics in the automotive
world. The vehicle technologies available at present are only a
small sample of what to expect for the future. Technologies
based on driver assistance are under development and directed
towards autonomous vehicles (AS) and connected vehicles
(CV) [5-6].

Connected vehicles are vehicles that employ various
communication techniques to interface with the driver, other
vehicles, roadside, and the Cloud. Theses interfaces can be
used to improve vehicle safety, efficiency and commuting
times. In general, wvehicle communication comprises
exchanging of information from a vehicle to any entity that
may contribute to the functionality of the vehicle. They provide
critical information to a driver or a vehicle in order to assist
taking better actions. Connected vehicles principles of
operation does not involve the vehicle making any decisions on
behalf of the driver, contrary to Autonomous Vehicles.

Many autonomous vehicles currently in development are
based on a sensory processing systems, communicating
through an On Board Units (OBUSs). The provision of sensors
and wireless communication devices in an increasing number
of vehicles is aimed at exchanging data with the vehicles,
providing information to the wvehicles and drivers, and
collecting critical information about the vehicles activities.

Il. BACKGROUND

The exponential increase of vehicles with OBUs could
cause an overload on the cellular network, hence, a degradation
of the quality of service (QoS). For vehicle-to-vehicle (V2V)
and vehicle-to-infrastructure (V2I) communications, particular
attention is given to the wireless access in vehicular
environments [7-8].

Thus, the need for higher capacity in mobile
communications is on the increase. The 5G wireless standard is
trying to resolve bandwidth critical issues, such as bottleneck
by including extra features like ubiquitous connectivity,
significantly lower latency, and ultra-high-speed data transfers.

To achieve these objects, a more efficient use of the
spectrum is required over the employed wireless
communication frequency, thus leading to the concept of
millimeter-wave (mmWave) [9-11].
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In order to work with mmWave, a detailed knowledge of
the communication channel and propagation path
characteristics is essential, in order to provide the required
reliable service. New challenges are faced working with very
high frequencies, such as range, shadowing, fading and more
importantly mobility and directional communication.

Recently, a marked progress is achieved in employing the
mmWave in automotive applications, specifically in Vehicle-
to-Everything (V2X) channel propagation application and
transmission modeling comprising Vehicle-to-Vehicle (V2V)
and Vehicle-to-Infrastructure (V2I) communications. Such
communication technology is crucial for intelligent
transportation of the future that includes autonomous vehicles
by transcending the current wireless communications
limitations, thus enabling big data exchange for a V2X
communication with internet of things (loT) interface to the
cloud.

The notable rise in demands for increased mobile data rates
and distributed data access have led to a choice of alternative
frequency bands with a fresh spectrum allocations using the
millimeter wave (mmWave) frequency bands, which is a factor
in supporting the 5™ generation (5G) wireless communication.

Non-Line-of-Sight (NLOS) work covering the range from
above 6GHz and up to 100 GHz is carried out over the past few
years in relation to urban microcells (UMi) and urban
macrocells (UMa) with directional and omnidirectional setups.

Intelligent Transportation Systems (ITS) will be able to
connect vehicles and infrastructure at Gbps rate. ITS will
depend on vehicle-to-everything (V2X) communications to
share information among vehicles. However, mmWave
communication suffers from beam alignment problems due to
dynamic vehicle traffic, which causes regular beam
misalignment which tends to degrade performance and
contributes to routing problems.

In this paper, an investigation into the effect of beam
alignment for V2l communication at various GHz frequencies
is carried out. The frequency range used in this work covers 4
GHz to 100 GHz range. Such spectrum is used in order to
observe signal behavior change that covers all frequencies of
interest in both V21 and V2V communication. A mathematical
and parametric model is proposed to be used with the already
established CI model [12-16].

I1l. THE Cl PATHLOSS MODEL

Different models developed that account for path loss
namely;

1) Alpha-Beta-Gamma (ABG).

2) Close-in free space reference distance with frequency
weighting (CIF).

3) Close-in (ClI).

All  developed models are appropriate in certain
environments. Thus it is very important to understand that a
selected model can be used in a new application whilst
continue to possess stability, reliability, efficiency, and
accuracy.

Vol. 11, No. 7, 2020

For V2l communication, it is concluded from previous
studies that CI model is more fitted to describe such
communication pattern due to its fewer variables that need to
be controlled and the very good results it produces with high
reliability. ClI model (dB), is given by the expression in
equation (1).

PL(f,d)=FSPL(f,d,)+10n Iogm(i] + X
d (1)

Where;

PL: Path loss, which is a function of Transmitter-Receiver

separation distance (d)in meters between TX and RX over a
frequency range in GHz and measured in (dB)

f: Carrier frequency (GHz)

FSPL.: Free Space Path Loss (dB)

n: Path loss Exponent (PLE)

do: Close-in free space reference distance (m)

%o Shadow fading which is zero-mean Gaussian random
variable with a standard deviation ¢ measured in (dB)

FSPL (dB) in equation (1) is given by the free space path
loss in dB at a distance dq given by Friis' free space in equation

Q).

9
FSPL(f,d,)= 20|ogm(w}

c )
Where;
c: Speed of light

To show the contribution of the carrier frequency, equation
(2) can be re-written as shown in equation (3).

4z d, x10°

FSPL(f,dO)=20Ioglo( .

J.+20Iogm(f)
@)

Equation (3), can be further simplified to produce equation

(4).
FSPL(f,d,)=32.4+20log,,(f) 4)
Combining equations (1) and (4) yields equation (5):

PL(f,d)=32.4+10nlog,,| - |+ 2010g,,( )+ x.
do (5)

The CI model provide a close-in free space reference for
the path loss model to have reliable functionality of transmitted
power in relation to covered distance. Also, consideration in
the CI model is made to cover the main usage of the
communication channels to be in the far field between 1 m and
the Fraunhofer distance, due to the locations where the base
station (BS) antennas will be mounted. (CI) reference distance
model has better accuracy, stability as compared with other
models [17-20].
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The close-in free space reference distance (CI) path loss
model has a solid basis, and is simultaneously applicable for
frequencies both below and above 6 GHz which is of interest to
many applications as a step into the core of the mmWave
environment. In addition, the CI path loss model demonstrates
optimum parameter stability and forecasting accuracy for
probable use over distances different to the original
measurement range. It is favorable among other models to be
used in urban microcell (UMi), urban macrocell (Uma), indoor
hotspot (InH) among others compared to other path loss
models with recent adoption in rural microcell (RMi) and
macrocell (RMa) environments.

IV. METHODOLOGY

The main objective of this work is to study the application
of the CI model on mmWaves over a frequency range 4 GHz-
100 GHz for V2I communication and the contribution of the
following parameters through the use of data obtained at

differentangles: 6, = 6,,, + AO:

1) Effect of beam alignment between TX-RX.
2) Effect of Distance.
3) Effect of Carrier Frequency.

The approach followed in this work is based on firstly
showing that when two different angled beams are aligned with
their perspective transmitters through auto tracking, then their
corresponding path loss values are the same or extremely close.

This can be achieved through re-writing equation (5) to
obtain equation (6) [21-22].

PL(f,d)=na+ (8 +32.4)+ », (6)
Where;
B =20log,,(f).. (6.1)
d
a =10log,,| —
> (do] (6.2)

When beam alignment for two different transmitters and
receivers at different angles is achieved, then all terms for both
transmitters and receivers in equation (6) should equate.

The terms in equation (6) cover all three objectives
mentioned as follows:

1. Effect of Alignment and Shadow fading (SF) : %

2. Effectof distance: ;664 [;j
0
3. Effect of Frequency: s — 2010g,,(f)

This will be proved through the obtained results and during
discussion of the data obtained.
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V. RESULTS

Table | presents the two components forming path loss
(PL) due to free space (FSPL) over a frequency range 4 GHz to
100 GHz, while Fig. 1 shows its characteristics.

Table Il presents path loss values for two beam aligned
situations at two different angles. The table presents two
selected cases with the rest follow similar pattern.

TABLE I. PATH LoSs DUE TO FREE SPACE
Frequency (f) GHz FSPL (dB) Frequency Contribution (dB)
4 44.48 12.08
8 50.50 18.10
12 54.03 21.63
16 56.52 24.12
20 58.46 26.06
24 60.05 27.65
28 61.38 28.98
32 62.54 30.14
36 63.57 31.17
40 64.48 32.08
44 65.31 3291
48 66.07 33.67
52 66.76 34.36
56 67.41 35.01
60 68.00 35.60
64 68.57 36.17
68 69.09 36.69
72 69.59 37.19
76 70.06 37.66
80 70.50 38.10
84 70.93 38.53
88 71.33 38.93
92 71.72 39.32
96 72.09 39.69
100 72.44 40.04
80.00
s s
% 50.00
§ 40.00
E 30.00
20.00
10.00
0.00

0 8 16 24 32 40 48 56 64 72 80 88 96 104
Carrier Frequency (GHz)

Fig. 1. Free Space Path Loss.
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TABLE Il.  PATH LOSS RESULTS BEAM ALIGNMENT TX-RX
Freq. Path Loss (dB) 61 Path Loss (dB) 62
GHz 200 m 300 m 200 m 300 m
4 126.9 133.2 126.8 133.0
8 126.1 131.9 126.0 131.7
12 125.7 1311 1255 130.9
16 125.3 130.6 125.2 130.4
20 125.1 130.2 124.9 130.0
24 124.9 129.8 124.7 129.6
28 124.7 129.5 1245 129.3
32 1245 129.3 124.4 129.1
36 124.4 129.0 124.2 128.9
40 124.3 128.8 124.1 128.7
44 124.2 128.7 124.0 128.5
48 124.1 128.5 123.9 128.3
52 124.0 128.3 123.8 128.2
56 123.9 128.2 123.7 128.0
60 123.8 128.1 123.7 127.9
64 123.8 127.9 123.6 127.8
68 123.7 127.8 1235 127.6
72 123.6 127.7 1234 1275
76 123.6 127.6 1234 127.4
80 1235 1275 123.3 127.3
84 1234 127.4 123.3 127.2
88 1234 127.3 123.2 127.2
92 123.3 127.3 123.2 127.1
96 123.3 127.2 1231 127.0
100 123.2 127.1 1231 127.0

VI. DISCUSSION AND CONCLUSIONS

From Table I it is clear the contribution of the carrier
frequency towards path loss as FSPL increases as a function of
frequency, which is expressed by equation (6.1). Fig. 1 shows a
plot of FSPL as a function of frequency.

By analyzing the contents of Table Il and Fig. 2 and 3, the
following is observed:

1) When the beams are aligned, path loss values are lower
than when they are not aligned.

2) Path loss values increase with distance and affected
mainly by equation (6.2).

3) Path loss values decreases as the carrier frequency
increases. This is due mainly to the exponent (n) affecting the
shadow fading (SF).

4) Path Loss values for different beams with aligned TX-
RX converge to almost same values. This can be explained by
referring to equation (6).

Vol. 11, No. 7, 2020

130.01

Path Loss (dB)
e
Y]
(=
)

122.07

200 m 300 m
TX-RX Diatance (m)

Fig. 2. Path Loss as a Function of Distance and Frequency for Beam aligned
01.

134.07

Path Loss (dB)

200 m 300 m
TX-RX Distance (m)

Fig. 3. Path Loss as a Function of Distance and Frequency for Beam aligned
02.

Thus, all terms in equation (6) should equate as presented
in equation. (7). Thus, fulfilling the conditions in a, b, and c
below.

PL(f,d)=na(8,)+(B(6,)+32.4)+ y. O

Equal Distance:

B6,)=p(0,) (7.1)
Equal Frequency:
a(0,)=a(0,) (7.2)

Free Space Path Loss is constant

So, the shadow fading (y.) and the exponent (n) are to
equate to support the obtained values in Table Il and Fig. 2
and 3.

This indicates that when the beams are not aligned, the two
factors that could contribute to higher and different path loss
values for equal frequency, distance, and FSPL, are (x.) and
exponent (n).

These findings point towards a change in the standard
deviation of the shadow fading, which can be expressed by
firstly rearranging equation (7) to obtain equation (8).

PL(f,d)—(8(6,)+32.4)—na(6,)= . (8)
Assume that:
PL(f,d)-(8(6,)+32.4)=2(4,)
Then equation (8) becomes:

¢—na(d)=1,(6) (©)
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Now the standard deviation can be defined as:
(6,) J(Q" na(0)) _ J(;{U ) (10)
M M

Where;

M: Number of data points obtained during communication.

Table 111 shows an infinitesimal but constant difference
between the presented path loss values corresponding to two
differently aligned beams with distance dependence and
frequency independence.

From these values, the following is deduced:

1) The presented difference values can be approximated
to zero as their dB values are within the approximation and
margin errors.

2) Since such values have constant difference irrespective
of carrier frequency, it shows that both aligned beams actually
converged to almost equal path loss values.

TABLE Ill.  PATH LOSS DIFFERENCE FOR 01:01 DEGRESS- BEAM
ALIGNMENT

Frequency TX-RX Distance

GHz 200 m 300 m
4 0.17 0.19
8 0.17 0.19
12 0.17 0.19
16 0.17 0.19
20 0.17 0.19
24 0.17 0.19
28 0.17 0.19
32 0.17 0.19
36 0.17 0.19
40 0.17 0.19
44 0.17 0.19
48 0.17 0.19
52 0.17 0.19
56 0.17 0.19
60 0.17 0.19
64 0.17 0.19
68 0.17 0.19
72 0.17 0.19
76 0.17 0.19
80 0.17 0.19
84 0.17 0.19
88 0.17 0.19
92 0.17 0.19
96 0.17 0.19
100 0.13 0.11

Vol. 11, No. 7, 2020

Thus it can be stated with certainty that, when different
beams are aligned, they will suffer almost equal path loss under
similar conditions, regardless of angle or antenna gain (dBi).

So from equation (9):

dy, (91) -0 (11)
dZo‘ (92 )

From equation (10):

da—(el) =0 (12)
do(6,)

Where;

O, , 6, : Angles of two different antennas having beam
alignment.
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Abstract—Modern critical infrastructures (e.g. Critical
Energy Infrastructures) are increasingly evolving into complex
and distributed networks of Cyber-Physical Systems. Although
the cyber systems provide great flexibility in the operation of
critical infrastructure, it also introduces additional security
threats that need to be properly addressed during the design and
development phase. In this landscape, resilience and robustness
by design are becoming fundamental requirements. In order to
achieve that, new approaches and technological solutions have to
be developed that guarantee i) the fast incident/attack detection;
and ii) the adoption of proper mitigation strategies that ensure
the continuity of service from the infrastructure. The “Double
Virtualization” emerged recently as a potential
strategy/approach to ensure the robust and resilient design and
management of critical energy infrastructures based on Cyber-
Physical Systems. The presented approach exploits the
separation of the virtual capabilities/functionalities of a device
from the physical system and/or platform used to run/execute
them while allowing to dynamically (re-) configure the system in
the presence of predicted and unpredicted incidents/accidents.
Internet-based technologies are wused for developing and
deploying the envisioned approach.

Keywords—Double virtualization; critical
infrastructures; cyber-physical systems; resilience

energy

I.  INTRODUCTION

The evolution of critical infrastructures into complex
distributed networks of Cyber-Physical Systems (CPSs) has
posed several challenges on how to monitor and control these
systems [1]. The physical dimension of hardware components,
and the cyber dimension of computations and communications
are both susceptible to attacks that could potentially bring
down the entire system [2]. This is particularly true in the
Critical Energy Infrastructure (CEI) domain, characterized by
vast, dispersed and heterogenous infrastructure of assets
forming a multifaceted operational environment.

To address these challenges, i.e. to facilitate the monitoring
and control of this kind of infrastructures, smart grid concept
has evolved. The smart grid deeply relies on the usage of
communication and information technologies to enhance the
control and monitoring of the grid, while providing a better
“awareness” about the state of the grid [3], [4]. As stated in[3],
smart grid incorporates several technical initiatives such as
Advanced Metering Infrastructure (AMI), Wide-Area
Monitoring, Protection and Control (WAMPAC) systems
based on Phasor Measurement Units (PMUSs) that are aiming to

Abhinav Sadu®, Nikolaus Wirtz®, Antonello Monti®

RWTH Aachen University
Institute for Automation of Complex Power Systems

provide the guidelines and guidance on how to collect,
transport, use and present data generated by the grid assets.
Since these initiatives heavily rely on Information &
Communication Technology (ICT) systems and, they are
exposing the smart grid to a wide range of security threats and
more in general to vulnerabilities that need to be managed to
keep the system secure [5]. As a matter of fact, the
proliferation of smart devices (and exploitation of cyber
advances) can practically enable anyone to gain access and
interact with the smart grid supporting infrastructure. As stated
in [3], cyber-attacks can take many forms, depending on their
objective and goal, while being distributed in location. All
these aspects together make it nearly impossible to design and
develop a “one-size fits all” approach that guarantees the
security for every asset within the infrastructure.

With this in mind, the main purpose of this paper is to
present a specific strategy, approach and technological
development — the so called “Double Virtualization” (DV) - to
enable resilience and robustness of WAMPAC against cyber
and physical attacks. Typically, system level control and
monitoring functions of a smart grid are deployed in dedicated
computational units. Any cyber-physical attacks on these
dedicated computational units would compromise the complete
operation of the smart grids. To deal with this situation and to
minimize the effects of cyber-physical attacks a strategy is
proposed that is built on top of cloud computing paradigm and
— thus — based on the principle that monitoring and control
capabilities/functionalities are logically separated from the
hosting computational hardware and/or platform. In such a
scenario, it will be possible to dynamically allocate/relocate
virtual  functionalities/capabilities  to  other  similar
computational hardware and/or platform under cyber-physical
attacks. The proposed strategy does not contemplate the
avoidance of cyber and physical attacks, on the contrary, it
focus on their early detection and on defining the mechanisms
that ensure continuous operation of a CEI (like the smart grid),
by increasing the availability of the control and monitoring
functions of the CEl that are re allocated in different hardware
under any cyber-physical attacks.

Il. RELATED WORKS AND SUPPORTING CONCEPTS

A. Cyber-Physical Systems and Smart Grids

Nowadays, the conventional systems and processes — in the
most disparate context of application e.g. manufacturing,
healthcare, automotive, smart grids, logistics etc. and different
nature e.g. mechanical, electrical, and chemical — are evolving
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into CPS. As stated in [6], the term “Cyber-Physical Systems”
has been coined in 2006. Today, several definitions of CPS can
be found in the literature. According to [7], CPS can be defined
as transformative technologies that allow the management of
physical —assets and computational capabilities of
interconnected systems. The definitions in [8], [9], highlight
the concept of collaboration and service provisioning. As a
matter of fact, CPS are defined as systems of collaborating
computational entities that are strictly connected to the
surrounding physical assets providing and using services
to/from the internet. A working definition for CPS has been
offered in [10], where a CPS is defined as a system consisting
of computational, communication and control components
combined with physical processes. Nowadays, CPSs are the
foundation and the key element for smart grids. As a matter of
fact, the two major elements of a smart grid are: the supporting
infrastructure and the power application. In particular, the
former is the one that delivers “smartness” to the grid and
concerns with the integration of new technologies (cyber
advances) and approaches for enhancing the monitoring and
control activities of the operations within the grid. Therefore,
Smart grids are opted as the application domain of the
presented research, where securing are provisioning them with
innovative mechanisms for responding to cyber physical
attacks are actually the main objectives.

B. Cyber-Physical Systems and Industry

The research stream on CPS is extremely active and vibrant
in the manufacturing domain as confirmed by the number of
research activities on the topic. As a matter of fact, there is an
extensive literature dealing with the materialization of the CPS
vision and related challenges - technical, societal and
educational — as confirmed in [11]. Modern production systems
and their related control and monitoring solutions can be easily
modelled as a network of interconnected and collaborative
CPSs where communication takes place constantly both
horizontally and vertically. However, the classical
heterogeneity in equipment, encompassing distinct functions,
form factors, network interfaces and 1/O features supported by
dissimilar software and hardware platforms is pushing for a
new and well-defined strategy to increase the devices
interoperability and agility performance [12]. It is necessary to
comprehend that today's problem is no longer networking
(protocols, connectivity, etc.) nor it is hardware (CPU/memory
power is already there, at low-cost and low-power
consumption) but rather it is on how to link disparate
heterogeneous data sources to the specific needs and
interaction forms of applications and platforms. In this scenario,
the abstraction and/or virtualization of physical entities in
terms of their functionalities — provided as services available
over the network — is a necessary condition to ensure the
creation of a highly dynamic and evolvable environment while
detaching functionalities from the specific runtime, protocols
and communication needs as confirmed in [13]-[16].
Furthermore, industrial initiatives such as the Reference
Architectural Model for Industry 4.0 (RAMI 4.0) confirms the
trend. In particular the Asset Administration Shell concept
establishes the guidelines and methodology for industry
digitization, i.e. for integrating industrial assets into 14.0
communication backbone [17], [18]. Finally, the research
performed by the authors in the manufacturing domain
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provided the foundation for the design and development of the
proposed DV strategy.

C. NIST Framework for Critical Infrastructure Cybersecurity

The NIST Framework for Critical Infrastructure
Cybersecurity [19] has been developed to deliver a systematic
approach for managing cybersecurity-related risk that is
aligned with the typical requirements of critical infrastructure
providers [20]. The framework is built around five core
concurrent and continuous functions, namely: i) Identify,
ii) Protect, iii) Detect, iv) Respond, and v) Recover. These
functions together allow organizations to express, in a high-
level strategic view, its management of the cybersecurity risk
[19]. The NIST framework core elements provided the
foundation for framing the application context, developing and
implementing the necessary protection and detection
mechanisms, as well as, the mitigation actions and recover
strategies for robustness and resilience.

D. Wide-Area Monitoring, Protection and Control

The WAMPAC leverages the PMUs and Phasor Data
Concentrators (PDCs) to gain real-time awareness of the
current state of the smart grid supporting infrastructure and
related operations [21]. The WAMPAC can be further divided
into three main components, namely: Wide-Area Monitoring
Systems (WAMSs), Wide-Area Protection Systems (WAPS),
and Wide-Area Control (WAC) [3]. The WAMPAC system
provided the environment for the deployment of “Double
Virtualization” services. In particular, some services have been
developed [22] and later clustered under the name “Double
Virtualization” and deployed in already existent WAMPAC to
enhance the smart grid supporting infrastructure availability.

E. The Observe-Orient-Decide and Act Pattern

The Observe-Orient-Decide-Act (OODA) pattern (see Fig.
1), introduced by John Boyd[23], is a multi-staged approach to
facilitate and speed-up the decision-making process. According
to this pattern, the decision-making process occurs in a
recurring cycle of four core stages, namely, the observe, orient,
decide and act. The main objective is to deliver highly reactive
and responsive systems that are capable to continuously adapt
and evolve to changing and/or unpredictable circumstances.
The OODA cycle has provided the foundation for the design of
the overall DV strategy and related processes. In particular, the
“Double Virtualization” strategy has been redefined and
distilled around this cycle to encompass the OODA four

interacting processes:
OBSERVE \
|

ORIENT |

‘
DECIDE J

Fig. 1. OODA Simple Loop.

I
\__
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e Observe: the stage where related sensorial data is
gathered. Data is received from a variety of sources at
each moment, which in DV translates to data incoming
from all the connected devices.

e Orient: DV handles the data to enrich it with meaning
that is needed for further inspection: match the data to
the respective device, comparison to previous stages,
apply inspection algorithms and so on, in order to find
meaningful flaws or deviations in the most efficient
way. The observations made in this step shape the
decisions and actions of the next iterations of the loop.

e Decide: the input from the current orientation supplies
the model with the possible paths and concludes for the
most suitable to deliver (similar to a hypothesis, as
referred by Boyd), therefore forming the plan to take
into the next step.

e Act: The DV system then executes the formerly defined
plan, while maintaining track of the advances made and
sending information back to observation, thus restarting
the loop.

F. Previous Research

Traditionally the power grids have been operated using a
centralized automation architecture where in the primary
monitoring, control and protection algorithms run at a central
server. The SCADA and WAMPAC systems provide the
algorithms with the real time measurements and facilitate with
the automation systems for real time control. Since the major
intelligence for operation of the grid is deployed in a single
server, it is always important to ensure continuous availability
of the intelligence (algorithms) even under cyber-physical
attacks on the device hosting them. Therefore in SUCCESS*
[24] the concept of Double Virtualization has been introduced.
Here DV is designed for virtualizing the monitoring, control
and protection algorithms. Furthermore, these virtualized
algorithms were moved from one device to another when a
specific device hosting the algorithms failed under cyber-
physical attacks. A proof of concept implementation was then
done based on CALVIN? Internet-of-Things (loT) platform
and presented in [22]. The study showed that CALVIN was a
suitable platform for DV and that with DV the availability of
the key automation functions was improved. However, usage
of CALVIN confined the implementation of such automation
functions to its own language, thus demanding considerable
time to learn how to integrate them in its framework. Moreover,
CALVIN does not provide an easy way to execute and control
external computational processes, such as scripts or even the
simple execution of terminal emulators, and it was found that
CALVIN lacks on offering flexibility, security and scalability
to larger systems and heavier functions.

I1l. SYSTEM MODEL AND PROBLEM FORMULATION

A. WAMPAC Architecture

Fig. 2 shows a typical hierarchical WAMPAC architecture
and communication layout together with the distinct computer

! https://success-energy.eu/
2 https://www.github.com/EricssonResearch/calvin-base
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layers (“cloud”, “fog”, “edge” and “device”). The state of the
system is measured by PMUs. PMU measurements are
collected and communicated to devices within the upper
hierarchical levels of the architecture — called Phasor Data
Concentrators (PDCs) —through high speed communication
links (based on the IEEE C37.118.2 [25] standard for
synchrophasor data transfer for power systems) to produce a
real-time, time-aligned output data stream. PDCs can exchange
phasor data with others PDCs. Finally, collected data are
communicated to the WAMPAC control center where several
potential applications are executed such as state estimation,
model validation, early warning systems, etc.

The networked and wide distribution nature of the
WAMPAC architecture opens the doors to several
vulnerabilities and/or possibility for cyber-attacks that can
potentially affect the normal functioning of the system. It is
necessary to design, develop and implement appropriate
countermeasures to ensure the early detection and localization
of those attacks while minimizing their impact on the system.

B. Cyber Attack Classification, Vulnerabilities and Entry
Points in WAMPAC

The cyber-physical nature of a WAMPAC-based system
implies that cyber-attacks can be easily directed to both
power/physical and communication resources. Taking into
account the WAMPAC environment, there are several relevant
threats where the “Double Virtualization” approach/strategy
can be applied as countermeasure, and that can be clustered
according to [3] into three main groups, namely: i) Time-based
attacks; ii) Integrity attacks; and iii) Reply attacks. However, in
the context of the present research only time-based attacks
have been considered, i.e. detectors have been implemented
and “Double Virtualization” has been applied as a special
measure to enhance availability and resilience of grid
monitoring and control applications.

In a time-based attack, the attacker tries to compromise the
normal conditions and/or operations of the system by making a
device, resource or service unavailable over the network. An
example of this is the Denial of Service (DoS) attack.

The DoS exploits communication vulnerabilities of CPS to
inject false data with the objective of over-flooding the
network. Furthermore, devices themselves are vulnerable to
physical damage by malicious and/or accidental causes that can
lead to the loss of all the critical data provided by that channel.

g WAMPAGC Control Center
b (WAMS, WAC & WAP)
o =] _—
° ——————> FDC 4—037.113.2—|
- subs‘a“o“ e bs{a‘.’\ﬁ“ .
ﬁ » PDC < > PDC .3
7] p T :
L
2 PMU PMU ‘ PMU ‘ PMU PMU | PMU ‘
[=]
Fig. 2. Typical WAMPAC Architecture.
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As stated in [26], for each identified threat it is possible to
model and identify an attack surface (see Fig. 3) with related
multiple entry points. The attack surface allows to highlight the
penetrable boundaries — i.e. the boundaries that an attacker can
use to connect with — of the system under study as well as the
internal path to critical resources. In the case of CPS entry
points translate to: i) physical connections like cables, power
sockets, etc., and ii) cyber connections like global accessible
APIs, communication sockets, open ports, etc. These are also
the boundaries that have been considered in the present work
(see the yellow boxes in Fig. 3) as possible vulnerabilities and
entry points that need to be properly handled by providing a
strategy that allows monitoring and control functionalities to
remain available even if devices are compromised in both
physically and cyber dimensions.

Device
Physical

Interface Penetrable

Boundaries

Device
Memory
Device
Firmware Vendor backend
APIs
Network

Device
Memory
Interfaces

os
Web
Interfaces

Fig. 3. Attack Surface, and Considered Entry Points, Adapted from [26].

Interecosystem
Communication

IV. IMPLEMENTATION OF DOUBLE VIRTUALIZATION

A. Necessary Technologies for Double Virtualization

1) Node-RED: The implementation of DV presented in
this publication is supported by Node-RED * framework.
Node-RED is a flow-based programming tool oriented to
development of 10T applications, which provides an easy-to-
use browser-based graphical editor. Node-RED supplies a
wide set of core Nodes, and possesses a big and highly active
community that contributes with free-of-charge custom nodes.

Furthermore, the panoply of exisitng features and nodes on
Node-RED enable it to easily access terminal emulators, and
therefore execute and manage running processes of the host
machine. On the other hand, it also provides the development
environment to establish connections to the running
applications and processes, while also enabling their
functionality extension as part of the embedded logic. This is
one of the main reasons why this technology has been opted as
the development and deployment framework for DV.
Altogether, Node-RED has the potential to offer connectivity
of several devices, by creating APIs and services supported on
crossover environenments, using varied protocols and which
can be easily deployed in its runtime.

® https://nodered.org/
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2) PM2: PM2*is an advanced process manager oriented
to Node.js applications, however, it has also the capability of
managing other types of processes such as Bash or Python
scripts and can be easily invoked by either the command line
prompt or by embedding in any Node.js application such as
Node-RED.

B. Double Virtualization Architecture

To integrate DV functionality and logic within an ordinary
WAMPAC architecture and configuration, several components
and related functionalities and interfaces have been designed
and implemented. These functionalities have been deployed
using the existing WAMPAC infrastructure, i.e. WAMPAC
device platform, to equip current devices with the necessary
logic for DV and to create two type of devices, namely:

1) DV asset device: devices where the application layer,
i.e. all the application running on the them, is/are virtualized
in order to be easily managed by the DV components and
logic (see Fig. 4); and.

2) DV administration and management (DVA and M)
device (see Fig. 5): devices that are logically settled at a
higher level than the DV Asset devices and that are intended
to run, manage and initiate the whole DV process by
extracting, collecting and processing data provided by the DV
Asset devices, in real time, as well as to execute the necessary
actions according to the result of the data processing task.

Both DV Asset and DVA&M devices are necessary for DV,
i.e. the DV process and functionalities emerge as the result of
the communication and interaction between these two types of
devices.

The research presented in this paper is intended to spotlight
the DV concept and functionality by providing an example of
application where DV Asset and DVA&M devices are used to
deliver to WAMPAC system the capability of:

1) detecting failures that compromise the availability of
DV Asset devices; and

2) mitigating detected failures to minimize their impact on
the system.

According to these objectives the architecture and system
configuration presented in Fig. 6 have been implemented
where a single DVA&M device and several DV Asset devices
are employed to provide the necessary results.

C. DV Asset device

The DV Asset devices provide the following functionalities
and/or services:

e Virtualization service: it includes all the necessary
mechanisms to enable the virtualization of device
applications. Thus, it is responsible to create an
abstraction layer that allows to separate device hosted
applications from the specific hardware architecture
while allowing these applications to be moved easily
moved and interpreted by other DV Asset devices.

* https://pm2.keymetrics.io/
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Fig. 6. DV Architecture with a Single DVA and M Device.

DV API: it is an endpoint specifically created to allow
DVA&M devices to remotely access the DV Asset

devices for extracting and collecting the necessary
information as well as for sending commands for
triggering specific DV routines and actions (e.g. start,
stop, reconfigure and/or move virtualized functions
from one DV Asset to another).

Monitoring service: it provides the ability to the DV
Asset device gather all the necessary information about
the resources attached to it and related functionalities.
Some gathered information include: network
connection status, CPU and memory usage, as well as
any change in the virtualized functions. As part of the
Monitoring service there are: Heartbeat Service and
Ping  Service.  Furthermore, Simple  Network
Management Protocol (SNMP) services could also be
included to enable deeper monitoring capability of the
DV Asset device.

D. DV Administration and Management device

The DVA&M device is then structured to comply with the
OODA loop as a way to fulfill the goals proposed by the DV,
and adopting the “enhanced” system with the Control loop
depicted in Fig. 7. So, the DVA&M devices are provided with
the following functionalities and/or services:

Persistence Service: it is a necessary condition for DV
to have some type of database system for supporting
registry functionality (e.g. register available DV Asset
devices), as well as, storing temporary data necessary to
run the DV logic. This service can be as simple as a file
system or a more complex DB framework, either
locally or remotely:

DVA&M Core: combination of the DV resources and
functionalities that constantly uses the available set of
information provided by the DV Asset devices and any
other external data source if needed. The core features
of the DVA&M have been divided in four distinct
stages, namely:
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1) Observing: The DV acquires data from connected
devices installed on the sub-station through several pre-
defined connectors. The data can be obtained by using
request/reply (e.g. Heartbeat, as wused in the current
implementation) or publish/subscription, or through the
integration of connectors which may be implemented to cope
with several protocols, as for example, REST endpoints.
Also, the sources of data are mainly composed by the DV
Asset devices working in the subsystem under the supervision
of the DVA&M device, however, it has also been implemented
connectors that enabled the integration of external detectors,
which by their turn, also send data related to DV Assets
devices.

2) Orienting: In this stage, each item of the received data
is inspected through certain mechanisms, in order to be
contextualized in respect to the system, so that possible
scenarios can be envisioned. This means that for each
incoming message, the content is deciphered in order to
identify the source device and the type of information,
compare it with previous stage, look for mismatching or
unexpected values, and so on. This enables to identify if and
which algorithms of the DV can possibly make use of the
information to take some action. Through the help of
dedicated observation services, sometimes it is easy for the
DV to identify the type and source of the data. For example,
receiving successful or failed heartbeat messages on dedicated
HTTP(s) request will rapidly lead the DV to change the
possible future scenario to take in consideration.

3) Decision: The data and information provided by the
Orientation stage are used during this stage by the DVA&M
device to decide about DV actions, i.e. decisions computed
during this stage are then translated into actions to be executed
in the Acting stage. Moreover, decisions are made through
algorithms that possess a configurable set of rules, limits and
thresholds. Considering the former heartbeat example,
depending on the configuration in use in the system, one
failure message may be enough to activate a mitigation action,
while on other system is may be needed two consecutive
heartbeat failure messages. In the end of the stage, the possible
decisions are: “no action”, or “start migration” to trigger the
execution of a mitigation action that involves at least two DV
Asset devices. The actors of the decision are also established
during this stage.

4) Acting: It is the practical execution of the decisions of
the Decision stage, i.e. the decisions taken by the DVA&M
device are translated into an action to take effect on DV Asset
devices, if necessary. This is accomplished by establishing
dedicated channels, which were designed as part of the DV
communication and management features, for sending the
necessary information and control data required by the
involved DV Asset devices to execute the actions. Moreover,
while actions are being deployed, the DVA&M device
continuously observes the status of the operations while
providing this information as internal feedback to the loop.

Vol. 11, No. 7, 2020

E Sensoring data incoming from:

. - Embbed in DV logic on devices

E - other connected devices (detectors)

' Wide quantity of computational

. protocols and technologies able for

OBSERVE

Collect / Receive

monitering data 1 acquiring data:

E - Web Services, SNMP, Heartbeat, ...

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

i Handling the information with the

i right mechanisms for:

1 - Identification of the source devices

. - Matching type of sensing information
i - Coupling with pre-existing information
i and incoming from other relevant

! sources

ORIENT

Provide the information
with contextual meaning

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

! Decisions are made upon

i introspection of the data through

. dedicated algorithms and routines:
i - defining of limits and thresholds

. - Using techniques and patterns that
E enable to reach out decisions (e.g.

'+ Watchdog technique and MCDM

. pattern)

i - Automised mechanisms for

i structuring the next events related to
. the decision made

Action activated . Mechanisms for performing actions,

DECIDE

Analyse information
and conclude
ture action:

' 5 : on the selected components:

'8 ¢ - Triggering the actions

H g ACT i - passing the necessary information to
E z : involved components

;- executing the necessary routines on
i the involved components

E - collecting and sending feedback

: information of the action status

Trigger and/or execute
necessary actions

Fig. 7. DV Control Flow Loop.

V. APPLICATION SCENARIO AND RESULTS

A. Exemplary Application Scenario

A simple exemplary application scenario that involves the
execution of a mitigation action — Migration — is described to
show the potential of DV strategy. The scenario includes the
following stages:

a) Monitoring of DV Asset devices connectivity and
detection of a connectivity.

b) Deciding about the detected status of the DV Asset
device, i.e. identify the best action to be taken (migration in
the example) as well as the involved actors.

c) Acting: the DV&AM device triggers the action by
sending information to the involved DV Asset devices, while
these execute the action according to the information received.

The system configuration is based on the System Model
presented in Section 11, where PDC devices are connected to
PMU devices that — in turn — are connected to a Real Time
Digital Simulator (RTDS) to deliver measurement data to the
PDC. PDC executes internal applications (simulation scripts)
for collecting and processing data from the PMUs and data
provisioning to the Control Center. All these components
together represent a substation (Fig. 8).
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WAMPAC Control Center
(WAMS, WAC & WAP)

PMU data PMU data

PMUs PMUs
Fig. 8. Simple Grid Monitoring use-case using PMU Measurements.

In this scenario, PDC devices are “enhanced” with DV
logic in order to act as DV Asset devices. Next to the PDC a
DVA&M device is added to monitor and act on the DV Asset
devices. At this point the initialization of the system can take
place and DV Asset device applications and/or virtualized
functionalities are communicated to the DVA&M together with
connections details to enable the execution of the Monitoring
services (Watchdog and Heartbeat services). A third DV Asset
device is also included and used as “supporting” device during
the execution of the migration action (see Fig. 9). Once
initialized and all the conditions are settled, the DV logic can
take place.

Conceptually the OODA loop is executed by the overall
system. In particular, the Observation stage runs with the DV
Asset devices (i.e. “enhanced” PDC) that use the internal
Heartbeat service to communicate their connectivity status.
The status is monitored by the DVA&M device that in turn uses
the Watchdog internal service for detecting any connectivity
failure of the related DV Asset devices. At some point in time a
connectivity failure (connection timeouts, communication
delays, etc.) of a specific DV Asset device is detected by the
DVA&M device, the Decision stage can start. During this stage,
the DVA&M is responsible for deciding the most suitable
mitigation action and, in particular, to start the migration
process which involves the following steps:

1) Identification of the best suitable DV Asset device that
can host the virtualized functions of the faulty DV Asset
device;

2) Move the virtualized functions of the faulty DV Asset
device to the new selected DV Asset device; and.

3) Track the migration process while keeping updated the
tasks of the Observation stage.

In the current scenario the system configuration evolves
from the one depicted in Fig. 9 to a newer configuration (see
Fig. 10), where the “supporting” DV Asset device is now
running the virtualized functionalities of the faulty DV Asset
device, i.e. it shows the same behavior of the faulty DV Asset
device.
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Fig. 10. System State after Migration Process Triggered by a Faulty
Connection.

B. Results and Discussion

To measure and quantify the impact DV strategy has in the
normal operation of the system the following metrics are
considered:

e The time instant a connectivity failure is detected by the
DVA&M device by using the internal Watchdog service.

e The time instant a decision is taken by the DVA&M
device, i.e. a suitable DV Asset device is identified and
all the virtualized functions of the faulty device are
ready to be moved.

e The time instant the action is practically executed by the
DVA&M device, i.e. the DVA&M device connects to the
selected DV Asset device (through the DV API) and
send the virtualized functions and configurations.

e The time instant the action is concluded, i.e. when a
notification is received by the DV Asset device.

These time instants are shown in Table I, where each row
identifies the execution of a migration action.
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TABLE I. TIMESTAMPS RELATED TO THE DV AND AM MITIGATIN TABLE Ill.  TiME ELAPSED OF DATA FRAMES ACQUIRED BETWEEN
PROCESS FAULTY AND NEW DEVICE
detection decision action mitigation end timestamp from | Timestamp from time lost
last frame before | first frame after lapse frames
1578421500738 | 1578421500740 | 1578421500744 | 1578421501216 fault migration (ms)
1578422203744 | 1578422203746 1578422203750 | 1578422204211 1578421501400 1578421500540 860 43
1578422358906 | 1578422358907 1578422358912 1578422359369 1578422204400 1578422203600 800 40
1578423527297 | 1578423527298 | 1578423527301 | 1578423527758 1578422359560 1578422358700 860 43
1578423642621 | 1578423642624 | 1578423642627 | 1578423643088 1578423527940 1578423527100 840 42
1578423779547 | 1578423779547 | 1578423779549 | 1578423779906 1578423643280 | 1578423642480 800 140
1578423886704 | 1578423886705 1578423886709 1578423887170 1578423780100 1578423779320 780 39
1578423887360 1578423886540 820 41
1578424038372 | 1578424038374 1578424038377 1578424038842 1578424039000 1578424038200 800 40
1578424374310 | 1578424374312 | 1578424374316 | 1578424374779 1578424374960 1578424374100 860 23
1578424506782 | 1578424506783 1578424506789 1578424507247 1578424507420 1578424506620 800 40
Mean 822 41

From the values of Table I, it is possible to determine the
time consumed on the distinct stages, once a failure is detected
(i.e. decision, action preparation and execution times), as well
as, the total time consumed, from the detection to the end of the
mitigation action. These times are shown in Table II.

The values show an extremely reactive system, where the
decision and action preparation times are less than 10ms. On
the contrary the action execution time is where the system
consumes most of the total time. This time consumed is mainly
due to the technological constrains (REST connections and
implemented interaction protocols). However, the total time
needed for a complex mitigation action is still on the order of
milliseconds. Finally, during the execution of a mitigation
action (in the example migration) there is always some data
that is lost. This loss of data is directly related to the time
needed for executing the mitigation action (in the example the
mean time of 457ms as shown in Table II). It is possible to
quantify the loss of data too by considering that PMUs devices
publish measurements each 20ms or in other words with a 50
frames per second rate. Therefore, by capturing the time instant
of the last data frame received by the DV Asset device before
the connectivity fault and the time instant of the first data
frame after the migration action is executed the loss of data can
be estimated (see Table I11).

Finally, in Table IV, the approximated time consumed
during the deployment, initialization, and configuration of the
migrated functionalities in the new DV Asset device is given.
This time is calculated by correlating the values gathered from
the previous tables.

TABLE IV.  APPROXIMATION OF DV ASSET DEVICE TIME ELAPSED WHILE
LAUNCHING FLOWS AND INITIALIZING THE APPLICATION SCRIPTS

. . . Approximated time of
Migration Time . Lo
] processing and initializing
duration on | elapsed of received flows on the DV Asset
DVA&M lost frames devi
(ms) (ms) evice
(ms)
478 860 382
467 800 333
463 860 397
461 840 379
467 800 333
359 780 421
466 820 354
470 800 330
469 860 391
465 800 335
Mean 457 822 366

TABLE II. TIME CONSUMED BY DVA AND M DEVICE DURING
MIGRATION
Decision Action . Action . Total
- preparation Execution .
time - - time
(ms) time time (ms)
(ms) (ms)

2 4 472 478
2 4 461 467
1 5 457 463
1 3 457 461
3 3 461 467
0 2 357 359
1 4 461 466
2 3 465 470
2 4 463 469
1 6 458 465

Mean 2 4 451 457

The approximated time of processing and initializing flows
on the DV Asset device strictly depends on the technology
chosen and on technological constraints (such as type of
communication channels and interaction protocols), and, thus,
this is the first parameter the authors are working on for DV
strategy performance improvement.

V1. CONCLUSIONS AND FUTURE DEVELOPMENTS

In this paper the authors analyzed the importance of
WAMPAC to gain a real-time awareness of the current state of
the smart grid while ensuring the correct operation. Securing
WAMPAC is — thus — a key priority. In this landscape, the
authors presented a new and improved technological
environment for developing and deploying the novel
approach/strategy — i.e. “Double Virtualization” — to ensure the
robust and resilient design and management of critical energy
infrastructures based on CPSs. The proposed approach/strategy
deeply relies on current trends in internet technologies and
advanced computing technique where virtualization of the
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resources is demanded. Furthermore, the evolution of current
systems and processes into networks of CPS, and the related
separation between “cyber” and “physical” dimensions creates
the foundations for “Double Virtualization”. As a matter of fact,
this separation allows the creation of a highly dynamic and
evolvable environment where functionalities (that lives in the
“cyber” dimension) are detached from the specific runtime,
protocols and communication needs. By appropriately
exposing WAMPAC physical devices (PDCs) in terms of their
functionalities it is possible to migrate functionalities from one
device to another in the presence of cyber-attacks. Finally, the
paper provides an exemplary application scenario to validate
the proposed approach/strategy while summarizing how cyber-
attacks on WAMPAC can trigger mitigation actions consisting
in the migration of the functionalities from one runtime to
another. However, further experiments need to be conducted to
optimize the “Double Virtualization” i.e. optimization of the
mitigation strategies, new monitoring algorithms for detecting
abnormal behaviors and cyber-attacks within WAMPAC,
integration of multi-criteria decision making (MCDM)
algorithms to expand and improve decision agility, and
investigate a distributed management strategy to handle any
failure of the DVA&M component.
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Abstract—This study explores the discourse of text messages
from a microlinguistic perspective by means of concordance
analysis. It aims at sorting the dominant phonological, lexical and
grammatical features that mark texting as a peculiar
asynchronous mode of computer-mediated communication. Also,
it investigates how technology reshapes texters’ linguistic habits
as long as spatio-temporal constraints are imposed. The study
goes beyond the description of linguistic features as it takes at its
core the explanation of the functions performed by each of these
features. Findings showed that most of the phonological, lexical
and grammatical features of the discourse of text messages were
consciously employed to save space and to speed up
communication. Furthermore, the study demonstrated that
though the discourse of text messages is space-bound and visually
decontextualized, it proved to be cohesive, adaptable and
interactive in order to perform common language functions such
as greetings, expressing attitudes, congratulations, showing
involvement, asking for information and demonstrating social
solidarity. Finally, based on textual evidence, findings showed
that texters created a set of orthographical surrogates to
recompense the absence of verbal and para-verbal cues due to
specific technological affordances.

Keywords—Text messages; computer-mediated
communication; discourse; technological affordances

I. INTRODUCTION

Communication refers to the exchange of thoughts,
opinions or information through spoken, written or signed
forms of language. Electronic gadgets have developed a
distinct medium of communication, known as computer-
mediated communication (CMC for short), with peculiar
micro- and macrolinguistic features. CMC is generally viewed
as a computer-based human-to-human communication in
particular contexts shaping and reshaping media for various
purposes [1]. That is, "the more people chat, text, email, blog

. etc. on the Internet from different cultures, the more
homogenised language may become™ [2]. In addition to the
spoken and written forms of language, such developing
electronic medium is claimed to constitute a third modality [3].
In an electronic environment, an individual is surmised to be
linguistically and communicatively competent if he manages to
translate much of the written text and emotext (i.e. informal
language codes used by communicators to mark up their
messages and convey affective and socio-emotional
information) into sounds. Simultaneously, he is expected to
able to render his talk into peculiar orthographical forms. In so

doing, he is acknowledged as a member of an online discourse
community.

Indeed, the way technologies affect language has motivated
considerable speculation and inspired scholars in a plethora of
research areas, including linguistics. It is reported that one
influential feature of CMC environments is the evolution of a
new discursive world with a new cultural context yielding
peculiar discourse properties [4]. Although each of CMC
modes, including text messages, blogs, wikis, and social media
platforms, manages to communicate the intended message,
they differ —both qualitatively and quantitatively —in respect of
their dominant linguistic features. Hence, the present study
seeks to provide a qualitative microlinguistic analysis of the
discourse of text messages on the phonological, lexical and
grammatical levels. Each distinct linguistic feature is
paradigmatically assumed to communicate a specific discourse
function. It is noteworthy that the present study focuses on
English texting as English is undoubtedly the lingua franca of
all modes of online communication [3, 5, 6]. Moreover, as
claimed in [7], though there is a growing academic interest in
texting, a few in-depth studies has been conducted to describe
the language used. Existing work on the discourse of text
messages is confined to superficial description of the
amalgamation of the common features of spoken and written
languages that finally helped with the emergence of a new
medium of communication. One more limitation of available
literature on the language of text messages is that most studies
do not tackle the communicative functions that the gamut of
subtle linguistic features of texting perform. Hence, the present
study is planned to fill in this gap by offering a comprehensive
description of the linguistic features of text messages with
special reference to the communicative functions they
generally perform in everyday interaction among adult texters.

Any analysis of online behavior that is grounded in
empirical, textual observations is known as computer-mediated
discourse analysis (henceforth CMDA) [8]. A good question in
CMD research should be empirically answerable and textually
motivated. Also, it should be ostensibly interesting to the
research community, and therefore it is advised to be motivated
by a hypothesis, and open-ended [8]. In view of these
guidelines, the questions of the current study can be stated as
follows: (1) what are the key phonological, lexical and
grammatical features of the discourse of text messages? And
(2) what are the functions performed by each of these features.
Answers to these questions shall fulfill a three-fold objective.
First, it demonstrates that despite differences in language
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production conditions, synchronicity level and the medium
used, the discourse of text messages displays certain linguistic
features that would render it as a distinct mode of
communication. Second, it explains that CMC differs from
face-to-face (FTF) communication, not only because of lack of
non-verbal cues, but also as a result of ever-changing
technologies. Finally, it analyzes the functions fulfilled by the
gamut of the linguistic features remarkable of the discourse of
text messages.

Though the present study assumes that the discourse of text
messages would display particular linguistic features due to the
technological affordances imposed on the creation of a text
message, it is also hypothesized that such features would be
similar to those marking other CMC modes. Furthermore, it is
assumed that the same discourse function would be fulfilled by
different linguistic features on the phonological, lexical and
grammatical levels.

The reminder of this paper is divided as follows. Section 1l
is a survey of related research on the discourse of text
messages. Section 11 offers the theoretical preliminaries upon
which the current study is based. Section IV explains the
methodology in terms of the procedures of data collection and
data analysis. Section V is a qualitative analysis of the data.
Section VI discusses findings and offers insights for further
research.

Il. LITERATURE REVIEW

Digital technology has remarkably caused drastic changes
and raised doubts concerning the language of human-human
and human-computer communications. However, descriptions
of the technologies, functionalities and frameworks of CMC
are likely to be outdated by the time they are published
due the evolutionary nature of most CMC modes. The rapid
growth of the number of text messages all over the globe
generated a considerable number of linguistic issues. More
specifically, the discourse features of such mode are ostensibly
under-researched. Most of the studies that were concerned with
the discourse of text messages adopted different
microlinguistic and macrolinguistic approaches [7, 9-16]. That
is, they analyzed the discourse of text messages from the
phonological level up to the pragmatic level. However, as the
following review would demonstrate, none of these studies was
particularly concerned with the functions that each linguistic
feature performs in the course of texting.

Thurlow and Brown [9] conducted a discursive analysis of
544 text messages written by teenagers. Serving the
sociolinguistic Grecian maxims of (a) brevity and speed, (b)
paralinguistic restitution and (c) phonological approximation,
messages were both linguistically unmarked, but
communicatively adept. Findings showed that the average
length of text messages was about 14 words (with an average
of 65 characters). The most frequent linguistic forms
highlighted in the data included (a) shortenings, contractions,
and clippings, (b) acronyms and initialisms, (c) letter/number
homophones, (d) typos and non-conventional spellings, and (e)
accent stylizations.

Bush [10] was much concerned with the way abbreviations
in text messaging change written discourse. The study
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classified such abbreviations into nine separate semantic
categories: homophonic single grapheme (e.g. 'n' for ‘and’),
numeric (e.g. 'a3' for 'anytime, anyplace, and anywhere’),
aphesis/abbreviation (e.g. '@coll' for ‘at college’), dropping
vowel (e.g. 'fwd' for ‘forward), acronyms (e.g. 'gol' for
'giggling out loud'), alphanumeric (e.g. 'dem&' for ‘demand’),
grapheme changes (e.qg. 'ezi' for 'easy’), abbreviated phrase (e.g.
‘Ic**wenuxme' for 'l see stars when you kiss me') and
contractions (e.g. 'wassup' for 'what’s up").

Bieswanger [11] conducted a contrastive analysis of
different shortening strategies in English and German,
represented by 201 and 387 text messages respectively. The
analysis was much concerned with lexical reductions that were
listed into six classes: initialisms, clippings, contractions,
letter-number homophones, phonetic spellings and word-value
character. Findings showed that English generally use more
shortenings, contractions and phonetic spellings than German.

Ling and Baron [12] compared text messages and instant
messages produced by American college female students. The
corpus consisted of 191 messages, comprising 1473 words.
The analysis targeted message length, emoticons, lexical
shortenings and sentential punctuation. Text messages
averaged 7.7 words. The salient linguistic properties were
emoticons, acronyms (e.g. 'ttyl' for ‘talk to you later"),
abbreviations (e.g. 'R’ for 'are"), and vowel deletion (e.g. 'ovr’
for 'over’).

Rafi [13] tested the morpho-syntactic and lexical choices
made by males and females Pakistani texters. Findings
highlighted the use of abbreviations (e.g. 'y' for 'why') and
shortening (e.g. 'n' for 'and’). At lexical level, texters used
meaningful condensed forms (e.g. 'intro' for 'introduction’).
Also, there was a significant gender-based difference in the
number of words per a text message, the complexity of the
messages and the use of punctuation. Similarly, Plester and
Wood [14] focused on preteen British children’s use of text
messaging, particularly the use of abbreviations. Findings
showed that the most frequent linguistic features were rebus
spelling, letter/number homophones, phonological reductions,
symbols and accent stylization.

By means of WordSmith software, Tagg [7] used a corpus
of 11.000 text messages to explore their defining linguistic
features that differentiate them from spoken interaction.
Findings showed that text messages are marked by colloquial
and regiolectal contractions, spelling variation, misspellings
and respellings, speech-like ellipsis, excessive use of headers
and ftails, visual morphemes, and puns and word playing.
Unlike Tagg [7], Thurlow and Poff [15] were much
pragmatically oriented as they approached text messaging as a
pragmatic phenomenon. They adapted the Gricean maxims of
quantity, quality, manner, and clarity to the designation of three
maxims peculiar to the language of texting: brevity and speed,
paralinguistic restitution, and phonological approximation. The
maxim of brevity and speed was manifested in the abbreviation
of lexical items and the minimal use of capitalization and
standard punctuation. Likewise, the maxims of paralinguistic
restitution, and phonological approximation highlighted the
absence of prosodic features such as stress and intonation.
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McSweeney [16] investigated the functions performed by
text messages exchanged by bilingual communicators. Based
on a large corpus of text messages, the study highlighted how
texters change the conventions of orthography into emoji and
digital stickers. The most crucial functions performed by text
messages were to express specific societal relationships,
underlie politeness markers, express aspects of identity, and
highlight implied information. In addition to these functions,
the study offered an all-inclusive account of the linguistic
features of text messages, including abbreviations, emojis and
emoticons, differentiating between their literal meaning and
pragmatic meaning. For instance, while 'lol' stands for 'laugh
out loud', it is meant to belittle, mock, or ridicule an addressee.

To recap then, it is obvious that most of the studies that
approached the discourse of text messages focused more on the
lexical features rather than other microlinguistic features. Also,
the functions of these features were not clearly stated. Hence,
the present study sets out to fill in this gap by offering a full
account of the phonological, lexical and grammatical features
of the discourse of text messages and highlighting their
functions that are unquestionably situationally motivated.

I1l. THEORETICAL PRELIMINARIES

A. Computer-Mediated Communication

The term ‘computer-mediated communication' (CMC)
emerged in the 1980s as an umbrella term covering a range of
modes used for communicating online, including e-mail, chat
systems, video conferencing, instant messages, blogs, wikis,
etc. Unlike FTF communication, CMC lacks common non-

verbal cues such as facial expressions, eye contact and gestures.

Also, the auditory channel is deactivated and feedback is either
absent or lagging. It has been likened to speech, and to writing,
and considered to be both and neither simultaneously.

CMC modes are claimed to support scholarly activities and
research, personal and group communication, discussion, play
and learning, dissemination and retrieval of information [17].
Also, they engage users in purposeful exchanges of
information, opinions and interests with other humans, and
offer second language learners a chance to enhance their
learning experience [4]. Moreover, CMC modes productively
augment human identity and community [18], and enable
health professionals and care teams to document and
disseminate information instantly and effectively [19]. Finally,
they are claimed to provide learning environments that support
constructivist approaches to learning [20], and to represent an
effective instructional tool for pragmatic instruction [21].

The most common classification of CMC modes is based
on synchronicity. On the one hand, synchronous CMC is like
spoken interaction [21] as it is produced when communication
occurs between two or more users who join an ongoing
conversation in real time, e.g. chat systems. Newhagen and
Rafaeli [22] distinguishes six special features for synchronous
CMC: multimodality, hypertextuality, packet switching,
synchronicity and interactivity. On the other hand,
asynchronous CMC is not simultaneous as there is a time gap
between message transmission and reception so that users can
read and re-read them to give a more thoughtful answer as in
the case of text messaging that is mostly based on one-to-one,
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text-based, two-way transmission of messages. Synchronous
and asynchronous CMC modes cannot be sharply distinguished,
and therefore should be distributed on a continuum ranging
from the highly synchronous to the highly asynchronous [6].

The following section discusses how the properties and
technological affordances characteristic of CMC modes are
realized in the mode of text messaging in addition to the
restrictions affecting language production via such mode.

B. Text Messages

Text messages (also known 'SMS' and 'texting') are one of
the most popular and pervasive applications of mobile phones.
Text messaging has seen phenomenal growth since the late
1990s. What makes it ubiquitous is that it is cheap, personal
and unobtrusive. However, one should mark the interplay
between what technology affords and what communicators
bring to technology itself [15]. Commenting on the problems
that a person might encounter when text messaging, it is
claimed that such problems are related to (a) understanding
evolving language as text messages have their specialized
language, (b) determining intent from content, and (c) mis-
addressing messages [23].

Text messages perform various functions. They foster all
kinds of social relationships, e.g. sympathizing, requesting for
a call, reflecting the time of the day, sharing interests,
exchanging personal news and gossip, greeting, offering help
and advice, grooming, and circulating jokes, riddles and
remarks [24]. Also, they are used to arrange and adjust times to
talk, coordinate with friends and family, gossip and chat [23],
demonstrate one’s involvement in a social network, and vote in
electoral campaigns [15, 25].

The language of text messages is referred to as 'textese’ and
'texting'. Textese or texting is approached as a multidisciplinary
field of CMC that explores mobile and computer-mediated
media and their impact on communication, social practices,
and information dissemination and exchange [7]. Later, the
term ‘celllinguistics' evolved to refer to this area [24]. Such
language used in texting is found to include extensive use of
abbreviations and acronyms, elision of vowels, use of
emoticons, and incomplete syntactic structures, minimal use of
punctuation marks, respellings and untraditional openings and
closures. Much of these linguistic features are ascribed to the
technical constraints of texting as well as the existence of
common background knowledge among texters.

C. Computer-Mediated Discourse Analysis

Discourse simply refers to any stretch of spoken or written
language with particular features performing a set of functions
that shape social practices. It covers both linguistic and non-
linguistic meaning-making. Electronic gadgets are claimed to
alter discourse conventions, adding a new electronic element to
language [26]. Studies on the reproduced language of CMC use
the term 'computer-mediated discourse' (henceforth CMD) to
refer to language used in all CMC modes. CMD is empirically
viewed as an interdisciplinary approach in the area of CMC
that takes at its core the analysis of the language used in
electronic environments by means of discourse analysis
methods [27]. It received different labels such as 'netspeak’ [3]
and 'SMS speak' [28].
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Such discourse is viewed as a fusion of speech and writing
constituting a language variety or a register of its own [29, 30].
Unlike spoken language, CMD lacks simultaneous feedback,
and non-segmental phonology is absent. Also, multiple
interactions can be carried on simultaneously. Unlike written
language, CMD is characterized by its dynamicity and
hypertextuality [31]. Still, CMD is perceived as a new medium
rather that a new variety of English [3]. As argued in [29],
among the situational features that explain the linguistic
manifestations of CMD are (a) the degree of participants'
common background knowledge and interests, (b) the purpose
of communication, (c) the roles played by an addressor, and
addressee and an audience in a communicative situation, and
(d) the speaker-text relationship.

The introduction of internet-based technologies caused the
evolution of new linguistic practices that are the focus of the
so-called "computer-mediated discourse analysis" (CMDA for
short). Any analysis of online behavior that is grounded in
empirical, textual observations is counted as computer-
mediated discourse analysis [8]. CMDA can be employed to
investigate micro-level linguistic phenomena such word
formation processes, lexical choice, sentence structure, and
code switching. It also studies macro-level linguistic
phenomena such as coherence, cohesion, gender equity,
ideology and identity as expressed through discourse [8].
CMDA assumes that (a) discourse displays concurrent
language  patterns  produced  either  consciously or
unconsciously, (b) discourse involves speaker's choices that
help to gain insights into linguistic as well as non-linguistic
phenomena, (c) CMD is subject to the technological
affordances imposed by different CMC modes [8]. To recap,
CMDA is an approach that relies on diverse theories and
methods to explore the discourse properties displayed in
different CMC modes.

IV. METHODOLOGY

A. Data

One common problem with building a corpus of text
messages is that texters are always reluctant to share their
messages for academic research. Therefore, it is highly
recommended to collect data from different sources [32].
Therefore, data in the present study are collected from two
main sources. The first source is part of Tagg's corpus of text
messages [7]. | got a permission from her to use the corpus for
academic research purposes, publishing substantial amounts of
the corpus. The second source is different websites publishing
samples of text messages. The final corpus consisted of around
15.000 words standing for 12.000 text messages created mainly
by British speakers. The largest part of data has been collected
between 2004 and 2007 from adult volunteers who shared their
personal — rather than business — text messages. All personal
information such as names, addresses, etc. are removed for the
sake of texters' privacy, and they are replaced with the capital
form [PRIVATE].

B. Procedure of Analysis

As mentioned earlier, the research method adopted in the
present study is basically qualitative. Since the language of text
messages is principally intended to mimic spoken language, the
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present study adapts Carter and McCarthy's model of spoken
grammar [33] and Biber's Multi-Dimensional, Multi-Feature
Model [34] which are markedly based on data-driven
approaches. That is, the present study seeks to identify the
linguistic features marking the discourse of text messages on
the phonological, lexical and grammatical levels as well as to
explore the communicative functions performed via these
features. To achieve this objective, a three-fold procedure of
analysis is followed. First, the corpus is closely investigated
and the dominant linguistics features are identified and sorted
through investigating the concordance lines generated by
AntConc corpus analysis toolkit (3.5.8) [35]. The list of key
words displayed by AntConc act as guidelines toward the
investigation of the peculiar discourse shaped and reshaped by
texters. These concordance lines help with identifying the
frequency of the different linguistic features as they are shown
across the body of the corpus (cf. Fig. 1). Second,
representative, contextually-relevant examples are given and
described. The representativeness of the illustrated examples is
based on the rough frequency of each linguistic feature. Finally,
the communicative function performed by each linguistic
feature is explained in relation to other features. For this reason
three key, mostly-cited references in grammar and lexis [33, 36,
37] are consulted and co-referenced.

Concordance Hits 52
Hit  KWIC

1 U NEVA CAME! C YA GAILxx Thanx 4 2day! U r a goodmate I THINK UR RITE SARY! ASUSUALIL U

2 .U ave a good nite? Ok :(Sounds excellent! Both r ed! Call whenever you want... Hey,

3 25 YEAR OLD. SPIN QUT! GIV U DA GOSSIP L8R. / ' HOPE UR FEELING BETTER SN LUV!
4 u? Sez, hows u 8 de arab boy? Hope u rall g e my love 2 evryl love ya esh

5 do something tomo eve. Can't remember if u r around but have contacted NAME. Cu? XIf

Fig. 1. Sample Concordance Lines for 'r'.

V. DATA ANALYSIS

This section analyzes the data of text messages on the
phonological, lexical and grammatical levels. These three
levels would give an integrative outline of the linguistic
features marking the discourse of text messages from a
microlinguistic perspective.

A. Phonological Features

Texters tend to find correspondences between phonemes
and graphemes in order to show how language sounds. Though
texting is totally performed in writing, the following features
are identified.

1) Phonetic spelling: In Standard English, phonemes do
not always correspond to graphemes. However, data shows
many one-to-one correspondences between phonemes and
graphemes. Such phenomenon is referred to as 'phonetic
spelling'. Phonetic spelling fits the informal nature of CMC
modes, reduces the time used for standard spelling, and
conveys other auditory information. Letters and numerical
digits substitute sounds within a word based on homophony,
e.g. '2morrow' (tomorrow) and 'm8' (mate). Furthermore, a
single letter or number can be used to replace an entire word,
e.g.'b' (be), 'r' (are) and 'u' (you). Similarly, certain letters and
sounds are replaced by others. For instance, <v> replaces <th>
as in '2gever' (together); <d> replaces <th> as in 'dis' (this);
<i> replaces <igh> as in 'rite' (right); <f> replaces <th> as in
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'fink' (think); <f> replaces <ph> as in ‘fone' (phone); and <f>
replaces <gh> as in 'enough’. While phonetic spellings are
used creatively to speed up the course of interaction and save
space, sound replacements are meant to reflect some local
informal pronunciations (e.g. Th-fronting) as a way of
showing identity.

2) Consonantal writing: Consonantal writing refers to the
omission of vowels from words, thereby forming consonant
clusters or telegraphic messages. Texters tend to delete vowels
in order to save space, i.e. the 160-charater limit in each
message, e.g. 'thx' (thanks), 'ppl" (people), 'tmrw' (tomorrow),
'bbq" (barbeque), etc.

3) Stress and intonation: Due to lack of verbal cues in text
messages, texters tend to mark the stress and intonation of
certain chunks of information through two main devices. The
first strategy is the use of parenthetical brackets, e.g. Have fun
and keep me texted (updated jargon), that's fine (but let me
know if it changes and u can't). The second strategy is the use
of capital (reduplicated) letters. Capital letters are used to
draw attention to the importance of the content of the
message, e.g. HOPE URE OK? TAKE CARE & I’LL SPEAK
2U SOON LOTS OF LOVE; PPL FROM WRK WILL B
THERE. LOVE PETE.

B. Lexical Features

The lexical features of the discourse of text messages are
explored with reference to lexical density, lexical classes,
shorthand techniques, and emoticons.

1) Lexical density: The lexical density of a text can be
identified through type/token ratio, mean word length and
mean sentence length. It is maintained that type/token ratio is
a measure of the lexical richness of a text [38]. The type/token
ratio of the corpus is 21.38% which is quite high. This
suggests careful word choice and more precise presentation of
informational content [34, 39]. Furthermore, it is stated that
the average word length in English is 5 characters [37]. Based
on Microsoft Word readability statistics, the mean word length
in the corpus is 3.7 characters, i.e. it is relatively short. This is
justified by the use of many abbreviations, acronyms and
shorthand techniques. With regard to the mean sentence
length, is calculated by dividing the total number of words by
the total number of sentences. The corpus shows that the mean
sentence length is 8.41 characters. This is justified by the use
of simple syntactic structures and modifiers. Also, the word
limit for each text message force texters to use very short
sentences.

2) Lexical classes: The most common lexical classes in
the corpus are conjuncts, downtoners, hedges, amplifiers,
emphatics and discourse markers. First, conjuncts are adverbs
that add information to a sentence. They mark logical relations
between clauses, relating sentence to other parts of discourse,
e.g. ‘never' (also spelt neva), 'rather’, 'however', ‘otherwise' and
'instead’. Second, downtoners (e.g. ‘nearly', 'slightly’, 'pretty’,
‘almost’, etc.) are degree adverbs that indicate a degree of
probability or uncertainty regarding the provided information
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in order to scale down the effect of the modified item [36, 37].
Also, downtoners facilitate cooperation among the
communicators while forming a face-saving act on the part of
the hearer [40], e.g. 'we are in one i like to share only if you
knew what i meant nice', 'R u coming pub We would look
slightly right of centre to u’). Third, hedges, a subclass of
adverbs, are mitigating devices which mark propositions as
probable or uncertain. They distinguish facts from personal
opinions. Also, they are not used to make attitudinal stance.
The most frequent hedges in the corpus are about, | think, sort
of, and approximately as in ‘well i didt come ere for ages n i
wuz chief about 2 weeks ago', 'i jus nearly had a heart attack
racist rap', and 'lll call u 2mrw at ninish'.

Fourth, amplifiers are degree adverbs which boost the force
of verbs, increasing their intensity. They denote emphasis,
certainty and reliability of propositions. They can communicate
both interpersonal and ideational information. The most
common amplifiers in the corpus are 'so', 'too' (also spelt '2"),
'really’, 'more’, and 'very' as in 'Got to go hospital soon, really
nervous, wish me luck’, 'l luv u soo0 much u don’t understand
how special u r 2 me ring u 2morrow luv u'. Fifth, emphatics
mark the presence of certainty and convey emotional and
personal view towards the underlined proposition. Emphatics
mark involvement with the topic [34]. The most frequent
emphatics are 'just, 'really’, 'surely’, 'exactly’ and 'indeed' as in
'no idea really, pickle toes and Oops just got your text'. Finally,
discourse markers are syntactically-independent lexemes
attached to the clause. They are claimed to facilitate ongoing
interaction, mark topic shifts, indicate the speaker's attitude,
make discourse more coherent, and structure the relationship
among participants in a conversation [33, 37]. The most
frequent discourse markers in the corpus are 'okay’, 'then’, ‘well’,
'now' and 'yeah' as in 'Ok | can go Friday', 'Mm i'm in london
now and both of me are having our first drink’, "Yeah ok, i'm
just watching desperate housewives'.

3) Shorthand techniques: Shorthand techniques refer to
the ways in which words, phrases and sentences are shortened.
The corpus shows four basic shorthand techniques:
abbreviations, clips, compounds and contractions. All of these
techniques are intended to speed up interaction and save
space. First, abbreviations are found to stand for individual
words as a letter might be homophonous to a whole word (e.g.
'c’ for 'see’ and 'y' for 'why'"). Also, texters tend to omit vowels
as in 'gs' for 'guess' and 'lrg' for 'large’ and syllables as in ‘fav'
for "favourite' and 'prob’ for ‘probably'. Similarly, apostrophe is
mostly omitted as in 'cant', 'aint' and 'hes', and double letters
are reduced as in 'gota’ for 'gotta’ and 'til' for 'till'. Some
abbreviations are meant to stand for compound words as in
'NY' for 'New York' and 'neway' for 'anyway', phrases as in
‘aka’ for 'also known as' and 'rsvp' for ‘repondez s'il vous plait',
and whole sentences 'ta’ for 'thanks a lot' and 'ams' for 'ask me
something'.

Second, clipping refers to dropping letters from any part of
a word. The most interesting examples in the corpus are 'cos'
for 'because', 'THO' for 'though' and 'v' for ‘'have'. These clips
imitate natural speech, thereby creating real environment for
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interaction, especially those that imitate non-rhotic /r/ as in
'neva’ and 'betta’ and G-clipping as in 'sumthin' and 'darlin’.
Third, compounds in the corpus are not traditional as texters
tend to remove spaces among words and contract them to save
more space. The result is structures such as 'whaddya' for 'what
do you do, ‘chockablock’ for ‘chock-a-block’, and
'WATERSHD' for 'water shed'. Still, they are not frequent as
texters usually type at slower rate. Finally, contractions refer to
dropping letters, usually vowels, from the middle of words.
They may be standard or colloquial. Standard contractions such
as 'doesn't' and 'he's' are not common. Colloquial contractions
communicate emotions of affection and therefore they establish
tone [41]. Based on Weber [42], contractions in the corpus
include (a) progressive verbs as in ‘clickin' for ‘clicking' and
‘gunna’ for 'going to', (b) auxiliary verbs as in 's' for 'does' and
't for ‘'are’, (¢) modals as in ‘wud' for 'would', (d) catenative
verbs as in 'gotta’ for 'got to', and (e) personal pronouns as in
‘'em' for ‘them' and 'u’ for 'you'.

4) Emoticons: Emoticons (or emotional icons) are textual
expressions or graphical images formed from ordinary
typographical symbols or ASCII characters. They are used to
represent facial expressions, tone, intonation, voice inflection
or feelings in CMC. They are surrogates of verbal, non-verbal,
paraverbal cues in CMD. Metz [43] mentions four forms of
emoticons: (a) verbalizing physical cues (e.g. 'hehe' for
laughing), (b) using asterisks to describe physical actions (e.g.
"*Lady Marion arrives in the room with a flair and arrogance
fitting of her status*'), (c) stressing an utterance using capital
letters (e.g. 'HEY EVERYBODY"), and (d) smileys what are
characters used to communicate a feeling, and they may be
graphic, symbolic (e.g. :-) for 'smile"), or written between two
angle brackets (e.g. <s>).

In the corpus, emoticons are rarely used to verbalize
physical action such as laughing as in 'hehehe'. However,
asterisks are never used. Furthermore, most of the emoticons
used in the corpus are symbolic. The most frequent smileys
are :) 'happy’, ;-) ‘wink', :( 'sad', B-) 'cool' and =/ 'confused'.
Capital letters are used to attract the attention of the addressee
and they are generally used to mark physical actions especially
laughter (e.g. 'LOL" and 'HAHA"), astonishment (e.g. "WHO?"),
excitement (e.g. 'EXCITING") and sadness (e.g. ' DAMMMN).

C. Grammatical Features
This section focuses on the most crucial grammatical
features marking the corpus under investigation as well as their

communicative functions based on the context in which they
are used.

1) Tense and aspect markers: A close reading into the
corpus shows that texters mostly focus on present actions and
therefore most of the verbs are used in the present tense to
report events (e.g. 'he writes the mail now"), plan future events
(e.g. 'the group is meeting nxt week'), and comment on actions
in progress (e.g. 'the game is gettin tough'). The past participle
form is rarely used to state the completion of an even (e.g. 'he
has bought the dragon’). The various time and aspect markers
in the corpus show lexical diversity and mark informational
discourse. Furthermore, most of the structures are used with
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first and second pronouns which indicate involvement in the
discourse.

2) Adverbials: Adverbials carry much of the informational
load of an utterance, indicating the place, time, manner and
frequency of an action. They are markers of involvement in
discourse [39]. Place adverbials indicate distance, direction, or
position as in 'what's new around here?' and ‘ur m8s agen after
u bein racist towards dem'. Based on the common
classification of the functions of time adverbials [37], the time
adverbials in the corpus are used to tell time (e.g. 'now’, ‘early’,
'later', etc.), express duration (e.g. 'for'), convey frequency
(e.g. 'again’, 'once’, etc.), and mark temporal relationships (e.g.
'before’, ‘after’, ‘'while', etc.). With regard to manner adverbials,
they are used to reflect on how different actions are
performed. The corpus shows that they are basically used to
modify verbs rather than adjectives and other adverbs (e.g. 'l
was perfectly nice to you', 'things which are literally and
physically not possible’). Finally, frequency adverbials are
used to describe how often an action happens. The corpus
show that they are often used after verb to be (e.g. 'im always
bumpin in 2 ppl i kno'), before verbs (e.g. 'they only have 1
grandchild down here') and before nouns and adjectives (e.g. |
surrender to every word u whisper).

3) Nominal forms: Nominal forms refer to the way nouns
are formed, and they are related to information packing in an
utterance. The corpus shows that nouns in the discourse of text
messages are formed through nominalization, gerunds and
nouns. Most of nominal forms are formed with suffixes, e.g. -
er, -tion, -ence, and -ness. Nominalizations tend to pack much
information in few words while expanding textual units [39].
Similarly, nominalization renders discourse more objective,
summarizes propositional content, and contributes to the
informational load of a text [44]. Like nominalizations,
gerunds and present participle forms integrate information as
in 'Hey j! r u feeling any better, hope So hunny', 'did you have
any luck catching PRIVATE?' and 'PRIVATE has just rung
me wanting your number'. Indeed, nouns are the most frequent
grammatical category in the corpus as they function as
referential specifiers referring to places, times, tools, abstract
ideas, professions and people.

4) Adjectives: Adjectives expand information and limit its
scope. The corpus shows three categories of adjectives:
inflectional (e.g. 'All the best this afternoon"), periphrastic (e.g.
"Try that hotel. It is more convenient’) and basic (attributive
and predicative). Basic adjectives are the most frequent as
attributive adjectives are descriptive (e.g. 'l have just come
over all hot, sweaty, shaky and feel faint!") while predicative
adjectives are emotive (e.g. ‘anything that is warm").

5) Pronouns: Pronouns are used when the entities referred
to are situationally prominent and when the reference is
general [37]. Though they economize speech, they offer
accurate specification. The corpus shows the use of personal,
demonstrative, and indefinite pronouns. Personal pronouns
mark a great deal of involvement among chatters.
Accordingly, the absences of personal pronouns indicate
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impersonality. They are classified into first person, second
person and third person pronouns. First and second person
pronouns are used excessively to show involvement in
discourse, while third person pronouns show involvement with
the topic rather than the addressee. It is noteworthy that the
pronoun 'it' is rarely used since the discourse of text messages
is not continuous. One more device that supports cohesion in
the discourse of text messages is the use of demonstrative
pronouns (e.g. 'this', 'that', 'these’ and ‘those’) with some
dialectical variations (e.g. 'dat’ and 'dis’). Most of the
demonstrative pronouns are used with nominal referent,
thereby participating in clarifying their referents as in
'PRIVATE, is this your phone still?". Finally, indefinite
pronouns (e.g. 'all', 'much’, 'everthin’, 'everyl', 'nething’, etc.)
are sometimes used in case a texter does not want to make
himself/herself explicit as in 'hope all is well’, and 'Another
successful night, was a big hit'.

6) Questions: Questions generally shows interest and
involvement in discourse. One key function of text messages
is to ask for information on a variety of topics. Wh-questions
mark a high degree of interpersonal interaction and personal
involvement [34]. Texters in the corpus under investigation
use different forms of questions as in 'Y did you volunteer?'
and 'WHO IS THIS SI THEN?' Unlike Wh-questions, yes-no
questions request a truth value based on elements already
mentioned in the questions. Yes-no questions open with the
operator (an auxiliary or a modal) followed by the subject. By
answering 'yes' or 'no', the addressee supplies a truth value by
opting for one of the already specified elements. However, the
addressee may also supply additional information. The
following statistics represent the frequency of yes-no
questions in both corpora. In the discourse of text messages,
they speed up the course of interaction as they offer quick
short answers as in 'do you still have a spare big chill?" and
'can you please give PRIVATE and family my condolences
tomorrow?'. The last form of questions is alternative question
(also known as 'OR questions'). Like yes-no questions, they
provide quick short answers by opting for one alternative as in
'shall we meet at 9 or 10 2mrw?'

7) Passives: Passive structures foregrounds the content
rather than the agent. However, the agent may be deleted (i.e.,
agentless passives) or confirmed (i.e., by-passives). Agentless
passive syntactic structures render the information offered in a
text message as static and abstract. The corpus displays two
basic passive structures: be-passive (be + past participle) and
get-passives (get + past participle). Be-passive structures
simply describe a state as in 'these tools were invented by
PRIVATE' and 'their visas have been denied and they cant
reenter'). Whereas get-passive describe the process of getting
into a new state as in 'PRIVATE get drunk n make friends'.

8) Modals and semi-modals: Modals are indicative of
language users' attitudes toward topics. They are generally
classified into pure modals and semi-modals. Pure modals
keep the same form and aspect, and they are negated with
'not’. Also, they are followed by the base form of the verb.
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Based on the semantic notion impeded within pure modals, the
corpus displays five categories of modals: (a) obligation and
necessity modals (e.g. 'must’, 'shouldn't’, ‘shud’, etc.) as in 'l
should get my card tonight', (b) ability and possibility modals
(e.g. 'can’, 'cud', 'couldn't, etc.) as in 'IF WE MEET WE CAN
GO 2 MY HOUSE!', (c) epistemic possibility modals (e.g.
'mite’, 'may’, etc.) as in 'PRIVATE may be I8 if he goes at 7',
(d) volition and prediction modals (e.g. ‘will' and 'shall’) as in
'U WILL SWITCH YOUR FONE ON DAMMIT', and (e)
hypothetical modals (e.g. 'wud', 'would' and 'wouldn't) as in
'we would drop in 2nt'. In general, these modals are used to
offer more details about the meaning of the main verb and to
communicate certain attitudes and social relations. Unlike
modals, semi-modals are multi-word constructions that
function like modals, e.g. 'ought to', 'be going to', 'need to' and
'be able to'. Their form and aspect change. They are basically
intended to show informal style, particularly when contracted
forms such as 'gonna’ are used as in 'PRIVATE is going to ask
big PRIVATE if i can go on 3 month trial'.

VI. RESULTS

Based on the results of the studies previously reviewed
herein, it becomes clear that computer-mediated discourse has
emerged as a result of adaptation to the technological
constraints posed by different technological affordances. Such
technological affordances arise from the material
characteristics framed through the properties of the electronic
environment offered by various CMC modes as well as users'
cultural and individual knowledge that is employed to perform
interpersonal functions. Furthermore, these affordances are
spatio-temporal in the first place. As an asynchronous CMC
mode, text messages are produced at a slow rate and hence
they carry much of the properties of planned speech. Space
also is another crucial affordance as texters have to abide by
160 characters only per message, thereby rendering the
discourse of text messages markedly economic. That is,
reductions in general save time and space and speed up the
communication process which pertaining to the common
properties of both spoken and written languages. Though it is
interactive and revisable, the discourse of text messages is not
time-bound. Rather, it is space-bound and visually
decontextualized. In short, all of these factors and constraints
underlie the peculiar linguistic properties of text messages
discourse on the phonological, lexical and grammatical levels.
The corpus tool, represented by AntConc corpus analysis
toolkit (3.5.8) [35], helped to compare and sort such features.

On the phonological level, although the discourse of text
messages is basically communicated in a written form, it is
found it contains various phonological surrogates that
compensate segmental and suprasegmental phonological
features. The most common phonological features are phonetic
substitution, sound replacement, capital letters and letter-
number homophones. Texters substitute letters in irregular
standard spelling for those corresponding to particular sounds
and even syllables, e.g. '2' for 'two', 'to', 'too' and and '2gether'.
Consonants are sometimes replaced by others, especially 'th'
that is replaced by 'f as in 'fink', or 'd" as in 'da’ or 'v' as in ‘wiv'".
Also, the deletion of many vowels in text messages render
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most of them as telegraphic. Capital letters are used to mark
intonation and stress shift as in 'l will do it 2DAY". Finally,
letter-number homophones are used to save space and speed up
communication.

Obviously, the corpus is lexically rich. Still, the type/token
ratio of the corpus proved to be not high. Similarly, the average
word length is below the average word length in Standard
English. These features are typical of informal writing and
interactive discourse. The most frequent lexical classes in the
corpus are conjuncts, downtoners, hedges, and discourse
markers. All of these classes are used to communicate various
attitudes such as (un)certainty, seriousness, authenticity and
involvement. For  spatio-temporal reasons, shorthand
techniques abound in the discourse of text messages.
Abbreviations are created by apostrophe omission, clipping,
double letter reduction, letter(s) omission, and syllable
omission. They are found to stand for individual words,
compound words, phrases and whole sentences. Equally
important, emoticons are employed to offer non-textual
information and to regulate interaction.

Similarly, texters tend to use peculiar grammatical features
that best communicate their attitudes, stances and intentions.
Almost all tense and aspect markers, including the base form,
the present and past participles as well as the infinitive, present
and past forms, are used in the corpus. This shows highly
packed information despite the short texture of text messages.
Such information cover the time, place, manner, and frequency
of events, and they are highlighted via frequent adverbials.
Also, different nominal and adjectival forms are used to
expand and elaborate on the propositional content of messages.
In addition, pronouns are used to mark personal relationships,
show involvement in the discourse, and render the discourse of
text messages referentially cohesive. Similarly, questions,
particularly wh-questions, are employed to maintain interaction
and trigger additional information. Finally, modals and semi-
modals are used in the first place to encode texters' attitudes
and to attach an evaluative tone to the message.

V1. CONCLUSION

The present study went beyond the superficial description
of the linguistic features of the discourse of text messages. It
took as it core the communicative functions performed by each
linguistic feature taking into consideration the linguistic
context of the whole utterance. The study hopefully contributes
to our knowledge about the way technological devices
motivate specific language behavior. The findings would help
with enhancing mobile learning strategies and applications by
offering content peppered with the linguistic features that
texters usually use in their casual communications. Further
future research is recommended to apply both quantitative and
qualitative methods to explore the frequency of different
linguistic features particular to the discourse of text messages
and to identify the pragmatic as well as the cognitive basis for
paradigmatic variations in such discourse. Also, further
research would investigate the role played by gender in the
formulation of the discourse of text messages.
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Abstract—Flood damage area detection method by means of
coherency derived from interferometric SAR analysis with
Sentinel-A SAR is proposed. One of the key issues for flooding
area detection is to estimate it as soon as possible. The flooding
area due to heavy rain, typhoon, severe storm, however, is
usually covered with clouds. Therefore, it is not easy to detect
with optical imagers onboard remote sensing satellite. On the
other hand, Synthetic Aperture Radar: SAR onboard remote
sensing satellites allows to observe the flooding area even if it is
cloudy and rainy weather conditions. Usually, flooding area
shows relatively small back scattering cross section due to the
fact that return signal from the water surface is quite small
because of dielectric loss. It, however, is not clear enough of the
flooding area detected by using return signal of SAR data from
the water surface. The proposed method uses coherency derived
from interferometric SAR analysis. Through experiment, it is
found that the proposed method is useful to detect the flooding
area clearly.

Keywords—Flooding area detection; Synthetic Aperture Radar:
SAR; interferometric SAR analysis; coherency; back scattering
cross section; remote sensing satellite

I. INTRODUCTION

One of the key issues for flooding area detection is to
estimate it as soon as possible. The flooding area due to heavy
rain, typhoon, severe storm, however, is usually covered with
clouds. Therefore, it is not easy to detect with optical imagers
onboard remote sensing satellite. On the other hand, Synthetic
Aperture Radar: SAR onboard remote sensing satellites allows
to observe the flooding area even if it is cloudy and rainy
weather conditions.

Flooding and oil spill disaster relief using Sentinel of
remote sensing satellite data is conducted [1]. SAR image
classification based on Maximum Likelihood Decision rule
with texture features taking into account a fitness to the
probability density function is proposed [2]. On the other hand,
a new method for SAR speckle noise reduction (Chi-Square
Test Filter) is proposed and validated with actual satellite
based SAR data [3].

Decomposition of SAR polarization signatures by means
of eigen-space representation is proposed [4]. Meanwhile,
polarimetric SAR image classification with maximum
curvature of the trajectory in eigen space domain on the
polarization signature is attempted [5]. On the other hand,

Wavelet Multi-Resolution Analysis: MRA and its application
to polarimetric SAR classification is proposed and validated

[6].

Sentinel 1A SAR data analysis for disaster mitigation in
Kyushu, Japan is conducted [7]. On the other hand,
polarimetric SAR image classification with maximum
curvature of the trajectory in eigen space domain on the
polarization signature is proposed [8].

Polarimetric SAR image classification with high frequency
component derived from wavelet multi resolution analysis:
MRA is proposed and validated [9]. Also, comparative study
of polarimetric SAR classification methods including
proposed method with maximum curvature of trajectory of
backscattering cross section in ellipticity and orientation angle
space is conducted [10].

Characteristics of heavy rainfall and flood disaster in
central southern part of Oita prefecture by Typhoon No.18
“Typhoon Talim” in 2017), flooding areas in the Tsukumi city
due to Typhoon No.18 are investigated [11]. Sentinel 1A SAR
data analysis for disaster mitigation in Kyushu is conducted
and reported [12], Also, Wavelet Multi-Resolution Analysis:
MRA and its application to polarimetric SAR classification is
proposed [13].

Usually, flooding area shows relatively small back
scattering cross section due to the fact that return signal from
the water surface is quite small because of dielectric loss. It,
however, is not clear enough of the flooding area detected by
using return signal of SAR data from the water surface. The
proposed method uses coherency ! derived from
interferometric SAR analysis. Through experiment, it is found
that the proposed method is useful to detect the flooding area
clearly.

The following section describes research background, in
particular, flooding damage due to typhoon No.18, which hit
Japanese island. Then some experimental results, in particular,
a comparison of flooding area observed on the ground and
detected flooding area using Sentinel-1 SAR data through
interferometric SAR analysis (coherency). After that
conclusion is described with some discussions.

1 https://en.wikipedia.org/wiki/Coherence_(signal_processing)
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Il. RESEARCH BACKGROUND

A. Typhoon No. 18 in 2017

Typhoon No. 18, which occurred in the Mariana Islands on
September 9 in 2017, traveled northwest in the south of Japan,
and moved northward near Miyakojima on the 13th with a
very strong force. The typhoon turned to the east in the East
China Sea on the 15th in September and landed near
Minamikyushu City in Kagoshima Prefecture at around 11:30
on the 171 in September. After that, the typhoon moved north
along the Japanese archipelago along with the storm area, re-
landed in Kochi prefecture, Hyogo prefecture, and Hokkaido,
and became a temperate cyclone in Sakhalin at 21:00 on the
18" in September.

Due to the effects of typhoons and active fronts, heavy
rains and storms occurred mainly in the Nansei Islands,
western Japan, and Hokkaido. In addition, due to the typhoon,
the storm surged mainly in the Nansei Islands and western
Japan, and the storm surge occurred mainly in western Japan
because it coincided with the tide.

Due to these effects, river floods, flood damage, and
sediment disasters occurred mainly in Oita prefecture and
western Japan. In addition, there were damages to lifelines
such as water outages and telephone interruptions in various
places, as well as traffic disruptions such as suspension of
railroads and cancellation of aircraft and ships. Fig. 1 shows
the trajectory of the typhoon No.18, Talim which hit Japanese
island during on 17th of September and 18" of September
2017.. Also, Fig. 2 shows Geo-stational Meteorological
Satellite image of Typhoon No.18 over Kyushu, Japan
acquired on 17 September 2017.

B. Intensive Study Areas

Fig. 3 shows the intensive study area of Usuki and
Tsukumi areas of Kyushu, in Japan of which flood damaged
areas due to Typhoon No.18 during 17 and 18 September
2017.

Fig. 1. Trajectory of the Typhoon No.18.

Vol. 11, No. 7, 2020
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Fig. 2. Geo-Stational Meteorological Satellite image of Typhoon No.18 over
Kyushu, Japan Acquired on 17 September 2017.
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(b) Enlarged Google Map Image of the Intensive Study Areas.

Fig. 3. Intensive Study Area of Usuki and Tsukumi Areas of Kyushu, in
Japan of which Flood Damaged Areas due to Typhoon No.18 during 17 and
18 September 2017.
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C. Rainfall Rate and Wind Direction as well as Wind Speed

From Journal of Japanese Society on Natural Disaster
Science, 36 -4 381 -397 (2018) by Haruhiko YAMAMOTO,
Toshiaki  YAMASAKI, Kyoko SAKAMOTO and Nao
YAMASHITA, Characteristics of Heavy Rainfall and Flood
Disaster in Central Southern part of Oita Prefecture by
Typhoon No.18 “Typhoon Talim” in 2017 [11], rainfall rate
and ground wind direction and wind speed are investigated.
These are shown in Fig. 4.

Prof. Dr. Yamamoto conducted ground survey of the
flooding situation in the Tsukumi city in Oita prefecture of
Japan. The flooding areas in the city is shown in Fig. 5.

D. Damage Due to Typhoon No.18 Which Hit Kyushu on 17
of September 2017

Major damages due to Typhoon No.18 are as follows,

1) 5 dead, 59 injured.

2) Completely destroyed 3 houses, 11 partially destroyed,
531 partially destroyed.

3) 1,970 buildings on the floor, 4,653 buildings under the
floor, etc.

ﬁﬁﬂﬂﬁ
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(a) Wind Direction and Wind Speed as well as Rainfall Rate Observed at 9:00

Japanese Standard Time: JST on 17th September 2017.
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Fig. 4. Wind Direction and Wind Speed as well as Rainfall Rate Observed at
9:00 and 15:00 Japanese Standard Time: JST on 17t September 2017.
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Journal of Japanese Society on Natural Disaster Science, 36 -4 381 -397
(2018) by Haruhiko YAMAMOTO, Toshiaki YAMASAKI, Kyoko
SAKAMOTO and Nao YAMASHITA, Characteristics of Heavy Rainfall and
Flood Disaster in Central Southern part of Oita Prefecture by Typhoon No.18
“Typhoon Talim” in 2017).

In Oita prefecture, many rivers from central Oita
prefecture to southern Oita prefecture flooded on the 17th. In
Usuki City, the city was flooded, and the Governor of Oita
issued a disaster dispatch request to the 41st Ordinary General
of the Ground Self-Defense Forces in charge of flood control
(disaster dispatch request was made at 13:00 on the 18th of the
following day). In Tsukumi City, the Tsukumi River and
Tokuura River flooded and flooded a wide area, including the
Tsukumi City Hall. In addition, floods also occurred in the
Ono River in Qita City and Bungo Ono City, the Isaki River in
the Bansaku River System in Saiki City, and also in the
Fengaru River in Usuki City and the Monzen River in Saiki
City.

In Oita prefecture, river water is flooding everywhere. In
Tsukumi City, the river flowing through the city overflowed
and a wide area was flooded. After 3:00 pm on September 17,
water flowed into the 1st floor of the city hall, temporarily
using the height of the ankle, and most of the surrounding area
was flooded with water, and some cars floated on the water in
the parking lot. In Bungo-Ono City, around 4 pm on
September 17, part of the Ono River in the shallows of Mie
Town overflowed with water, and three houses along the river
were flooded under the floor. Also, in Beppu City, Oita
Prefecture, around 4 pm on the 17" September, earth and sand
collapsed on the back mountain of the house. The back
mountain collapsed over a height of about 5 meters and a
width of about 5 meters, and the window glass on the first
floor of the house was broken, but there were no injuries. At
the Nishinomiya Shrine in Takeda City, Oita Prefecture, it was
discovered that a stone wall 4 meters high collapsed over a
width of 4 meters.

The collapsed stone wall is said to have collapsed to the
site of the next house, but there is no damage to people or
buildings. "In Tsukumi City, Oita Prefecture, where it seems
to have been raining about 110 mm per hour, it seems that the
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river flowing through the city overflowed and a large area was
flooded, but police and fire departments were all over the
road. He said that he could not patrol as expected after
flooding, and that he did not understand the full extent of the
damage.

According to Tsukumi City, the residents flooded the
Tsukumi River and Tokuura River, which flowed in the city
from about 2:30 pm, with messages saying that the underfloor
of the house was flooded. After 3:00 pm, the water flowed to
the first floor of the city hall, and the height of the ankle was
used for a while.

Depending on the city, water gradually begins to drain,
and as of 6:00 pm, the flood in the city hall has disappeared,
and there are some roads around the city where water can
begin to drain. However, according to police and fire
departments, the roads are still flooded everywhere in the city,
so the patrol to confirm the damage does not proceed as
expected and the whole situation is not grasped.

I1l. PROPOSED METHOD

A. Interferometric SAR

The signals received by antennas 1 and 2 are processed to
generate two sets of complex images, and the product A1A =
= | Ao | ? of the complex amplitude A; of image 1 and the
complex conjugate A+, of image 2 called interferogram.

exp (ip) =| Ao |  (cos (@) + i sin (9)) @

where, ¢ = ¢1—¢2 = 2k (R1—Ry) is the phase difference, k =
2w / A is the wave number, and Ay is a constant including RCS
and is constant throughout both images. The phase of the
interferogram is as follows,

y = arctan (imag. (A1A =) / real (AtA*2))= o +j2m:
j=0,£1,£2,+3, .. 2

Extracted phase v is folded between (0, 2xt] every 2z, and
the absolute phase (absolute or unwrapped phase) is calculated
by removing the ambiguity of 2 from the wrapped phase.
This processing technique is called phase unwrapping or phase
recovery, and many methods have been proposed.
Relationship between phase of interferogram and ground
surface height ¢ = (4w / L) BCT sin (6;i —yCT). The ground
surface altitude is obtained, but at present, it is difficult to
obtain highly accurate orbit information from platform
information. Therefore, the change in the ground surface
height is as follows,

AH = \R; sin 6; 4nBCT cos (6i—yCT) A¢ (3)

And is extracted from the difference between the two
points on the image. Here, AH and A¢ are the change in the
ground surface altitude and the change in the interferogram
phase at two points, respectively. In actual processing, there is
speckle-specific noise in the coherent imaging system, so
arithmetic processing is performed as a set average
interferogram phase with some noise reduction. The coherence
image showing the correlation of complex images is defined
by the following equation:

Fp=|AlA* |11 ] 4
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where, I; (j = 1, 2) represents the set average of the
intensities ;.

The coherence of the interferogram generated by the
interferometric SAR and the differential interferometric SAR
described later depends on the degree of correlation of the
backscatter field. In the repeat path INSAR, when the scatterer
changes between paths, the degree of correlation of the
backscattering field decreases and the coherence of the
interferogram also decreases. In forests where the volume
scattering is the main, the coherence may decrease due to the
change of the reflection path due to a slight difference in the
incident angle. Utilizing this phenomenon, research is being
conducted to measure the characteristics of spatterers and
spatiotemporal changes from coherence. For example, if A =
23.5 cm, Ry = 750 km, yCT =0, 6;= 40 °, and BCT = 1 km,
one cycle of interference fringes corresponds to an altitude
difference of about 74 m. The longer the orbital interval, the
shorter the interval of interference fringes and the higher the
measurement accuracy. In order to generate a good quality
interferogram, there is a trade-off between the two.

For satellite C-band SAR such as ENVISAT-ASAR and
RADARSAT-1, the available orbital intervals are around
0.5km and the JERS-1 L-band SAR., it is about 1 km.
Regarding the accuracy of the INSAR-DEM, the DEM by
airborne In-SAR has an error of about 2 to 5 m compared with
the DEM obtained from optical stereo vision, but the error by
using multi-wavelength and multi-polarization INSAR It has
been reported that the result can be reduced by about 30%. As
the slope of the ground surface increases, layover,
foreshortening, and shadow effects increase and coherence
decreases, so the measurement error generally increases.

It is difficult for satellite-borne INSAR to completely
eliminate interference fringes due to orbital intervals due to
the uncertainty of orbit information and the curved surface of
the ground surface. This is due to coherence degradation due
to ground surface inclination and signal delay due to
atmospheric water vapor Due to some errors, the measurement
error from a single interferogram is often several meters to
several tens of meters. However, satellite orbit information is
becoming more accurate, and it is possible to reduce the
measurement accuracy below the resolution range by using
multiple interferograms with high coherence generated from
data under different orbit intervals and meteorological
conditions.

B. Proposed Method

The definition of the coherence for complex data is given
by the following equation,

to =< (=< %1 >)((x=< x5 >)" > (04, 0y,) ®)

where: < > is the expectation operator x; , X, are the
pixels from the two images being correlated, image 1 and 2,
respectively. * denotes complex conjugate while oy is the
square-root of the variance for the pixel from the i-th image.

The proposed method for flooding area detection is to use
the coherency. Namely, coherency reflects correlation
between two SAR imagery data, master and slave images.
Therefore, correlation between two SAR imagery data, before
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and after the typhoon hit the intensive study areas supposed to
be flooding areas.

The coherency between two SAR imagery data (before
flooding and after flooding) indicates the difference of back
scattering cross section of the land surface covered with water.
Therefore, it is possible to detect flooding areas by using
coherency which is expressed with the equation (5).

IV. EXPERIMENT

A. Data used

The following Sentinel-1A SAR imagery data (see Fig. 6)
which are acquired on September 7 in 2017 (just before the
Typhoon No0.18) and September 19 in 2017 (just after the
Typhoon No.18) are used for the experiment.

Descending orbit (Descending path)

Observation wavelength: C band

Polarization: VV

Date of disaster (central day): September 16-17, 2017 (JP)

Data used for processing...

Two periods before the disaster

Time 1: August 26, 2017 (JP), preliminary orbit data

Period 2: September 7, 2017 (JP), preliminary orbit data
Two times between the days of disaster

Timing 1: September 7, 2017 (JP), preliminary orbit data

Period 2: September 19, 2017 (

LS

v O PO N8
-

(a) September 7(Before Typhoon No
- e X AN

S T AN
.fj‘;&- .SY'

er 19(After Typhoon No.18).
Fig. 6. Two Sentinel-1A SAR Imagery Data used.

Vol. 11, No. 7, 2020

B. Coherence Image

Using the aforementioned two Sentinel-1A SAR imagery
data (before and after the typhoon No. 18), coherency defined
as Eqg. 5 is calculated. The resultant coherency image is shown
in Fig. 7(a). Meanwhile, Fig. 7(b) shows the coherence image
on Google Earth while Fig. 7(c) shows coherence image of the
intensive study area and Fig. 7(d) shows the intensive study
area on Google map.

C. Major Result

In comparison between the Fig. 7(c) (derived from the
coherence image) and Fig. 5 (Truth data of flooding areas), it
is confirmed coincidence between both. Namely, proposed
method for flooding area detection using coherence image
does works well.

Tsukumi
.

-~ 2R

(c) Enlarged Coherency Image of the Intensive Study Area.

92|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

(d) Intensive Study Area on Google Map.
Fig. 7. Coherency Image of the Intensive Study Area.

D. Elevation Changes between Two Periods, before and after
the Typhoon No.18

Using interferogram derived from two Sentinel-1A SAR
imagery data (before and after the typhoon No.18), it is
possible to create the elevation changes during the typhoon
No0.18. The resultant elevation change image is shown in
Fig. 8.

Fig. 8 Interferogram showing elevation changes between two time periods,
before and after the Typhoon No.18

V. CONCLUSION

Flood damage area detection method by means of
coherency derived from interferometric SAR analysis with
Sentinel-A SAR is proposed. One of the key issues for
flooding area detection is to estimate it as soon as possible.
The flooding area due to heavy rain, typhoon, severe storm,
however, is usually covered with clouds. Therefore, it is not
easy to detect with optical imagers onboard remote sensing
satellite. On the other hand, Synthetic Aperture Radar: SAR
onboard remote sensing satellites allows to observe the
flooding area even if it is cloudy and rainy weather conditions.
Usually, flooding area shows relatively small back scattering

Vol. 11, No. 7, 2020

cross section due to the fact that return signal from the water
surface is quite small because of dielectric loss. It, however, is
not clear enough of the flooding area detected by using return
signal of SAR data from the water surface. The proposed
method uses coherency derived from interferometric SAR
analysis. Through experiment, it is found that the proposed
method is useful to detect the flooding area clearly.

In comparison between the Fig. 7 (c) (derived from the
coherence image) and Fig. 5 (Truth data of flooding areas), it
is confirmed coincidence between both. Namely, proposed
method for flooding area detection using coherence image
does works well.

VI. FUTURE RESEARCH WORKS

Further research works are required for the conventional
method using optical sensor data and interferogram. Also,
classification methods have to be tried to detect flooding areas
in remote sensing satellite imagery data.
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Abstract—Barley quality estimation method with Unmanned
Aerial Vehicle: UAV based Near Infrared: NIR camera data
based on regressive analysis is proposed. The proposed method
allows to predict barley quality, anthocyanin, B-glucan and water
contents in the harvested “Daishimochi” of barley grains before
the harvest. The prediction method proposed here is based on
regression analysis with the Near Infrared: NIR camera data
mounted on UAV which allows to estimate barley quality,
anthocyanin, B-glucan and water contents in the harvested
“Daishimochi” of barley grains before the harvest.. This is the
first original attempt for the prediction in the world. Through
experiment, it is found that water content (%), Anthocyanin
content (mg Cy3G/100 g), Anthocyanin content (mg Cy3G/100 g:
which corresponds to dry matter), and barley B-glucan (%) can
be predicted before the harvest with high R? value (more than
0.99). Therefore, farmers can control fertilizer and water supply
for improvement of the Daishimochi barley grain quality.

Keywords—Unmanned Aerial Vehicle: UAV; Near Infrared:
NIR camera; Daishimochi; anthocyanin; pg-glucan and water
contents; barley quality

I. INTRODUCTION

There is a strong demand on a prediction of the harvested
agricultural product quality before the harvest. If it is possible
to predict, farmers may control fertilizer, water supply to get
better quality of the agricultural products.

"Mochi barley" is composed only of amylopectin, and this
difference creates stickiness when cooked. The reason why
“mochi wheat” is receiving attention is the improvement of the
intestinal environment. The key ingredient is the water-soluble
dietary fiber called "barley B-glucan” that was introduced at the
beginning. It has been reported that it functions as a food for
good bacteria in the intestine to adjust the intestinal
environment.

Furthermore, it has been reported that it suppresses the
absorption of sugars and suppresses the rise in blood sugar
level after eating. The function of "barley B-glucan™ is not
limited to that. It is also reported that it has a strong viscosity
and absorbs cholesterol to help it be excreted from the body.

“Mugigohan™ is the best way to efficiently take in "mochi
wheat," which is full of energy for your body. Especially, it is
recommended to incorporate it in "breakfast". The reason is
that "barley B-glucan" suppresses the absorption of sugars and
continues until the next meal. This feature is called the "second
meal effect".

This barley (bare barley) was grown in 1997 at the Shikoku
Agricultural Experiment Station in Zentsuji City, Kagawa
Prefecture, and was named "Daishimochi" because of Kobo
Daishi, who is associated with Zentsuji. Although the same
mochi barley has different characteristics depending on the
variety, "Sanuki Mochi barley Daishimochi" is a purple-
colored grain with a sweetness and a fluffy, chewy texture. It
contains about 30 times as much dietary fiber as polished rice
and is rich in B-glucan (water-soluble dietary fiber).

The prediction method proposed here is based on
regression analysis with the Near Infrared: NIR camera data
mounted on UAV which allows to estimate barley quality,
anthocyanin, B-glucan and water contents in the harvested
“Daishimochi” of barley grains before the harvest. This is the
first original attempt for the prediction in the world.

The following section describes research background and
related research works. Then experiment is described with
some remarks. After that, conclusion is described with some
discussions and future works.

Il. RESEARCH BACKGROUND AND RELATED RESEARCH
WORKS

A. Research Background

The anthocyanins of the Daisimochi grain are mainly
composed of cyanidin malonyl glucoside and localized in the
pericarp. In recent years, physiological activities of
anthocyanins such as antioxidative activity, anti-inflammatory
activity and blood glucose lowering activity have been clarified,
and cereals containing anthocyanin pigment have been
attracting attention as a supply source thereof. The
conventional glutinous barley and the cultivar "Daishimochi"
which has improved cultivability have a characteristic of being
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colored purple during the ripening period, but the pigment is
not used so much. Therefore, in order to effectively utilize the
anthocyanin pigment contained in Daishimochi grain, its main
component and the accumulation of the ripening process are
clarified, and the localization in the grain is investigated by the
polishing.

Daishimochi grains contain anthocyanins. The main
component is cyanidin 3-3” ,6” -dimalonyl glucoside)
containing 2 malonyl groups, then cyanidin 3-(6” -malonyl
glucoside) containing 1 malonyl group and cyanidin 3-(3” ) -
Malonyl glucoside), and cyanidin 3-glucoside having no
malonyl group.

In Daisimochi kernels, anthocyanins accumulate after 28
days after flowering, peak at 35 days after flowering, and
decrease at 42 days after flowering. The most abundant
cyanidin 3-(3” ,6 ” -dimalonyl glucoside) is contained
throughout the ripening period. The anthocyanin accumulation
time is later than the accumulation time of catechin and
proanthocyanidins, which are the causes of browning after
heating and are the main polyphenol components of barley
grain.

The method proposed here allows to predict barley quality,
anthocyanin, fB-glucan and water contents in the harvested
“Daishimochi” of barley grains before the harvest. Through
experiment, it is found that the barley quality can be predicted
before the harvest with high R? value (more than 0.99).
Therefore, it is possible to control fertilizer and water supplies
before the harvest.

B. Related Research Works

Regressive analysis on leaf nitrogen content and near
infrared reflectance and its application to agricultural farm
monitoring with helicopter mounted near infrared camera is
proposed [1]. Also, effect of sensitivity improvement of
visible to near infrared digital cameras on NDVI measurement
in particular for agricultural field monitoring is proposed [2].
On the other hand, smartphone image based agricultural
product quality and harvest amount prediction method is
proposed and validated [3].

A computer aided system for tropical leaf medicinal plant
identification is attempted [4]. Meanwhile, product amount
and quality monitoring in agricultural fields with remote
sensing satellite and radio-control helicopter is proposed and
evaluated [5]. On the other hand, computer vision for remote
sensing is lectured in the Special Lecture on Computer Vision
for Remote Sensing of Agriculture [6] together with Remote
Sensing for Agriculture [7].

Intelligent system for agricultural field monitoring is
proposed and realized [8]. Also, multi-level observation system
for agricultural field monitoring is recommended [9] together
with multi-layer observation for agricultural field monitoring
[10]. On the other hand, another intelligent system for
agricultural field monitoring is systemized and realized [11].

Vol. 11, No. 7, 2020

Another multi-level observation system for agricultural
field monitoring is presented [12] together with multi-layer
observation for agricultural field monitoring [13]. Meanwhile,
another multi-layer observation for agricultural (tea and rice)
field monitoring is realized and evaluated its performance [14].
bigdata platform for agricultural field monitoring and
environmental monitoring is presented for global monitoring
particularly [15].

Degree of polarization model for leaves and discrimination
between pea and rice types leaves for estimation of leaf area
index is investigated [16]. Also, nitrogen content estimation of
rice crop based on Near Infrared (NIR) reflectance using
Artificial Neural Network (ANN) is proposed [17]. On the
other hand, effect of stump density, fertilizer on rice crop
quality and harvest amount in 2015 investigated with drone
mounted NIR camera data is evaluated [18].

Relation between rice crop quality (protein content) and
fertilizer amount as well as rice stump density derived from
helicopter data is investigated [19] together with estimation of
rice crop quality and harvest amount from helicopter mounted
NIR camera data and remote sensing satellite data [20].

Method for NIR reflectance estimation with visible camera
data based on regression for NDVI estimation and its
application for insect damage detection of rice paddy fields is
proposed [21]. Meanwhile, artificial intelligence based
fertilizer control for improvement of rice quality and harvest
amount is proposed and well reported [22].

I1l. PROPOSED METHOD

The method proposed here allows to predict barley quality,
anthocyanin, B-glucan and water contents in the harvested
“Daishimochi” of barley grains before the harvest. Using the
results from the regressive analysis with UAV mounted NIR
camera data and chemical content measurements about
anthocyanin, B-glucan and water contents in the harvested
barley crops, it is possible to predict these contents with the
UAV mounted NIR camera data acquired in the future.

IV. EXPERIMENT

A. Intensive Study Area

The intensive study area is situated Kisu, Imari City, Saga
in Kyushu, Japan (33:29N, 129:86E) sown in Fig. 1.

The late of November to the begging of December in 2018,
Daishimochi of barley is planted in the intensive study farm
areas. After the fundamental fertilizer is supplied, barley
trampling is conducted a couple of time. Then additional
fertilizer is put in the farm areas. Afterall Daishimochi barley is
harvested in May 2019.

Fig. 2(a) shows photos of the scenery of the farm area just
before the harvest while Fig. 2(b) shows the outlook of the
harvested Daishimochi barley grains. Approximately, one
month before the harvest, the farm areas are observed by the
UAV mounted NIR camera (Fig. 2(c)).

9% |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 11, No. 7, 2020
Nmari \

/Sasebg™ ” ERN ASaga:

f

,.’, | ‘ 4 ~I ;
/ ’ W s
RIS Ay 1". \q“ {
(a) Scenery Photo of the

ishimochi Barley Field

(b) Enlarged Google

Map Image.
’ J

> .'~, \'
|+ R L - T

‘ \ 4 '\ 1 \

& 1 \e

= - \

3 “1\ \ ~ \ -
, = -‘:\

(c) Location of Intensive Study Area (Red Circle).
Fig. 1. Intensive Study Area.

(c) UAV Carrying NIR Camera.

Fig. 2. Phtos of Daishimochi Berley Field and the Harvested Grains and the
Outlook of the UAV Carrying NIR Camera.
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B. Acquired NIR Images of the Daishimochi Barley Fields

During the NIR image acquisition with UAV mounted NIR
camera, standard plaque is put on the Daishimochi barley fields
(1), (2), (3) and (4). Fig. 3 shows the acquired images of the
fields. Meanwhile, close-up NIR images of standard plaque
and the Daishimochi barley of the fields (1), (2), (3) and (4) are
shown in Fig. 4. Standard plaques for each field are marked
with yellow circles in Fig. 4. The NIR images and histograms
of the standard plaque and Daishimochi barley of the field #1
are shown in Fig. 4(a) and (b), respectively while those of the
field #2 are shown in Fig. 4(c) and (d). On the other hand,
those of the field #3 are shown in Fig. 4(e) and (f) while those
of the field #4 are shown in Fig. 4(g) and (h), respectively.

C. Chemical Composition Analysis

Chemical composition analysis is made for the harvested
Daishimochi barley grains from the fields #1, #2, #3, and #4.
As the chemical composition, water content (%), Anthocyanin

(c) Field #3.

Vol. 11, No. 7, 2020

content (mg Cy3G/100 g), Anthocyanin content (mg Cy3G/100
g: which corresponds to dry matter), and barley B-glucan (%)
are selected because these factors are significant specific
feature of the Daishimochi barley grains. The results are shown
in Table 1.

In the table, the mean of the acquired NIR reflectance is
also shown. There is strong positive correlation between NIR
reflectance and water content obviously while there is negative
correlation between NIR reflectance and Anthocyanin content
as well as Anthocyanin (corresponding to dry matter). On the
other hand, there is positive correlation between barley B-
glucan and NIR reflectance as shown in Table I.

D. Regression Analysis

Regression analysis is made among NIR reflectance and
Water content, barley B-glucan, Anthocyanin content as well as
Anthocyanin  (corresponding to dry matter) with linear
approximation. The results are shown in Fig. 5.

a) Field #1. b) Field #2.

(d) Field #4.

Fig. 3. Acquired NIR Images of the Daishimochi Barley Fields.
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(a) Standard Plague #1. i ] (b) Daishimochi Barley #1.

i
4
—

(c) Standard Plaque #2. (d) Daishimochi Barley #2.

(e) Standard Plaque #3. (f) Daishimochi Barley #3.

() Daishimochi Barley #4.
Fig. 4. Acquired NIR Images and Histograms of each Daishimochi Barley Fields and Standard Plaques.

(9) Standard Pla’aue #4.-
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TABLE I. NIR REFLECTANCE, WATER CONTENT
Field NIR Water . . barley B-
Ref. content Anthocyanin Anthocyanin(D) glucan

#1 1 06259 12.8 3.1 36 5.1
#2 | 05801 12.5 9.1 10.5 32
#3 | 06094 12.6 6.9 79
#4 | 06036 12.6 65 74
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Fig. 5. Results from the Regressive Analysis among NIR Reflectance and
Water Content, Barley -glucan, Anthocyanin Content as well as Anthocyanin
(Corresponding to Dry Matter) with Linear Approximation.

As the results, the following calibration curves (linear
regressive equations) are obtained.

Y = 8.0151x,, + 7.7598 @
Ya = -18147x, + 117.5 @
Yad = -158.06Xzq + 102.3 &)
Yo = 46.196xy - 24.314 @)

where vy, and Xy are water content and NIR reflectance
while y: and x, are Anthocyanin content and NIR reflectance.
Meanwhile, vy.aa and X, are Anthocyanin content
(corresponding to dry matter) and NIR reflectance while ygand
Xg are barley B-glucan and NIR reflectance, respectively. Thus
it is found that water content (%), Anthocyanin content (mg
Cy3G/100 g), Anthocyanin content (mg Cy3G/100 g: which
corresponds to dry matter), and barley B-glucan (%) can be
predicted before the harvest. Therefore, farmers can control
fertilizer and water supply for improvement of the Daishimochi
barley grain quality.

V. CONCLUSION

Barley quality estimation method with Unmanned Aerial
Vehicle: UAV based Near Infrared: NIR camera data based on
regressive analysis is proposed. The proposed method allows to
predict barley quality, anthocyanin, B-glucan and water
contents in the harvested “Daishimochi” of barley grains
before the harvest.

Through experiment, it is found that Daishimochi barley
grain quality, water content (%), Anthocyanin content (mg

Vol. 11, No. 7, 2020

Cy3G/100 g), Anthocyanin content (mg Cy3G/100 g: which
corresponds to dry matter), and barley B-glucan (%) can be
predicted before the harvest. Therefore, farmers can control
fertilizer and water supply for improvement of the Daishimochi
barley grain quality.

VI. FUTURE RESEARCH WORKS

The proposed method has to be validated with the other
types of agricultural products. Also, further experiments with
drone mounted NIR camera data are required for validation of
the proposed method.
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Abstract—In the telecommunication market, it is essential to
ensure that the infrastructure and resources of the internet
service provider can adapt and grow. In contrast, provide the
best quality of data services and offering the best packages for
their customers. It is essential to ensure that an internet service
provider company remain competitive and agile so that it can
provide better products and services promptly to the market. At
iINET, raising awareness of how having an enterprise-wide
understanding and view of how the business processes run and
all the existing technology within the organisation is vital in
ensuring their adaptability and growth in the telecom industry.
This paper discusses the challenges which IINET is currently
facing and how an enterprise architecture solution is proposed to
provide iiNET with the strategic advantage it needs to overcome
those challenges. The existing EA frameworks are discussed and
analysed to select the best fit for iiNET’s EA solution. Finally, the
“As-1s” architecture at iiNET is explained as the findings for this
EA implementation phase.

Keywords—Enterprise architecture; internet service provider;
competitive advantage; “As-1s” analysis

I.  INTRODUCTION

Today, technology has enabled a fast-paced environment
where integration between business and systems has become
an essential part of an organisation’s success. Technology has
allowed for a much higher level of integration between old
and new architectures, to support all levels of functions in a
business [1]. The problem that is currently faced is that there
is clear segregation between the IT implementation in an
organisation and its department. Each department is either
using their own isolated IS or not at all. This often causes a
weak communication between communications between
departments as well with systems outside the organisation [2].

The top telecommunication leaders in the industry can
achieve this because, they have a clear understanding of data
flows in the organisation, applications capabilities and
infrastructure across of their business units [3]. That is, they,
at all times, have a precise enterprise-wide view of the
business, operations and all the technologies underlying it.
This can be achieved by forming competitive advantage
strategies that allow a company to produce goods or services
better or more cheaply than its rivals. The competitive
advantage is linked to a variety of factors, including pricing
structure, brand marketing, product quality, customer base,
intellectual property and customer care. To build an impactful

competitive advantage strategy, it often combines with
competitive intelligence that refers to the ability to collect,
evaluate and use the knowledge gathered about rivals,
consumers and other market factors [4]. This is where it can
be synergised with Enterprise Architecture (EA) as it aligns
the organisations business process to its strategic goals and
supported by its technologies.

EA is a holistic strategy that is used to increase the
alignment of the enterprise’s business and Information
Technology [5]. EA gives a blueprint for creating enterprise-
wide information systems” to achieve its business objectives
systematically. There exist different frameworks of EA
application, all mainly consist of the following four main
layers: business, data, applications and technology
infrastructure. These layers describe how the information
systems, processes, organisational units and people in an
organisation function as a whole. EA ensures that the layers
are integrated to drive the organisation’s strategic goals,
ensuring alignment between business and IT.

Ultimately, EA is a systematic structure or taxonomy of
system analysis models to match organisational strategy with
IT. However, EA implementation is not an easy process, as it
requires support from both business and IT personnel[6].
There is resistance towards EA implementation from
management as well as employees due to unclear expectation.
In some cases, EA implementation becomes ineffective due to
the complexity associated with EA implementations of
practices, models and strategy. Due to this increased
complexity and failing to realise the benefits that EA brings it
causes a lack of support from shareholders and failure to
accept and change.

This paper will describe the role of competitive advantage
and competitive intelligence strategy in EA implementation at
a large internet service provided company. The scope of this
paper is on the EA design process, and it will explain how
they are mapped together. At the end of the paper, the “As-1s”
architecture findings of the case study are presented.

Il. LITERATURE REVIEW

EA is a blueprint for identifying the structure and
functioning of organisations with an extensive framework or
taxonomy for system analysis models to align organisational
strategy with IT. There are many EA frameworks exists

102|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

according to the need of the organisation, and among the
widely adopted structures are TOGAF, Zachman EA
Framework and EA3Cube, which will be described in the
following subsections

A. Enterprise Architecture Framework

1) The Open Group Architecture Framework (TOGAF):
TOGAF is a framework which focuses on Enterprise
Continuum with the Architecture Development Method
(ADM). It was developed in 1995 by The Open Group.
TOGAF is an open-source framework. It provided an
organisation with the tools and methods needed to build
Enterprise architecture [7]. There are several strengths of
TOGAF that attracts much organisation to adopt this
framework for their EA implementation. Some of the strength
is; TOGAF allows a cost-efficient way for any organisation to
implement EA as it uses a simplified approach to design, plan,
acquire, and integrate the IT architecture to the business. It is
flexible and adaptable and more practical to use than other
existing framework solutions. TOGAF is also an open
framework and freely accessible to anyone. Another
advantage of TOGAF is, it is supported by a large community
which portrays the credibility of the framework itself.

However, there is are also some limitation of TOGAF as
discussed by previous studies. Firstly, TOGAF is not tightly
integrated, and the existing material is comprehensive [8].
Despite being public, there are not many available TOGAF
implementations freely available as it is considered the
company privacy asset [9]. It can be vague and not as
prescriptive and measurable. Therefore, this makes it harder to
implement, especially for the beginner[10]. Thus, in many
cases, experienced enterprise architects are needed to design
such frameworks, as there is still scarce of guidance available,
especially for the solution architects role.

2) The zachman framework: The Zachman framework,
despite its name, is less of a framework and more of an
ontology used in the structure of an EA. This ontology
provided a formal and structured way of and defining an
enterprise and has been employed in many large organisations,
and proven to work by Zachman’s experience himself [11].
The Zachman framework(ontology) is made up of a two-
dimensional classification schema or a 2x2 matrix that reflects
the intersection between two historical classifications [11].
The first is rudimentary: data (what), function (how), network
(were), people (who), time (when) and motivation (why). The
second is the ontological principle of reification, the
conversion of an abstract idea into an instantiation. The
transformations under Zachman Framework are description,
concept, representation, specification, configuration and
instantiation of what, how, who, when, and why in the
designing of information system roles (or perspectives). The
Zachman  framework reification transformations are
identification,  definition, representation,  specification,
configuration and instantiation of the what, how, where, who,
when and the why based on the roles (or perspectives)
involved in information systems design [11].
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Based on previous studies, the strength of the Zachman
framework is that it allows different stakeholders ranging from
business until technical personnel to look at the same thing
from different perspectives [12, 13]. Thus, it efficiently
creates a holistic view of the environment. This framework
also is an excellent tool for determining the taxonomy of an
enterprise [14]. Nevertheless, the Zachman framework also
has some significant drawback, such as no step-by-step
procedure for creating a new architecture, which resulted lost
in the architecting process[15]. Furthermore, there is a lack of
analysis to validate either the proposed future architecture is
improving the current architecture[16]. Therefore, it falls short
at prescribing detailed solutions for enterprise problems and
often implies solutions that are too idealistic and less realistic.

3) EA3 cube framework: EA cube is a framework
explaining the different components and layers within the
framework. Scott Bernard created the EA 3 Cube in 2004, and
iIEAi owns EA3 [17]. It is based on the concept:
“EA=Strategy+Business+Technology”; whereby the purpose
of EA3 Cube framework is to transform an enterprise from its
current state to a future desired state. The five layers in
EA3Cube are: 1) Goals and Initiatives, 2) Products and
services, 3) Data and Information, 4) Systems and
Applications, 5) Networks and Infrastructure[17].

Previous studies highlighted some positive remarks on
EA3Cube as this framework uses EA’s primary organising
and planning IT resources and documentation. It will also still
comply with the organisation’s vision [18]. Another advantage
is that it is a simple framework and can be easily applied [19].
Meanwhile, there is also a limitation of EA3Cube as it is more
suited to be used by small and medium-sized organisations
compared to the large organisation [20]. Since it is also a
proprietary framework, the cost of maintaining the current
infrastructure can be a liability [15].

B. Competitive Advantage Concept

Competitive advantage applies to conditions enabling a
business to manufacture products or services more or cheaper
than its competitors. These factors allow a competitive
company to produce more revenue or profits than its industry
rivals [21]. Competitive advantages are attributed to various
factors, including cost structure, branding, product quality,
distribution network, intellectual property, and customer
service [22]. Due to specific strengths or conditions,
competitive advantages generate higher value for a firm and
its shareholders. The more sustainable the competitive
advantage, the harder it is for competitors to neutralise the
advantage.

Competitive intelligence refers to the ability to collect,
interpret and use the information on rivals, consumers and
other market indicators that contribute to the competitive
advantage of a company [23]. Economic knowledge is crucial
because it lets firms understand their strategic climate and the
prospects and challenges, hence allow businesses to analyse
information for efficient business practices [24]. Competitive
intelligence can be grouped into two main silos: tactical and
strategic. Tactical intelligence is short-term and seeks to
contribute to issues like capturing market share or increasing
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revenue. Meanwhile, strategic intelligence focuses on long-
term issues like key risks and business opportunities.

C. Case Study Background

iiINET is a telecom company based in Australia which
provides internet access services. Over the past couple of
years, iiNET has lost 15% of its business profitability and
facing many challenges it retaining its customers. The
shareholders have been placing much pressure on the CEO of
iiINET to make a change to the organisation to gain a strategic
advantage over its competitors. Thus, the CEO tool the
initiative along with the top management to look into an EA
solution to align business and IT for competitive advantage in
the marketplace [25]. Reports at iiNET revealed that due to
inefficient business processes and IT infrastructure that could
not keep up with the market internet access services provided.

The challenges that iiNET is facing include: 1) Losing
customers to other new rise-up telecom companies;
2) Inefficient operations causing the lack of meeting the
business goals; 3) The different network locations are not well
maintained in some locations creating bad service as some
locations.; 4) Other telecoms offering much faster data service
and 5)Urgent need for an updated architecture that is robust
enough to handle continued growth and can meet the needs of
future regulatory requirements. To resolve these uprising
issues, iINET wants an enterprise solution which will help the
organisation build the necessary strategic capability to allow it
to gain a competitive advantage in the market. Through this
implementation, iiINET is looking forward to introducing a
method and tool that will guide in defining and governing
their implementation while having a connected repository of
the EA.

I1l. EA DESIGN METHODOLOGY

In the initial stage, to choose the right EA framework, a
study of the existing EA framework is done to evaluate the
strength and weakness of each of the frameworks. In the
second stage, a SWOT analysis is used to identify the
strengths and weaknesses of the organisation which will help
in choosing the right EA framework for the right situation and
understand the strategic, political, innovation and cultural
factors at iiNET. Once the study has been made, and analysis
of the feasibility of the EA frameworks is done by using the
result of the SWOT analysis as it helps understand the people,
processes and technologies at iiNET and to select the most
effective framework to support that. Fig. 1 shows the SWOT
analysis performed at iiNET in choosing the suitable EA
framework for implementation.

4 N\
STRENGTH WEAKNESS

Well documented existing technology No experience in EA implementation
Large organisation Wide range of stakeholders

iiNET EA Framework
SWOT Analysis

THREAT
OPPORTUNITY Other telco company has implemented

Reduce operation cost EA

Resolve distributed location issue Competitive advantage of other telco

N company )
Fig. 1. iiNET EA Framework SWOT Analysis.
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The strategy at iiNET is to reduce costs and document
existing technologies to understand where to improve.
Strategically, iiNET is concerned with aligning its business
and IT operations and infrastructure to improve its service
quality. Because iiNET has never implemented EA practices
in the organisation before, it is essential to select an EA
framework that not only provides a definition and
conceptualisation of the framework but will provide a
complete and detailed process to guide them into how to
implement and know what to do next. It is also essential to
select an EA framework that has been proven in the Telco
industry to be a success for the organisation with no history of
EA implementation and is just starting.

After evaluating the above frameworks, and reviewing the
organisation’s strength and weaknesses, the best fit selected to
be used at the EA framework is the TOGAF framework used
to build a successful architecture by iiNET to achieve rapid
EA development utilising a cost-effective way. TOGAF has a
set of defined approaches used to propose and direct the
methodology and architecture. The next section will further
describe how TOGAF is used to analyse the existing (“As-1s”)
architecture layers at iiNET.

IV. RESULTS AND DISCUSSIONS

Based on a study by [26], every layer in EA can be aligned
with a competitive advantage. Both EA and competitive
advantage support the same vision and mission of the
organisation. The relationship between competitive advantage,
competitive intelligence and EA is shown in Fig. 2. Following,
the “As-Is” findings in iiNET will be discussed according to
Fig. 2.

Balanced Scorecard

' . Decision
Vision & Mission Making
Strategy
A Business. Intelligence A

i) Q
% Q
2 £
5 T
o 9
st . 4
T v Information Information g g
29 g
QS m3

wd
g Application [l
5 a
E Data m
: 5
g m

Technology/infrastructure

Fig. 2. The Relationship between EA and Competitive
Advantage/Intelligence [26].

A. Business Architecture

iiINET’s vision is to become the leading telco company for
internet data services in Australia. The goal is to be the leader
in providing the fastest and most stable internet accessibility.
Initially, iiNET can provide internet services to its customer,
which at the time was considered sufficient. However, the
telco industry has grown over the years, with many new
entrants offer better and faster internet services. For iiNET to
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compete, it needed to match up to that be provide even better
services for customers. In iiNET, the main business functions
which need to be aligned together are the customer
relationship management, the telecom network resource
management and lastly the partner relationship management.
Aligning the above ensures the delivery of better internet data
services using a systematic and efficient delivery model,
ensuring service quality for customers.

Currently, iiNET is facing many challenges in its telecom
network management. It is not able to maintain the
infrastructure needed to provide internet networks for its
customers. This resulted in service outages as well as slowness
with caused much dissatisfaction in the customers. To tackle
this challenge, the EA solution provided will bring value from
each of the business processes. This is done through aligning
iINET’s vision to its goals. When updating the goals and
initiatives, value (including ROI) is defined in each of the
business processes, and the reference architecture, which
provides a template architecture and a common vocabulary is
developed. This is to provide a common language that will be
used to address all levels of the architecture.

B. Data Architecture

iiINET has been using the traditional commonly used
Operational and Business Support Systems (OSS/BSS) for
managing the business processes. These systems required
much data gathering and shared data to serve the customers.
The issue with these systems is that they have an existing
integrating technology that makes it difficult to communicate
with the data and result in much work to standardise data and
information as it has their collection of data types and format,
so a transition model was thus required to turn information
and data into a unified framework. This resulted in much time
consumed to do basic reporting and to understand and analyse
the data reported. This made data inconsistent at some stages,
which resulted in inaccurate data reaching the stakeholders at
iINET. Without accurate data, iiNET is unable to evaluate
their finances and business process measures correctly.

On the data architecture layer, the EA solution provided
offers a standardised data collection, storage and reporting
tools for gathering and modelling data from all levels of the
EA and stored it a common repository for access when
needed. This ensures the data quality and consistency, and
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infrastructure optimisation with a greater emphasis on
business integration. The EA solution offers EA process
artefacts and standardised templates for reporting as well as
metrics and performance measurement for reporting.

C. Application Architecture

iiINET’s conventional OSS/BSS covers all operating
systems used by internet service providers to control Billing
Support Systems (BSS) telco network. This includes all
systems dealing with customer service and maintaining
customer relationships providing services like bill processing,
payment collection, among others. These systems can no
longer satisfy the TSP’s need to deliver new value-added
services or service bundles at a rapid pace to fight churn and
ensure higher average revenue per user. iiNETS new OSS /
BSS platforms are expected to leverage several architectures
and networks and provide different services, including data-
driven service scoring, billing and customer care.

With the EA solution offers an integrated OSS/BSS
systems solution. This is done by using an integrated
application queue based upon the standardised business
processes. The customer relationship management system,
telecom network resource management system and partner
relationship management system are all integrated as one pool
of systems, and it is using connectors to link to an integrated
system application view. This means that employees only
need to access the one systems to be able to access the
services of underlying integrated systems. This solution also
offers a customer-facing web application for processing
subscription, billing, payments processes and more.

D. Technology Architecture

Initially, these traditional OSS/BSS systems were
mainframe-based, stand-alone systems designed to support
staff members in their daily jobs. This posed a problem that a
minor improvement in one device might affect all interfaces.
This significantly increased the complexity of the systems.
Furthermore, iiNET’s existing network infrastructure that is
distributed across the different location is not well maintained.
iiINET is unable to keep track of the infrastructure
management process.

Fig. 3 shows the overall EA “As-Is” findings for iiNET as
discussed.

~
« Service outages and customer dissatisfaction in customer relationship
BUSINESS management, telecom network resource management and partner
relationship management
N
p
« Legacy structures that find contact with them impossible, resulting in
DATA multiple attempts to standardize data and information.Not data-driven
solution
-
p
« Legacy system could never deliver new value-added services or service
APPLICATION packages at a fast pace. Slow services
-
7
« Technology on mainframe-based, stand-alone systems with distributed
TECHNOLOGY network across location. Expensive to maintain
N

Fig. 3. EAbased “As-1s” Findings for iiNET.
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The EA “As-Is” analysis and framework mapping allow
the identification of the right supporting technologies required
the various systems in iiNET. Currently, the solution used for
gathering and defining all IT related domains and assets
related to business processes were captured in IBM Rational
System Architect Platform, which later can be translated into a
new “To-Be” architecture of iiNET.

To validate the findings, a set of questions were designed
for the respondents from various departments across the iiNET
that involved in this “As-1s” data collection. There are six
questions asked, with the Likert scale 1 to 5 (1-strongly
disagree to 5-strongly agree):

1) Do you agree.with the overall “As-1s” findings?

2) Do you agree.with the Business “As-Is” findings?

3) Do you agree.with the Data “As-Is” findings?

4) Do you agree.with the Application “As-Is” findings?

5) Do you agree.with the Technology “As-1s” findings?

6) Do you agree.with that this “As-Is” findings able to
highlight the existing competitive advantage/intelligence??

A total of 26 responds were collected from the survey. The
validation results stated that the mean for each question are
between 3.96 until 4.56 which indicates that the “As-1s”
findings are valid and can be used for the next stage, which is
“To-Be” phase.

With the future EA solution, the strategic mapping and
compliance can also be carried out to determine the level of
standardisation and optimisation of the resources in a large
organisation like iiNET. Furthermore, with well-defined
architecture principles that were derived from competitive
advantage, exercise will be able to revise the existing business
process and introduce several new initiatives with minimal
efforts.

V. CONCLUSION

With the current state that iiNET was in, they required an
enterprise architecture solution which out helps them
overcome the challenged that was causing them to fall behind
in the telecom industry. Using the TOGAF framework, an EA
solution was designed, providing a description blueprint of the
business, data, application, and technology architectures at
iiINET. Not only is the EA solution providing next-generation
solutions, but it has also allowed iiNET to use its existing
legacy systems, modifying them, and integrating them other
systems in the ways needed to meet their needs.

For future works, it is suggested to design a “to-be”
solution that utilized on the module-based connector solution.
This will provide an integrated solution for fulfilling all
business processes when changes are made in any of the
modules, they quickly integrated into system layer, ensuring
that systems running below are not affected. In conclusion, for
iiINET to continue to grow in the telecom industry, it must
ensure that it has a thorough understanding of all its business
processes and IT landscape to ensure that their technology and
application infrastructure is aligned with and meetings the
business goals.
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Abstract—For all industries, cybersecurity is regarded as one
of the major areas of concern that needs to be addressed. Data
and information in all forms should be safeguarded to avoid
leakage of information, data theft, and robbery through
intruders and hackers. This paper proposes a modification on the
traditional 5x5 Polybius square in cryptography, through
dynamically generated matrices. The modification is done
through shifting cell elements for every encrypted character
using a secret key and its ASCII decimal code equivalents. The
results of the study revealed that the modified Polybius cipher
offers a more secure plaintext-ciphertext conversion and is
difficult to break, as evident in the frequency analysis. In the
proposed method, each element produced in the digraphs
exhibits a wider range of possible values. However, with the
increase of process in the encryption and decryption, the
modified Polybius cipher obtained a longer execution time of
0.0031ms, being identified as its tradeoff. The unmodified
Polybius cipher, however, obtained an execution time of
0.0005ms. Future researchers may address the execution time
tradeoff of the modified Polybius cipher.

Keywords—Cryptography; modified
polybius cipher; plaintext

ciphers;  ciphertext;

I.  INTRODUCTION

Cybersecurity has been the primary focus of all industries
when it comes to communications security, as heterogeneous
data needs to be safeguarded. As all industries leverage on the
use of the internet, most of today’s transactions are carried out
online as a medium of communication since mobile devices
and Wi-Fis are readily available. All forms of data ranging
from public to private organizations of all sizes possess
valuable information and are wvulnerable to attacks.
Subsequently, data security implementation is still an ongoing
quest, and managing information technology (1.T) security has
become a challenge due to factors such as the unavailability of
experts and the cost involved. Therefore, security has been a
concern of all industries as companies are on war against
hackers and intruders [1].

Various researches in this area lobby the use of algorithms
to address security issues and provide data and information
security against hackers and intruders. Cryptography [2],
being a known technique in communications security, deals
with algorithms for security services to wit: confidentiality
and integrity of data, authentication to a wireless

communication system, and several other security protocols
where information transfer is done between different users
[3]-[5]. With extent to the data format such as text, the data
protection is made through the use of encryption where
conversion of the plaintext into an unintelligible format called
ciphertext is done. To revert the ciphertext, a decryption
process is done. A cipher algorithm is responsible for the
encryption and decryption of the data [2]. Some of the
classical ciphers found in the literature are ADFGX Cipher
[6]-[8], Affine Cipher [8]-[11], Atbash Cipher [12], Auto-key
Cipher [13], Baconian Cipher [8], [14], Base64 Cipher [15]-
[17], Beaufort Cipher [8], Caesar Cipher [18]-[20], Enigma
Machine Cipher [8], Four-square cipher [8], Grille Cipher
[21], Hill cipher [22], Homophonic Substitution Cipher [23],
[24], Permutation Cipher [8], Playfair Cipher [25]-[27],
Polybius Cipher [28]-[32], and Rail fence Cipher [33], [34],
among others.

Among these, the Polybius cipher, also known as the
Polybius square, is one of the commonly used methods for
cryptography [35], [36]. It is one of the early cryptographic
systems developed for obscuring plaintext by fractionating
and substituting numbers [37]. To date, the Polybius square is
still extremely valuable for cryptographers. Its ability to
convert letter sequences to numeric sequences, reduce the
number of different characters, and allow encoding of
plaintext into two separately manipulatable units are known to
be its advantages [6], [38]. Further, the Polybius square has
paved the way to the development and processes of other
classical ciphers that are still used today such as ADFGVX
Cipher [8], [39]-[41], Bifid cipher [8], [42], Nihilist cipher
[43], and Trifid cipher [44], [35]. Furthermore, modern
cryptographic systems have embedded the Polybius square as
a fundamental component of the cryptographic process, such
as in the key generation procedures used by modern ciphers
like the advance encryption standard (AES), data encryption
standard (DES), and other algorithms [2], [39], [40], [45]-
[50].

However, the Polybius square is a substitution cipher that
is susceptible to attacks and is easy to crack with frequency
analysis due to the simplicity of element distribution within its
grid [51]. This problem is rooted in the structure and elements
within the square grid. Therefore, there is a need to introduce
a new scheme for character sequencing before performing the
substitution; thus, this study. The rest of the paper is structured
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as follows: Section Il presents the literature review of existing
methodology and modifications in the Polybius cipher. The
proposed enhancement in the Polybius cipher is discussed in
Section 1, while Section 1V presents the results and
discussion. The conclusion is shown in Section V.

Il. LITERATURE REVIEW

Cryptography [4] is one of the widely used obscuring
techniques to protect data and is commonly used in various
industries [52]-[55]. Communications security is ensured
through the use of ciphers whose bottleneck for an optimal
implementation relies on the cipher algorithm used for
encryption and decryption process. The basic ciphers are
categorized into two: the substitution and transpositions. A
transposition cipher transposes or reorders elements such that
elements in the first place of the plaintext may be positioned
in any other place of the ciphertext. Likewise, an element in
the seventh place of the plaintext may be positioned in the first
place of the ciphertext [10]. Meanwhile, substitution ciphers is
an encoding technique where characters in the plaintext are
replaced with a character or symbol or both. Ciphers such as
ADFG(V)X, Alberti cipher, Autokey cipher, Caesar cipher,
Four-square cipher, Polybius cipher, Enigma cipher,
Freemason cipher, Kamasutra cipher, Larrabee cipher,
Monoalphabetic substitution cipher, and Pollux cipher takes a
letter of an alphabet and substitutes it with another character
[51].

The Polybius cipher, along with other Polybius-based
ciphers, is continuously being utilized along with other
modern cryptographic ciphers to improve services that involve
and require text security protection in digital media, such as
for online shopping, internet banking, chip operation, mobile
cloud computing, and mobile messaging services [56], [49],
[50].

A. The Traditional Polybius Cipher

Polybius cipher, known as Polybius square, is one of the
early encryption systems recorded in the history that was
developed by Greek historian and a soldier, Polybius [37].
Polybius square is a substitution cipher placed in a 5x5 grid
matrix where the alphabet is arranged with corresponding
rows and columns without repetition. As one of the earliest
ciphers developed in history, its usage was early recorded as a
medium of communication and used even in wars [35].

In the Polybius square, letters in the modern English
alphabet comprising of 26 characters are placed in the 5x5
grid. Individual letters are spread all throughout the 25 cells in
the matrix wherein characters J and | are combined as they
share the same code [57]. The Polybius square with the
English alphabet is shown in Table I.

Encryption and decryption using this technique are
relatively easy because there is no need for a key. In
encrypting plaintext, the characters are matched to the matrix
one by one to retrieve their coordinates based on the
intersection of row and columns. The set of coordinates
generated represents the encrypted message. For example,
encrypting the word CIPHER results to 1324352342, where
character C is 13, | is 24, and so on. Table Il shows the
encryption result using the traditional Polybius square.
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To decrypt a given ciphertext, the process is done in
reverse. Each pair of numbers are compared to the matrix to
translate the value to their corresponding plaintext form. In
this case, the encrypted message 1324352342 is converted to
CIPHER. Table Il shows the encryption result using the
traditional Polybius square.

Polybius cipher has been the basis of some of today’s
encryption methods. However, the Polybius square has its
identified drawbacks. The cipher does not have a key for data
encryption and decryption process making it vulnerable for
cracks [34], [58]. Moreover, adding the characters | and J in
one cell may cause complications to the original plaintext;
hence, it may confuse the decoding process [47]. The
ciphertext using the Polybius square is easy to decipher as
characters are always represented as a pair.

The following sections discuss the modifications and
hybridization made on the Polybius Cipher.

B. A Modified Polybius Square Based Approach for
Enhancing Data Security

The study of [30] introduced a 6x6 grid Polybius square to
include the English alphabet and numbers. In this square
matrix, the numbers are first encoded, followed by the English
alphabet, as shown in Table IV.

TABLE I. POLYBIUS SQUARE WITH THE MODERN ENGLISH ALPHABET
1 2 3 4 5
1 A B C D E
2 F G H 113 K
3 L M N P
4 Q R S U
5 \% w X z
TABLE II. ENCRYPTION USING TRADITIONAL POLYBIUS SQUARE
Plaintext C | P H E R
Position 1 2 3 4 5 6
Ciphertext 13 24 35 23 15 42
TABLE Ill.  DECRYPTION USING TRADITIONAL POLYBIUS SQUARE
Ciphertext 13 24 35 23 15 42
Position 1 2 3 4 5 6
Plaintext C | P H E R
TABLE IV.  POLYBIUS SQUARE WITH DIGITS
0 1 2 3 4 5
6 7 8 9 a b
c d e f g h
i j k | m n
o} p q r S t
u \ w X y z
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Techniques such as transposition, ring rotation, and row
reversal are introduced to transmute the matrix. First, the grid
performs row reversal by swapping the values in the row such
that the 1% element becomes the 5" element, and is
reciprocated. The same is applied for each remaining element
in the row. For example, row 1 with elements 0|1]2|3|4|5
becomes 5/4|3|2|1 Table V shows the resulting elements'
arrangement after applying row reversal.

The next process is the transposition, where values in each
corresponding row are rewritten in columns. For example, row
1 with elements 5|4|3|2|1 is rewritten in column 1 with the
same values. The new elements arrangement within the square
grid after transposition is shown in Table VI.

Lastly, the matrix performs a rotation based on a given
key. For example, with the given key as SASTRA, the key is
used to retrieve the number of rotations by finding the sum of
its ASCII values modulo length of the ring. Since the ASCII
sum for the key is 654, the outermost ring is rotated by 14
times clockwise (654%20=14), while the second outermost
ring and the inner ring is rotated 6 (654%12=6) and 2
(654%4=2) times, respectively. The grid matrix with new
elements after the ring rotation is shown in Table VII.

After completing the processes, every character must be
identified according to their relative coordinate in the new
matrix and then crosschecked with the equivalent value in the
original matrix using its coordinates. For instance, the element
A in the new matrix is at coordinates (5,5); therefore, the
plaintext is replaced with ciphertext S based on the given
value in the same position from the original matrix. Table VIII
shows the encryption result of the given key SASTRA.

C. An Extended Version of the Polybius Cipher

In the quest to include symbols and numbers in the
Polybius square, the 5x5 grid from the traditional Polybius
square matrix was expanded into an 8x8 grid matrix. With this
expansion, a wide range of characters, symbols, and numbers
have been used in encrypting messages. A keyword was also
introduced to adjust the character’s arrangement in the matrix.
The keyword is placed on the top cells reaching the bottom
and left to right cells of the grid without repetitions. Any
remaining letters that are not used in the keyword are placed
in the remaining cells in alphabetical order. Further, numbers
are positioned in ascending order, followed by the special
symbols arranged according to their ASCII value. Table IX
shows how the extended Polybius square would appear using
the keyword POLY2013 [47].

D. A Hybrid Polybius-Playfair Music Cipher

The paper [32] introduced a hybrid Polybius and Playfair
cipher that translates plaintext into musical notes. To execute,
the message is converted using Playfair digraphs and is
encrypted with a key. The Polybius square with Playfair key
labeled with five major music chords ABCDE is shown in
Table X.

The generated ciphertext using the Playfair is re-encrypted
using the Polybius square. The ciphertext is the musical
equivalents of the Polybius cipher. Table XI shows how the
string HELLO WORLD is encrypted using the hybrid
technique. Performing the process in reverse order converts
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the ciphertext to the original plaintext by matching the chords
with the generated matrix.

TABLE V. POLYBIUS SQUARE AFTER ROW REVERSAL PROCESS
5 4 3 2 1 0
b a 9 8 7 6
h g f e d c
n m | k j i
t S r q 0
z t X w u
TABLE VI.  POLYBIUS SQUARE AFTER TRANSPOSITION PROCESS
5 b h n t z
4 a g m S y
3 9 f | r X
2 8 e k q w
1 7 d j p \Y
0 6 c i 0 u
TABLE VII. POLYBIUS SQUARE AFTER RING ROTATION PROCESS
Y X w \Y U 0
4 p d 7 i
T q k e 8 c
N r | f 9 6
H S m g A 0
B 5 4 3 2 1
TABLE VIII. ENCRYPTION USING THE MODIFIED POLYBIUS SQUARE
Plaintext S a S t r a
Coordinates (5,2) (5,5) (5,2) (3,1) 4,2) (5,5)
Ciphertext p S p c j S
TABLE IX. EXTENDED POLYBIUS SQUARE MATRIX
1 2 3 4 5 6 7 8
1 P (0} L Y 2 0 1 3
2 A B C D E F G H
3 | J K M N Q R S
4 T ] \Y w X z 4 5
5 6 7 8 9 ! “ #
6 $ % & ¢ ( ) * +
7 . ) < =
8 > ? @ [ \ 1 N _
TABLE X. HYBRID POLYBIUS-PLAYFAIR KEY GRID MATRIX
A B C D E
A P L A Y F
B 11J R B C D
C E G H K M
D N (e} Q S T
E U \Y W X A
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TABLE XI.  ENCRYPTION USING POLYBIUS-PLAYFAIR CIPHER
Plaintext HELLO WORLD
Playfair HE LX Lo |wo |RL DX
Digraphs
Playfair Cipher | KG YV RV VQ GR ZC
Polybius Cipher | CDCB | ADEB BBEB | EBDC | CBBB | EEBD

I1l. PROPOSED ENHANCED PoLYBIUS CIPHER

In this study, the sequencing of the elements within the
grid is modified. Instead of using the traditional character
sequence in assigning coordinates as the ciphertext, the use of
ASCII code to transmute the elements in the matrix with a
secret key is introduced.

The enhanced polybius square (EPS) works by altering the
arrangement of elements in the matrix based on the individual
characters of a given key. For every character encrypted, a
new matrix is used; therefore, similar plaintext letters may not
have the same encryption value. This ensures that the
ciphertext produced by the modified technique is always
dynamic and more complicated to crack using frequency
analysis.

The steps to encrypt a message using EPS is presented in
Fig. 1, where detailed steps are as follows:

a) ldentify a plaintext message and a secret key.

b) Each character from the secret key is paired with each
of the plaintext characters. If the length of the secret key is less
than the plaintext, it is paired repeatedly in a circular manner
until the end of the plaintext length.

c) Take character n from the plaintext and its
corresponding key pair.

d) Convert the key character to its ASCII decimal
equivalent.

e) Perform a right shift to the elements of the Polybius
Square based on the ASCII decimal equivalent.

f) Generate the ciphertext equivalent of character n
using the transmuted matrix.

0) Repeat steps c to f until all characters in the plaintext
are converted.

The steps to decrypt a message using EPS are presented in
Fig. 2, where detailed steps are as follows:

a) ldentify the ciphertext message and the secret key
used.

b) Each character from the secret key is paired with each
of the ciphertext digraphs. If the length of the secret key is less
than the ciphertext, it is paired repeatedly in a circular manner
until the end of the ciphertext length.

c) Take digraph n from the ciphertext and its
corresponding key pair.

d) Convert the key character to its ASCIl decimal
equivalent.

e) Perform a right shift to the elements of the Polybius
Square based on the ASCII decimal equivalent.
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f) Generate the plaintext equivalent of digraph n using
the transmuted matrix.

0) Repeat steps c to f until all digraphs in the ciphertext

are converted.

‘ Identify plaintext P and secret key K ‘

!

‘ Pair each character of K and P ‘

'

‘ Get next character of P %

Get ASCIl Equivalent AE of the
next character of K

!

‘ Perform matrix shift by AE times ‘

)

‘ Get ciphertext C using modified matrix ‘

End of P
length

B

Fig. 1. Encryption Process

{5

‘ Identify ciphertext C and secret key K ‘

.

‘ Pair each digraph of € and character K ‘

!

‘ Get next digraph of C F

Get ASCIl Equivalent AE of the
next character of K

!

‘ Perform matrix shift by AE times ‘

{

‘ Get plaintext P using modified matrix ‘

End of P
length

B

Fig. 2. Decryption Process.
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IV. RESULTS AND DISCUSSION

A. Enhanced Polybius Square Simulation Results

In this study, a simple program was created using Python 3
and was executed in an i7-7700HQ 2.80GHz 16GB RAM
4GB RAM laptop computer. First, the plaintext and a secret
key are identified. Then, the secret key is matched for every
character in the plaintext and repeated based on the length of
the message. Next, the ASCII decimal code value is retrieved
based on each of the characters in the secret key. The ASCII
values are used to perform the number of shifts in the matrix
elements to generate the code equivalent for each plaintext
character. For example, the message POSSESSION with the
secret key CARL and its corresponding ASCII decimal codes
is shown in Table XII.

The matrix is first shifted 67 cells to the right, as shown in
Table XIII, to encrypt the first character of the plaintext. The
process produces a new matrix wherein character P is encoded
as the ciphertext 22, as presented in Table XIV.

Next, the matrix is shifted again by 65 times based on the
ASCII equivalent of the following secret key character A.
With the new matrix, the plaintext character O is encoded as
51, as shown in Tables XV and XVI.
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TABLE XVI. 2"° CHARACTER ENCRYPTION USING EPS

Plaintext P ] S S E S S | 0] N
Key C A R L C A R L C

ASCII 67 |65 |82 |76 |67 |65 |82 |76 | 67 | 65
Value

Ciphertext 22 |51

TABLE XII.  PLAINTEXT AND KEY WITH ASCII EQUIVALENT
Plaintext P (0] S S E S S | O N
Key C A R L C A R L C

ASCII Value 67 |65 |82 [76 |67 |65 |82 |76 |67 |65

TABLE XIIIl. NEw MATRIX AFTER 1°" CELL SHIFT

1 2 3 4 5
1 113 K L M N
2 o) P Q R S
3 T U \Y W X
4 Y Z A B C
5 D E F G H
TABLE XIV. 1° CHARACTER ENCRYPTION USING EPS
Plaintext P (¢} S S E S S | (0} N
Key C A R L C A R L C
ASCII 67 |65 |82 |76 |67 |65 |82 |76 |67 |65
Value
Ciphertext | 22

TABLE XV. NEW MATRIX AFTER 2"° CELL SHIFT

1 2 3 4 5
1 T u v W X
2 Y z A B c
3 D E F G H
4 113 K L M N
5 o) P Q R S

The process is executed repeatedly until the end of the
plaintext length. After all of the matrix shifts, the final
ciphertext value is now regarded as 22 51 22 23 32 35 52 34
3155, as presented in Table XVII.

The comparison between the traditional Polybius Square
and the modified Polybius Square encryption using the same
plaintext is shown in Table XVIII. Based on the results, it is
evident that the ciphertext is entirely different from the result
of the original technique. Also, depicted in the table are the
encrypted values of repeating characters O and S. As
observed, the traditional method uses the same substitution
values for similar symbols, such that characters O and S are
always replaced by 34 and 43, respectively.

On the other hand, the modified method produces a more
varied ciphertext value, even for identical plaintext characters.
As observed, no two similar characters have the same
ciphertext equivalent. Also, having the same ciphertext values
do not necessarily equate to being similar plaintext character.
This denotes that even if the ciphertext is the same, they may
not have equivalent plaintext value making frequency analysis
and decryption even more confusing and complicated.

The decryption process requires access to the ciphertext
and the secret key. Each character in the key is matched with
every digraph in the ciphertext. This process is repeated based
on the length of the encrypted message. Next, the ASCII
decimal code value is retrieved based on each of the characters
used in the key. The ASCII codes are used to perform the
number of shifts in the matrix elements to retrieve the code
equivalent for the ciphertext digraphs. The process is executed
repeatedly until all digraphs are converted to their respective
plaintext values. Table XIX shows the encrypted message 22
51 22 23 32 35 52 34 31 55 with the secret key CARL and its
corresponding ASCII decimal codes.

As another example, the plaintext MISSISSIPPI is
encrypted using the traditional and modified Polybius Square.
The results are shown in Table XX.

The results manifest obvious patterns for the ciphertext
values generated using the traditional method wherein the
repeating values 24 for I, 43 for S, and 35 for P are shown
several times. However, looking closely at the ciphertext
produced by the Enhanced Polybius Square, it is apparent that
no two same plaintext characters are encrypted identically. For
example, the character S was substituted with the values 51,
14, 52, and 22. Also, having similar ciphertext codes does not
necessarily mean they have the same plaintext values, such
that the ciphertext 15 was used to substitute characters | and P.

B. Evaluation Method

In order to assess the effectiveness and efficiency of the
proposed method for longer texts, the execution time is
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evaluated, and the frequency analysis is performed. Both
modified and unmodified methods were developed and tested
using the aforementioned environment.

The frequency analysis is used to predict the value of the
ciphertext based on how often a character or code appears
[37]. In order to test the proposed scheme through frequency
analysis, a sample plaintext is first encrypted and then
supplied to an online tool [59] from the website Dcode. The
encrypted message is subjected to a digraphs-digits-only
analysis. The following text was used for testing:

“thiscourseaimstoprovideyouwithdetailedknowledgeofimp
ortanttechnologiesandapplicationthatareusedintheinternetdueto
thebroadnatureofthisfieldthecoursecoversonlyselectedtopicsfo
cussingfirstonsomeadvancedtopicsininternettechnologiesegwir
elesslansmobileinternetmulticastandthenaselectionofcurrentan
dnextgenerationapplicationsandservicesegppiptvvoip”

TABLE XVII. ENCRYPTED VALUES USING EPS

Vol. 11, No. 7, 2020

Presented in Table XXI is the result of the frequency
analysis of the encoded text using the traditional Polybius
Square. Based on the result, the digraphs 15, 44, 24, 33, 34,
43, and 11 have the most count of repeating codes in the
encrypted text. If these values are converted using the
traditional method, the decrypted values would be E, T, I, N,
0, S, A, respectively. The results adhere to the paper of [60]
which discusses the top 7 most frequent letters in the Latin
alphabet which are: E, A, T, I, O, N and S. This just means
that a substitution cipher such as the Polybius Square is indeed
prone to frequency analysis and therefore easy to break [2],
[4], [34], [57].

Presented in Table XX is the result of the frequency
analysis of the generated ciphertext using Enhanced Polybius
Square. Based on the results, it is evident that there is minimal
difference in the occurrence of each digraph. However, it can
also be understood that decoding an EPS encoded message
through frequency analysis may be very difficult and may take
a long time since every digraphs or code can represent a

Plaintext Plo|s |s |E|s |s |I |o]|N number of plaintext values such that the digraphs 13 could
Key clalrlL lclalr L lc mean any of the 25 Iet_ters dependm_g on the series of
transmutations on the matrix. Thus, making EPS not prone to
ASCII Value 67 | 65 | 82 | 76 | 67 | 65 | 82 | 76 | 67 | 65 frequency ana|ysis_
Ciphertext 22 |51 |22 |23 |32 |3 |52 |34 31|55
TABLE XXI. FREQUENCY ANALYSIS RESULTS USING THE UNMODIFIED
POLYBIUS SQUARE
TABLE XVIIl. COMPARISON BETWEEN METHODS
Digraphs Frequenc %
Traditional Polybius Square grap g y >
- 15 45 13.16
Plaintext P. 0. S. S. E. S. S. l. 0. N.
44 36 10.53
Ciphertext 35 34 | 43 | 43 15 | 43 |43 |24 | 34 | 33
24 1 :
Enhanced Polybius Square 8 9.06
Plaintext P. 0. | S. S. E. S. S. 1. 0. N. 33 %0 8.7
Key c |A|R |L |C |A |R |L |C 34 29 848
43 24 7.02
foul 67 |65 |82 |76 |67 |65 |82 |76 |67 |65
alue 11 21 6.14
Ciphertext 22 51 22 23 | 32 35 | 52 34 | 31 55 2 17 497
TABLE XIX. DECRYPTED VALUES USING EPS 13 16 4.68
- 14 15 439
Ciphertext 22 |51 |22 |23 |32 |3 |52 |34 |31 |55
31 14 4.09
Key C|A|R|L|C|A|R|L |C|A
35 12 351
ASCII Value 67 | 65 |82 | 76 | 67 | 65 | 82 | 76 | 67 | 65
- 23 10 2.92
Plaintext P.|O.|S |S |E |S |S |IL |O |N.
45 9 2.63
TABLE XX. COMPARISON USING REPEATED LETTERS 22 7 2.05
Traditional Polybius Square 51 6 175
Plaintext M|l [s s |1 |s |s |1 |P |P ]I 21 6 175
Ciphertext 32|24 |43 |43 |24 | 43 | 43 | 24 | 35| 35 | 24 32 5 1.46
Enhanced Polybius Square 52 3 0.88
Plaintext M | I S |s |1 |[s |s |1 P |P |1 54 2 0.58
Key U S U S U |S U S U S ] 12 2 0.58
ASCllValue | 85 |83 |8 |83 |8 (83|85 |83 |85]|83| 85 25 1 0.29
Ciphertext 52 | 12 |51 | 14 | 15 |52 | 22 | 21 | 52 | 15 | 24 53 1 0.29
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TABLE XXII. EPS FREQUENCY ANALYSIS RESULT

Digraphs Frequency %
13 21 6.14
45 20 5.85
54 20 5.85
31 18 5.26
15 18 5.26
23 17 497
11 17 4.97
25 15 4.39
35 15 4.39
51 15 4.39
22 13 3.8
14 13 3.8
24 13 38
21 13 3.8
41 12 351
43 12 351
33 12 3.51
34 12 351
42 12 351
52 12 351
12 11 3.22
55 8 2.34
44 8 2.34
52 8 2.34
32 7 2.05

With the extent to the processing time, it has been revealed
that EPS has higher execution time with 0.0031s as compared
to the unmodified method with 0.0005s. The results can be
attributed to the fact that a new matrix is generated for every
encrypted character against a static grid of the traditional
Polybius Square. The simulation results are shown in
Table XXIII.

With the use of the identified evaluation methods, the
simulation results revealed that EPS performs better as the
proposed method provides more layers of security through the
use of a secret key and dynamically generated matrices.

TABLE XXIIl. EXECUTION TIME INDEXED RESULTS

String: MISSISSIPPI
Length: 11 characters
EPS Key: us

Traditional P.S. Execution Time 0.003192900000000165 sec

EPS Execution Time 0.0005627999999999744 sec

Vol. 11, No. 7, 2020

V. CONCLUSION

This study presents a modification on the traditional
Polybius Square through cell shifting and dynamic matrix
generation using a keys’ ASCII code. It has been revealed that
the proposed method is more secure and is difficult to break
via frequency analysis. However, the increase in security
comes with a tradeoff in its execution time. It is recommended
that further studies may be conducted to solve this problem.
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Abstract—Improving the quality and quantity of paddy
production is very important since rice is the most consumed
staple food for billion people around the world. Early detection
of the paddy diseases and pests at different stages of growth is
very crucial in paddy production. However, the current manual
method in detecting and classifying the paddy diseases and pests
requires a very knowledgeable farmer and time consuming.
Thus, this study attempts to utilize an effective image processing
and machine learning technique to detect and classify the paddy
diseases and pests more accurately and less time processing. To
accomplish this study, 3355 images comprises of 4 classes paddy
images which are healthy, brown spot, leaf blast, and hispa was
used. Then the proposed five layers of CNN technique is used to
classify the images. The result shows that the proposed CNN
technique is outperform and achieved the accuracy rate up to
93% as compared to other state-of-art comparative models.

Keywords—Convolutional neural network;
classification; paddy classification; paddy disease and pest
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I.  INTRODUCTION

Plants disease detection is one of the major problems in
sustainable agriculture [1]. Recent research outputs gives a
strong indication towards the plants diseases that can occur in
different stages with different rates [2]. The fact that plant
diseases can also be transferred globally, makes it more
complicated situation than ever before. It causes new types of
diseases occur in places where they completely unidentified so
that there is no local and fast solution [3]. Unexperienced
farmers and manually finding solutions in paddy fields can
cause the poor growth ratio and surely less ability for fight
back with such diseases. In such cases, in time and accurate
disease diagnoses are most important pillars of advanced
agriculture [4]. It is very important to reduce unnecessary
finance and wastage of other resources, thus obtaining high
production of paddy with less risks. Advances in technology
and computer vision application gives a better opportunity to
improve and enhance the paddy field protection while
extending the applications of computer vision in agriculture.

With a very high demand on productivity and the best
quality of food, research in agriculture especially for paddy
production is growing nowadays. Rice which is produced
from paddy is the staple food for more than 3.5 billion people
of the world’s population including Malaysia [5]. For that, the
needs of accurate diagnosis and fast solution to handle paddy
problems have become the vital components in crop
management. Diagnosis of paddy disease is a very challenging
task to be performed manually due to several factors such as

large size of paddy fields, various types of diseases, and non-
native diseases which caused from environment, nutrient and
organism [6][7]. There are several types of paddy disease such
as leaf blast [6][7][8], brown spot [6][7][8], bacterial blight [7]
and sheath blight [8]. Most of the paddy diseases can be
identified based on colored spots or a stripe where each
disease has it owns different color, shape, size and pattern.
These signs of diseases can be found on paddy leaves or stem.
In addition, different parts of paddy plant are also affected by
the many diseases and parasites during several phases of
growth [8].

Due to this complexity, identifying paddy diseases/pest
manually is high cost procedure which leads to poor
classification and time consuming especially when the farmers
have lack of experience and knowledge to handle it. These can
cause the diseases or the problems spread over and lead to
greater losses of production. With the advance technology of
image processing and machine learning, the problems in
handling paddy problems manually can be solved in more
accurate result, short period of processing time and require
less human effort and expert.

For that, various types of image processing and machine
learning techniques have been proposed by previous
researchers to detect and classify paddy disease through
affected paddy leaf [9][10][11][12]. Some of the classification
techniques used are Self Organizing Map (SOM) neural
network [6], Gaussian Naive Bayes [7], Support Vector
Machine [8], Radial Basis Function Network [9], Optimized
Deep Neural Network with Jaya Optimization Algorithm [10]
and the recent technique is Convolutional Neural Network
(CNN) [11][12]. Convolutional Neural Network is one of the
deep learning techniques that have exposed great promise
result in image classification. This is due to the ability of CNN
to provide end-to-end learning and to work on raw image
without requiring a prior knowledge which can reduce the loss
of information. However, in [11] CNN was utilized only as
feature extractor where the last layer of CNN was eliminated.
The extracted features from previous CNN layers were then
fed to SVM to classify the dataset. While, in [12] a different
dataset with different types of disease was studied. In this
study, the CNN classifier will be fully utilized to classify the
paddy disease to healthy or non-healthy. For that, in this
study, a dataset consist of three types of paddy disease/pest
images which are Brown Spot, Leaf Blast and Hispa is
utilized. The augmentation process is then applied to the
dataset to reduce overfitting problem. The proposed CNN
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classifier is then applied to classify the dataset. Finally, the
performance of the proposed technique is compared with
others classifiers which are ANN and MLP based on the
classification accuracy.

The organization of the rest paper is as follows: the related
work of paddy disease classification technique is given in
Section 2. Section 3 presents the core of CNN and its
fundamental architecture, while Section 4 describes the details
of the research methodology and the proposed technique. A
discussion of the result is presented in Section 5 followed by
the conclusion in Section 6.

1. RELATED WORK

In literature, many methods and techniques have been
applied to identify the paddy diseases based on its images. The
high ratio of these techniques are using generalize image
processing techniques [34], Self-Organizing Map (SOM)
neural network [6], Gaussian Naive Bayes [7], Support Vector
Machine (SVM) [8], Radial Basis Function Network [9], Deep
Neural Network (DNN) based on Jaya Optimization (JO)
Algorithm [10], and the recent technique is Convolutional
Neural Network (CNN) [11][12].

In [6], the unsupervised SOM neural network is utilized to
classify two major types of paddy diseases that are Leaf Blast
and Brown Spots using image. Before the classification, the
feature extraction process were done by detecting the infected
part on the leaf image by using image growing and image
segmentation techniques. The comparison is done based on
four (4) different setting on the spots which are RGB, Fourier
Transform, Arbitrary rotation of 50% spot with Fourier
Transform of the 50% rotating spots. The outcomes of this
work shows that the highest accuracy of 92% is obtained from
Case 1 using RGB of the spot, which concludes that in the
frequency domain, image transformation does not give better
classification output as compared to original image. Islam et.
al [7] used Gaussian Naive Bayes to classify the paddy disease
into three main categories including rice bacterial blight, rice
blast and brown spot. The reason for choosing this classifier in
their study is its simplicity with naive independence among
the selected features. The RGB quantity values of the infected
area is used as the input features. They claimed that this
technique is more efficient as compared to the previous
approach which generally applied on the calculated area of
leaf. The classification accuracy achieved up to 90% shows
that this technique able to produce a good result with fast
processing time due to its simplicity nature.

Besides, in [8] the idea of using SVM for classifying three
main paddy diseases including Brown Spot of Rice, Sheath
Blight of Rice and Rice Blast, using paddy leaf images is
presented. The images are segmented using Otsu’s method in
order to calculate the threshold value. They used the image
processing technique from [32] for shape and color features
are used in this study. Verma and Dubey [9] proposed Radial
Basis Function Network and image processing to recognize
five categories of paddy disease (leaf blast, brown
spot, Sheath Blight, Panicle Blast and Stem Borer)along with
non-infected images. The image processing is conducted for
storage, transmission, and representation for machine learning
in RBFN. The extracted wavelet features for Red, Blue and
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Green components of the images are applied in their study.
The classification accuracy produced is over 95% for both
training and testing datasets.

Instead of these classical classifiers, researchers nowadays
are working on deep learning techniques especially for image
processing problems. This is due to the ability of this
technique to extract complicated information from the raw
images. In paddy disease detection, deep learning techniques
have been applied in [10] [11] [12]. In [6], Optimized Deep
Neural Network with Jaya Algorithm was proposed to
recognize and classify paddy leaf diseases. The images were
captured directly from paddy field contain normal and disease
leaf like bacterial blight, brown spot, sheath rot, and blast
diseases. Six features include mean values and standard
deviation (from color features), homogeneity, contrast,
correlation and energy (from textures features) are extracted.
In overall, the results show that their proposed approach
outperform 98% as compared to the other comparative
techniques which are the standard DNN, DAE and ANN
classifiers. Shiravastava et al. [11] applied CNN classifier
where pre-trained deep CNN model based on AlexNet for
feature extraction and a multi Support Vector Machine (SVM)
as a base classifier. Four types of disease were studied which
are Rice Blast, Sheath Blight, Healthy Leaves and Bacterial
Leaf Blight. The comparison has been performed with three
different training and testing ratio including 80:2, 70:30 and
60:40. The accuracy of 91% has been gained with 80:20 of
training and testing ratio.

Another work done in [12] proposed a hybrid technique of
CNN with SVM. The drawback of CNN which contains
maximum trainable parameters is improved by integrating
SVM as classifier to remove this barrier and offer better
classification accuracy to extract one dimensional feature
vector. Nine common types of disease which are Rice Blast,
Brown spot, Bacterial Leaf Blight, False Smut, Red Stripe,
Leaf Smut, Leaf Scald, Tungro and Sheath Blight, considered
in their work. The proposed technique successfully classified
the nine paddy diseases and achieved more than 97% accuracy
rate. Study by Atole and Park [13] also used a pre-trained
weights and biases based CNN with AlexNet architecture for
classifying paddy plants images. They performed multiclass
classification based on three main classes called unhealthy,
normal and golden apple snail infested.

I11. CONVOLUTIONAL NEURAL NETWORK

Convolutional Neural Network refers to a biological
inspired ANN in which the information are transfer in uni-
direction same as feed forward neural network. Its architecture
is a motivation of visual cortex of brain that consists of simple
and complex cells based alternating layers [14]. Generally
CNN consists of convolutional and pooling layer or
subsampling layers; however, it has many variants
architectures that are grouped into different modules [15].
These modules are followed by conventional feedforward
neural network based on a single or multiple fully connected
layers. To form a deep CNN model architecture, the different
modules are stacked on one another. A typical CNN based
architecture for paddy leaves classification has been illustrated
in Fig. 1. A paddy image has been given as input to the CNN
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architecture followed by different convolutional and pooling
phases. The representation out from these phases has been
feed into different connected layers and lastly the final fully
connected layer presents the output which is actually a
predicted class label. Despite, this architecture is more famous
in the literature studies, but still several changes has been
found in the recent years based on the objective of enhancing
image classification in term of accuracy and computation cost
reduction [16][17][31]. In all of these architectures, the major
components of CNN are convolutional layers, pooling layers
and fully connected layers.

A. Convolutional Layer

The primary objective of convolutional layer is to extract
features and it learns the informative feature representation
from its input image. Inside the convolutional layer, the
neurons are arranged according to feature maps.

In the feature map, every neuron has its own receptive
field that are connected to the nearby neurons in preceding
layer with a group of randomized weights, usually named as
filter bank [18]. According to the learned weights, it
convolves the input neurons in order to draw the next feature
vector and finally the outputs are forwarded using a non-linear
activation function. Typically, a single feature vector has a
constraint that all the neurons have the same weights;
however, within a same convolutional layer, different feature
maps have different weight matrix so that some informative
features can be extracted in different stages [19]. In this
situation, the j" output feature map Y can be calculated using
Equation 1.

Y; = f(w; *x) @

Where, x is the input image, W; represents the j™ feature
map for the convolutional filter. In this context, the * sign
denotes the convolutional operator that is used to computer
filter model product of an input image at each location. While
f is the nonlinear activation function [20][33] that extract the
nonlinear features.
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B. Pooling Layer

The main aim of using pooling layer in CNN, is to
minimize the spatial resolution of feature space in order to
achieve the high spatial invariance for the input distortion
[21]. In the typical CNN architecture, mean pooling
aggregation layers are used to disseminate the average input
values of an image to the next layer. However, in the most
recent architectures [22][23], max pooling layers pass the
maximum values to the proceeding layer. Formally, in max
pooling, the highest values are selected from each receptive
field such as Equation 2.

Yik = (p.q)eRyXipa @)

Where, Yj; denotes the j™ feature map as an output of the
pooling operation. x;,4 represents the elements at point (p, q)
in the pooling R;y that expresses the receptive field at location

(i,k). The difference between average pooling and max
pooling is given in Fig. 2.

C. Fully Connected Layer

In order to extract the high order abstract features map
during propagating through the CNN, a few pooling and
convolutional layers are stacked over one another. The fully
connected layer, which follow these layers aimed to translate
the output of these layers and compute the high-level
reasoning function [24][25]. In case of solving classification
problems using deep CNN, the use of Softmax operator is
more effective [26], while replacing it support vector machine
(SVM) also leading to improved accuracy results [27].
Moreover, the computational cost of fully connected layer is
always being challenged due to its compute-to-date ratio,
which can be solve using global averaged pooling layer.
Notwithstanding these contributions, the performance of
different CNN based architectures can be still improve and
thus needs further attention from machine learning researchers
to investigate the issue associated with standard CNN and
provide some research directions.

7 brown spot
=0
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Fig. 1. A Standard CNN Model for Paddy Leaves Classification.
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Max pooling

Average pooling

Fig. 2. Difference between Average Pooling and Max Pooling.

IV. PROPOSED METHODOLOGY

This section describes the whole procedure of CNN based
model for paddy disease detection and classification. The
entire implementation process has been divided into several
necessary stages. Each of the subsections is discussed with
process detail in the proceeding sections starting from dataset
towards final classification.

A. Datasets Specification

The data for this research activity is collected from Kaggle
repository [30]. Recently Kaggle is found to the most famous
bench mark and real dataset provider for machine learning and
artificial intelligence. This dataset consists of three major
classes of paddy leaf images with disease which are brown
spot, hispa and leaf blast and one class of healthy images.
There is total number of 3355 paddy images. In these images,
523 were found for brown spot diseases images, 565 for hispa
pests and 779 images for leaf blast disease. The rest of 1488
images are belongs to healthy paddy. In this research work, we
have conducted the experiment with two different training and
testing ratios that are 50:50 and 70:30. This split for testing
and training ratio is based on with randomly selected images
for both.

Vol. 11, No. 7, 2020

B. Data Augmentation

The main objective of applying augmentation process in
this research refers to the increment in dataset elements and
adding a minor distortion to the images in dataset. This
augmentation helps to reduce the model overfitting during
learning stage. In the field of statistics, artificial intelligence
and machine learning, overfitting caused when the statistical
model produces random noise and error rather than primary
relationship. A few transformation techniques are included in
data augmentation such as affine transformation and
perspective  transformation. The purpose of affine
transformation is applied for linear transformation and vector
rotation. The process of transformation is carried out using an
application developed in C++ based on OpenCV [28].

C. Model Training

The proposed convolutional model is trained the dataset
mentioned in sub-section IV (A) for paddy image
classification task. In literature, there are many famous state-
of-the-art frameworks for implementing CNN based models.
The final architecture of the proposed CNN based model is
given in Fig. 3. Normalized paddy images are the inputs of the
CNN with a unite variance and a zero mean. In the proposed
model architecture, convolutional layer based on a kernel size
of 7x7 pixels is considered as a first layer with 16 output
channels. Max pooling is considered as the second layer
proceeding to the first convolutional layer, with kernel size of
3x3 pixels. The following all three layers are considered as
fully connected layers consists of 100-50-10 neuron for each
layer.

In the proposed CNN model, we have used only one
convolutional and one pooling layer. As there are paddy
images, which consist of only single texture and color patches,
therefore there is no clear high level or large scale feature for
the convolutional layer to learn multi-color or multi-texture
images. In our research work, a single layered convolutional
layer performs comparatively same as multi-convolutional
layered architecture because of normal paddy images. The
proposed simple architecture model also reduces the number
of parameter for learning, with dramatically improve the
network and avoid over fitting during learning phase. We also
used the batch normalization approach during training phase
in order to boost the training with fast convergence.

]
1
1

P

32 x 32 Pixel input :
im age patch 16: 7x7 Pixel

Convolutional Layer

:

16: 3x3 Pixel -
Max Pooling Layer 100:50:10
3 Fully Connected Layers

Fig. 3. The Proposed CNN Architecture for Paddy Disease Classification.
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D. Experimental Setup

To conduct fair experiments for the evaluation of the
proposed CNN model, we have used same hardware and
software setup for all comparative models as well. Algorithms
and approaches which have many inputs and update
parameters are highly depending on parameters tuning.
Parameter setting is generally a high computationally
intensive task because some parameters have a large set of
values to be evaluated. This section explains the experimental
evaluation based on the feature learning ability of the
proposed and comparative models, towards better solution for
paddy diseases classification problems. All the experiments
were conducted on Intel core i7 CPU, with 8GB of RAM
having windows 10 operating system. The Python2.7 is used
as compiler and language used for developing and testing
these algorithms. For fair and fast implementation of the
proposed and comparative approaches, an efficient numeric
computational open source library Tensorflow [29] is used
which allows a simple and fast development for both CPU and
GPU support.

V. RESULTS AND DISCUSSION

This sections gives a detailed view of the obtain results for
paddy disease classification. The output of the proposed CNN
model training process is based on all images in dataset
containing original and augmented images because, it is well-
known that CNN learn feature more efficiently on large scale
datasets. Proceeding to the fine tuning of the parameters for
the proposed CNN architecture, the high accuracy of 93.6%
was achieved based on the 100 training epochs, which was
90.2% without fine-tuning. Furthermore, the trained CNN
model was also applied to separate classes for individual
testing. All the images from validation set has been tested for
evaluating the performance of the proposed CNN based model
for paddy classification. The results illustrated in Fig. 4, 5, 6,
and 7 are focus on the number of total images for each class
that are correctly classified by the proposed and comparative
models. These results are the output of the proposed CNN
trained model, and it is obvious from these results that the
classes with less number of images in dataset got less accuracy
as compared to the classes with high number of image in
dataset.

In more detailed research activities, it is important to
evaluate the proposed model based on comparison with a few
well-known models for a clear comparative analysis. Although
this dataset has never been used by any researchers in machine
learning application specifically for paddy leaves images
classification and disease prediction, it is impossible to
compare it with any other example based on the scientific
research literature. To cover the comparative analysis of our
proposed CNN model, we have tested a few standard
approaches including conventional artificial neural network
(ANN), standard multi-layered perceptron (MLP) and a
standard Support vector machine (SVM). The final results
presented in different tables and figures reveals that the
developed CNN model has performed better than the
considered comparative approaches.
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Fig. 4.

Correctly Classified of Paddy Disease Images by the Standard ANN.

Number of images
400 600 BOD 1000 1200 1400

200

M Total images
[0 Correctly classified

|

leal blast

11

brown spol tispa

Paddy diseases

I

healthy

Fig. 5. Correctly Classified of Paddy Disease Images by MLP.
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Fig. 6. Correctly Classified of Paddy Disease Images by standard SVM.
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Fig. 7. Correctly Classified of Paddy Disease Images by the Proposed CNN.

All the comparative results for the proposed and
comparative models have been presented in Table | for
training accuracy and Table Il for testing accuracy
respectively. The accuracy has been calculated using standard
equation presented in Equation 3. Final accuracy is the mean
of each class accuracy.

Accuracy = 1/, (100) 3)

Where t is the number of correct classification and n is the
total number of samples.

TABLE I. TRAINING ACCURACY OF THE PROPOSED AND COMPARATIVE
MODEL
. Training & Testing Ratio
Techniques
50:50 70:30

ANN 81.89 % 86.80 %
MLP 79.58 % 86.12 %
SVM 77.95% 86.35 %
Proposed CNN 87.30 % 93.60 %

TABLE II. TESTING ACCURACY OF THE PROPOSED AND COMPARATIVE
MODEL
. Training & Testing Ratio
Techniques
50:50 70:30

ANN 77.89 % 82.60 %
MLP 72.58 % 81.12 %
SVM 71.80 % 81.45%
Proposed CNN 90.30 % 96.60 %

VI. CONCLUSION

The recent research finds many methods and approaches
for solving the plants classification and disease detection
based on their leaves and other parts images. In all these
previously proposed approaches, there is a lack of paddy
disease detection and classification based on it leaves images

Vol. 11, No. 7, 2020

using the most powerful image classification approach called
CNN. In this research work, we proposed five layered CNN,
with one convolution, one pooling and three fully connected
layers that efficiently solves the problem of paddy disease
detection and classification based on it images. The proposed
model was able to give 93% accurately detected results for
effected and healthy paddy leafs that helps in the automated
paddy classification applications. This paper also conducted
class wise detection accuracies for the proposed approach with
a complete procedure of paddy disease classification from
dataset specification towards final testing. The results presents
in different figures and tables reveals that the proposed CNN
model outperformed the well-known classification approaches
such as ANN, MLP and SVM in paddy leaf disease detection
and classification. In future work, we are planning to use
entropy and information gain parameters for learning high
order informative features from paddy images.
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Abstract—In the current scenario, the crime rate has
tremendously increased with respect to the Automatic Teller
Machine (ATM). During the last few years, criminals are
becoming more sophisticated and paid more attention to ATMs.
The majority of ATMs in India are working on a single
authentication technique. The attacks, such as skimming,
shimming, card cloning, card swapping, shoulder surfing, etc.
works due to the use of minimal authentication in ATMs. So, the
concern about the security of ATMs is reached to its peak level.
Nowadays, banks have moved towards the two-tier
authentication level. Recently in India, some banks have adopted
the One Time Password (OTP) mechanism along with a UID
number to perform the transaction in ATMs. In such a case,
dependency on the cellular network for OTP is also a significant
concern. To overcome these types of issues researcher proposed a
two-tier authentication mechanism. The paper addresses the
recent problems and their solution with the help of a two-way
authentication method. To resolve the network issue, the
researcher also proposed a novel technique, i.e., Security
Question-based verification mechanism.

Keywords—ATM-fraud; security: Unique Identifier (UID);
shoulder surfing; shimming; trapping

I.  INTRODUCTION

In this digital world, information and computer technology
has built up its approach in almost every aspect of life. We are
observing that the world is witnessing tremendous growth in
the use of the internet, online transactions, data transfer, and
information technology tools. Nowadays, the prime user of
online transactions and the internet are banking and insurance
sectors as well as financial organizations. They use this
technology for making payments, transferring cash, and some
additional services related to remittance. But recently,
cybercrime is becoming a big issue. News headlines always
frightening us about the fraud cases related to cash
withdrawals, debit/credit card scams, information breach, and
data theft, etc. These have a noticeable relation with the
electronic system as well as the banking system. We know
that maximum data and information are being online, and
there is a massive chance that this information being attacked
by cybercriminals. Cyber fraud has become so prevalent in the
banking system, and with this, it leads to an enormous loss of
money every year [1].

In the current decades, debit card has made the most
remarkable evolution in the retail industry and as well as in
consumer banking. The debit cards have become one of the
most favored noncash retail payment gadgets after their
introduction in the late 1970s. It is apparent from last decades
that the growth in both as in the number of the transaction, as
well as value, is multiplying (i.e., approx. 15 percent annually)
[2]. At present, the use of debit cards is dominant/ruling in
almost everywhere. This technology also enhanced the
dispensation of cash via Automatic Teller Machines (ATMs)
in order to avoid bank cash counter withdrawals. This card
provides authentication of the customer on their account more
effectively and securely as compared to their alternatives like
cheques and passbooks [3].

As we know, on in one hand, the use of debit cards is
continuously increasing, and on the other side, cardholders are
facing high- profile security breaches [4]. To resist security
breaches and plastic card fraud, the major payment card
networks have generated their security programs such as Visa
Card Information Program (CSIP), JCB Data Security
Program, Master Card Site Data Protection (SDP), and
American Express Data Security Operating Policy [3,4]. As
these payment card network has built one more security layer
on their cards to protect it from breaches and frauds. But on
the other hand, attackers have found other techniques for
fraud, such as skimming, Physical threats to ATM hardware,
and ATM software threat.

For banking institutions, ATM Security has been
consistently a significant issue because it is an inexhaustible
resource of assets for attackers/cybercriminals. As we know,
the problem related to the security of ATMs is becoming more
acute. As any cybersecurity expert tries to patch one point but
on the other hand, fraudsters find the others way because they
are becoming more sophisticated in their techniques. So,
security analysts have to protect the whole network rather than
a single endpoint [5].

The paper proceeds as follows: related work about the
topic is included in Section 2. Section 3 describes the
development of plastic cards & their usage and different types
of fraud techniques. Recent fraud in India is demonstrated in
Section 4. The major finding is mentioned in Section 5.
Section 6 includes a proposed security framework &
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algorithms, along with the flowchart. At last, the paper is
concluded with the conclusion and future work.

Il. RELATED WORK

In the current scenario, the research in the area of the
secure transaction is going worldwide.

Adrian Fernandes (2020) has proposed an ATM that is
based on biometrics. In the proposed work researcher uses
biometric technology for the authentication of the account
holder in place of the traditional authentication process, i.e.,
PIN. To perform transaction user is verified through biometric
(i.e., fingerprint). The captured biometric is verified with
stored biometric in the Aadhar server and after successful
authentication transaction is performed. Besides, the
researcher suggests that such systems must be constructed to
protect the financial institution as well as customers from
frauds [6].

B. Saranraj et al. (2020) have proposed a mechanism for
the enhancement of ATM security by using Arduino. In the
proposed methodology, researchers used two processes, i.e.,
Arduino Nano along with fingerprint and OTP mechanism.
Users can perform transactions either by entering OTP (in the
absence of original account holder) or through biometrics (in
the presence of original account holder). In addition,
researchers have mentioned that it will increase security by
placing a two-way authentication mechanism and provides
high proficiency as well as maintains a strategic distance from
the illicit exchanges [7].

Ogata Hisao et al. (2019) have proposed an ATM security
framework focused on avoiding jackpotting with the help of
peripheral equipment. In the proposed work, the dispenser
validates the reliability of the command obtained from PC for
distribution of cash through ATM. In addition, all the
transaction facts are recorded via a card reader. This
framework fulfills three conditions and is based on the
protection of peripheral equipment, and it can act as a
safeguard if the PC is conciliated [8].

S. Shuka et al. (2018) have proposed an ATM security
mechanism where they use a random keyboard and face
resignation system for the authentication of users. In the
proposed method, for making any transaction, the user has to
go through a two-way security procedure. When a user goes
for the transaction, a new page appears in the form of the
random keyboard on the screen if the user is already registered
if not then a link is provided on that page for the registration.
The layout of the random keyboard is shuffled after every
transaction. After that user has to enter the PIN for performing
balance inquiry, withdrawal, and PIN change followed by
facial recognition [9].

K. Sangeetha et al. (2018) have developed a security
feature for the enhancement of ATM security by using RED-
TACTON. RED-TACTON is a wireless network/human area
networking technology that is consisting of transmitter and
receiver sections. It has a fast data transfer rate of about 10
Mbps, and here data is transferred through the human body. In
this procedure, initially, the user has to verify identity through
a biometric, i.e., fingerprint scan if it matches then the
PIN/password is transferred through RED-TACTON by
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touching the ATM to complete the transaction. They have also
provided a way to perform the transaction with the help of
others. In that case firstly, the other user passes the password
through RED-TACTON after that the primary user will get an
authentication message; if the primary user passes yes, then
the transaction will take place [10].

K. T. Rayudu and M. Aravindan (2017) have proposed a
security mechanism for enhancing the security of Automatic
Teller Machines. Where they use One Time Password and
Biometrics (i.e., finger vein biometric) with the help of
Elliptic Curve Cryptography (EEC) technology to improve the
surety of ATM. Elliptic Curve Cryptography is used to
generate keys. Here they used a finger vein and RFID card to
validate users after that; it will send a One Time Password
(OTP) with the help of Bluetooth to complete the transaction
[11].

Moses O. Onyesolu and Amara C. Okpala (2017) have
proposed a security technique by using a Three-Tier
Authentication mechanism for Automatic Teller Machine
(ATM). Here they use three layers of authentication method;
firstly, the user password followed by the biometric
identification, and finally the user gets a One Time Password
(OTP) on their mobile number (which is linked to their
account number). In addition, they also introduced a new
keyboard for the existing system with some unique character
keys and alphabet keys. The authors also stated that all these
authentication techniques must be in affirmative prior granting
access to the user 12].

M. Dutta et al. (2017) have proposed a security procedure
for the ATM transaction with the help of fingerprint
recognition. In proposed work, they have used the fingerprint
of the users as the password followed by traditional Personal
Identification Number (PIN) in order to overcome the security
issues in ATM money transactions. Here fingerprint module
generates a four-digit code as a text message, which is sent to
the registered mobile number. After the validation of the code,
the user is allowed to complete the transaction [13].

N. Ahmad et al. (2016) have proposed an Advanced
Encryption Standard (AES) card less Automatic Teller
Machine biometric security system. The proposed security is
developed by using a Field Programmable Gate Array
(FPGA). The proposed system is consisting of the fingerprint
scanner, multi touch screen display, RS-232, FPGA DE2-115
board with cyclone IV, and PS/2 keyboard. Here in the
proposed system user has to enter identification number
followed by the biometric scan, i.e., fingerprint as an input to
the ATM. Advanced Encryption Standard (AES) is used to
encrypt the identification number as well as a fingerprint scan.
After that, the encrypted information is sent to DE2-115 and
matched with the stored data for authentication [14].

Amala et al. (2016) have proposed a modified biometric
authentication technique, where they used a modified Radial
Basis Function Network (RBFN) to discriminate between face
patterns and non-face patterns. In addition, they reduced the
complexity of the RBFN with the help of Principal
Component Analysis (PCA). PCA to obtain the Eigen Vector;
the RBFN network takes these vectors as input for training
and reorganization [15].
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I1l. BACKGROUND

John Shephard-Barron was invented ATM (Automatic
Teller Machine) in 1960, and it is a computerized
telecommunication device. It starts its functioning by inserting
a plastic card, i.e., a credit/debit card. This card is encoded
with the user’s banking information on a magnetic stripe, i.e.,
Personal Identification Number (PIN) and account number etc.
[16]. This device permits banking as well as financial
institutions and their customers to gain access to their
accounts by means of a secure method of communication. The
main aim of ATM is to reduce the workload of the banking
sector. This device acts as a self-service terminal, which
provides facilities like a dispensation of cash as well as
accepts cash [17].

During the transaction process, the ATM sends the
information provided by the user to the banks’ server, and
after its verification, the user is allowed to complete the
transaction. The cardholder (i.e., user) and the host processor
(i.e., server) are communicating with each other with the help
of a gateway (i.e., Internet Service Provider ISP). And then the
whole transaction details are sent to the bank’s server. The
plastic card is secured with Personal ldentification Number
(i.e., PIN), which is encrypted with the help of some standard
encryption technique. There is no technique or process to get a
PIN from the plastic card. ATMs are of two types; the basic
one is to dispense cash only on the other hand, the second one
is more complicated, which accepts as well as dispense cash.
It consists of two input devices (i.e., Card reader and
keyboard) and four output devices (i.e., Display Screen,
Receipt Printer, Cash Dispenser, and a Speaker) [18].

Nowadays, news headlines are always frightening about
the frauds related to Automatic Teller Machines, and in the
current era, it has become a hot button issue. The fraudsters
have become more sophisticated in their method to find the
loophole. So, security experts have to protect the whole
network rather than a single point. Some common ATM
security treats are:

e The most straightforward and preliminary ATM treat;
Physical threat to ATM.

e A fraud technology used to capture the details of
plastic cards and then transferred to the duplicate cards:
Skimming.

e Threat to ATM Network Software.
e Jackpotting.

e Shimming.

e Card and Cash Trapping.

e Transaction Reversal.

Physical Attacks: In physical attacks, the attackers rob the
ATM and take cash from the safe with the help of heavy tools
like cutting torch or explosive. This type of attack is also
comprising of solid and liquid explosives as well as the
removal of ATM from its location, and then they use some
methods to get access to the safe [19].
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Skimming: In this process, the skimmers use a small
skimming device that fits over the actual ATM card reader
slot. When the user swipes their card from it, the data and
information are captured from the card and stored on the
device. In addition, the skimmers place an undetectable
camera to record the PIN [19].

Threat to ATM network software: In this type of attack,
security criminals breach the ATM network to get control over
the ATM server, where they install malware with the help of
improved code. With the help of this code, they gain access to
the internal command of the ATM. And now, the ATM server
will act like a Command & Control (C & C) server, which
commands various infected endpoints to dispense cash [5].

Jackpotting: It is the technique through which
cybercriminals  manipulate  hardware and  software
vulnerabilities in ATMs that result in spitting heaps of cash
from the machine. ATM jackpotting was firstly spotted in the
European country in 2016, and now it was continuously
spreading throughout the world. In this technique, a tiny bore
is made next to the keyboard through which a cable is inserted
to connect the laptop. Once attackers access a certain port,
they made complete control on the machine and instructed
them to dish out the cash. With the help of this technique,
attackers can dispense and clears all cash from ATMs in just a
few minutes.

Shimming: It is similar to skimming, where the attackers
use paper-thin in the card reader to steal data from chip-
enabled cards [20].

Card Trapping: In this method, the attacker hacks the
ATM by installing a gadget inside the card slot. In this
process, they use the most common device (i.e., Razor-Edged
spring), with the help of this, the attackers trap the card and
stop it from ejecting. Besides that, the attacker acts as a fellow
customer and memorize the PIN trough shoulder surfing or
offers to help and suggests to re-enter PIN and complete the
transaction again. Then all the thief needs to do once the
victim has gone is to retrieve the card from the ATM [21].

Cash Trapping: It is one of the most prominent techniques
in which attackers put a gadget (i.e., glue-trap) into the ATM
physically to trap the cash. In addition, a bogus dispenser is
allocated in the place of original, and on the other hand, the
installed device traps the allocated cash [22].

Transaction Reversal: It is one most sophisticated
technique used by cybercriminals to lift cash from ATMs,
where they use stolen or skimmed cards to refrain from
detection. Generally, ATM is jammed by the attackers by
reversing the logic of the host application. This process
requires a chain of sequences for fabricating promiscuous
error codes, as well as the reversal of the unwanted
transaction. This type of fraud is only exercisable to those
ATMs that support Motorized plastic cards [23].

IV. RECENT FRAUDS IN INDIA

On 9 December 2019, Kolkata police had cracked Kolkata
ATM fraud case (skimming) of siphoning money from the
account of around 71 users of ATM. The police claimed that
they had arrested the accused Siliviu Florin Spiridon (28)
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precisely after 8 days from Greater Kailash Delhi. The
accused had started withdrawing money from November-30 to
December-3 using skimmed data from Kolkata. In addition,
they said that the accused used to visit India 3 times this year
via tourist visa firstly on 14 March, 19 July and 14 October.
They have collected around 12 sunglasses, 24 caps, a huge
collection of clothing, and costly mobile phones and
skimming devices [24].

In May 2018, a 16-year-old girl named Nisha was cheated
with Rs. 29,000 by two people on an ATM at Dwarka Sector
14, and after a day that girl was reportedly committed suicide.
She had visited the ATM to withdraw some money for the
medical treatment of her father, but due to lack of awareness
she handovers her two debit cards to the person who was there
at that time to withdraw the amount. During the process, they
swiped the cards and made the fraud very smartly without
letting her know, and a huge amount of money was falsely
transferred. She hanged herself because she blamed herself for
the loss of money [25].

In April 2018, a person JINTO JOY who runs a firm for
the exchange of money at tourist spots of Varkala at
Thiruvananthapuram. He uses a small hand-held device and a
camera of the size and a small led bulb to steal the money
from his client. He was arrested for reportedly siphoning
money from a French man’s (Francois Mousis) bank account
by cloning his card, where he uses a camera to capture the
password. In contrast, his staff uses a small skimming device
to steal information on the card [26].

In April 2018, a doctor was arrested from a government
institution for his involvement in skimming and ATM fraud.
According to the report, firstly the doctor had made a firm and
acquired five Point of Sale (POS) machines for the firm. The
gang involves in the skimming and ATM fraud by using the
POS machine for siphoning the money their client account.
The money was deposited in the account of the doctor who
takes more than 30% of the whole money, and the rest of the
money was distributed among the gang member [27].

On 9 September 2017, a man named Darshan Patil has
swiped his card for a toll tax of Rs. 230 at Khalapur toll plaza
around 6:27 pm. By 8:34 pm, a total of 87000 have been
drawn from his account. As per the record (reported at
Hadapsar Police Station Pune), he doesn’t receive any OTP
for the transactions. Cybercriminals have performed more than
5 transactions for siphoning the amount from Patil’s account.
One of the security experts have explained during the
swapping process; we give our card to another person for the
transaction. During this process, our card is until in machine
until the bill came out from the machine, and it provides
enough time for a cyber-criminal to steal data from card [28].

V. MAJOR FINDINGS

1) Majority of ATM users does not follow the rules
described by banks:

e Not more than one person in an ATM chamber for the
transaction.
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e A huge number of people performing transactions
while using caps, sunglasses, and handkerchiefs on
their faces, etc.

e Maximum numbers of ATM having no security guards
to care of rules provided by the banks or to instruct the
users.

e A considerable number of ATM having distorted gates,
alarm systems, cash dispensers, keyboards and jammed
keys etc.

2) All the points mentioned above will increase in the
ATM fraud rate, i.e.,, by shoulder surfing, card cloning,
password stealing, keyboard-jamming, and card/cash trapping
etc.

3) Many ATMs have equipped with finger printer sensors
and voice recognition systems; even after having such
features, they are working on a single level authentication
factor.

4) Recently, few banks implemented a 2FA (Two Factor
Authentication) mechanism based on OTP to withdraw a
certain amount. But they didn’t provide any solution in case of
network issues, device is lost or damaged, and any kind of
accidental issues.

V1. PROPOSED SECURITY MECHANISM

Nowadays, there is a tremendous increase in numbers of
ATM users due to the advancement in digitalization. As a
result, the financial sector has moved from cash to cheque and
currently towards the plastic cards [29, 30]. From the last
decade, plastic cards emerged as a widely accepted mode of
transactions across the world [31].

According to the times of India, there is around 9% growth
in fraud rate on ATM from the year 2017-18 to 2018-2019 and
causes a loss of about 21.4 crores. In addition, there is a rise in
the ATM fraud case, but due to improvement in security
features of ATMs or plastic cards (i.e., chip-enabled
mechanism) the country has witnessed a huge decline in terms
of money loss, i.e., around 305% from the last year [32].

The ease and convenience of ATM have made the
financial users rely and trust on it. But at the same time news
headlines are threatening about the frauds related to ATM, i.e.,
skimming, shoulder surfing, card swapping, and password-
stealing etc. To avoid all these bluff techniques, researchers
have proposed a two-tier security model. Recently some banks
in India are using the OTP feature to avail cash, but they did
not provide any solution in case of any failure in a particular
network or any accidental issue (i.e., cell phone damage and
stolen etc.), which lead to transaction failure. In the proposed
framework, there is an alternative feature to avoid these types
of issues by choosing the random security question from the
database. The details of the framework are elaborated in the
subsequent sections.

A. Working Procedure of Proposed Security Mechanism

Firstly, the bank's personnel collect the client’s
information, i.e., name, aadhar and e-mail, etc. In addition,
they collect an activated mobile number and at least four
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security questions as well as their answers. After collecting all
the information from the customer, a unique database for bank
clients is prepared with a unique ID. The registration process
and the creation of the client’s database are shown in “Fig. 1”.

The proposed framework is divided into two phases. In the
first phase, the authentication process is done. Whenever the
bank's client needs to perform a transaction firstly, the client
has to insert the card and enter the unique UID/PIN provided
by the bank after that client has to select the desired
transaction process. The outline of the process is mentioned in
“Fig. 2”.

In the second phase (i.e., verification phase), there are two
ways to complete the transaction process. Firstly, with the
help of OTP or in case there is accidental or some natural
issues with the network or device, then the client can use an
alternative method to perform a transaction (i.e., security
questions). To complete the transaction process client has to
authenticate with either OTP or Security Question. If the client
wants to perform the transaction with the help of mobile.
He/she has to select the authentication process with the mobile
option, and an OTP is sent to the registered mobile. After that,
a time slot of 90 seconds, as well as a counter of two attempts,
is assigned in which the client has to enter the correct OTP. In
addition, if the client fails to enter correct OTP in all attempts
within the given time and counter, the card has been blocked
for 24 hours or the client has to contact with either bank or
customer care. The outline of the process is mentioned in
“Fig. 3".

Bank Database

Customer’s Information
is collected by Bank

Customer details are stored
inthe bank database

Customer's
Prafile Created

Fig. 1. Registration Process of Bank’s Client.

Enter PIN

Insert Card Exit/Terminate

P

|wnhdmwal| | Tigpont \

‘ Mini ‘ ‘ Other Ophons |

Select Transaction

Fig. 2. First Level Authentication Process for Transaction.
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Vasificstion through

e OTP Sentto Reglstersd

Mobils

Ot :
s Select Transaction

Enter OTP

Process
ExitTerminated

Fig. 3. Authentication Process (Via Mobile) for Transaction.

In the phase second (i.e., verification phase), if the client
wants to perform the transaction with the help of a security
question, then the client has to go with the security question
option. A security question will be displayed on the screen
from the client’s database. The client has to answer the
security question correctly in allotter time as well as in allotted
counter to perform the transaction.

Once the security question displays it is stored in the
database, either the client answers it correctly or not, it will
not display in the next transaction. We have done this to avoid
shoulder surfing, card swapping, cloning etc. For the security
perspective, researchers have set a timer as well as in the
number of attempts to answer the security question. If the
client fails to enter the correct answer in all attempts within
the given time and counter, the card has been blocked for 24
hours or the client has to contact with either bank or customer
care. The outline of the process is mentioned in “Fig. 4”.

B. Proposed Flowchart

The complete flow diagram of the proposed ATM security
mechanism is outlined in “Fig. 5”.

Answer Sacurity
Balarcz (Chusstion Quasion

Fig. 4. Authentication Process (Via Security Question) for Transaction.
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y

A

Enter PIN

NO If PIN is

matched

YES

Select the Transaction
Process

Authentication
through Registered
Mobile Number

NO

SQ = Security Question
T = Last Displayed SQ

Fetch SQ
1fSQ! =T

Sent OTP on Registered
Mobile Number

\ 4
Fetch next SQ

A\ 4
Enter OTP

Display SQ

If (time<=90 sec v
And counter<=2) and (OTP or Store SQ in
Sec.Ans. matched) T

NO

A

Transaction Performed

Process Terminated

Fig. 5. Flowchart for the Proposed ATM Security Mechanism.
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C. Proposed Algorithm
1. Start
2. Enter “Uid” and store in UID
3. If UID is not matched, then Go to step 22 else Go to step 4
4. Select Process
e  Withdraw
e Mini statement
e Pin Change
o Etc.

Enter Y or N as the choice to authenticate by mobile.
If choice ==Y then Go to step 7 else Go to step 12
Set the counter C=1.
Send OTP to the registered mobile number.
Start the timer for 90 seconds and repeat steps 10 to 12. If
Time Elapsed, Go to step 21
10. Enter OTP
11.1f OTP is matched then complete the TRANSACTION and
Go to step 22
Else if C<3, then set C=C+1. Go to step 8 for the
regeneration of OTP else Call Card Block Procedure Go to
22

© N w

12. Set counter=1
13. Start Timer of 90 second

14. Repeat steps 15 to 20 till Time is not Elapsed and Counter!
=3 else Call Card Block Procedure Go to 22

15. Fetch security question SQ from the database

16. I1f SQ! =T, then display it

17. Else fetch the next question from the database and display
it

18. Enter “Enter Security Answer”
19. Save the question number in T

20. If the answer is wrong, then go to step 21 else complete the
transaction

21.Process Terminate
22.Process End

VII. CONCLUSION AND FUTURE SCOPE

Due to the advancement of technology, the dependency on
ATM is continuously increasing, and the banking sector is
consistently encountering the risk of privacy and security. The
number of cases regarding misuse of plastic cards is endlessly
growing, and the security procedures applied by banks are not
optimal. From the literature survey, it is revealed that the
maximum number of ATM fraud/attacks is occurring at its
authentication phase. Many banks have started a two-tier
authentication process with the help of OTP. Still, there is an
issue; if a client forgets to carry its mobile or if there is any
network issue (i.e., network failure, network ban due to some
circumstances) then the transaction process will become
incomplete.

To avoid all these issues, researchers have presented two-
tier security architecture to remove network dependencies. In
the proposed framework, there is an alternative feature to
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avoid these types of issues by choosing the random security
question from the database. Before the user is granted access
to the transaction, these two authentication methods (a
combination of any two, i.e., Personal Identification Number
along with One Time Password or Personal Identification
Number along with Random Security Question) must be
affirmative. In addition, with the adaptation of this security
framework, the problem of identity theft, shoulder surfing,
card cloning, password stealing and illegal withdrawal of cash
will be eliminated. The siphoning of this framework to the
financial sector would improve the security of the ATM
system and also restore the customer's trust. Future Work: The
researcher is planning to further extend the work as well as
testing and building a financial machine (ATM), having
additional features for serving every kind of disabled person.
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Abstract—The nascent recognition of computing in
curriculum across countries is also accompanied by several
pedagogic inefficiencies especially concerning insufficient time
available for teacher-student interaction. In this paper, a flipped
classroom concept was identified as an effective approach to
teaching students at various levels in the academia including
Higher Education. Preparing the pre-class content and
considering the format used to deliver it has not gained much
consideration. There are several ways in which this content could
be provided to students to prepare them before an in-class
activity where a flipped-classroom approach can be
implemented. The present study analyzed the success of the
flipped classroom concept based on a comparative analysis of the
two types of flipped classroom pre-class content delivery
methods: online videos and online PowerPoint slides. Evaluation
was performed using paired T-test. The results show that the two
approaches have significantly different means and huge
differences between them. The students preferred online videos
to online PowerPoint (ppt) methods underlining the importance
of the proposed flipped classroom approach.

Keywords—Flipped classroom; active learning; online videos;
student-centered approach; increased interaction; pre-class content

I.  INTRODUCTION

In recent times, new approaches are being adopted to
enhance students learning and better improve on the student-
teacher class interaction. Amongst the several approaches used
is the flipped-classroom method which has shown promising
results [1, 2].

A. Pedagogical Loopholes in Infusing Skill Development
among Computer Science Students

Students with a Higher Education degree are expected to
be equipped with skills related to creativity, problem-solving,
analytical skills, critical thinking, multi-tasking, and
resilience. The student must learn to work independently as
well as in groups. In this context, the education system poses
certain inefficiencies concerning its effective transmission
among students. Inefficiencies of institutions in the form of
limited time to practice, as well as limited interaction with
faculty prevails. Moreover, there exist poor learning methods
for students, especially the use of the traditional methods of
teaching, and in addition, insufficient teaching approaches [3,
4]. Low self-efficacy, lack of motivation to learn courses, and

lack of factors which identify loopholes in the system to infuse
skills among students [5].

B. Importance of Interactive Classroom in Class Activities:
Emphasis on Flipped Classroom Approach

A flipped classroom concept represents a transition from a
teacher-centered approach to a student-centered approach
whereby students have access to theoretical content via online
videos, presentations, learning management systems before
attending the classroom session. This encourages students to
build an understanding of the concept, take notes, prepare
questions so that the classroom session is turned into a hub of
learning and every student is engaged enthusiastically [6]. For
teachers, the flipped classroom helps in using their time more
effectively to help weaker students understand and implement
the taught concepts better. Steps followed by instructors and
students in a typical flipped classroom session are clearly
shown in Fig. 1(a) and (b), respectively.

Design appropriate material in the form of
text/powerpoint slides~ideos for a flipped
classroom session

{

Upload the pre-classroom material on the
Learning Management system with
appropriate instractions for studenits_

!

Prepare appropriate activities ‘assessments
that follow higher order thinking (Blooms
taxonomy ) for students based on the pre-class
material.

Analvze the result of the assessment/activities
and improve the assessment/activities for future
use

(a)

| Read Mwatch pre-class content ‘

|

| Prepare for the flipped classroom session ‘

|

Participate in the flipped classroom
activities/assessments.

|

Effective use of class time that follows
higher order thinking (Blooms taxonomy)

(b)
Fig. 1. Steps followed by Students in Flipped Classroom Implementation.
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The interactive classroom approach using the flipped
classroom method can be a useful approach in enhancing the
teacher-student relationship [7]. A number of research papers
have reported that the flipped classroom develops a positive
attitude in students and gives a better performance in taught
courses in comparison with the traditional classroom teaching
approaches [8-10]. Though a lot of research have been done
on how to develop effective in-class activities and focus on
student-centered learning [11-13], not much has been done in
considering the quality of out of class content provided to
students.

A quantitative study conducted in [14] found that student
achievement was higher in the case of a flipped-classroom
approach in comparison with traditional approaches. Though
in-class activities should focus on active learning both [15]
and [16] found that a flipped classroom was more effective in
teaching concepts and had a positive impact on learning and
student motivation.

However, authors in [17] and [18] have found that there
were very little or no significant results in replacing the
traditional teaching approach with the flipped classroom
approach applied in introductory biology and nursing studies.
These contradicting results lead to the conclusion that flipped
classroom can be an effective strategy in improving the
learning behavior of students. Most of these studies also
indicated that the benefits of implementing a flipped-
classroom approach highly depends on the readiness or ability
of students to work independently and acquire self-regulatory
skills to come prepared for the out of class tasks [19].

Porcaro et al. [20] indicated that most of the students (89-
93%) completed a pre-class tasks when the pre-class content
was in the form of video lectures. This may indicate how well
prepared the students were, and may also indicate the other
factors such as how different format of the out of class content
influences student's readiness in preparation for a flipped
classroom session.

Most of the pre-class content is in the form of pre-recorded
lectures or screencast [21]. Other methods of pre-class content
dissemination include readable contents, Blogs, and Google
Docs [22].

The subsequent sections of this paper are organized into
the following sections: In Section Il we discuss in detail the
need for the study, while in Section Il we present our
proposed research methodology. In Section IV we give the
results and findings, while in Section V we discuss the results.
In Section VI the paper is concluded and therein we indicate
opportunities for future research works.

Il. NEED FOR THE STUDY

In light of the above-mentioned facts which include
insufficient class time highlights the need for a technology-
based interactive method such as flipped classroom sessions.
These are constructed and organized by teachers in the form of
videos, presentations or pdf reading material uploaded in
various leaning management systems. It is thus crucial that
teachers prepare the content carefully as it helps in building
the students taking the course. It is a common phenomenon for
teachers to take an active interactive session rather than a
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session executing an entire topic within a class session. Hence,
it is necessary to investigate various methods for designing
pre-class  materials  for  successful  flip  classroom
implementation. Besides, the tools used in the flipped
classroom concepts are well prepared and understandable to
the students [23]. The pre-class material design could be in the
form of online PowerPoint (ppt) presentations, videos,
learning management systems, etc. There is also the need to
make a comparative analysis of the type of pre-class material
that effectively helps the students.

We look at two formats in which pre-class content is made
available to the students. First is reading text format or in the
form of detailed ppt slides and video lectures.

A. Text Material

Textbook-style reading is usually used by lecturers to
provide students with a short and straight to the point easy to
understand low-level content in line with lower items in
bloom's taxonomy. These are used at high school and
university levels and are considered as an important element
of the learning experience. When we compare textbook
reading to video materials, we can state that it is easy to search
and read through the relevant content multiple times with ease.
A study in [24] showed that textbooks are often the main
resource for the majority of the students. Though textbook
reading materials are often used in traditional teaching style,
when used in a flipped classroom environment, students are
required to have read and understood the concepts to be able
to apply it to the corresponding in-class activity. This is in
contrast to a traditional teaching style where reading pre-class
content is not enforced [25]. In a traditional teaching
environment, many students do not bother to read the
assignments [26, 27].

B. Video Lectures

Video lectures focus on two modes of information
processing which are: visual and auditory. According to
authors in [28] who used dual coding theory, the more sensory
pathways that a student can use to interact with the material,
the more likely the student will remember the content [29].
Yadav et al. [30] suggested that video may be a more
powerful medium for cognitive and affective information
processing compared to text reading alone.

In this paper, we used the two content learning strategies
for out-of-classroom content learning in a flipped-classroom
approach, while keeping the implementation of the in-class
activities for future works.

e Central aim

The present study aims to analyze the role of flipped
classroom concept and its tools implemented in higher
education for developing skills among computer science
students.

e Central question of the study

Is the benefit perceived by students in a flipped classroom
approach based on the type of pre-class content design for a
flip classroom approach?
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Is there a difference in the performance of the students
studying with the pre-class content materials (online videos,
online power points slides) in the context of higher education?

I1l. RESEARCH METHODOLOGY

This sections describes the method, strategy and organized
processes performed in collecting and analyzing the required
data for achieving the aim of the research study and solving
the central research problem [31, 32]. For the present study,
authors have employed a positivist paradigm which is
objective and predictable in its approach. Besides, a
descriptive and explanatory research method has been applied
for analyzing the characteristics of the selected research topics
whereby these methods were used to collect quantitative data
for the same. Another part of the research methodology is a
suitable research approach that guides the course of study.
Authors have used the deductive research approach here. With
this approach, a structured theory is formed in the initial phase
of the study which deals with quantitative data collection [33].
Hence the study involved two different pre-class flipped
instruction methods, namely, online video lectures versus
online lecture material (text or PowerPoint (ppt) slides), and
the result of these methods were evaluated with the students
preferences and other associated parameters concerning higher
education.

A. Participants

A survey was administered to students. The survey was
majorly administered among 160 students pursuing higher
education. As for the respondent's profile, the major targeted
population included students of computer science subjects in
higher education. Also, the sampled population was obtained
through the method of non-random convenience sampling
method, i.e. the samples were selected as per the convenience
of the researcher.

B. Measurement Instruments and Measures

The measuring instruments were survey questionnaires
(close-ended and structured), which had a demographic and
inferential part which helped in assessing the impact of flipped
classroom sessions. For conducting the survey, prior
permission was taken from authorities of the concerned
institutes, faculty, and students. The inferential section
comprised of scores of students undertaking flipped classroom
material. Around 190 undergraduate students were approached
as per the convenience of the authors in approaching them for
the required survey and 160 of them reverted. Two different
pre-class learning materials were used— online video lectures
and online lecture material. The results of these methods were
compared and evaluated based on student’s preferences and
other associated parameters. The topics were from a problem
solving subject taught to students in their first year of
Computer Science. The topics were introductions to different
sorting algorithms. In the case of video-based pre-class
learning materials, a video was uploaded to explain to students
the concept of selection sorting approach [34, 35]. In the case
of reading material based flipped classrooms, the students
were required to read and go through the PowerPoint slides to
understand the algorithm for bubble sort.
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C. Procedure of Data Analysis

Data was collected based on scores of students in common
assessments with the pre-class content students used to
understand and study the concept covered in a flipped
classroom teaching. A t-test Statistical Package for Social
Science (SPSS) v21 was used to evaluate the significance of
the results.

The assessments were conducted in the class after a quick
recap of what was covered in the pre-class material for both
the types of material power point/text and video lecture.
Assessments conducted were at the sample level of
complexity. All questions were carefully drafted to avoid any
type of bias. Questions ranged from multiple questions to
problem-solving using the concepts learned. Scores obtained
by the students in all three assessment were used to evaluate
the differences between using two types of materials.

IV. RESULTS AND FINDINGS

The results presented in Fig. 2 revealed that only 11.54%
of the students were not aware of the flipped classroom
sessions and preferred online lecture notes to online videos.
Also out of the remaining students who knew about the
concept, 59.62% of them preferred online videos to online
lecture notes.

Awareness of Flipped Classroom Teaching and
the Methods Preferred

m Total

Online lecture Online Videos

Online lecture
notes notes

No

Fig. 2. Awareness of Flipped Classroom Teaching and the Methods
Preferred.

Given the general and background information of the
respondents, the next section took into account the inferential
analysis including hypothesis testing for presented objective
of the study thereby presenting several insights and
implications of the same.

A. Inferential Analysis

To achieve the objective of study which aimed to provide a
comparative analysis of the two types of pre-class content
methods to support flipped-classroom approach: online videos
and online lecture (reading) materials in the form of text or
PowerPoint slides, the authors have used the t-Test Paired
Two Sample for Mean difference determination. This method
helps in making a comparison between two dissimilar
approaches of measurement or two diverse treatments
concerning a common subject [36]. In this section, a
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comparison was made between the two types of pre-class
content design to support a flipped classroom concept.
Furthermore, this method was used to test the means of a
population between two groups such that the null hypothesis
states that the means of two populations are equal. However,
the variances of both populations are not necessarily equal.

Therefore:

Hy1 means there is no significant difference in the mean of
the video preferring group and PowerPoint slides preferring

group,

while Hp1 means there is significant difference in the
mean of the video preferring group and PowerPoint slides
preferring group.

Table | shows that the p-value is very close to zero and is
thus less than 0.5. Therefore the null hypothesis is rejected.
This means the mean of the two flipped classroom teaching
methods are not the same. Also, P(T <=t) two tail (3.78146E-
19) represents the probability that the absolute value of the t-
Statistic (14.32850425) is larger in absolute value than the
critical t-value (2.009575199) as well as 0. Thus, it can be
stated that according to the t-criterion that the claim for
alternative hypothesis is accepted (| t | >ty ).

Furthermore, Table Il reveals that the students enjoyed
working with online video sessions than using reading
materials and a perceived great confidence level in attending
the concerned sessions was attained.

TABLE I. T-TEST RESULTS OF THE TWO FLIPPED CLASSROOM

APPROACHES

t-Test: Paired Two Sample for Means

Video PPT slides
Mean 69.13333333 48.01111111
Variance 43.50793651 157.962837
Observations 50 50
Pearson Correlation 0.559799717
Hypothesized Mean Difference 0
It:) ;tat 49
_ . 14.32850425
{Crtcd ne-il 185073519
_ ] 1.676550893
P(T<=t) two-tail
t Critical two-tail 3.78146E-19
2.009575199
TABLE Il.  RESULTS OF THE SURVEY
Video Reading Material
(ppt)
Enjoyed working on the requirement out of
70 30
class
Engaged in interaction with others in class 40 60
Required more effort to perform activity 30 70
Required more time to follow the concept 40 60
Enjoyed the class activity 40 60
Confidence level was high after flipped 70 30
session and before attending the class
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V. DISCUSSION OF RESULTS

A. Discussion of findings and Answers to Questions Posed

In this section, the role of flipped classroom concept was
analyzed and its tools in higher education for developing skills
along with a comparative analysis of the two types of flipped
classroom approaches: online videos and online lecture
(reading) material were performed. From the results in
Table I, it can be observed that the two approaches have
significantly different means and huge differences between
them. Online videos sessions was preferred by most of the
students over online PowerPoint as a pre-class learning
material to support the flipped-classroom approach. It was
also observed that flipped classroom sessions were effective
and played an instrumental role in the life of students in terms
of developing related skills like problem-solving. The students
were more confident and active with the proposed approach in
contrast with the traditional way of teaching whereby students
were hesitant to ask any query. Moreover, the students
developed a critical understanding of the topics and were
highly motivated in interacting with their faculty. This helped
to develop better relationships and interaction among them.
Furthermore, the overall perception and attitudes of students
was changed, thus leading to increased student performance.

B. Study Implications

The present study is useful and effective for both the
recent generation of students as well as teachers since they can
investigate their perceptions on the concept of well-designed
pre-class learning materials using the correct methods to
support the flipped classroom concept. Besides, the study will
pave the way for other researchers who are interested in this
nascent establishment of teaching within the curriculum which
in turn needs huge discussions with respect to updating the
content of the curriculum. The study also helped in analyzing
the effects and views of students with regards to the concept
of flipped classroom thereby highlighting the role of
integrating technology in educational systems along with their
critical evaluation. Therefore, this study is crucial as an
important medium of knowledge retention among students. It
also highlights that the success of a flipped-classroom
approach mainly depends on the type of pre-class content
provided to the students.

For this study, we have assumed that the content and the
quality of the content were up to the expected standards. The
findings of this paper are in contrast with authors in [37] who
claim that there is no difference between video lectures and
text readings. In addition, this study also focused on the
importance of using the correct format or medium to design
the pre-class content which guarantees that a maximum
number of students actively participate leading to a successful
flipped classroom session.

VI. CONCLUSION AND FUTURE RESEARCH

This study presented a novel learning approach to the
concept of flipped classroom. Two flipped classroom methods
were analyzed and evaluated. The results show that the online
videos method of teaching was mostly preferred to other
methods. The study showed that the success of flipped
classroom depends on how prepared students are to work and
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study with minimum guidance outside the class. This research
shows that students clearly prefer video lectures or text or ppt
slides lectures. The performance of the students who were
assigned to view videos as pre-class content shows a
significant improvement in performance as compared to
students who used text or ppt slides as their pre-class content.

Thus, future research will be conducted based on data
obtained from students who attend a flipped-classroom session
throughout the semester for various subjects in the university.
Furthermore, in future works, we hope to use qualitative study
methods such as interviews and focus groups for teachers and
instructors to get an elaborate and specialized viewpoint of
instructors for content design strategies that could be used to
support flipped classroom approaches. Another limitation of
the study is that it did not take into account other specific
skills like critical thinking, creativity, resilience, analytical
reasoning, etc. which could affect the performance of students.
Therefore, we recommend that an analysis incorporating a
wide level survey capturing these different skill set of students
be conducted.
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Abstract—Due to increased usage of digital technologies in all
sectors and in almost all day to day activities to store and pass
information, Handwriting character recognition has become a
popular subject of research. Handwriting remains relevant, but
people still want to have Handwriting copies converted into
electronic copies that can be communicated and stored
electronically. Handwriting character recognition refers to the
computer's ability to detect and interpret intelligible
Handwriting input from Handwriting sources such as touch
screens, photographs, paper documents, and other sources.
Handwriting characters remain complex since different
individuals have different handwriting styles. This paper aims to
report the development of a Handwriting character recognition
system that will be used to read students and lectures
Handwriting notes. The development is based on an artificial
neural network, which is a field of study in artificial intelligence.
Different techniques and methods are used to develop a
Handwriting character recognition system. However, few of them
focus on neural networks. The use of neural networks for
recognizing Handwriting characters is more efficient and robust
compared with other computing techniques. The paper also
outlines the methodology, design, and architecture of the
Handwriting character recognition system and testing and
results of the system development. The aim is to demonstrate the
effectiveness of neural networks for Handwriting character
recognition.

Keywords—Support vector machine; neural network; artificial
intelligence; handwriting processing

I.  INTRODUCTION

Handwriting digits and character recognitions have become
increasingly important in today's digitized world due to their
practical applications in various day to day activities. It can be
proven by the fact that in recent years, different recognition
systems have been developed or proposed to be used in
different fields where high classification efficiency is needed.
Systems that are used to recognize Handwriting letters,
characters, and digits help people to solve more complex tasks
that otherwise would be time-consuming and costly. A good
example is the use of automatic processing systems used in
banks to process bank cheques. Without automated bank
cheque processing systems, the bank would be required to
employ many employees who may not be as efficient as the
computerized processing system. The handwriting recognition
systems can be inspired by biological neural networks, which
allow humans and animals to learn and model non-linear and
complex relationships [1,2]. That means they can be developed
from the artificial neural network [4]. The human brain allows
individuals to recognize different Handwriting objects such as

digits, letters, and characters [5]. However, humans are biased,
meaning they can choose to interpret Handwriting letters and
digits differently [8]. Computerized systems, on the other hand,
are unbiased and can do very challenging tasks that may
require humans to use a lot of their energy and time to do
similar tasks. There is a need to understand how human-read
underwriting [10].

The human visual system is primarily involved whenever
individuals are reading Handwriting characters, letters, words,
or digits. It seems effortless whenever one is reading
handwriting, but it is not as easy as people believe. A human
can make sense of what they see based on what their brains
have been taught, although everything is done unconsciously.
A human may not appreciate how difficult it is to solve
handwriting. The challenge of visual pattern recognition is only
apparent to develop a computer system to read handwriting
[6,17]. The artificial neural networks approach is considered as
the best way to develop systems for recognizing handwriting.
Neural networks help to simulate how the human brain works
when reading handwriting in a more simplified form. It allows
machines to match and even exceed human capabilities at
reading handwriting. Humans have different handwriting
styles, some of which are difficult to read. Besides, reading
handwriting may be time-consuming and tedious, especially
when individuals are required to read several Handwriting
documents by different individuals [25]. A neural network is
the most appropriate for the proposed system due to its ability
to derive meaning from complex data and detect trends from
data that are not easy to identify by either other human
techniques or human [23]. The main aim of this paper is to
develop a model that will be used to read Handwriting digits,
characters, and words from the image using the concept of
Convolution Neural Network. The next sections will provide
an overview of the related work, theoretical background, the
architecture, methodology, experimental results, and conclusion.

A. Research Objectives

The main objective of this research is to design an expert
system for Handwriting character recognition using neural
network approach. Other objectives include:

- To address the issue of accuracy in Handwriting
character recognition systems by developing a system
that will use efficient technology for recognizing
Handwriting characters and words from image media.

- To investigate and demonstrate the usefulness of neural
network technology in development of efficient
Handwriting character recognition systems.
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B. Research Questions
This research is aimed to answer the following questions:

e What are the different techniques and methods used in
Handwriting character recognition?

e How can the performance of Handwriting recognition
systems be improved using artificial neural networks?

C. Target Group

This paper will be targeting university students and
instructors who want to convert their Handwriting notes and
papers into electronic format. Despite the increased adoption of
digital technology in institutions of higher education,
handwriting remains part of students' and instructors' daily
lives. Students take Handwriting notes while listening to their
lectures and take notes while reading from different sources.
Some also note down their thoughts, plans, and ideas on their
notes. Likewise, lecturers have Handwriting notes that they
would want to communicate to students. Hence, this paper will
be targeting students and lecturers to develop a system that will
allow them to convert their Handwriting works into electronic
works that can be stored and communicated electronically. The
central assumption of this paper is that students and lecturers
need to have copies of their works that are stored electronically
in their personal computers. Further, handwriting with pen and
paper cannot be entirely replaced by digital technology.

Il. THEORETICAL BACKGROUND

Handwriting character recognition is one of the research
fields in computer vision, artificial intelligence, and pattern
recognition [3,9]. A computer application that performs
handwriting recognition can be argued to have the ability to
acquire and detecting characters in pictures, paper documents,
and other sources and convert them into electronic format or
machine-encoded form. The system may obtain Handwriting
sources from a piece of paper through optical scanning or
intelligent word recognition. Also, the system may be designed
to detect the movement of the pen tip on the screen. In other
words, handwriting recognition may involve a system detecting
movements of a pen tip on the screen to get a clue of the
characters being written [7]. Handwriting recognition can be
classified into two: offline recognition and online recognition.
Offline handwriting recognition involved the extraction of text
or characters from an image to have letter codes that can be
used within a computer [15]. It involves obtaining digital data
from a static representation of handwriting. A system is
provided with a Handwriting document to read and convert the
handwriting to a digital format. Online handwriting
recognition, on the other hand, involved automatic detection or
conversion of characters as they are written on the specialized
screen [28, 35]. In this case, the system sensors movement of
pen-tip to detect characters and words. Different methods and
techniques are used to ensure that computer systems can read
characters from Handwriting images and documents [32, 26].
Among the existing techniques that are used to model, and
train  Handwriting character recognition include neural
network, Hidden Markov Model (HMM), Machine Learning,
and Support Vector Machine, to mention a few. This paper
focuses on artificial intelligence networks, machine learning,
Hidden Markov Model, and the Support Vector Machine.

Vol. 11, No. 7, 2020

A. Artificial Intelligence

The idea of reading Handwriting characters, digits, and
words by computer systems can be argued to be an imitation of
a human being. In other words, such a system can be argued
that they use artificial intelligence to read handwriting from
images or any Handwriting source [11]. Artificial intelligence
refers to intelligence that is demonstrated by machines [13].
The term is used to describe computer or machines that can
mimic "cognitive" functions that are associated with the human
mind. Artificial intelligence allows the machine to learn from
experience, adjust to new data (inputs), and perform tasks that
can be performed by humans [12, 20]. Branches of artificial
intelligence include machine learning, neuron network, and
deep learning.

B. Machine Learning

Machine learning technology is inspired by psychology and
biology that focus on learning from a set of data. The central
assumption is that machines can learn to perform given tasks
by learning from data [21]. A machine learning model is
provided with training data that is specific to the given problem
domain and the solution to each instance of the problem. That
way, the model learns how to solve certain problems based on
learning [14]. Fig. 1 shows a simple demonstration of the
machine learning model used in the handwriting recognition
system. The model takes an image that has a Handwriting digit
and determines the specific digit based on the learning data.

C. Artificial Neural Network (ANN)

Artificial Neural Network (ANN) refers to information
processing paradigm or computing systems that are inspired by
biological neural networks that constitute the human brain [18].
The systems are not identical to the biological neural systems,
but they are designed to process information the same way the
human brain and animal brain process information [27]. The
networks are composed of many interconnected neurons
working in unison to achieve specific goals [37]. Just like the
human brain, ANN learns from example. Hence, an ANN can
be configured for an application, such as data classification or
character recognition through the learning process. The
learning process involves adjusting the system to a connection
[24]. The artificial neural network comprises a network of
multiple simple processors, each with a small amount of local
memory [39]. The processors (units) are linked together by
unidirectional communication channels and operates only on
local data and input their get through their links.

D. Biological Neuron and ANN

As indicated earlier, artificial neural networks are inspired
by the biological neural system. Hence, learning how
biological neurons works can help to understand the artificial
neural network [16]. The human body's neural system consists
of three stages: neural network, receptors, and effectors as
shown in Fig. 2. The first phase is the receptor which receives
stimuli from the external or internal environment and then
passes the information to neurons [14, 16]. The second phase
involves the processing of information by the neural network to
make a proper decision of output. The third and final stage
involves translation of the electrical impulses into responses to
the external environment.
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Fig. 2. Biological Neuron Model.

An artificial neural network can be argued to be a
simplified imitation of the central nervous system. The
structural constituents of human brains known as neurons
perform computations such as logical inference, cognition, and
pattern recognition, to mention a [19, 38].

The neuron models are shown in Fig. 3 and 4; however,
does not do anything different that cannot be done by
conventional computers. In other words, it is just a simple
representation of a neural network system that does not do
much different from what a traditional computer can do. The
Fig. 5 presents a more complicated model (McCulloch and
Pitts Model) which is different from the previous model since
it has inputs that are "weighted" [17]. That means each input
has a different effect on decision making. The weight of an
input can be described as the number which when multiplied
with the input, it results in weighted input [39]. The results are
then added together, and if they exceed the certain pre-
determined threshold value, the neuron fires, else, the neuron
does not fire [29, 33].

dendrites

—’|:'_ Cell body
threshold
L
axons
—'|:'7 Surmmation
Fig. 3. Neuron Model.
l Teach/Use
Inputs —> Neuron —_—

\ Crutput

Fig. 4. Artificial Neuron Model.
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Fig. 5. Complicated Neuron Model.

Mathematically, neuron fires if and only if: X1Y1+
X2Y2+...>Threshold. The McCulloch and Pitts Model (MCP)
neuron can adapt to different situations by changing its weights
and/or threshold [17]. Various algorithms can be used to make
neurons to "adapt," with Delta rule and the back-error
propagation being the most used algorithms.

E. Deep Neural Network

The neural network has layers of units where each layer
takes some value from the previous layer. That way, systems
that are based on neural networks can compute inputs to get the
needed output [29]. The same way neurons pass signals around
the brain, and values are passed from one unit in an artificial
neural network to another to perform the required computation
and get new value as output [17]. The united are layers,
forming a system that starts from the layers used for imputing
to layer that is used to provide the output. The layers that are
found between the input and output layers are called the hidden
layer. The hidden layers refer to a deep neural network that is
used for computation of the values inputted in the input layer.
The term "deep” is used to refer to the hidden layers of the
neural network [25] as shown in Fig. 6. In Handwriting
character recognition systems, the deep neural network is
involved in learning the characters to be recognized from
Handwriting images [33]. With enough training data, the deep
neural network can be able to perform any function that a
neural network is supposed to do. It is only possible if the
neural network has enough hidden layers, although the smaller
deep neural network is more computationally efficient than a
more extensive deep neural network [19].

Deep neural network

Fig. 6. Deep Neural Network.

F. Hidden Markov Models (HMM)

Hidden Markov Model (HMM) has been used in many
handwriting recognition systems as a primary modeling
component. It is essential to examine the theoretical
background of this model to have a clear understanding of how
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handwriting recognition systems work [31]. HMM is a
statistical Markov model that is used in a system that is
supposed to assume the Markov process [40]. It can be
considered as the most straightforward dynamic Bayesian
network. Hidden Markov Models are class pf probabilistic
graphical models used for predicting a sequence of hidden
variables from a set of observed variables [15]. For instance,
these types of models can be used to predict the weather based
on the types of people's clothing. The weather, in this case, is
the hidden variable while the people's clothes are what has
been observed (known) [40]. In the same way, HMMs have
successfully been implemented in the speech recognition, and
character recognition since the models can help systems to
predict unknown from the observed [23]. The fact that
handwriting can be a statistical model is the main reason HMM
can be argued to be one of the most preferred models in the
development of Handwriting character recognition systems
[30].

G. Support Vector Machine

Handwriting recognition can be considered as a problem of
supervised learning and classification from a discriminative
classifier point of view, with this assumption, Support Vector
Machine which a discriminative classifier is considered as one
of the models that can be effective in developing handwriting
recognition systems [34]. Like a neural network, a support
vector machine is a subset of machine learning [36]. The
support vector machine refers to a supervised learning model

Vol. 11, No. 7, 2020

that is dependent on learning algorithms for classification and
regression analysis. A support vector machine can be
considered as a computational algorithm that finds out a hyper-
plane or a line in a multidimensional space that separate
classes. The separation between two or more linear classes can
be achieved by any hyperplane [2,17]. This method is known
as linear classification. However, several hyperplanes can be
used to classify the same set of data, as shown in Fig. 7. A
support vector machine is an approach where the main aim is
to find the best separation hyperplane.

The comparison of all approaches is shown in Table |
below.

H;
H,
. o
....o o =
. . A A 1
o
AA AA
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A
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Fig. 7. Support Vector Machine Hyperplane.

TABLE I.

COMPARISON OF APPROACHES

Approaches

Description

Advantages

Disadvantages

Hidden Markov Models
(HMM)

HMM is a statistical Markov
model which is used in a system
that is supposed to assume the
Markov process

-Strong statistical foundation [31].
-It allows a flexible generalization of sequence
profiles [40]

-Have many unstructured parameters.
-Algorithms are expensive in terms of
computational time and memory [15]
-Training requires repeated iterations,
and this can be time-consuming [19]

Machine Learning

Machine learning-powered
systems rely on patterns and
inference instead of explicit
instruction to read text and
characters [21]

-No human intervention needed [27].
-Allows continuous improvement [19]

-Requires massive data to train [21]
-Expensive in terms of time and
resources [27]

-High-error susceptibility [31]

Neural Network

A neural network can be
considered as a large parallel
computing system comprising of
many interconnected nodes.

-Can learn complex non-linear input
relationships [35].

-Has self-organizing capability [16].
-Ability to work with incomplete knowledge
-Parallel processing capability

-Ability to make machine learning

Different training may damage the
capability of the system
Overreliance on hardware [22]

Support Vector Machines
(SVM)

Classifies the data using a
hyperplane

Unlike neural networks, SVM approach relies
on learning examples and structural behavior
[23].

Has better generalization due to structural risk
minimization

It is difficult to select a "good" kernel
function

Difficult to understand and interpret
It is hard to visualize the impact of
SVM models.
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IV. DESIGN AND ARCHITECTURE

This section discusses the design and architecture of the
proposed handwritten character recognition system that will be
using the neural network approach. The proposed system
comprises input pre-processing, CNN, and output sections as
shown in Fig. 8.

Convolutional
Preproces —_— Neural
Network
(CNN)

[Hanmdse ing
sample

Fig. 8. Handwriting Recognition System (HRS) Design.

The explanation of the architecture is provided below:

A. Neural Network Arthictecture

As indicated earlier, the HRS systems are most efficient
when they are based on neural networks. Hence, there is a need
to understand the neural network architecture. The neural
network architecture refers to the elements that are connected
to make a network that is used for handwriting recognition.
The human brain works loosely to inspire neural networks. It is
based on the idea of how neurons pass signals around the
human brain to process input into an output [16]. Several units
are layers to form a network and arrange from the ones that are
responsible for receiving input to the layer that is responsible
for output values. Between the output and input level layers,
there is a hidden layer that is involved in much of processing.
Different neural network architectures can be used to provide
different results from the input images of handwriting. It is
because architectures are based on different parameters, data,
and duration of training. Fig. 9 shows a clear visualized of
architecture used to recognize handwriting from images. The
"X" shows the input while "Y" represents the output.

The size of a deep neural network layer is dependent on the
work that the system is supposed to do. However, in most
cases, more computational efficient smaller hidden layers can
be developed to achieve the same task as one that can be
achieved with an exponentially large deep neural network [35].
The deep neural network is supposed to memorize the training
data to be able to recognize handwriting. Hence, deep neural
networks are commonly used in optical character recognition
systems.

x
o eYole)ole
.<

Fig. 9. Neural Network Architecture.
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B. Convolutional Neural Network

The system will use the convolutional neural network
(CNN), which class of deep neural networks that are used for
character recognition from images. Fig. 10 shows an
underlying architecture of CNN that will be used in the OCR
system. The architecture shows different types of layers, with
the first layer being the input layer and the last layer being the
output layer. The second later is called the convolutional layer
and is followed by pooling layers and convolutional layers.
The description of the CNN architecture is as follows:

1) Input layer: The input layer is used to feed the system
with the image with the handwriting. The layer can be colored
image (RGB values) or grayscale. It can have dimension
W*H*W, depending on the input image. The W*H refers to
the width and height of the image, while D refers to the depth
of the image.

2) Convolution layer: The convolution layer is the
building block of the whole network. Most of the
computational work that is required to recognize characters
from the input is done in this layer (Aggarwal, 2018). The layer
consists of a set of learnable filters known as parameters of the
convolution layer.

3) Pooling layer: The pooling layers are found between
the convolutional layers in the CNN architecture. They are
responsible for progressively reduce the spatial size of
computational work in the network. They help to streamline
the underlying computation. They do so by reducing the
dimension of the input data by combing the outputs of the
neuron clusters. They operate independently. That way, the
system can achieve the intended outputs.

4) Fully connected layer: Neurons in a fully connected
layer are fully connected to all activations in the prevision
layer. Hence, this layer, activations, can be computed with
matrix multiplication. Based on the architecture, a system can
have multiple fully connected layers. In summary, CNN can be
used to achieve a solution to every pattern recognition issue.
The architecture demonstrated above shows how OCR systems
using neural networks can read handwriting. The convolutional
networks work in the hierarchy and can be used to solve
complex structures found in handwriting inputs. Humans
inspire the whole idea can recognize writing objects and
process what they see in their brains.

fe_3 fc_a
Fully-Connected Fully-Ci
Neural Network Neural Network
Conv_1 Conv_2 RelU activation
Convelution Convolution A K_R
(5 x 5) kernel " (5 x 5) kernel | i
: . Max-Pooling . . Max-Pooling [with
valid padding (2x2) valid padding 2x2) . dropout)
® @
° e
INPUT nl channels nl channels n2 channels n2 channels ‘. 9
(28x28x1) (24x24xnl) (12x12xnl1) (8x8xn2) (4x4xn2) . SUTPUT
3 units
Fig. 10. Convolutional Neural Network Architecture.
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V. METHODOLOGY

The current OCR system will consist of five phases. The
phases are image acquisition and digitization, preprocessing,
segmentation, feature extraction, and recognition. Fig. 11
shows the methodology that will be used to read handwriting.

A. Image Acquisition and Digitization

The image acquisition step involves acquiring an input
image that contains handwriting. The image, in this case,
should be in specific formats such as PNG and JPEG. The
image is acquired through a digital camera, scanner, or any
other suitable input device. The digitization step, on the other
hand, involves converting the input paper into electronic
format [20]. The conversion is achieved by first scanning the
original document and representing it in the form of an image
that can be stored on a computer. The digital image is essential
for the pre-processing phase.

B. Preprocessing

Preprocessing is the second phase of OCR after the digital
image has been made as shown in Fig. 12. The digitized image
is pre-processed to remove noise, and then it is checked for
skewing. Preprocessing is essential for developing data that
that are easy for optical character recognition systems. The
main objective of pre-processing is to remove the background
noise, enhance the region of interest in the image, and make a
clear difference between foreground and background.

1) Image enhancement techniques: To modify attributes of
the image to make it more suitable and to improve the quality
of the image by reducing noise, increasing contrast, image
blurring, and providing more details. Hence, to process an
image so that result is more suitable than the original image
and providing better input for automated image processing
techniques.

2) Noise removal: Addictive noises of different types can
contaminate images. Hence there is a need to remove noise to
improve the quality of the image.

3) Binarization: This method is used to transform the
grayscale image and converting it to black and white,
substantially reducing the information contained within the
image from different shapes of gray into a binary image.

4) Normalization: This process in image processing that
changes the range of pixel intensity values. Its common
purpose of converting an input image into a range of pixel
values that are more familiar to the senses. Normalization
involves converting images into a standard size.

5) Skew correction, thinning: This is one of the first
operations to be applied to scanned documents when
converting data to digital format. This process helps to get a
single-pixel width to allow easy character recognition.

Preprocessing for handwriting characters of current
approach is shown in Fig. 13.

C. Segmentation

Segmentation can be argued to be the most critical process
in character recognition techniques. Segmentation of images is
done in the testing stage only. It checks for any error point

Vol. 11, No. 7, 2020

inclusion by checking all points against the average distance
between segmentation points incomplete image. The process
involves separating individual characters from an image, as
shown in Fig. 14. The process results in multiple segments of
the image known as super pixels. The main aim of
segmentation is to simplify the representation of an image into
something that can be analyzed easily. Hence it has a positive
impact on the recognition rate of the script.

Training features

Correct contrast and remove noise, Binariztion
technigue, W remove noise i background image
conlaining any scenes & watermarks

TR B N T

Fig. 13. Preprocessing of Handwriting Characters.
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D. Feature Extraction

In this phase, features of the image are extracted and are
defined based on the following attributes: height of the
character, numbers of horizontal lines, widths of the character,
number of circles, pixels, position of different features and
number of vertically oriented arcs, to mention a few.

E. Recognition

In this phase, the neural network is used for classification
and recognition of the characters from the image. The most
neural networks that are used by optical character recognition
systems are the multiplayer perception (MLP) and Korhonen’s
Self Organizing Map.

VI. TESTING

This section presents the testing and results of the OCR
system. The testing subsection will present the indications on
the correctness and functionality of the OCR system. The aim
is to provide relevant information that will be useful to critical
users. The information is about the quality of the system. The
results subsection, on the other hand, highlights indications that
the system was successfully implemented.

A. Unit Testing

Unit testing was used to test individual units of the system.
The testing focused on the following: image acquisition and
digitization, preprocessing, segmentation, feature extraction,
and recognition modules. Unit testing was vital since it was the
first testing effort performed on code. The testing helped to
identify bugs in the code and made it easy to fix the code. Early
detection of bugs in code is the most effective way of ensuring
that the right system is developed. It helps to avoid the costs of
fixing a faulty system later in the development process.
Developers make sure that every unit is functioning as
expected.

The following list of functions of unit testing that were
tested:

e Select the scanned
document/images

input image of Handwriting

e Applying pre-processing
e Apply segmentation
e Apply feature extraction

e Extract digital character

Vol. 11, No. 7, 2020

B. Integration Testing

Individual units of the systems were combined and tested
as a group or unit. Input models tested in unit testing were
targeted in this type of testing. The main aim was to expose
faults in the interaction of the integrated units. The integration
testing mainly focused on interfaces and the flow of data
between integrated system units. Different from unit testing,
integration links were given more priority. The main benefits
of integration testing include:

e Making it easy to integrate different system module.

o Allowing faster development and increases developers'
confidence.

e The testing is easy to conduct.
e Helps to test the system for real-work cases.

e It makes it easy to discover issues such as a broken
database.
C. Validation Testing

Validation testing was conducted to determine whether the
development process meets specified requirements. Validation
testing has the following benefits:

e The testing will help to identify defects in the system.

e Validation testing is essential since it helps to
understand the functionality of the system better.

e The testing ensures that the right system is developed
based on the specified requirements.

D. GUI Testing

GUI testing was conducted to ensure that the system'’s
graphical user interface meets the specified specification and is
user-friendly. GUI testing has the following benefits:

e The testing helped to identify regression errors.
e The testing helped to reduce the margin of errors.

e Helped to increase the efficiency of handwriting
character recognition.

e The testing helped to ensure that GUI is user-friendly.

VI1.RESULTS AND DISCUSSION

The OCR system was used to recognize Handwriting
characters and digits. As indicated earlier, it was implemented
using a neural network. The following were the expectations of
the system:

e The system will have the capacity to show single word
recognition. It will be an indication that the training was
done correctly.

e The system will show more than one-word recognition
(sentence recognition). It will also be an indication that
the system was well trained. The recognition should be
at least 99.9 percent accurate.
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e The system will show characters that it was not able to
recognize well or characters that were not well trained.
The system will recognize special characters and digits.

A. Dataset and Feature Selection

The dataset has sample Handwriting digits for evaluating
machine learning models on the problem of Handwriting digit
recognition. It contains 21,000 testing and 21,000 training of
Handwriting digits from (0 to 9). Each of the digits is
standardized and cantered in a grayscale (0 — 255) images with
a size of 28x28 pixel. In each of the images consists of 784
pixels that represent the structures of the digits. A sample of
dataset is shown in Fig. 15.

B. Digits Recognition

The decision tree classification model was used to train
more than 42,000 datasets. The dataset was split into two
halves; half of the datasets for the training set and the
remaining half for training sets. The following steps were
performed for the classification on Handwriting digits dataset:

o Load the datasets of Kaggle Handwriting digits for
classification.

e Split the datasets into two sets; one for training and
other for testing.

e The recognizer was trained to predict that given an
image of Handwriting digits.

e Test the accuracy of the classifier as shown in figure.

The python code for digits recognition is shown in Fig. 16,
and OCR result in Fig. 17.

C. Model Accurary Results

Fig. 18 shows the list of model testing after training the
machine learning model on the dataset. It further shows that
some of the digits were not recognized by the machine learning
model. The machine learning model was trained with a dataset
that contains 42,000 rows and 720 columns, which the result
shows 83.4% accuracy. The digit images pixels are used as
features vector and decision tree as classifiers. Moreover, data
repository is used for training and testing the datasets so, the
result shows that the decision tree classifier is effective in
recognition of Handwriting digits. The accuracy of decision
tree classifier is shown in Fig. 19 and 20. The digit 1 was
recognized with the highest accuracy of 93.73 whereas digit 0
was having least accuracy of 83.56.

DMOIEEB &
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Fig. 15. Sample from Dataset.
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Optical Character Recognition
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Fig. 17. OCR Results.
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Fig. 18. Digit Prediction of Handwriting Images.
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Fig. 19. Accuracy of Decision Tree Classifier for Digits.
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Fig. 20. Accuracy of the Decision Tree Classifier (Visual).

VIIl. CONCLUSION

The main aim of this research was to develop a system that
will help in the classification and recognition of Handwriting
characters and digits. Recognition of characters and digits is
vital in today's digitized world, especially in organizations that
deal with Handwriting documents that they need to analyze
using computer systems. Systems that are used for
classification and  recognition of handwriting help
organizations and individuals to solve complex tasks. The
current system used neural networks to process and read
handwriting characters and digits. The system benefited from
Convolution Neural Networks (CNN) with the help of training
data that allowed easy recognition of characters and digits.
Like the human visual system, CNN allowed the OCR system
to be more sensitive to different features of objects. That way,
it was easy to classify and recognize different Handwriting
characters and digits based on the training data stored in the
system's database. The phases of handwriting recognition
included image acquisition, digitization, preprocessing,
segmentation, feature extraction, and recognition. The system
was tested using unit testing, integration testing, GUI testing,
and validation testing. The final system satisfied the specified
requirements of accuracy as well as recognition. The work of
the current research can be extended for character recognition
in other languages. It can be used to convert books,
newspapers, handwritten notes, and newspapers into digital
text format using machine learning models used by the current
research.
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Abstract—Blind or low vision people need to practice
activities for their mental and physical health to minimize the
risk of suffering from articulation pain but they have problems
due to difficulties and inaccessibility of displacement especially
during the COVID-19 pandemic where everyone in this world
was asked to stay at home during confinement. To solve these
problems, we have developed a software tool for a care Tai Chi
exergaming to encourage them to practice exercise at home using
body tracking by Microsoft Kinect V2 and audio feedback. This
software acts as a Tai Chi treatment, teaches four poses, and has
a customized audio feedback to help person to understand each
pose and generates progress graphs to evaluate the success of
these exercises. We used the SDK libraries of the Kinect to obtain
3D joint position from sensors of the Kinect to calculate the
angles and distances between joints to help the person to position
in front of the Kinect, evaluate the different gestures of flexions
and extensions of knees and elbows of each exercises, and body
balance direction to avoid falling risk. These exercises have been
evaluated with persons who are blind or low vision to improve
feasibility and feedback.

Keywords—Tai Chi; COVID-19; visual impaired; physical
exercise; exergaming; audio feedback; Kinect; body tracking

I. INTRODUCTION

Tai Chi Chuan is a Chinese martial art that focuses on
incorporating body movements, mind adjustments and
breathing in one practice. Indeed, it is theoretically the
manipulation of the good flow of the body in order to control
bodily functions.

Several studies have shown that the practice of Tai Chi in
elderly and middle-aged persons allows them to benefit from
ideal bodily functioning and as well as prevention against
various diseases. This practice leads to the improvement of
cardiac and pulmonary functions [1]. Physical activity, of
course, does not protect against the risk of contracting COVID-
19 in case of exposure to the coronavirus. However, good
physical condition contributes to the proper functioning of the
immune system so that it can fight the virus. Tai Chi also helps
support muscles and tendons [2] and reduce the deficit in bone
density [3].

As well, Wu and his colleagues [4] focused on the patterns
of muscular action during exercise. They analyzed the
approach of Tai Chi and its consequences on balance,

flexibility as well as strength. As in [5], they highlighted a
virtual environment, which imitates the execution of the
exercise by a Tai Chi master, which can provide the teacher
with new ways to improve his skills.

Different studies are done on the practice of Tai Chi on
different categories of people but they have not been interested
in visually impaired or blind people who also need it to do
physical exercises and especially when it is mainly dedicated to
therapeutic care. For example, [6] a study examines the effect
of practicing Tai Chi during one year on the physical
functioning of the elderly, which is effective in maintaining
and improving the state of physical condition of old people.
However, it should be done at least three times a week to
guarantee this effect. In [7] the Microsoft Kinect is used to
record the spatial coordinates of the joints of the upper limbs of
the body during the practice of Tai Chi Chuan as well as the
data in order to perform a quantitative and qualitative analysis
of the joint positions and the angle of the elbow joint. A study
was conducted by [8] with participants from a trial on the
effects of a 12-week Tai Chi training on the risk of ischemic
stroke in the elderly, and this study showed that regular
exercise Tai Chi can have positive benefits in terms of
improving physical health and mental state of elderly.

Another study presented in [9] provides evidence that
choosing Tai Chi Chuan as a form of exercise is beneficial for
children with asthma, indicating that 12 weeks of exercise
improve the quality of life for these children, improves
pulmonary function and decreases airways inflammation. In
addition, in [10], the authors are presented a qualitative
research on the physical and psychosocial effects perceived on
the practice of Tai Chi Chuan on an educational group in a
clinical trial of patients suffering from chronic heart failure.

Physical activity is very important in our daily lives. In
fact, it helps us to protect our health from various diseases and
syndromes. Thus, many studies particularly address the
importance of physical training to improve the health of people
and maintain them in a better physical condition. Especially
during the last COVID-19 epidemic where almost the entire
world population was forced to respect the confinement and to
stay at home, which is not arranged health either physically or
psychological. This situation has generated in many people a
depressed mood and generalized anxiety. Indeed, the
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prohibition and the deprivation of liberty directly confront
people with feelings of weakness. Besides, being forced to stay
at home is not natural for anyone and everyone has a basic
need to feel free to do what they want.

For the blind or those with reduced vision, it is difficult to
practice sports activities without being helped by another
person because of the risk of falling and being injured and to
correct they positions for those had difficulties. These people
also suffer from being deprived of video games. These two
shortcomings cause for these people: problems of physical
balance (lack of sports activity) and psychological balance
(Boredom and routine).

The repeated practice is supposed to recycle posture,
encourage circulation throughout the body of people, maintain
flexibility through their joints, and reduce the incidence of
depression and discomfort for the visually impaired and
improve their quality of life.

In particular, the use of video games for re-education
(exergaming) is playing an increasingly important role towards
its positive impact on patient attitudes and has been necessary
to improve and maintain both their strength and especially their
mobility [11]. This is an ideal solution during confinement due
to the COVID-19 virus which has put us in stressful and
restricted movement conditions. Indeed, sitting and walking
too little increase the feeling of heaviness in the legs and pain
even for people who do not have circulatory problems. To
improve the blood flow in the legs, it is recommended to do
certain sports exercises.

Among the many Motion Capture (MoCap) sensors, Kinect
is the most prominent tool for medical applications and
especially those related to physiotherapy [12, 13] that can be
used for preventive purposes when detecting falls of the aged
people [14], or rehabilitation exercises dedicated to people with
temporary disability following a cardiovascular attack, or with
limited mobility, etc.

In this paper, we will detail the tools and the system used in
Section II. In Section 111, we will present the results of the Tai
Chi care exercises with a graph, which details the variation of
the angles and the success rate. This part will be followed by a
discussion in Section V. We will end with a conclusion in
Section V.

Il. MATERIALS AND METHODS

In order to interact and immerse in video games, Microsoft
invented the Kinect in several versions. The second version
(Fig. 1(b)) of this device allows connection and interaction by
detecting different gestures and movements of the human body
for Microsoft X-Box ™ platforms (Microsoft Corp., Redmond,
WA, USA). In order to allow passionate programmers to create
their applications, Microsoft has developed SDK software [15].

As we said before, the Kinect exists in several versions.
Indeed, different publications have concentrated on the study
of the different uses of the first version (Fig. 1(a)) of Kinect
(V1) [16, 17]. Some of them had to face the limitation of
precision of this first version [18] in particular with regard to
the measurement of the angle of articulation, which has been
improved in recent studies giving satisfactory results [19]. It
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also presents some detection and tracking problems in certain
lighting situations, thus rendering it totally devastated by the
second version of Kinect (V2) [20]. Therefore, in terms of
accuracy, it has been validated that the Kinect V2 is much
more precise than the previous one, thus allowing better results
during new studies and giving the possibility of adaptation for
new exercises intended for several disabilities or medical
problems such as patients with balance disorders [21].

Table | presents a comparison between the different
characteristics of the two versions of the Kinect sensor; it
shows that the second version is more precise and that it has a
wider field of vision than the first.

However, in our research, skeletal tracking is the
application offered by the Kinect that interests us the most.
Indeed, it is feasible from depth maps to obtain skeletal data of
up to six users at a time, and this thanks to the automatic
learning algorithms [22]. These data we just mentioned are
composed of 25 points joined by different segments. This
version also allows us to deduce the position of an invisible
joint that can be hidden during detection by an object or a piece
of furniture.

The exercises used in our work were performed by blind or
visually impaired people in a standing position in front of the
Kinect sensor. Users are invited to position themselves in the
Kinect detection field in order to avoid the risk of loss of
skeletal data of the joints of interest.

(a) (b)
Fig. 1. Kinect Sensors: (a) Kinect V1; (b) Kinect V2.

TABLE I. CHARACTERISTICS OF KINECT V1 AND V2

Feature Kinect V1 Xbox 360 Kinect V2 Xbox One

Color Camera 640 x 480, 30 fps 1920 x 1080, 30 fps

512 x 424 , 30 fps

Time of Flight (ToF) depth
sensor

IR can be used at the same
time as color

320 x 240, 30 fps

Depth Camera IR depth sensor

Range 0.8mto4m 0.5m (1 ft) to 4.5m (14.7 ft)

70° Horizontal
60° Vertical

Angular field of 57° Horizontal
view 43° Vertical

16 bit per channel with 16 bit per channel with 48

Audio 16 kHz sampling rate kHz sampling rate
Skeletal joints 20 joints 25 joints
Skeletons traked 2 6

Ve_rtical Tilt motor with +27° Manual (£27°)
adjustment

Latency ~100ms ~50ms

usB 2.0 3.0
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This work is based on the precision of the Microsoft Kinect
SDK v2.0 libraries in order to obtain 3D joint positions in
order to make the necessary calculations of distances and
angles to set the conditions for the evaluation of Tai Chi.

(Xﬁrst 'Xsecond ) 2+ (Yﬁrst 'Ysecond )2
2
+ (Zﬁrst 'Zsecond)

Where Jointsirst = (Xirst, Y first, Zsirst) and

distance =

@

Jointsecond = (Xsecond, Y second; Zsecond)
[UxV]
— )
Fig. 3 represents the flowchart of the system, which is
mainly based on skeletal data extracted from depth images by
applying the random decision forest algorithm to detect joints
[22]. Thus, after the acquisition of the X, y and z coordinates of
the various joints of the skeleton, a calculation of the distances
along the Z and X axes between the joints of the ankle and of
the sensor (Fig. 2), is carried out to position the user in front of
the Kinect and in its detection fields for a good detection of the
skeleton and to widen a maximum of fields for the movement
of the user without loss of skeletal data.

180
angle = —arctan
T

Also a calculation of distance between two points as
indicated by equation (1) for the body balance calculation
which is defined by calculating the distance between two joints
of the torso, to warn the user if he is leaning or not and in
which direction to return to his steady state in order to avoid
the risk of falling. This step is evaluated in 4 directions along
the X and Z axes, which are North (front), East (right), South
(back) and West (left).

The angle associated with each articulation of interest was
calculated by defining a couple of vectors (i, ¥) € R® formed
by the adjacent body sections of the joint and taking the angle
in degrees between them, as presented by equation (2). Then, a
skeleton overlay on the color image is displayed in real time on
the computer screen with audio feedback from the speakers to
instruct the user using voice notification.

The four exercises used in this work are represented in the
Fig. 4, which are composed of a set of gestures. There are

e
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organized like this, the first exercise (Fig. 4(a)) the "Handing
Ball pose™ which consists of a movement motion of the arms
which are in front of the body forming a circle as if there was a
ball between them and which does not exceed the breast levels;
this means that the conditions apply on the position of all the
joints of the two arms (Shoulder, Elbow, Wrist, Hand and
Hand-Tip), as well as a gesture to the legs which require a
slight bending of the knees to have an angle for the two knees
joints which is less than 180° and higher than 100°.

The second exercise (Fig. 4(b)) the "Qi pose" which is
composed of a knee flexion gesture like that of the first
exercise and a gesture for the hands which make a form of "qi",
it means that both hands should be in front of the torso and
bended, one between the "spine Shoulder” joint and the "spine
Mid" joint and the other between "spine Mid" and "spine base"
with the palms facing each other as if there is a small object
between them.

The third one (Fig. 4(c)) is the "Ma Bu pose", it requires
two gestures: one for the knees which must be bent by an angle
of 90° and the other for the hands which are the level of the
pelvis, this means the joint of the "hip".

In addition, the last exercise (Fig. 4(d)) is the "Gong Wu
pose" which is made with a hand gesture like the previous one
and a leg gesture so that one is in front and forms an angle at
the knees of 90° and the other at the back and straight with an
angle of 180°.

These exercises are used for the flexibility and the
rehabilitation of different joints of body. They help to make the
joints more flexible, especially the knee joints and to balance
the body. The two first poses are specially intended for the
arms joints, and the other are for the legs joints. Fig. 5 shown
an example of screenshot for each exercise.

>

Audio feedback

\

|
A ’—’ Color frame |
R -
.(\?ﬁ Kinect V2 Coordinate

mapping

L Joint Joint angle and ) e 1. . , J
Depth frame g1 Skeletal data }m’{ 6 Tai-chi exercises evaluations ]
| S — | S —

Fig. 3.

z
Fig. 2. Distance between Kinect Sensor and the user.
Real time display
Results
Superposition of the
body on color frame

Historical data record ‘
Summary graph |

Flowchart of Care Tai Chi Exercise for Blind or Visually Impaired Person.
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Fig. 5. Screenshots of the Four Care Tai Chi Exercise.

Il. RESULTS

Fig. 6 shows sample graphs for each exercise. The knee
flexion for the "Handing Ball" and "Qi pose" exercises is
defined below 175°, for that of the "Ma Bu", it is limited
between 70° and 120° because the position is difficult since it
is hard to bend the knees by 90°, with regard to the "Gong Wu"
the bending of the leg in front must be between 85° and 95° as
for that in the back, it must be greater than 165°. These
conditions are imposed after advice provided by a Tai Chi
referee while taking into account the limitations of the mobility
of blind or partially sighted people.

To facilitate the gestures of these four caring exercises,
everyone is asked to repeat each exercise three times for a
period of five seconds each time. These exercises deal with the
flexibility of the knees and also the elbows. This set of
different gestures is performed successfully but with a slight
difference, in fact this is due to the difficulty of certain gestures
for some people.

Regarding the success rate of elbows for witnesses, it is
100%. For the knees, this rate is divided into two parts, one for
the "Handing Ball" and "Qi position™ exercises where it is
100% and for the "Gong Wu'" and "Ma Bu" exercises where it
is only 80 %. This is at the beginning of the practice of these
exercises, but after a few days of application, they can perform
them successfully.

Verbal correction or instructions differ between gestures.
Some of these have more correction than another depending on
the difficulty of the exercises. For example, as already
mentioned for knee flexion gestures in the poses of "Ma Bu"
and "Gong Wu", also for the gesture of the positions of the
hands for the poses of "Qi" and "Handing Ball".

Fig. 7 shows the success rate of the tests carried out by the
volunteers based on the number of correction and
comprehension of the voice instructions according to the three
executions of the test.
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As mentioned in the previous section, these exercises are
healing exercises to maintain the flexibility of the joints due to
lack of mobility and especially the knees. This is why these
gestures are based on the angle of the knee. Also, do not forget
that people who are blind or visually impaired suffer from
imbalance that is why we took into account the balance of the
body to avoid any risk of falling for this way we use a verbal
feedback to alert them if the body is leaning and in which
direction.

IV. DISCUSSION

The Tai Chi care exercises chosen in our work are applied
for the flexibility of the joints and in order to keep the body in
balance. These exercises are based on flexions and extensions
gestures of the knees and elbows with conditions on the angles
so that they can be easily detected in order to complete the
requested exercise.

For the movements of the elbows in the four exercises and
the knee flexion movements for the “Handing Ball” and “Qi
pose”, the success rate is 100% for most of the people involved
in our study. Most of exercises were successfully performed in
the all the performed tests. The “Gong Wu” and the “Ma Bu”
are more difficult than the two other gestures at the knee
bending level, that is why we have a lower success rate than
the other results at the beginning of the practice, but after that,
all the gestures are executed correctly.

Our work is also based on audio feedback for verbal
correction of gestures and giving instructions to people facing
the Kinect sensor. We tried to detail as much as possible the
different instructions so that the voice messages are clear for all
people. For example for the position of the arms for the
exercise of “Handing Ball”, the instruction is as follows: “raise
the arms in front, just below the level of the elbows, and turn
the palms facing you as you like you have a ball between your
arms”. In some cases, the failure of blind or partially sighted
people is due to the lack of flexibility in the different joints of
the body, as well as the fear of making unusual movements
because they are very careful in their movements since they
suffer from the problem of balance to avoid the risk of falling.

There is a wide range of commercial MoCap sensors that
are used, for example: Orbbec Astra, RealSense R200, ZED
stereo camera, Leap Motion and Kinect sensor.

Kinect V2 has several advantages compared to alternative
MoCap sensors: The latter can be used to perform complete
monitoring of the skeleton as well as of several bodies
simultaneously, this can allow the parallel acquisition of data
from more than one person; its price is relatively low. It
supports several variety of software toolboxes and languages;
and it also has mature drivers, and an SDK well documented
and open accessed.

The Kinect V2 has an advanced depth sensor with higher
resolution, as well as the ability to track more bodies and joints
per body. As a result, Kinect V2 becomes a valid alternative
for clinical applications, as presented by some authors. In our
tests, Kinect V2 can measure the angles between the different
joints of the skeleton when they are not hidden by any object or
obstacle. Therefore, the limitation since the first Kinect V1
continues to be a source of error in V2. This means that, the
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user must be installed facing the Kinect without any obstacle
between the sensor and the body, does not exceed the
recommended range (0.5 m to 4.5 m) and in uniform lighting.

In our work, the user is asked through voice messages to
position themselves in the correct detection position in front of
the Kinect sensor. This step helps us to correctly detect the
skeleton without loss of data and calculate the angles of the
joints. However, in some cases, the poor detection of the angles
of the knees for the exercises “Ma Bu” and “Gong Wu” is due
to the difficulty of some people to bend the knees. This is why
the performance does not exceed 80% success for the tests at
the beginning.

V. CONCLUSION

The role of physical exercise is to keep our health in good
condition. That is why we have given importance to people
who are visually impaired to help them work out at home with
a Kinect sensor, who will receive an audio feedback message
for the instructions of four poses of Tai Chi treatment to keep
the joints flexible and to help them to strengthen their balance,
as the blind or partially sighted people suffer also from the
problem of balance. This is also of great importance during this
epidemic of the covid-19 virus, since most countries have
imposed the confinement and people were forced to stay at
home.

However, to do an activity in front of this sensor, you must
position yourself correctly so that the latter can detect the
person. We used the Microsoft SDK V2.0 from Kinect to
obtain the 3D coordinates of the joints that are used to calculate
the distance to position persons in the right detection area, the
balance of the user to avoid falling risks, and joints angle who
are used for the Tai Chi treatment instruction.

The instruction of Tai Chi treatment used in this work is
able to detect successfully the flexions and extensions of the
knees and elbows joints for the different gestures and measure
body leaning to keep it in balance.

Although this work is not intended only for blind or
partially sighted people, it is accessible for any person who
want to practice this treatment without looking to the screen
just by receiving a useful and customized audio feedback.
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Abstract—After diagnosing the cancer, the next step is to
identify the staging of the cancer to start with the appropriate
treatment plans. There are different kinds of gynaecological
cancers and this research lays emphasis on cervical and ovarian
cancer types with their staging classifications. The cervical and
ovarian cancers data from SEER registry are used in this work.
This work intends to propose an optimized classification method
for staging prediction in gynaecological cancers through fused
feature selection process that aimed to provide an optimal
feature subset. The fused feature selection process includes the
hybridization of relief filter approach with wrapper method of
genetic algorithm to produce revised feature subset of data as an
outcome. Accordingly, this work attained an improved feature
subset through fused feature selection process for precise
classification of cervical and ovarian cancer stages by identifying
their significant features. The predictive models are established
with 10-fold cross validation wusing major classification
algorithms like C5.0, Random Forest and KNN. The
classification results are attained for the respective types of
cervical, ovarian cancer stages and the stage-wise classification
based on patients age also obtained through this proposed
method. The results portrayed that the women in the age group
of 45 and above are more critical with the incidence of cervical
and ovarian cancer types. Random Forest method has shown
progressive accuracy rate with progressive percentage of other
performance outcomes. Also, this work recognized that the best
and optimal feature subset selection could condense the
complexity of the predictive model.

Keywords—Ovarian cancer; cervical cancer; diagnosis;
gynaecological cancers; staging; feature selection; machine
learning; classification

. INTRODUCTION

Gynaecological cancer denotes five types of cancers which
starts in the reproductive organs of women. Cervical cancer is
a form of gynaecological cancer that originates in the cells that
line the cervix. This cancer type is most identified in women
between ages 35 and 44. The average age at diagnosis is 50
years. Also, there are higher chances of the patients risking the
development of cervical cancer as they grow older. Ovarian
cancer is a type of gynaecological cancer which is more
perilous in recent times. Ovarian cancer is ranked fifth in
cancer demises among women [1]. Early detection of ovarian
cancer could have a huge influence on the cure rate and it is
instantly needed [2], but only 20% are found at a primary
stage. The study [3] to find the survival outcome in ovarian

SEER, “Surveillance, Epidemiology, and End Results (SEER) Program
(www.seer.cancer.gov) (Data Source).

V Ilango2

Professor, Department of MCA
CMR Institute of Technology, Bangalore, India

cancer patients insisted that accurate estimation is essential for
the reason that prognosis could be a determining factor of
medication aggressiveness. Both cervical, ovarian cancers are
critical but early detection of these cancers are erratic in most
of the women. After diagnosing any type of cancer, it is
obligatory to identify the staging to know about how much it
has affected the other organs of the body. Staging procedure
helps to decide better treatment plans and to know about
survival information. Thus, it is essential to identify these
conferred types of gynaecological cancer stages in an accurate
manner to initiate with effective treatment procedures for the
patients. The sections of this paper are structured as follows.
In Section 2, the literature study is discussed, Section 3 shows
the types of staging classes in cervical and ovarian cancers. In
Section 4, the proposed methodology for staging
classifications is discussed and the implementation procedure
is discussed in Section 5. The classification outcomes of
cervical, ovarian cancer stages are discussed in Section 6; in
Section 7, the experimental results are shown, and the
conclusion is conferred in Section 8.

Il. LITERATURE STUDY

Machine Learning (ML) techniques are more effective in
various types of cancer diagnosis and staging predictions. The
study [4] to diagnose and classify the stages of an ovarian
cancer used classification and clustering methods to train the
cancer images with respect to the ovarian cancer stages and
this work attained 94% of accuracy. This work aimed to
improve the sensitivity measure. The work [5] which proposed
the system for staging predictions in cervical cancer insisted
that genetic algorithms are efficient in processing the huge
quantities of information. But the comparative performance of
classifiers is not deliberated using various performance
metrics. The study [6] which used Gynecologic Cancer
Society supported open dataset applied SVM technique and
suggested that SVM method accomplishes better results in
classifying the stages in cervical cancer. The dataset used in
this work is moderately small. For staging predictions in
cervical cancer, the study [7] designed CVSS dictionary
learning framework by means of multi-view MR images. This
work demonstrated the results of classification accuracy in
identifying the stages of cervical cancer, however the accuracy
is not reasonable. The comparative study [8] using various
classifiers to identify the stages in cervical cancer suggested
J48 as the suitable method for classifications of stages with the
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accuracy of 93%, still the score for sensitivity and specificity
was trivial. A decision tree-based procedure applied in the
study [9] used cervical cancer data from IGCS for staging
classification. This method used correlation-based feature
selection and C5 algorithm, the accuracy of this method is not
consistent. The staging classification study which included
ovarian cancer data combined the outcomes of ten feature
selection methods to select the subset for eventual
classification to improve the accuracy [10]. The literature
study evidenced that the accuracy attained in staging
classifications of cervical and ovarian cancer is not adequate.
Also, the classifications of these cancer stages among women
in various age groups is also mandatory to provide better
treatment plans. Accordingly, a methodology has been
proposed and the results are enhanced with broad staging
classifications for cervical and ovarian cancers of women in
various age groups.

I1l. TYPES OF STAGING CLASSES IN CERVICAL AND
OVARIAN CANCERS

Staging is the procedure of identifying the amount of
cancer in an individual’s body and its setting in the body. This
procedure helps to determine how severe the cervical or
ovarian cancer is and deciding about the exact and best
treatment for the same.

A. Cervical Cancer Staging Classes

Cervical cancer’s most common staging classification is
the FIGO system - International Federation of Gynaecology
and Obstetrics. The cervical cancer stages are summarized in
Table I.

Vol. 11, No. 7, 2020

B. Ovarian Cancer Staging Classes

The FIGO (International Federation of Gynaecology and
Obstetrics) system and the AJCC (American Joint Committee
on Cancer) TNM staging system are the two main systems
used for classification staging in ovarian cancer. The ovarian
cancer stages are shown in Table I1.

TABLE Il OVARIAN CANCER STAGES
FIGO .
Stage Stage Description
Stage | Tumour curbed to ovaries.
1A Tumour is limited to only one ovary.
1B Tumour affects both the ovaries.
IC Tumour covers one/both ovaries with subsequent consequences.
Stage Il Cancer has affected one/both ovaries, spreads to other pelvic
g areas.
1A Cancer has the extension and/or implant on uterus
11B Cancer has the extension to other pelvic intraperitoneal tissues.
11C This stage comprises 1A or 1B with positive washings/ascites.
Stage Tumour encompasses one/both ovaries with cytologically formed,
11 spread to the peritoneum outside the pelvis.
Cancer covers the pelvis only, but the cancer cells which are
1A visible only through a microscope are spread to the out of the
peritoneum.
1B Cancer has moved to the peritoneum; its size is <=2 cm.
Cancer has moved to the peritoneum which is not < 2 cm and/or it
1nc .
has moved to the abdominal lymph nodes.
Stage Cancer has affected the area outside the abdomen to other organs,
\Y such as the lungs or the tissue inside the liver.

TABLE 1. CERVICAL CANCER STAGES
gtla%(e) Stage Description
Stage | Cancer has spread into the deeper tissue from the cervix liner.
1A Tumour is <5 mm deep, and < 7 mm wide.
1A1 Tumour’s depth is not > 3 mm and < 7 mm wide in tissues.
1A2 Tumour depth is >3 mm, but <5 mm and < 7 mm wide.
1B Tumour is in the cervix, and the size is wider than in 1A2.
1B1 Tumour is not > 4 cm at its widespread part.
1B2 Tumour is not < 4 cm at its widespread part.
Stage Il Cancer has spread outside of the cervix to closer parts.
A Tumour has not spread into tissues adjacent the cervix and
uterus.
1AL Tumour is not > 4 cm at its extensive part.
11A2 Tumour is not < 4 cm at its extensive part.
11B Tumour has spread adjacent to the cervix and uterus.
Stage IlI Tumour has spread to the pelvis walls.
A Tumour has grown into the lower part of the vagina.
B Tumour has grown into the pelvis walls and has blocked a
ureter.
IVA Tumour has grown into the bladder, rectum.
VB Cancer has spread to further parts of the body.

IV. PROPOSED METHODOLOGY FOR STAGING
CLASSIFICATIONS

It is evident through various inquiries that combined
feature selection approaches are effectual in handling high
dimensional data and proficient in achieving enhanced
classification results [11][12]. This research aimed to provide
an optimized classification method for staging predictions in
cervical and ovarian cancers data with enhanced performance
outcome. Consequently, a methodology is proposed here with
Revised and Improved Feature Subset through Fused Feature
Selection process (RIFSt_2FS) framework. The proposed
methodology is depicted through Fig. 1.

After obtaining the data from the registry, the pre-
processing of data is required to remove the missing values
and formatting of the data. Initial feature set is generated with
initial features. Inappropriate and superfluous features need to
be removed to attain an effective classifier model [13]. To
attain an enhanced feature subset the procedure mentioned in
the RIFSt_2FS framework is implemented using Relief and
Genetic Algorithm. After attaining the enhanced and revised
feature subset the prominent classification algorithms in ML
are applied for various types of staging classifications. The
best and optimized classification approach is selected based on
the evaluation of various models.

Revised and Improved Feature Subset through Fused
Feature Selection process (RIFSt_2FS) framework is designed
as shown in Fig. 2 which is intended at an optimal feature
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subset for improved prediction performance for staging
classifications in gynaecological cancers.
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Data

|

Data Pre-Processing

Data Acquisition

Subset Generation

A4

Enhanced Subset with
Feature Importance

‘ RIFSt-2FS Framework }—>

1 RF +GA
Feature Subset :I Optimal Feature Subset
Model Building and

Model Training on Subsets

L 2

Classification

l Performance Comparison
Model Evaluation > with

C5.0, RF and KNN

Fig. 1. Proposed Methodology for Classification of Gynaecological Cancer
Stages using RIFSt_2FS Framework.
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Fig. 2. RIFSt_2FS Framework.
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V. |IMPLEMENTATION OF RIFST_2FS FRAMEWORK FOR
STAGING CLASSIFICATION IN GYNAECOLOGICAL CANCER
DATA

The implementation procedures of the proposed
framework for gynaecological cancer staging prediction with
fused feature selection process are conferred in this section.

A. Procedure for Classification of Cervical and Ovarian
Cancer Stages with RIFSt_2FS Framework
The illustrative procedure to implement the proposed

methodology is designed and the sequence of phases in the
process are as follows.

Step 1: Begin
Step 2: Select gynaecological cancer data from SEER registry
using cancer type, province, and year of diagnosis
Step 3: Import dataset as .csv file from SEER registry
Step 4: Apply Data Pre-Processing
Step 5: Plot preliminary feature importance
Step 6: Prepare training scheme
Step 7: Call the procedure RIFSt_2FS (Feature Importance
using Relief and Genetic Algorithm)
Step 8: Generate Feature Subset FS
Step 9: Obtain classification result for initial set of features
Repeat {
e Train and build the models with preliminary features
through repeated K-fold c.v using ML classifiers
C5.0, RF and KNN
e Generate variable importance score

Until the specified number of required models’ attainment
Step 10: Train and build the models with the feature subsets
generated through RIFSt_2FS with repeated K-fold c.v using
ML classifiers C5.0, RF and KNN
Repeat {
e Acquire Classification results with various stages of
cervical, ovarian cancers
e Obtain age-wise classification of cervical, ovarian
cancer stages

Until the attainment of specified classifications of various
cancer stages and ages
Step 11: Evaluate the performance of all the models with test
data
Step 12: Designate the optimal feature subset and
classification approach
Step 13. End

B. Dataset

The SEER [14] (Surveillance, Epidemiology, and End
Results) is a database which contains largest and greatest
comprehensive information on all the types of cancer
incidences. This registry has the cancer patients’ populations’
data from America and from Asian/Pacific regions as it is the
worldwide cancer data collection system. To select only
relevant data, few conditions were made to decide the
pertinent cases. The conditions are like region (Asian/Pacific
Islander/Indian patients), cancer type as ovary (C56.9),
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cervical (C53.9) with confirmed diagnosis and the year of
diagnosis ranged from 2000 to 2017. The selected instances
were organized as CSV files.

C. Data Pre-Processing

The selected instances had some missing values for few
columns. Missing values were replaced with mean or mode
based on the attribute types and few rows were removed
which had major number of missing values in their fields.
After pre-processing, the cervical cancer dataset comprises
4062 instances and the ovarian cancer dataset had 5843
instances. The cervical and ovarian cancer data instances are
segregated as training and test data for training and
performance evaluation of prediction models.

D. Feature Selection

Feature selection is the vital stage in obtaining optimized
prediction models with advanced classification accuracy
through reduced number of features of the dataset. As our
objective is to obtain reduced and an improved feature subset,
we intended to apply fused feature selection process by
integrating filter and wrapper methods. The pre-processed
dataset had more than 30 attributes which represented various
test results of the patients along with their age and marital
status. The integrated approach of feature selection process
aimed to reduce these attributes and thereby getting an
enhanced and improved feature subset which can be used for
classifying the cancer stages. The expected outcome of this
phase is to obtain an optimal feature subset which contains
major significant features which are essential for staging
classification of cervical, ovarian cancer data.

E. Incorporation of Filter and Wrapper Feature Selection
Methods

There are several methods available for feature selection
processes using filter and wrapper approaches. It is evident
through various researches that the Relief algorithm which
uses filter approach and Genetic algorithm with wrapper
approaches are more effective in gaining optimal feature
subsets by assigning precise rankings and selecting relevant
features of the dataset. Based on our prior findings, the filter
feature selection approach of relief method is fused with
wrapper approach using genetic algorithm to attain a fused
performance by fabricating an optimal feature subset of
mentioned cancer datasets. The phases of the fused feature
selection process anticipated for the generation of the feasible
combinations of improved feature subsets is described below:

1) Procedure: RIFSt 2FS - Revised and Improved
Feature Subset through Fused Feature Selection Process.

The feature subset obtained through this integrated feature
selection process is expected to have an enhanced and revised
feature which could be used for the succeeding phase of
classification of discussed gynaecological cancer stages.

Vol. 11, No. 7, 2020

Input: Cervical, Ovarian Cancer training dataset with
primary features
Output: Feasible groupings of enhanced feature
subsets which are ideal for staging prediction
Phase 1 - Filter Phase - Obtaining refined datasets
through filter-based FS process
Determine the Number of Desired Features
Apply Relief Algorithm
Obtain Dataset (Rf) - Features nominated through
Relief
Phase 2 - Wrapper Phase - Wrapper-based FS using
Random Forest (RF) for the refined datasets attained
in Phase 1

o Initialise this phase with the features selected

in Phase 1
e Repeat this phase until termination criteria of
Genetic Algorithm’s

Dataset obtained from phase 1 (Rf) applied to
wrapper approach with Genetic Algorithm (GA) by
assessing the fitness with Random Forest (RF) to
accomplish a compact feature subset as Rf_GA.

F. Gynaecological Cancer Stages Classification with K-Fold
Cross Validation

For classifying all the stages of cervical and ovarian
cancers, prominent ML classification algorithms are executed
on the datasets accomplished with optimal features. Repeated
K-fold cross validation technique is recommended for model
training and in the process of building various classifiers
through ML classification algorithms for determining an
optimized classification technique [15]. The prevalent
classification algorithms wused for model training and
validation are Random Forest, C5.0 and K-Nearest Neighbor.
The classifier models are initially constructed with conferred
ML algorithms using all the preliminary features and with the
feature subset gained through fused feature selection process
by combing Relief and Genetic Algorithm. The classification
results are conferred under Results Section with detailed
analysis of stagewise and age-wise groupings.

G. Performance Evaluation

The performance of the predictive models obtained
through ML classification algorithms are assessed based on
performance metrics accuracy. |Initially, the predictive
performance of algorithms such as Random Forest, C5.0 and
K-Nearest Neighbour are evaluated on training datasets with
preliminary features by means of applying test data for
validation. Subsequently the model generated through fused
feature selection process is assessed by means of test data with
the stated classification algorithms based on their proficiency
in classifying the data to the appropriate cervical, ovarian
cancer stages. The performance metrics used in this work s
accuracy, which is calculated as shown below.

Accuracy = (Total No. of correct predictions)/(Total No. of
instances)
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The optimal feature subset generated through RIFSt 2FS
method is effectual for appropriate staging classifications of
cervical, ovarian cancer with extreme accuracy and improved
performance outcomes. This approach has shown prominent
results as compared with the existing techniques with image
classifications [16], [17] The outcomes are conferred in the
subsequent section.

VI. DISCUSSION

The proposed framework is efficient in identifying the
important and relevant features which are to be designated for
cervical and ovarian cancer staging classifications.

A. Variable Importance

The significant features derived through RIFSt 2FS
method are termed as an optimal feature subset for staging
classification of gynaecological cancers data. The overall
variable importance in cervical and ovarian staging
classifications is obtained and the chart of C5.0 method for
combined staging prediction in ovarian cancer is depicted in
Fig. 3.

B. Classification of Cervical and Ovarian Cancers Test Data

Based on the dataset retrieved from SEER Registry, we
were able to predict the stages for 1078 cervical cancer
patients and 1446 ovarian cancer patients which are specified
as test data in this work. This work aimed to classify the
stages of cervical and ovarian cancers with their sub types and
through the patients’ age-wise aspects through each stage of
cervical and ovarian cancers.

1) Comprehensive Stagewise Classification Results of
Cervical and Ovarian Cancers. The inclusive classification of
all the stages of cervical cancer is shown in Table Il and
Fig. 4. It is obvious through the results that incidence of
Stage I1IB and Stage IB1 cervical cancer are higher and
Stages Il and IV are considered as more critical.

Variable Importance
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Fig. 3. Variable Importance in C5.0 Algorithm for all the Stages of Ovarian
Cancer.
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TABLE Ill.  CLASSIFICATION OF STAGE | TO IV OF CERVICAL CANCER
USING RIFST_ZFS FRAMEWORK

STAGES Type Patients Percentage

1A 6 0.56

1ALl 144 13.36
STAGE | 1A2 45 4.17
N=489, Ratio=45.36 B 27 250

IB1 207 19.20

1B2 60 5.57
STAGE Il 1A 51 4.73
N=177, Ratio=16.42 1B 126 11.69
STAGE Il A 16 1.48
N=254, Ratio=23.56 1B 238 22.08
STAGE IV IVA 17 1.58
N=158, Ratio=14.66 IVB 141 13.08

Classification of Cervical Cancer Stages [ to IV
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Fig. 4. Classification of Stage | to IV of Cervical Cancer using RIFSt_2FS
Framework.

In a similar way, the inclusive classification of all the
stages of ovarian cancer is shown in Table IV and Fig. 5. It is
obvious through the results that incidence of Stage 111C and
Stage IV ovarian cancers are higher besides considered as
more critical. The study [18] to know the implication among
diagnostic patterns and stages in ovarian cancer using medical
indicative features and symptoms insisted that self-attention is
vital for all women.

2) Age-Wise Classification Aspects with Specific Stages
of Cervical and Ovarian Cancer. The comprehensive
classification of all the stages of cervical cancer based on the
age groups is depicted in Fig. 6. It is obvious through the
outcomes that the women in the age group 35-44 and 45-54
are more critical to be affected with all the types of cervical
cancer stages of 1 to 4. The stages IB1 and 1B is higher. The
women in the age group 35-44 are also having more
percentage of occurrences in the stages 1AL, IB1 and I1IB. So
consistent follow-up and timely treatment could diminish the
critical and life-threatening situations for those women.
Consecutively, the comprehensive classification of all the
stages of ovarian cancer based on the age groups is depicted in
Fig. 7.
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TABLE IV.  CLASSIFICATION OF STAGE | TO Iv OF OVARIAN CANCER

USING RIFST_2FS FRAMEWORK Ovarian Cancer Staging Classification based on Age

STAGES Type Patients Percentage
A 212 18.81 120
STAGE |
N=490, Ratio=33.88 B 13 0.89 00
Ic 205 14.18
1A 30 207 80
STAGE Il
N=145, Ratio=10.03 e 63 4.36 6d
lc 52 36
40 .
A 27 187 _
STAGE Il
N=417, Ratio=28.84 e 37 2.56 2 ' |
e 353 24.41 0 M, B Lii il
STAGE IV .
N=394, Ratio=27.25 \% 394 27.25 1A 1B IC 1A 1B Ic 1A 1B nc v

- : 2 B<=14 W15-24 m25-34 w3544 m45-54 W55-64 WGE5-74 WM75-84 MBS+
Classification of Ovarian Cancer Stages using RIFSt_2FS

Framework . o .
Fig. 7. Classification of Ovarian Cancer Stages | to IV through Age.

It is apparent through the findings that the women in the
age group 45-54 are more critical to be affected with all the
types of ovarian cancer stages of 1 to 4. The women in the age
group 55 and above are more affected with stage 4.
Correspondingly, this classification shows that the ovarian
cancer stage 111C is having more incidence in the women with
age group 45-54.

FliL]

5

it 52
o wa 22 l . H e
. =9 07 L] il .47 156
- e l' 8 " Random Forest and C5.0 classifiers have tremendously
1A B dC ha DA e lmA: cWEWC performed well in categorizing all the stages of cervical and
Satge | Satge I ovarian cancer types using RIFSt 2FS Framework with
Satge Il Satge precise results. The results proved that RF and C5.0 are the
v finest classifiers and the results attained through KNN are not
satisfactory. Consequently, we have attained an optimized
classification results using Random Forest classifier. The
performance results of the classifiers are shown in Table V
and Fig. 8.

The performance of proposed approach with RF classifier
is aggregated and compared with some of the existing studies

VII.RESULTS

B No. of Patients M Percentage

Fig. 5. Classification of Stage I to IV of Ovarian Cancer using RIFSt_2FS
Framework.

Cervical Cancer Staging Classifications based on Age

60 [ and the findings are shown in Table VI and Fig. 9.
30 ' | TABLE V.  PERFORMANCE OF ML CLASSIFIERS IN CERVICAL AND
. OVARIAN CANCER STAGING CLASSIFICATIONS
40 |
. ML Classifiers with Performance Accuracy
30 | | | Measure C5.0 RFE KNN
" l I - Stage | 97.4 976 | 93.9
l ‘ Cervical | Stage Il 95.2 9%6.3 | 87.6
10 | i § Cancer Staging
JL!H i'h Ih _ * L ] Types Stage III 96.4 9.8 83,5
o A=t B L N = Stage IV 97.2 972 | 892
A 1AL A2 B BL B2 WA I WA WB VA VB
Stage | 97.6 97.6 91.8
Bes)d H2S34 B354 4S54 WSS64 MES74 WTSBY WSt .
Ovarian Stage II 95.9 97.3 86.9
Cancer Staging
Fig. 6. Classification of Cervical Cancer Stages I to IV based on Age. Types Stage 111 97.3 97.5 85.4
Stage IV 97.2 97.2 88.6
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Performance Analysis of ML Classifiers in Cervical and
Ovarian Cancer Staging Classifications
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Fig. 8. Performance Analysis of ML Classifiers in Cervical and Ovarian
Cancer Staging Classifications.

TABLE VI.  PERFORMANCE ANALYSIS OF PROPOSED APPROACH RIFST-
Staging : o
Classification Research Studies Accuracy (%)

D. S. Lathaet al. [8] 93
. J. Singh and S. Sharma [19] 78
Cervical Cancer
S. Sunny and G. Sandeep [20] 85.65
Proposed Approach (RIFSt_2FS) | 96.98
A. Sidhant and L. Sehgal [4] 94
. R. Chen et al. [21] 76.1
Ovarian Cancer
A. El-Nabawy et al. [22] 80
Proposed Approach (RIFSt_2FS) | 97.4
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Fig. 9. Performance Assessment of Proposed Approach RIFSt_2FS.

VIIl. CONCLUSION AND FUTURE WORK

This work is intended to attain for an improved feature
subset through fused feature selection process for precise
classification of cervical and ovarian cancer stages by
identifying the significant features. The integration of feature
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selection methods through fused approach enhances the
performance of staging classifications through its positive,
negative predicted values of the results with uppermost
accuracy and improved performance measures. The predictive
models are established with 10-fold cross validation using
major classification algorithms like C5.0, Random Forest and
KNN procedures. The classification results are attained for the
respective types of cervical and ovarian cancer stages and the
stage-wise classification based on patients age also obtained
through this proposed method.

This proposed method has shown improved performance
outcomes than the studies discussed in the literature. The
results portrayed that the women in the age group of 45 and
above more critical with the incidence of cervical and ovarian
cancer types. It is mandatory for all the women to have a
regular follow-up and timely treatments to reduce the
complications in the advanced stages. Random Forest method
has shown progressive accuracy rate with 97 percentage of
combined performance outcomes. C5.0 algorithms has also
shown improved accuracy in all the types of staging
classifications of cervical and ovarian cancers. But the
performance of KNN algorithm is comparatively less than RF
and C5.0 methods. The experiments revealed that through
enactment of fused feature selection approach an optimal and
reduced feature subset is appropriate for the improvement of
classification accuracy with a reduced computational cost.
Also, this work recognized that the best and optimal feature
subset selection could condense the complexity of the
predictive model.

In future work, the staging classifications for other types of
gynaecological cancers like uterine, vaginal, vulvar cancers
will be analyzed using further types of ML classifiers with
other performance metrics like sensitivity, specificity,
precision, and F-score values.
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Abstract—Underwater Optical Wireless Communication
(UOWC) has gained significant attraction in many underwater
activities because of its high bandwidth as compared to radio
frequency and acoustic technologies. Underwater Optical
Wireless Communication (UOWC) has high stature in
underwater  observation, exploration and  monitoring
applications. However, due to complex nature of ocean water,
several practical challenges exist in deployment of UOWC links.
Qualitative and effective research has been carried out in
UOWCs from last few decades. Ambition behind this research
systematic study is to provide a comprehensive survey on latest
research in UOWCs. Herein, we provide a brief discussion on
major research challenges, limitations and development in
UOWCs. We provide a periodical review on UOWC issues and
potential challenges highlighted in previous studies. In this paper,
we have also investigated research methods to gain attention of
research fraternity towards future technologies and challenges
on the basis of existing approaches. Thus, it is our foremost
requirement to provide state-of-the-art analysis of existing
UOWC:s. Significant deliberation has been provided with recent
bibliography.

Keywords—Component; underwater optical wireless
communication; underwater technologies; research questions;
5G/6G

I.  INTRODUCTION

An extensive research has been carried out on free space
optical wireless communications in different aspects and
nowadays Underwater Optical Wireless Communication
(UOWC) is generating considerable attention among recent
researchers. UOWC is an emerging technology for premier
research in underwater environment. It is a fusion of optical
and wireless technologies having intelligent computing, smart
sensing and communication abilities. UOWC is used in
numerous applications such as mineral exploration, ocean
observation, submarine communication, diver-to-diver
communication, military applications, underwater navigation
and surveillance. UOWC has successfully proven its stature in

target detection, objection tracking, underwater robotics,
monitoring, AUVs communication and oceanographic data
transmission and collection. Though UOWC is providing
cutting-edge solutions but many challenges exist at the same
time. The researchers face challenges regarding link
deployment, propagation delay, high bit error rates, Doppler
spread, connectivity losses, attenuation, scattering, turbulence,
low bandwidth, high latency, multipath propagation and
salinity. The unpredictable condition of ocean environment
generates these serious challenges and issues in designing and
deployment of UOWC links. In this paper, we have
investigated several challenges and presented our work
summary on it. We have discussed several constraints and
particularities in this systematic review. We have briefly
discussed the feasible countermeasures to tackle these
challenges in existing UOWC mechanism. UOWCs are
vulnerable to numerous factors such as scattering, absorption
and fading. In addition, UOWC performance is limited to
short range [1] and extensive research is required for long
range communications. Researchers are working to design
systems and methodologies to transmit broadband optical
signals at larger distances. In near future, submarine optical
communication systems will be available commercially [2]. A
general UOWC system is displayed in Fig. 1. It shows that
different underwater platforms such as submarine, sensors,
ships and divers are connected through light beams.

An extensive research is being carried out to develop a
complementary technology which can allow broadband
underwater communications such as real-time video
transmissions, tele-operation of AUVs and remote monitoring
of underwater stations [4]. In future, optical communication
will be used for many underwater applications. However,
UOWC cannot fully replace acoustic communications. For
this purpose, scientists are focusing on hybrid optic/acoustic
communications [5].

We have briefly discussed several potential features in our
systematic review. We have included modulation schemes,
channel coding, UOWC challenges and OWC revolution in
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5G and 6G networks. We have organized this paper as shown
in Fig. 2.

Fig. 1. UOWC System [3].

Section I: Introduction
¥
Section II: Related Works
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Section IX: Research Validity and Limitations
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Section XI: Conclusion
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Fig. 2. Overview of Reseach Work.

Il. RELATED WORK

In this section, we have summarized practical
considerations and issues in UOWCSs in existing research
literature. We provide an overview of UOWC technology,
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enhancing functions and issues highlighted in recent research
publications. Previous researchers have provided scholarly
discussions about communication technologies, technical
aspects and challenges of UOWC. In a recent research study
conducted in 2020 [6], researchers have provided a review on
practical consideration and solution in UWOCs. They have
addressed underwater challenges and possible solutions. They
have discussed misalignment in underwater links and
highlighted novel solutions to bring robustness in UWOC
links. An exhaustive and inclusive survey of state-of-the-art
UOWC is given in which authors have considered aspects of
coding techniques, modulation and channel characterization [7]
in UOWCs. A good scholarly approach based on overview of
current advances in UOWC is given in an article [8]. In this
study, authors have focused the reliability and feasibility of
optical links with higher data rates. Emerging optical wireless
communications, transcutaneous OWCs, optical scattering and
free space optics are discussed in a previous study [9].
Khalighi et al. [10] have given a performance study of typical
UOWC system and addressed open issues. Performance of
FSO systems and various impairments which degrade FSO
performance are highlighted in [11]. Authors have discussed
FSO modulation, coding schemes using various detection
techniques. In a Master's thesis, Z. Zeng has given an
interesting survey about optical wireless communications [12].
Author has provided good remarks for UWOC channel
modeling, channel modulation and coding techniques. Weihao
Liu et al. provided a roadmap to characterize an UOWC
channel with considering both underwater optical turbulence
and absorption/scattering [13]. Pal A. van Walree carefully
addressed scattering, propagation and fading effects [14].
Researchers have conducted a brief survey on recent
advances, research activities and potential applications [15] of
OWC. Aobo Lin et al. [16] successfully demonstrated UOWC
by carrying out experiments with blue LEDs. A blue GaN-
based micro-LED was used to achieve high speed in UOWC
[17]. An efficient diver-to-diver communication system was
demonstrated in [18], researchers claimed to transmit audio
signal by using LEDs of different wavelengths. Peppas et al.
[19] have discussed performance of UOWC systems and
investigated effects of oceanic turbulence and inter-symbol
interference. Rashed et al. [20] have constructed an
underwater link budget for realistic ocean water by
considering scattering and absorption. Depth dependent
variation in attenuation and beam refraction are addressed by
LJ Johnson [21-22]. He also outlined transmission
characteristics for UOWC in [23]. A concise review on
UOWTCs and hidden abilities of optical spectrum is addressed
[24]. Authors in [25] performed experimental trials to check
optimum LED wavelengths for UOWCs. Opportunities and
challenges in OWC technologies are highlighted in a study
[26]. The effects of collimated laser beams in UOWC links are
investigated [27]. D. Anguita et al. have proposed a UOWC
model for AUVs [28]. Optical amplification and spatial
diversity for UOWC is discussed in a previous study [29].
Johnson et al. have focused on the impact of link orientation in
UOWC [30]. UOWC system for real time swimmers is
designed by some researchers [31]. They have also addressed
air bubbles effect in their study. Table | summarizes the
research work and key aspects in different years.
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TABLE I. RESEARCH WORK TABLE II. CHARACTERISTICS OF UNDERWATER TECHNOLOGIES

Reference # Focused Key Areas Year Characteristics Optical Acoustic Radio Frequency
Permitivitty,

32 OWC for UWSNs 2010 '
[32] — Performance Scattering, grzi_ssyre, d Permeability and
(28] UOWC applications 2011 Parameter Absorption alinity an Conductivity
[31] Real time application of UOWC 2012 Temperature [38,39]
[20] Underwater link budget 2013 Transmission Fow Watts Tens of Wats mW to hundreds of
[21] Attenuation in water 2013 Power ” Watts
[10] UOWC recent dancesandclinges 2014 ﬂoHOZ m<
[22] Beam refraction in water 2014 and
[23] Transmission characterictis in UOWC | 2014 Bandwidth 10-150 MHz | 110 km=10 MHz
[30] Link orientation in UOWC 2014 ‘a(:'dz
[9] OWC advances and challenges 2015 <100m ~ 100

Turbulence effect and detection kHz
[13] 2015 i i

schemes for UWOC Latency Low High Medium

Recent advances and potential . 0.39 dB/m
[15] applications 2015 Attenuation Ocean 0.1-4 dB/km 35-5dB/m
[7] Link misalignment issues 2016 Size of Antenna 0.1m 0.1m -

i ificati i Data Rate Gbhps kbps mbps

29] é)_ptlca}l amplification and spatial 2016 = %0 p p - p

Iversity Efficiency bits/Joules 100 bits/Joules
19 Oceanic turbulence effect and ISI 2017
[19] {c Turbu Speed 22 x 10° 1500 mis 22X 10°
[26] Opportunities and challenges 2017 Frequency Band | 10%-10°Hz | 10-15 kHz 20-300 Hz (ELF)
[33] Turbulence effect on UOWC 2018 Distance 10-100 m Up to kms Upto10m

Research challenges and roadmaps for . . L
[13] UWOC g P 2019 Table 111 summarizes the benefits and limitations of
Practical considerations and solution different technologies implemented to achieve UWC.
[6] 2020
for UOWC
Kl Comparative analysis of UWOC 2020 TABLE Ill.  COMPARISON OF UNDERWATER TECHNOLOGIES
1. UNDERWATER COMMUNICATION TECHNOLOGIES uwc N )
) ) ) Technologies Limitations Benefits
Current underwater optical systems consider acoustic i
waves as EM waves cannot travel properly. However, acoustic - :g;’grrgtfgﬁ“e“”g and - ti"é’ﬁ&;’;‘ght
waves have limitation in aspects of limited bandwidth and Optical ~  Difficulty to cross —  High data rate
slow speed. Acoustic communication is preferred for long air/water interface —  Immuneto
distance but optical communication gives better performance - Medium range latency
for short distance. Light signals lose energy and change -  Tolerantto
direction due to water particles. These challenging factors - Costly turbidity
limit the range of communication system. Radio - Bulky - 'r\;'toederate data
s . Frequenc - More energy consumption
Table 11 presents characteristics comparison between quency _ Shortran ggy umet! - Smoth flow from
existing underwater wireless technologies. air/water
interface
We have plotted a performance comparison of the four - High latency .

S . L. . - Long distance
channels by considering their data rate and transmission range - More energy consumption communication
in MATLAB as shown in Fig. 3. i - Costly - i

9 Acoustic — Dangerous for marine Widely used
. - uwc
e e e e Species technology
L - Low data rate
1000f = == === mm = . L e el IV. UNDERWATER COMMUNICATION CHALLENGES
— L 1] = = = RF Charnel | ) ) ) ) )
= Y, 5= S Acoustic Ghannel In this section, we have briefly discussed different
E on, Y potential challenges which degrade the performance of
P N
5 b sl ¥ UOWC system.
2 .l A v
& - ~. ' . .
a [T --o ~. Y A. Scattering and Absorption Issues
o1 - AN L In optical region, waves are highly faded due to scattering
AR "7 and absorption. The extinction coefficient ¢ of water medium
NN is the attenuated beam over the complete path length.

0 ; ; I
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Range (meters)

Fig. 3. Transmission Channels.

Extinction coefficient is the transmission wavelength which
minimizes the propagation loss and it varies for different types
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of water. It is obtained by adding both absorption and
scattering coefficients [34] a and b.

cH)=a@+b) @)

Table IV shows the color frequencies and respective
wavelengths. Different color lights get absorbed at different
water levels, where every water level has related spectrum
characteristics.

Fig. 4 illustrates the absorption coefficient of pure
seawater for different transmission wavelengths.

Extinction coefficient across a wide range of wavelengths
in water is shown in Fig. 5. It can be concluded that blue light
is useful for open ocean operations.

Table V provides the scattering, absorption, and extinction
coefficient for different types of types of waters. Thus, we
conclude demonstrating a UOCS closer to shore is more
challenging than wide open ocean.

B. Attenuation

In water, less attenuation appears in wavelengths
corresponding to blue green spectrum. However, optical link
is associated to optical properties of the water and it varies
according to geographic location. Attenuation (dB/m)
variation against different wavelength ranges is shown in
Fig. 6.

Vol. 11, No. 7, 2020

TABLE V. OPTICAL PROPERTIES OF OCEAN WATER TYPES
-10dB

Water Type | a(m-1) b (m-1) ¢ (m-1) distance (m)
Fresh Water 0.040 0.02 0.042 53.55
Sea Water 0.114 0.036 0.150 15.25
Coastal 0.178 0.220 0.398 5.77
Water
Harbour
Water 0.366 1.828 2.194 1.05

TABLE IV.  LIGHT COLORS CHARACTERISTICS
Colour Frequency Wavelength
Red 400-484 THz 620-750 nm
Orange 484-508 THz 590-620 nm
Yellow 508-526 THz 570-590 nm
Blue 631-668 THz 450-475 nm
Green 526-606 THz 495-570 nm
i

Visible
Ultravilat Infrared

Microwave

Absorption coefficient of water (o)

I L I
10* 10 10+ 10? 10 101
Wavalangth (m)

Fig. 4. Absorption Coefficient of Pure Water [3].

—Water at 25 C h

Extinction coefficient, k

e » - - [
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Fig. 5. Extinction Coefficient Variation [34].
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Fig. 6. Attenuation for different Waters [3].

C. Underwater Link Alignment Issue

Misalignment in optical transceivers can cause temporary
disconnection in underwater optical links. Different UOWC
systems make use of blue-green LEDs and lasers due to
narrow divergence. However, it still requires a precise
alignment [35]. A frequent misalignment is noticed at shallow
depths; especially it occurs in applications based on vertical
surface-to-bottom communication [21], [36]. Connection loss
problem [37] occurs in case of random movements of sea
surface.

D. UOWC Devices

Implementation and integration of UOWC systems needs
appropriate and reliable underwater devices. Underwater
characteristics such as pressure, salinity, flow and temperature
highly influence the system performance and have strong
impact on lifetime of UOWC devices. Energy efficient
performance of whole UOWC system and reliability and
sustainability of devices batteries is critical. Scholars should
focus to design devices with low power consumption and
higher lifetime.

V. MODULATION TECHNIQUES AND CHANNEL CODING

Modulation schemes and coding techniques are discussed
in this section. UOWC is referred as FSO communication in
water, conventional FSO modulation techniques can be used
in UOWC systems. PWM, OOK, DPIM and PPM are the most
common intensity modulation techniques. OOK is the simplest
scheme having low bandwidth efficiency. The selection of
modulation schemes needs inclusive knowledge and in depth
understanding application framework. OOK is preferred for
discrete underwater sensor nodes as it is cost effective and
simple. However, more than one modulation schemes are
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integrated to enhance the reliability and efficiency of UOWC
system. Table VI gives performance comparison of different
modulation schemes.

Different channel coding techniques are required to obtain
low BER in UOWC system as it suffers from severe
attenuation. Channel coding has benefits of low complexity,
low implementation cost, error correction capability and low
energy consumption. Thus, channel coding is appropriate for
compact underwater sensors operating at high SNR in
underwater environment. In order to enhance robustness,
channel coding techniques such as Turbo and LDPC are
integrated in main data processing node of UWSNSs. We have
summarized different coding techniques in Table VII.

TABLE VI.  UOWC MODULATION SCHEMES
Modulation I .
Scheme Limitation Benefit
OOK Low energy efficient Low cost, Simple
SIM Complicated devices, Average Low cost, Icrease
power efficiency system capacity
. Good response to
QAM :—:T:grlleﬁ?es;’ta(i%?plex noise, High spectral
P efficiency
Complex transceiver, Low . -
PPM bandwidth High power efficiency
PoISK Low data rate, Short distance High tolerance to
range turbulence
PSK High cost, Complex High receiver
implementation sensitivity
Compllcated demodul'atlon High bandwidth
DPIM devices, Error spread in >
- efficiency
demodulation
TABLE VII. CHANNEL CODING TECHNIQUES
Channel - .
Coding Limitation Benefit
Turbo Complex encoder and decoder High error correction
LDPC Complex encoder and decoder High error correction
CRC Low error correction in low SNR | Simple error detection
condition codes
Low error correction in low SNR | Robust and simple
RS g
condition encoder and decoder
LT 'Compllcated' system Minimize packet loss
implementation
Low error correction in low SNR | Robust and simple
BCH e
condition encoder and decoder

VI. PRACTICAL CONSIDERATIONS IN UOWC

In past few years, considerable research interest has been
given to UOWC but anomalies exist due to several challenges.
In this section we have provided some future directions in
UOWCs.

A. Channel Modeling

Researchers have designed simulation tools and close-to-
reality models for horizontal links but vertical links still need
attention from research community. Another practical
consideration is to resolve turbulence effect in UOWC.
Though turbulence is not considerable in deep waters but it

Vol. 11, No. 7, 2020

must be taken into account in shallow waters. A lack in
channel modeling techniques exist which should deal
accurately with turbulence. The difficulty in designing such
models lies in the fact that turbulence is closely related to
water conditions and operating scenarios.

B. Efficient Transmission Techniques

Another essential issue to be explored is to design an
opposite signaling scheme for aquatic channel. Up to now,
several coding and modulation techniques are involved in
UOWC systems. An improved reliability and link
performance can be obtained by considering underwater
channel particularities in designing of these transmission
schemes. Energy efficient modulation schemes are needed for
data transmission in high turbid water and powerful channel
coding is required at different layers including physical and
data link.

C. Mitigating Link Misalignment

A major issue in underwater environment is power
consumption. One solution is to reduce the intensity loss by
minimizing the beam divergence. In such scenario, energy
efficient techniques and solutions are crucially important for
Tx/Rx beam alignment and localization. These issues can be
mitigated through designing smart Tx/Rx and adding
additional components like collimating lens in UOWCs. There
are some challenging issues to implement end-to-end
communication links, researchers need to investigate routing
protocols and spatial diversity techniques. A common UOWC
system with point-to-point link needs strict tracking and
pointing mechanism especially in mobility scenario.
Electronic beam steering and segmented FOV can solve the
issue of tracking and pointing for narrow optical beams.

VII.RESEARCH METHODOLOGY

In this section, we discuss the subject’s selection process
of our findings and presented the framework and approaches
we used to identify our results.

A. Approaches Selection

Our investigation starts with selecting the research articles
providing a survey or review on challenges in UOWCs. In
order to find initial list of target research articles, we used
Google Scholar search. Google Scholar helped us to obtain
relevant research articles, peer-reviewed publications,
abstracts, preprints and research surveys and technical reports.
Google Scholar gave us confidence to complete results based
on articles collected from Google search, ResearchGate and
academic publishers such as IEEE, Springer and ACM. It is
worth noting that Google Scholar gives full-text search against
our keywords and validates that obtained research articles are
relevant to our performed queries. It gives convenience by
giving direct access to download research papers from
relevant databases. To achieve significant coverage of
research work related to UOWCs, we performed several
queries on Google Scholar. First we search challenges in
UOWCs, later we checked while combining research survey,
review study, new trends, recent advances and limitations. We
collected research articles and considered only those published
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in recent years in order to maintain good results and state-of-
the-art approach. Basically, we selected the recent research
articles related to current challenges, new trends and issues in
UOWCs. We made lists of relevant papers focusing same
potential features and started reading abstracts and
conclusions to achieve primary study related to this review.
Our research methodology includes research questions,
sources and keywords. A basic overview of our research
procedure is displayed in Fig. 7.

B. Research Questions

We have composed a set of research questions (RQs) and
motivation behind it. These questions will be helpful for
researchers to recognize the research lack in this field. RQs
and motivation is highlighted in Table VIII.

RQ1. Find out the theoretical properties of UOWCs in
existing and future technologies and communication devices?

RQ2. Find out good simulations tools, best architecture
design, suitable modulation technique, channel modeling
scheme and proper communication model?

RQ3. Find out research investigations to mitigate effects
which degrade the performance of UOWC system?

RQ4. What are the potential challenges and expected link
damages and connectivity losses?

RQ4. How to recover delay in case of temporary
communication loss?

RQ5. Compute a complete performance evaluation for
different transmission ranges and water types to meet real
world requirements?

RQ6. Test each solution against possible challenges in real
world environment to achieve required performance of
designed UOWC system?

C. Search Strategy

We have defined a good research strategy which will be
helpful for researchers to retrieve specific research literature.
Our research strategy includes research method, various
search terms and different data resources. Our search strategy
starts with fundamental steps to identify search terms and data
resources:

1) Prefatory search to retrieve previous relevant literature.
2) Check research papers published in good journals and
leading conferences.
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3) Consult with researchers to find relevant data from
conferences and journals.

4) Trial search based on prior defined research questions.

5) Using own learning and experience related to UOWCs.

D. Search Method

In our search strategies, we used two search methods:
initial manual search and later automatic search. For manual
search, we selected research papers which were published in
specific venues as listed in Table IX.

For automatic data search, we used electronic data
resources provided in Table X to obtain relevant papers.

E. Search Terms

We used search terms related to keywords, paper titles and
abstracts found in differed electronic databases. Keywords are
given in Table XI. We used below provided strategies to
achieve the most relevant data by forming relevant search
terms.

1) Find key terms according to research questions and
study topic.
2) Make list of keywords mentioned in most relevant
articles.
3) Search synonyms and major term.
4) Use Boolean operator “AND” in main terms.
“OR”

5) Use Boolean operator
corresponding terms.

in  synonyms and

Start Research

! Process
e

Define

Research
Questions

End Research

process

Remove
Common
Questions

Reference
Analysis

Fig. 7. Research Overview.

TABLE VIIl. RESEARCH QUESTIONS

Research Questions Motivation

RQ1 It will help to find out current and future advancement in UOWC

RQ2 It will help to understand complete designing process of UOWCs

RQ3 It will help to investigate factors which degrade performance of UOWC system.
RQ4 It will help to recover communication and handle delay issue

RQ5 It will help to shape the model to meet required performance criteria.

RQ6 It will help to design system with real world applications.
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TABLE IX.  RESEARCH KEYWORDS

Journal/ Conference | Venue Acronym
J1 Chinese Optics Letter COoL
J2 Journal of Applied Physics J APPL PHY
J3 Journal of Lightware Technology J LIGHTWAVE TECHNOL
J4 Journal of Communication and Information Systems JCIS
J5 IEEE Access IEEE Access
J6 IEEE Communications Surveys and Tutorials IEEE Commun. Surv
J7 IEEE Journal of Oceanic Engineering IEEE J OCEANIC ENG
J8 Journal of Sensors J. Sens.
J9 Photonics research Photonics Res.
J10 Optics communications Opt. Commun.
Ji1 IEEE Journal on Selected Areas in Communications IEEE J SEL AREA COMM
J12 IEEE photonics journal IEEE Photonics J.
C1 INTERNATIONAL CONFERENCE ON INFORMATION, COMMUNICATION AND NETWORK ICICN
C2 International Conference on Transparent Optical Networks ICTON
C3 International Conference on Optical Communications and Networks ICOCN
C4 Australasian Symposium on Parallel and Distributed Computing AusPDC
C5 International Conference on Advanced Infocomm Technology ICAIT
C6 International Conference on Imaging, Signal Processing and Communication ICISPC
C7 International Conference on Communications and Mobile Computing ICCMC

TABLE X.  ELECTRONIC DATABASES
Electronic Database Search Items Web Address

Google Scholar

Keywords, Paper Title

https://scholar.google.com/

ScienceDirect

keywords,Paper title, abstract

https://www.sciencedirect.com/

IEEE eXplore keywords,Paper title, abstract www.ieeexplore.ieee.org
ResearchGate Keywords, Paper Title, Author https://www.researchgate.net/
Sci-Hub Keywords, Paper Title https://sci-hub.tw/

ACM Digital Library

Keywords, Paper Title

http://portal.acm.org

Elsevier

keywords,Paper title, abstract

https://www.elsevier.com/en-au

ISI Web of Science

keywords,Paper title, abstract

http://www.webofknowledge.com

SpringerLink Keywords, Paper Title http://www.springerlink.com
TABLE XI.  RESEARCH KEYWORDS

Keywords Synonyms

OWCs Optical Wireless Communications

uwc Underwater Wireless Communication

FSO Free Space Optics

uocC Underwater Optical Communication

AUV Autonomous Underwater Vehicles

uowcC Underwater Optical Wireless Communication

UOWC Link Underwater Optical Wireless Communication Link, Link Budget, Link Configuration

UOWC Challenges Underwater Optical Wireless Communication Issues, Threats, Security Attacks

UOWC Survey Review, Overview and Study on UOWC
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We defined inclusion and exclusion criteria to rectify this
primary study to validate our research queries.

Inclusion Criteria:

e Any paper which declares its key findings related to
challenges in UOWCs.

e Any paper which is published in 2010 or after 2010.

e Any paper which is written in English language only.
Exclusion Criteria:

e Article which do not meet specific required details
against our approach.

e Articles which do not contain complete information
about our desired research work.

e Articles which are extended by another article that we
have selected already in our list. It gives us to find
representative article towards our approach.

e Articles representing short paper, only abstract, an
editorial, poster summary, panel summary or workshop
summary. Such articles are missing with sufficient
informative data.

e Articles such as white papers and technical reports as
some research communities do not rectify such articles.

In short, our primary study must provide the right
approach towards UOWCs with a strong focus on emerging
trends, challenging issues, opportunities and limitations. After
applying inclusion and exclusion criteria, we were able to find
N=42 research papers published in recent years. Different
stages of our research process are given in Fig. 8.

VIII. ANALYSIS STUDY

We have collected analytical findings from several
research publications on UOWCs. Researchers have used
different analytical approaches and designed communication
systems, channel modeling, coding and modulation
techniques. Researchers are working on innovative services,
technical aspects, real world applications and emerging trend
of UOWGCs. The research challenges are found in proper
exploitation of underwater environment before
communication and clear understanding of propagation
characteristics of channel. Possible solutions are found in
simulations, laboratory artificial aquatic environment or test-
beds. There is need of an effective approach for system
design, testing and analysis before its final deployment in
wide ocean environment. The analytical study must give
confidence and significant results that designed system will
meet the required performance and efficiency. Researchers
should consider these analysis questions.

1) Designed system will meet real world application
requirements?

2) Which modulation technique and signal processing
tools will provide high performance?

3) What is the required communication range for data
transmission between source and destination?
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4) What is the best path for communication without delay
in information transmission?

5) How to overcome temporary connectivity losses while
communication?

6) How to control power utility in order to enhance
system reliability?

7) How to cope with any possible threats and security
attacks to achieve secure communication in network?

8) Which factors will mainly affect the UOWCs design,
communication architecture and deployment?

9) Which factors will mainly affect the UOWCs design,
communication architecture and deployment?

10)How to tackle transceiver position and orientation in
LOS and NLOS conditions?

The researchers should consider these questions and find
our factors to develop analysis techniques and solutions. Their
solutions must validate the real systems. Research community
should carefully address the reliability and feasibility of
optical links in underwater scenario.

Manual Search

N=680 N=766

N=1446

Applying Inclusion and Exclusion Criteria

by reading title and keywords

N=230

Applying Inclusion and Exclusion Criteria

by reading abstract and conclusion

Read full paper and critically appraise work

v

N=42

Fig. 8. Stages of Search Process.
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IX. RESEARCH VALIDITY AND LIMITATIONS

We have found relevant research articles by using
scientific keywords and references. We selected many papers
from Google Scholar. In our exclusions, we selected relevant
papers after reading title, abstract, conclusion and future
aspects. A possibility of missing some recent papers or data
still remains by using this keyword search, inclusion and
exclusion methods. Here we have described the validity
threats and limiting factors to this research study as follows:

1) Data sources: Our major sources for data collection
were Google Scholar and ResearchGate. Though these sources
are beneficial to search relevant data as they automatically
fetch data from different databases, technical sources and
academic publishers against single data query, but still we take
it as a threat to validity as these sources suffer from certain
limitations such as lack of search facility, partial control on
content body and vulnerability to spam. To tackle this, we will
include more sources, scientific search engines and publishers
while extending our current work. Enabling this approach in
extending our work, we are confident to get broader coverage
of potential issues in UOWCs and will provide more statistical
analysis.

2) Data collection process: While our data collection and
analyzing process, we assigned a single researcher to read
article and collect information from title, abstract and
conclusion. It is a potential threat to validity of our findings

and we tried to mitigate this concern through group discussion.

We are aware that a single researcher can inject certain
amount of inconsistencies in selected data. In future extended
work, we will perform detailed statistical analysis through
assigning this task to more than one researcher.

3) Selection of potential challenges: we tried to identify
potential challenges of UOWCs. This investigation comes
from preliminary analysis of different articles. Though we
used an effective way to get appropriate analysis, still there
can be more challenging factors. To alleviate this threat, one
research member was assigned this task to keep a good record
of possible challenges and issues discussed in each selected
article. In the end, this approach provided confidence while
validating our approach.

4) Time span: In inclusion criteria, we considered articles
published after 2010 till now. Although it gives us right
approach to find latest articles and key topics but it can affect
the completeness of our search results as we did not include
papers published before 2010. In future, we expect to involve
more research recourses and considering articles published at
a wide range of years.

X. OPTICAL WIRELESS REVOLUTION: 5G AND 6G

Scientists have been focusing on 6G communication after
the successful development of 5G networks. 6G is expected to
be launched between 2027 and 2030. Although 5G
communication has many advantages such as high-quality
video streaming, internet TV and faster communication [40];
however, it does not support ground-breaking technologies as
it mainly focuses on performance. While privacy, secrecy and
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security are main features of 6G communication [41]. In
addition, research community should focus on security and
privacy issues which exploit wireless communication such as
channel fading and noise. In underwater environment, 6G
network will assist to deploy UWSN nodes in the form of
AUVs and sensors connected with underwater base stations.
Recently, some countries have made strategic plan on
revolutionary advances of 6G. German and U.K. governments
have invested in quantum technology. China has also made
official announcement that Chinese researchers are focusing
on the development of 6G. Researchers from USA have
started working on terahertz-based 6G mobile networks.
Terahertz frequency communication offers 1000 times higher
capacity than 5G networks. One goal of 6G is to achieve
ubiquitous connectivity by integrating satellite communication
networks and underwater communications to provide global
coverage.

RF-based technologies are insufficient to meet the demand
of 5G/6G and IoT networks. Therefore, OWC technologies are
the best complementary solution of RF networks. A very large
optical band is a good alternative as it offers prominent
features of high security, low latency, high data rate, high
QoE, massive connectivity, low cost and low energy
consumption. The coexistence of RF and optical wireless
systems can achieve the goals of such networks. OWC
technologies, such as FSO, OCC, LiFi and VLC can be
effective to deploy future 5G/6G and 10T networks. We have
summarized data rates and latency in current backhaul
technologies in Table XII. Optical fiber communication
provides the highest throughput among all existing
technologies. However, a similar throughput can be achieved
in FSO as it has similar type of transceivers. In future, FSO
network will emerge as promising solution to support higher
data rates in 5G/6G networks.

TABLE XII. DATA RATES AND LATENCIES
Technology Latency Throughput
Optical fiber <lms 100 Gbps
FSO <lms 40 Gbps
mmWave <lms 10 Gbps
Microwave <lms 1 Gbps
VX H
by | -
am «

cHealth
OWC in 5G and loT
Platforms

Fig. 9. OWC networks for the 5G/6G and loT platforms [42].
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OWC technologies can provide enormous number of
connections through low-power LEDs to meet green aspects
of 5G/6G and 10T networks. In addition, researchers should
proficiently address some challenging issues such as
atmospheric loss, flickering, inter-cell interference and
frequent handover. A few important 5G/6G and loT platforms
using the OWC technologies are presented in Fig. 9.

XI. CONCLUSION

There is a growing need to dig into elementary acuity to
make UOWC a reality in future. For this, a detailed analysis of
theoretical models is required. Herein, we have highlighted
some key research areas with profound knowledge in our
systematic review. We have carefully addressed UOWC
strategies which influentially affect remote communication.
However, research fraternity needs to focus to enhance data
rate for video transmission at larger distances. UOWCs will
offer potential features in real life applications and will put
more impact in future. Our main objective was to identify key
challenges for future research. It is concluded from our study
that researchers are putting relevant efforts to handle
challenges in system design, deployments, link configuration
and analysis of UOWCs. For a reliable and efficient optical
link, we have discussed system architecture, channel modeling,
modulation techniques and operating wavelengths in this
research study. We also conclude that rapid ongoing research
in UOWC will be more conducive in better performance with
game-changing features in future.

XIl. FUTURE WORK

We have highlighted a limitation of system with real time
operating conditions and researchers must give specific
concern as it will be beneficial to control remotely operated
vehicles. As a precondition, research community should focus
on developing intelligent modulation techniques to improve
system performance. Future research should contemplate to
involve Internet of Underwater Things (loUT) to properly
achieve real world applications. Researchers should pay
attention to future 6G green communications. The coexistence
of optical wireless and RF systems can meet the goals of such
revolutions. Merging some latest underwater technologies
with UOWC can bring promising results in future as shown in
Fig. 10.

Besides all this, there is still room to develop cheap,
adaptive, robust, highly stable, low powered and real time
underwater optical sensors for an efficient UOWC system. In
order to enhance overall robustness, adaptive techniques must
be observed to save energy and optimize communication

efficiency.
m
II
v
/ m

Fig. 10. Merging Underwater Technologies.
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Abstract—In almost all countries, precautionary measures are
less expensive than medical treatment. The early detection of any
disease gives a patient better chances of successful treatment
than disease discovery at an advanced stage of its development.
If we do not know how to treat patients, any treatment we can
provide would be useful and would provide a more comfortable
life. Cervical cancer is one such disease, considered to be fourth
among the most common types of cancer in women around the
world. There are many factors that increase the risk of cervical
cancer, such as age and use of hormonal contraceptives. Early
detection of cervical cancer helps to raise recovery rates and
reduce death rates. This paper aims to use machine learning
algorithms to find a model capable of diagnosing cervical cancer
with high accuracy and sensitivity. The cervical cancer risk
factor dataset from the University of California at Irvine (UCI)
was used to construct the classification model through a voting
method that combines three classifiers: Decision tree, logistic
regression and random forest. The synthetic minority
oversampling technique (SMOTE) was used to solve the problem
of imbalance dataset and, together with the principal component
analysis (PCA) technique, to reduce dimensions that do not affect
model accuracy. Then, stratified 10-fold cross-validation
technique was used to prevent the overfitting problem. This
dataset contains four target variables-Hinselmann, Schiller,
Cytology, and Biopsy—-with 32 risk factors. We found that using
the voting classifier, SMOTE and PCA techniques helped raise
the accuracy, sensitivity, and area under the Receiver Operating
Characteristic curve (ROC_AUC) of the predictive models
created for each of the four target variables to higher rates. In
the SMOTE-voting model, accuracy, sensitivity and PPA ratios
improved by 0.93 % to 5.13 %, 39.26 % to 46.97 % and 2 % to
29 %, respectively for all target variables. Moreover, using PCA
technology reduced computational processing time and
increasing model efficiency. Finally, after comparing our results
with several previous studies, it was found that our models were
able to diagnose cervical cancer more efficiently according to
certain evaluation measures.

Keywords—Cervical cancer; machine learning; voting method;
risk factors; SMOTE; PCA

. INTRODUCTION

Cancer is a significant health problem, especially as it is
one of the most common causes of death in many countries
around the world. Breast, cervical and thyroid cancer are the
most common types of cancer among women [1]. In the
Kingdom of Saudi Arabia (KSA), cancer statistics are
significantly increasing. The total number of cancer cases
among women registered in the Saudi Cancer Registry (SCR)

is 8,565 and cancer in females accounts for 52.8% of all cancer
cases in the KSA. Cervical cancer was the fourth most
common cancer among Saudi females in 2015, with 403 cases,
representing 6.1 % of all cancer cases diagnosed among Saudi
women [2]. In 2010, there were 220 cervical cancer cases
among Saudi women, representing 4.1 % of all cancer cases,
which indicates an annual increase of 9 % in the number of
cervical cancer cases [3]. Since then, the number of cases
increased even further, to 1073 by the end of 2018, according
to a report by the World Health Organization [4].

Cervical cancer occurs and develops in a woman's cervix
and is the leading cause of death from cancer among females.
All women, at any age, are at risk of cervical cancer; however,
it occurs most often in women who are 30 years of age and
over. Human papillomavirus (HPV) is a virus that is
transmitted from one human to another during sex and is the
leading cause of cervical cancer. This virus infects at least half
of the sexually active people at some point in their lives.
Nevertheless, cervical cancer can be prevented by using a
highly effective vaccine intended to prevent HPV infections [5]
and the remaining number of cases can be reduced through
early cancer detection using screening tests. If it is diagnosed
early, cervical cancer is one of the most responsive to treatment
forms of cancer and, thus, recovery can be very high [6]. The
increasing of cervical cancer cases and deaths resulting from
late diagnosis is the motivation behind this paper.

Cervical cancer is the second most prevalent type of cancer
in the world. It arises in the mucous membrane ring that is
called the cervical transformation zone, where cancer formed
through four possible causes: persistent HPV infections in that
zone, viral persistence, the persistence progression of a clones
of infected cells that leads to cervical precancer and invasion.
The risk of cervical cancer is mainly from infection with HPV
and the lack of an effective examination [7].

The massive increase in data over the past years has led to
the need to organize, analyze, and extract hidden knowledge
from it. During this period, experiments demonstrated the
effectiveness of machine learning in assisting experts to
analyze data and predict results. Machine learning (ML) is a
specific artificial intelligence (Al) branch that collects data
from training data. ML technologies allow the computer to
obtain knowledge from previous samples and use it to
understand patterns from complex datasets. In the medical
field, physicians have been able to improve the accuracy of
detection, either of the presence or absence of diseases, to
predict the disorders and to classify them. Therefore,
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researchers are seeking to build better ML models to analyzing
medical data to obtain results that would assist the doctors in
making correct decisions in diagnosing diseases [8].

This research provides an effective model for improving
the performance of using machine learning methods and
classification techniques for diagnosing cervical cancer to
reduce mortality rates. It focuses also on the sensitivity and
overall accuracy of the model to be certain whether patients
really have cervical cancer disease or not. The results of this
research can assist cancer researchers and physicians in
diagnosing of cervical cancer. Then, they can begin treating the
disease, thus increasing the patient’s chances of recovery.

This paper is organized as follows. Section Il discusses
literature review and previous work. Section Ill describes
research methodology including imbalance problem, feature
selection and classification algorithms. Section IV describes
Cervical cancer dataset, data pre-processing and missing data.
Section V focuses on implementation and discussing the
results. Section VI is the conclusion of the paper and finally
Section VII discusses the future work.

Il. LITERATURE REVIEW

A. Cervical Cancer and Risk Factors

The National Comprehensive Cancer Network (NCCN) has
warned of the necessity of early detection of cervical cancer
because the delay in its diagnosis is the main cause of an
increase in the number of female deaths in the world [9].
Consequently, numerous medical and scientific research
studies have been conducted that examine cervical cancer—its
causes, symptoms and methods of detection and prevention.
Scientists have also tried to identify the risk factors that cause
the occurrence and development of this type of cancer.

Abdoh et al. [10] concluded in their research that the
following factors pose the highest risk for the development of
this disease: sexually transmitted disease (STDs), intra-uterine
device (IUD), hormonal contraceptives and the age at which
first sexual intercourse happens. Wu and Zhou [11] claimed
that the number of sexual partners, the age when first sexual
intercourse happens, the number of smoke packs smoked per
year and the number of years that the patient uses hormonal
contraceptives increase the possibility of developing cervical
cancer. Nithya and llango [12] identified ten core features as
being most important for predicting cancer.

Age plays a major role in increasing the risk of developing
this disease. In Teame et al. [13], the researchers claimed that
women 40-49 years of age are twice more likely to have
persistent HPV infections than women under 40 and that
women with a history of sexually transmitted diseases (STDs)
are thrice more likely to have cervical cancer than others.
Furthermore, the number of pregnancies, age, number of sexual
partners, use of hormonal contraceptives and age at which first
sexual intercourse occurred were the five risk factors identified
by Deng et al. [14].

All the factors given above are used in this paper to
perform analysis and generate results.
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B. Related Work

ML algorithms are used in this research to efficiently detect
cervical cancer by developing a model inspired by previous
research models utilized in the same field.

Abdoh et al. [10] showed in their research that performance
could be increased with traditional classification technique
when using the synthetic minority oversampling technique
(SMOTE) [10]. This study built a classification model using
random forest (RF) that was based on cervical cancer risk
factors. The results showed that the RF model, after applying
SMOTE with all features of cervical cancer risk factors,
outperforms the same model after applying two feature
selection techniques in term of specificity and positive
predictive accuracy (PPA). The two methods for selecting the
features used in this study were recursive feature elimination
(RFE) and principal component analysis (PCA). However, the
researchers did not explain why the use of feature selection
techniques was not effective in increasing the accuracy result.
The dataset they used was gathered from the Universitario de
Caracas Hospital in Caracas and is available at the repository
of the University of California at Irvine (UCI) [10]. Wen Wu et
al. [11] used the same dataset with three approaches to
diagnosing cervical cancer: (1) support vector machine (SVM),
(2) support vector machine principal component analysis
(SVM-PCA) and (3) support vector machine recursive feature
elimination (SVM-RFE). They concluded that SVM works
well and gives results in specificity, positive predictive
accuracy, and accuracy higher than the other two classifiers.

The voting and deep neural networks (DNN) classifiers
were used with the same UCI dataset in [15] to build a model
to predicting cervical growth. The voting classifier achieved
the highest accuracy (97% to 99%) when compared to a DNN
classifier. The author suggested using feature extracting in
future works because it could help improve the predictor
model.

A study by [14] used three types of ML algorithms to
classify the UCI cervical cancer dataset after the Borderline-
SMOTE application to handle dataset imbalance. After
analyzing the results of the classifiers, XGBoost and random
forest were found to better classify malignant and benign
cancer than SVM. Because this dataset has a lot of missing
values, F. Ashraf et al. [16] used four specific techniques to
treat the null values. These techniques are the next observed
carried backward (NOCB), last observed carried forward
(LOCF), fill with median value and Fill with mode values.
They used six ML algorithms: logistic regression (LR), random
forest (RF), decision tree, naive Bayes, neural network (NN)
and SVM—to predict the Biopsy target variable. They
concluded that the SVM and LR, when used with NOCB pre-
processing, achieved the highest Precision, fl-score and
accuracy. In another research study [17], Fernandes et al.
presented a model that helped reduce learning dimensions and
classified the UCI dataset using an artificial neural network
(ANN). However, they did not fully explain how they dealt
with the null values. In the end, they made a comparison
between their model and the baseline model, which contained a
deep-fed neural network and acquired a better accuracy than
the baseline. This proposed model, through deep learning
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techniques accomplished accurate prediction results (the upper
area under curve [AUC] = 0.6875).

On the other hand, A. Ghoneim et al. [18] proposed a new
and effective model for predicting cervical cancer using the
gene sequence module, but it will not be applied in our paper.
The data they used consisted of private and public datasets.
The private dataset was created from 472 questionnaires
obtained from a Chinese hospital, where each patient who
filled out her data in the survey had a corresponding gene
sequence dataset. The public dataset was obtained from
Universitario de Caracas Hospital in Venezuela and it includes
32 risk factors and 858 records. This study also addressed the
challenges associated with previous studies on cervical cancer
through adopting a voting strategy. This method helped predict
disease because it is more practical and scalable effectively.

Unlike the dataset to be used in our paper, the Herlev
database was used in the experiment by G. Muhammad et al.
[19]. It contained 917 cells and 7 classes, with 3 classes
representing normal cells and 4 classes representing abnormal
ones. The study gave 242 normal and 675 non-normal images.
A cervical cancer prediction and classification model that uses
convolutional neural networks (CNNs) was proposed. The
deep-learned features were extracted by feeding the cells
images into the CNNs model. Subsequently, the extreme
learning machine (ELM)-based, multi-layer perceptron (MLP)
or autoencoder (AE)-based classifiers classified the input
images. This proposed system with the ELM-based classifier
accomplished a 99.7 % accuracy in the 2-class detection
problem and a 91.2 % accuracy in the 7-class problem.

I1l. RESEARCH METHODOLOGY

Choosing appropriate methods and algorithms for a dataset
is an essential step in building an efficient and accurate model.
This section reviews possibilities for dealing with the
imbalance problem in a dataset and appropriate ways of feature
selection. Moreover, it discusses the classification methods and
algorithms that were applied to the dataset:

A. Classification Algorithms

1) Logistic Regression: Logistic Regression (LR) is a
statistical process, which has been increasingly used in
medical research, especially in the past two decades. It is used
to analyze a dataset when dependent variables are binary. LR
as a predictive model helps obtain the relationship between
one dependent binary variable and one or more independent
variables. LR is distinguished by not assuming a linear
relationship between the dependent and independent variables
but by displaying a relationship between the output and
predictive values [20].

The logistic curve that results from the logistic regression is
between 0 and 1. This regression is similar to linear regression,
but it uses the natural logarithm of the odds for the target
variables in the curve creation process, instead of the
probabilities. Furthermore, predictors are not required to have
equal variance in each group or normal distribution.

2) Decision Tree: Decision Tree (DT) is one of the most
frequently used machine learning algorithms. It is
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implemented to a dataset with the aim of classification or
regression analysis. This algorithm divides the data into
various subgroups based on a sequence of questions. The
process begins with the primary node, which is called the root
of the tree and containes all samples. Each node is split into
secondary nodes in either a multi-split or binary form. For the
construction of the tree, the "divide and conquer" approach is
followed. This approach checks whether all the training
samples have the same label or not. Subsequently, the training
samples that have different labels are represented in a separate
subtree [9], [18].

A DT has several advantages, including the ability to deal
with many types of data, the processing of lost values, the
ability to achieve good initial accuracy and the ease of
implementation [16].

3) Random Forest: Random forest (RF) is one of ML
algorithms. It is a supervised classification and ensemble
technique that uses a set of decision trees to form a powerful
learner. RF applies classification and regression tree (CART)
technology to improve a not correlated combination or various
decision trees based on bootstrap aggregation technologies.
The aim is to find the correct classification and to know the
relationship between the dependent variables (y) and
independent variables (x) [10], [14].

Each tree is created randomly from a subset of the training
set, using approaches like information gain or GINI index to
create an independent decision tree (DT). The more trees, the
more robust. Features classification and target variable are
created independently from each DT, as if the tree votes for
that class. Then, if there is a classification problem, the RF
selects the classification that obtains the most votes; or, if there
is a regression problem, it calculates the mean of all the trees

[9]. [21].

4) Ensemble Methods: Ensemble Learning (EL) as an
effective technique has been adopted in recent years. It
expands the traditional machine learning algorithm to combine
multiple and stand-alone machine learning algorithms with
improving overall classification accuracy. This technique has
the advantage of mitigating the problem of having a small
sample size by combining and averaging several classification
models to decrease the possibility of overfitting the training
data. In this manner, the efficiency of the training dataset can
be increased, which is critical for various biological
applications that have a small sample size. The purpose of
using EL methods is to obtain a more accurate classification of
training data and better generalization on unseen data [22],
[23]. There are several methods of popular ensemble such as
boosting, bagging, and voting.

e Bagging

In the bagging method, each classifier is trained on a group
of samples and features to get a little varied classification
hypothesis. Then, the classifiers are combined to form the
ensemble. This method improves the generalization by
decreasing variance [22].

175|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

e Boosting

In the boosting method, each classifier is trained and
combined from the samples, but with several classification
weights and different hypotheses. This method achieves the
generalization by decreasing bias [22].

e \oting

The voting method is a good strategy to use if one classifier
algorithm’s defects can be an advantage for another classifier.
The voting classifier incorporates the prediction outputs of the
classifiers, selecting extremely predicted classes as class
variables of test samples [24], as shown in Fig. 1.

There are two voting method types: hard and soft voting. In
hard voting, there is one vote for each stand-alone classifier.
Then, the class label selected is the one which has a majority,
that is more than half the votes. At the same time, the average
class label probabilities are used as a voting score in soft
voting. Then, the final class label should has the highest voting
score or an average probability from each classifier [25].

B. Imbalanced Data

Any dataset can be considered as having an imbalance
problem if the number of cases between the classes is not
equal. In practice, when applying the classification algorithm to
an unbalanced dataset, an exaggerated predictive accuracy is
given because the predictive accuracy of the minority class
does not exceed 10%. In comparison, the accuracy approaches
for the majority class of 100% [20]. Sampling methods
represent one of the best solutions for solving the data
imbalance problem, which is based on the idea of modifying
the distribution of the unbalanced dataset. Several studies have
shown that classifiers have better performance with a balanced
dataset when compared to an unbalanced dataset. Sampling
methods consist of modifying the original dataset, either by
increasing the minority class—which is called the
oversampling technique—or by reducing the majority class—
which is called the under-sampling technique—until the classes
are represented approximately evenly [21].

e SMOTE: Synthetic Minority Over-sampling Technique

The simplest way to increase the size of the minority class
is a random increase in sampling, but this method can cause
overfitting. Hence, a new technique was proposed by Chawla
et al. [20] —the synthetic minority oversampling technique
(SMOTE)—for reducing the risk of owverfitting that occurs
when inserting duplicates of cases in the training set based on
k-nearest neighbours [20]. SMOTE uses the following equation

().
Xsyn = Xi + (xknn - xi) Xt )

Which x; for feature vector, X,,, for the K-nearest
neighbours and t for a random number between 0 and 1 [11].

C. Feature Selection

Feature selection algorithms help increase model
performance. These algorithms have many benefits, such as
reducing noise in the dataset, helping to increase understanding
of the model’s classification algorithms, and helping to
simplify application, thus improving the model [22].
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Fig. 1. Overall Structure of the Voting Method.

e PCA: Principal Component Analysis Feature Selection

PCA is a transformation process that can be used to
decrease the number of features by extracting new, small,
independent  features without decreasing the model
performance while maintaining the most critical required
information contained in the original dataset. The correlated
features can be combined as principal components in the
statistical dimensionality reduction technique [22]. PCA is a
mathematical process that defines the feature orientation based
on the advantage of the eigenvector. Where the x-dimension
feature space is converted into y-dimension, where y < x and
the y-dimension feature space is known as a principal
component. Then, the result of the covariance matrix is used to
calculate eigenvectors and eigenvalues. the eigenvector with
the highest eigenvalue is selected and this is the principal
component of the cervical cancer dataset because it determines
the important relationships between features the least important
data is ignored. Finally, the data is shrunk from a high
dimension to a lower one [11].

D. Validation (Cross Validation)

Cross validation (CV) technology refers to a resampling
procedure for a limited data sample that can be used for
validation and testing ML models. Cross-validation k-fold
technology splits the dataset randomly into k (number of folds)
identical parts. Then, one part is kept as validation data for
model testing, while the residual k-1 parts are utilized as
training data. The CV process is then repeated k times as
various folds are used each time as the test set. The average of
the k results from k-folds is then calculated to obtain a single
result [26], [11].

Stratified K-Fold is different from k-fold, and it helps in
dealing with an unbalanced set of data. First, stratified k-fold
shuffles the data once before splitting and keeps each row with
its label. Then, it splits data into k parts. The aim is to have the
percentage of samples for each class to be similarly distributed
across folds [17].

E. Evaluation Metrics

In biomedical data, the correct diagnosis of a cancer patient
becomes important for ensuring a person’s health, thus total
accuracy is not used alone to evaluate the model.
Consequently, several measurements, together with overall
accuracy, are used to compare different models for the
prediction of cervical cancer and to obtain explanations of
diagnosed conditions. In this section, each of these
measurements is reviewed.
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1) Confusion matrix: The confusion matrix is a technique
used for measuring performance in the form of a Table that
contains information about both actual and predicted classes,
as shown in Table I. If the proposed problem to be studied
consists of an n row, this would result in the size of the
confusion matrix being n*n, where the rows represent the
actual row and the columns represent the expected row. The
matrix describes actual and predicted values for two or more
classes [27].

e True Positive (TP) indicates the number of correctly
classified positive records.

e False Positive (FP) indicates the number of not correctly
classified negative samples as positive records.

e True Negative (TN) indicates the number of correctly
classified negative records.

e False Negative (FN) indicates the number of not
correctly classified positive samples as negative
records.

In the confusion matrix, a number of different metrics can
be accessed that constitute the essential criteria for measuring
model performance, including sensitivity (recall), specificity,
fl-score, positive predictive accuracy (PPA) and negative
predictive accuracy (NPA), together with overall accuracy.

Accuracy is a common metric, but it is inaccurate when
used to measure the performance of an unbalanced dataset. It is
the total number of correct predictions that have been achieved
over the number of total predictions [24]. It is calculated by
equation (2):

TP+ TN
TP+ TN+ FP+ FN

@

Sensitivity, also called the recall is the percentage of
positives that are correctly identified from all the positives [8].
It is calculated by equation (3):

Total Accuracy =

TP
TP+ FN (3)

Specificity is the proportion of negatives that are correctly
identified from all the negatives [8]. It is calculated by equation

(4):
Specificity =

Sensitivity =

TN
TN+ FP

4)

Precision, also known as Positive Predictive Accuracy
(PPA), is the percentage of positive results that are true
positive [11]. It is calculated by equation (5):

TP
TP+ FP (5)

Negative Predictive Accuracy (NPA) is the percentage of

negative results that are true negative [11]. It is calculated by
equation (6):

PPA =

TN
TN+ FN

NPA =

(6)

F1-score is a harmony metric of Precision and Sensitivity
on a single parameter and its range values are between 0 and 1,
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and it is better when it's closer to 1 [16]. It is calculated by
equation (7):
Precision*recall

Fl1=2+ (Precisio+recall) (7)

2) Receiver operating characteristic (ROC) curve and
area under curve (AUC): In clinical epidemiology, receiver
operating characteristic (ROC) analysis is used to ascertain the
accuracy of diagnostic medical tests that can distinguish
between two cases of patients: the "diseased" and "non-
diseased". It has received increasing attention in evaluating the
performance of machine learning algorithms. The ROC curve
depends on the idea of a separator scale, which results in
outcomes for patients and non-patients.

The ROC curve is a graphical plot, where the Y-axis
represents the (sensitivity) that given by equation (8), in
contrast to the X-axis, where the (1-specificity) is given by
equation (9). The closer the curve is to the upper and left
borders of the ROC area, the more accurate the test [28], as
shown in Fig. 2.

TPR = —2 8)
TP+ FN

FPR = —=% ©9)
TN+ FP

While the ROC curve is a perfect visual tool for
recognizing a classifier's performance, sometimes a numerical
value is needed for comparison purposes. The simplest way to
calculate the value of the ROC is to measure the area under
curve (AUC). The AUC is the percentage of a box's area under
the ROC curve, where its values range from 0 to 1. The
classifier's performance increases as the AUC value approaches
1 [24]. It is used to evaluate the performance of classifiers on
data with an unbalanced distribution because it is unbiased
against a minority class [29]. Also, the AUC of a classifier is
equal to the chance that the classifier will rank a positive
record as randomly chosen higher than a negative record [30].

TABLE I. THE CONFUSION MATRIX
Predicted Values
Positive (1) Negative (0)
g g Positive (1) TP FP
<3S Negative (0) FN TN

Strong performance

Weak performance

Random performance

True postive rale

Inverted performance

o 1
False positive rate

Fig. 2. The ROC Curve.
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IVV. DATA AND ANALYSIS

A. Cervical Cancer (Risk Factors) Dataset

Cervical cancer dataset used in this paper was provided
publicly by the University of California, Irvine (UCI) Machine
Learning Repository, which is a collection of datasets and data
generators that are employed by the ML community for the
empirical analysis of ML algorithms [31]. David Aha created
this archive and fellow graduate students at the university in
1987, as an FTP archive.

The dataset at the Hospital Universitario de Caracas in
Caracas, Venezuela was collected in 2017. It focuses on
predicting the diagnosis of cervical cancer for 858 cases, while
it contains 32 features that display demographic information,
habits and historical medical records for these patients as well
as four target variables—Hinselmann, Schiller, Cytology and
Biopsy—which constitute the main diagnostic methods for
cervical cancer [32].

These four target variables were used as classification
labels to classify the dataset by machine algorithms [33]. The
descriptions and types of the 32 features are shown in Table II.

TABLE II. DESCRIPTIONOF DATA ATTRIBUTES

No. Attribute Type
1 Age Int

2 Number of sexual partners Int

3 First sexual intercourse (age) Int

4 Number of pregnancies Int

5 Smokes Bool
6 Smokes (Years) Bool
7 Smokes (pack/Years) Bool
8 Hormonal Contraceptives Bool
9 Hormonal Contraceptives (Years) Int

10 IUD Bool
11 IUD (Years) Int

12 STDs Bool
13 STDs (number) Int

14 STDs: condylomatosis Bool
15 STDs: cervical condylomatosis Bool
16 STDs: vaginal condylomatosis Bool
17 STDs: vulvo-perineal condylomatosis Bool
18 STDs: syphilis Bool
19 STDs: pelvic inflammatory Bool
20 STDs: genital herpes Bool
21 STDs: molluscum contagiosum Bool
22 STDs: AIDS Bool
23 STDs: HIV Bool
24 STDs: Hepatitis B Bool
25 STDs: HPV Bool
26 STDs: Number of diagnosis Int

27 STDs: Time since first diagnosis Int

28 STDs: Time since last diagnosis Int

29 Dx: Cancer Bool
30 Dx:CIN Bool
31 Dx:HPV Bool
32 Dx Bool
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B. Cervical Cancer and Risk Factors Dataset Concerns

In this paper, a small cervical cancer and risk factors
dataset has been used with a heavy class imbalance. Fig. 3
shows the ratio of positive and negative results for cervical
cancer obtained through the main diagnostic methods that
represent the four target variables. The synthetic minority
oversampling (SMOTE) technique was used to solve the
imbalance problem. It is a statistical method that aims to
increase the number of records in a balanced way. This method
generates new cases in the dataset based on existing minority
cases provided as inputs. With SMOTE, majority instances
remain unchanged [34]. The use of repeated K-fold cross-
validation also plays an active role in the dataset with limited
observations [35]. Mitigating the problem of a small dataset is
one of the advantages of ensemble technologies. Ensemble
learning is an effective method that combines multiple learning
algorithms and classification models, which helps improve
overall prediction accuracy and reduces the possibility of
overfitting the training data [22].

Hinselmann Schiller
35 74
4.08% B.62%
823 784
95.9% 1.4%
M non Cancer
Citology Biopsy W Cancer

44
5.13% 5.41%

55
814 803
94.9% 93.6%

Fig. 3. Summary of the Percentage of the Four Target Variables in the
Cervical Cancer Dataset.

C. Data Pre-Processing

The extraction of valuable information and results depends
mainly on the quality of the data, while the medical data is
affected by some factors that affect its quality, such as missing
values, noisy data, inconsistencies, and outliers. Therefore, it is
necessary to process the data before starting the machine
learning process, where the data pre-processing is an essential
step for raising data efficiency. Data pre-processing includes
data preparation and dataset transformation that makes
knowledge discovery more effective [34]. In this paper, the
following steps were used to pre-process data:

1) Missing data: Missing data refer to the data values,
which are not stored for a variable or attribute in the dataset
[36]. Missing data pose a significant problem in the data
analysis process because it is very common for data to be lost,
especially in medical data [37]. Missing data is very critical
because most analytical methods cannot be applied to an
incomplete dataset as this greatly affects the quality of the
machine learning model. Therefore, missing values must be
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dealt with in calculating missing values with reasonable values
[38]. Some algorithms, such as scikit-learn methods assume
that all values are not missing and have a meaningful value
[39].

The cervical cancer dataset contains many blank values,
and this is due to some patients who did not answer some
questions because of their individual privacy [31]. There are
two approaches to handling missing data in the cervical cancer
dataset: ignore (remove) missing values or impute (fill)
missing values.

2) Ignore missing values: Ignoring some features
contributes to making data consistent due to the high
percentage of missing values in them. This approach is useful
because some features have missing values in the dataset, such
as the "Time since first diagnosis" and "Time since last
diagnosis”, where their missing values were greater than 80 %
of all data in these two attributes. Due to the difficulty in
filling in such a large proportion of missing values with
meaningful values and not finding any attribute dependencies
that can be used to derive values for the missing data, these
two attributes were excluded [11], [12], [16].

3) Impute missing values: Imputation methods is one of
the common methods in the field of missing data that fill
missing values with appropriate values [40]. There are many
features in cervical cancer dataset with the missing values less
than 20%. These missing values were recorded as "?" in the
dataset and imputed in one of the following two ways:

e Imputation using the mean values: This is the most
common of imputation techniques [41]. This method is
conducted by calculating the mean value of non-
missing data in a specific column and then the missing
values are replaced with this value in that column.

e Imputation using decision tree: In 1982, Kalton and
Kasprzyk were the first proposing the use of a decision
tree to handle lost data [42]. In this method, the sklearn
Iterative Imputer class was used with a decision tree
regressor for numerical data and a decision tree
classifier for categorical data. Instead of ignoring a
feature that has missing values, the decision tree
imputation was used to convert the lost value of that
feature to some calculated value. Thus, the decision tree
imputation predicts the imputation value based on other
values in the dataset. Where the feature that contains
missing values is used as a target, the remaining
attributes are used as training data. After fitting the
model, the missing values are identified as if they were
class labels [43], [44]. The advantages of this method
are it produces more accurate values and is available for
both categorical and numeric variables; however, it is
also more time-consuming [45].

4) Data transformation: In data transformation step, the
data is converted or consolidated so that the processing results
are more efficient, and it is easy to understand the existing
patterns. Then, the data becomes suitable for processing and
applying machine learning algorithms [23].
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Normalization is one of the data transformation strategies,
which refers to the process of scaling the values of features to
be within a small specified range or common range, such as
[0,1] or [-1,1]. There are many normalization methods, such as
Min-Max, decimal and Z-score normalization. Min-max
normalization was applied to this dataset.

5) Outliers: In a dataset, finding outliers is a challenging
and complicated process, especially for high-dimensional
datasets. The outlier refers to an observation or a subset of
observations that appear to be inconsistent with the rest of the
dataset, while the outlier detection refers to searching for
objects in the dataset that are not subject to the laws that are
valid for the main part of the remaining data [46].

In medical data, the leading causes of outliers are
malfunctions of medical devices, human errors, patient-specific
behaviors, natural change in the patient, medication intake,
food or alcohol, stress, and others [46]. In some cases, the
outlier value provides useful information because it may
indicate a rare disease and, therefore, outlier values are usually
treated by keeping, removing, or modifying them. In this paper,
outlier values were preserved because these values explain the
situation of people in society and their differences [47].

V. IMPLEMENTATION AND RESULTS

A. Implementation

As we mentioned previously in the research methodology
section, three main steps were used. The first step was
choosing and understanding the dataset. The second step was
pre-processing the original data for classification and handling
data imbalance. The last step involved feature selection and
building a model based on useful prediction classification (see
Fig. 4).

In the modelling stage, four predictive models were
implemented for each target variable to compare their results
and then to determine the best model based on its ability to
detect cervical cancer. These predictive models were
conducted using the Jupyter Notebook, which is an open-
source environment that allows editing and running of Python
3.3 programming language. There are several Python libraries
that have been used to build these models, such as Scikit-learn,
matplotlib, NumPy and pandas.

After data pre-processing, the feature reduction technique,
PCA with 11 principle components, was used to decrease the
number of features and processing time. Then, the dataset was
split into training and testing sets. Due to the unbalanced
dataset, SMOTE technology was applied to the training set to
achieve balance to the minority class highest accuracy and
avoid classification mislead.

The voting classifier was applied, which is one popular
ensemble method. The voting classifier combined the
prediction outputs of three classifiers: logistic regression,
random forest, and decision tree, as shown in Fig. 5, and
extremely predicted classes were selected as class variables of
test samples. Then, the stratified 10-fold cross-validation (CV)
method was used to prevent the overfitting problem and for the
validation and testing of data. Subsequently, the result of the
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model was assessed using different evaluation metrics, such as
accuracy, sensitivity, specificity, precision (PPA), NPA, fl1-
score and ROC_AUC.

For the four predictive models, the voting classifier was
applied to them all to focus on the impact of SMOTE and PCA
technologies on model performance and to compare them. The
first model was built without applying any of these two
technologies, the second model contained PCA only, the third
one contained SMOTE only and both techniques were applied
to the fourth model.

B. Evaluation and Results

The results of the four predictive models for each target
variable are discussed in the following sections.

1) Target variable: Hinselmann: With the Hinselmann
test, there were 823 benign and 35 malignant samples. The
voting model before SMOTE achieved a total accuracy of
95.69 %, while after using SMOTE it achieved an accuracy of
96.62 %. The accuracy increased after using SMOTE by 0.93
%, the sensitivity ratio increased from 50 % to 96.97 % and
the ROC_AUC metric rate increased from 64.17 % to 97.75
%, as shown in Table I1I.

SMOTE-voting-PCA works well with 11 principal
components. In this case, the negative predictive accuracy, and
the ROC_AUC scale already reached 99%. In comparison with
the voting before SMOTE, SMOTE-voting-PCA increased the
sensitivity and precision rates by 46.50 % and 30.99 %
respectively. Also, the overall accuracy of SMOTE-voting-
PCA was nearly 97%. Accordingly, SMOTE and PCA
methods can basically actualize the action of the voting
classifier.

Fig. 6 shows the superiority of the voting classifier
performance compared to the three classifiers—Ilogistic
regression, random forest, and decision tree—in the SMOTE-
Voting -PCA model of the Hinselmann target variable.
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TABLE Ill.  EVALUATION OF PREDICTIVE MODELS OF THE HINSELMANN
TARGET VARIABLE
Evaluation Before SMOTE After SMOTE
L\"e"'cs Votin Voting- SMOTE- | SMOTE-
% 9 PCA Voting Voting -PCA
Accuracy 95.69 95.93 96.62 96.73
Sensitivity 50.00 50.00 96.97 96.50
Specificity 100 100 97.69 97.69
PPA 48.00 48.00 77.00 78.99
NPA 95.92 95.92 98.53 98.77
F1-score 49.00 49.00 96.39 96.85
ROC_AUC 64.17 57.04 97.75 98.56
Hinselmann: The 3 ML Algorithms (using Train_Test_Split, PCA and SMOTE)
and Ensemble(Voting) after CV
10 F pe
‘E e 'J More accurate ﬂFEadt"”
2 | -
|
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02 e - Random Forest {area = 0.920)
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—— Chance level (area = 0.5)
00 02 04 06 08 10
False Positive Rate

Fig. 6. The ROC Curve for the SMOTE-Voting-PCA Model of the
Hinselmann Target Variable.

2) Target variable: Schiller: Concerning Schiller's test,
the voting classifier before SMOTE achieved an overall
accuracy of 90.09% with 74 patients and 784 non-patient
samples. After SMOTE, SMOTE-Voting achieved an
accuracy of 95.22 %, while the sensitivity increased by 39.87
%, PPA by 23.47 %, NPA by 5.46 % and ROC_AUC by
23.39 % in comparison to the voting model.

In voting-PCA with 11 principal components, the
sensitivity, NPA and fl-score decreased by 2.00%, 0.42% and
4.00%, respectively, in comparison with the voting model. In
contrast, the SMOTE-voting-PCA model for Schiller test with
11 components obtained the highest ratios in accuracy,
sensitivity, PPA, NPA and fl-score, as shown in Table IV.
Likewise, the ROC curve of SMOTE-voting-PCA in Fig. 7
shows that the model has the highest ROC_AUC in
comparison to other models.

TABLE IV.  EVALUATION OF PREDICTIVE MODELS OF THE SCHILLER
TARGET VARIABLE
Evaluation Before SMOTE After SMOTE
L\/Auetfics Voting Voting- SMOTE- | SMOTE-
PCA Voting Voting-PCA
Accuracy 90.09 90.33 95.22 98.49
Sensitivity 55.00 53.00 94.87 98.60
Specificity 96.94 98.60 97.19 98.98
PPA 61.00 62.00 84.47 95.16
NPA 92.23 91.81 97.69 99.49
F1-score 57.00 53.00 95.11 98.37
ROC_AUC 68.17 61.78 91.56 99.80
180|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

Schiller: The 3 ML Algorithms (using Train_Test_Split, PCA and SMOTE)
and Ensemble(Veting) after CV

True Positive Rate

Fig. 7. The ROC Curve for the SMOTE-Voting-PCA Model of the Schiller
Target Variable.

3) Target variable: Cytology: In the Cytology screening
test, the voting model before SMOTE achieved a total
accuracy of 94.29% with 44 malignant and 814 benign
samples. This is considered to be a better result than the voting
model after SMOTE, as the accuracy after SMOTE decreased
to 91.72%, but the sensitivity and ROC_AUC rate increased to
91.26% and 72.30%, respectively, in the SMOTE-voting
experiment.

In the SMOTE-voting-PCA model with 11 principal
components, the ratio of four measures increased—NPA, f1-
score, ROC_AUC and sensitivity—in comparison to the other
models, reaching 97.84 %, 93.35 %, 93.90 % and 93.12 %,
respectively, as shown in Table V. The remaining measures—
accuracy, specificity, and PPA—decreased by 1.98 %, 5.16 %
and 3.21%, respectively in comparison to the voting-PCA
model.

It can be concluded that, for the Cytology test, the SMOTE-
voting-PCA model obtained the highest ROC_AUC,
sensitivity, PPA and NPA ratios in comparison to the rest of
the models, as shown in Fig. 8.

4) Target variable: Biopsy: In a biopsy test, the accuracy
of the voting model without SMOTE reached 93.24 % with 55
malignant and 803 benign samples. Table V shows that the
performances of the voting and voting-PCA before SMOTE
models were somewhat similar in most evaluation metrics.

After SMOTE, when comparing the models SMOTE-
voting and SMOTE-voting-PCA, the accuracy, sensitivity,
PPA, NPA, and ROC_AUC increased in the SMOTE-voting-
PCA model by 2.22%, 1.99%, 6.6%, 0.89% and 4.64%,
respectively. Thus, according to the evaluation results in
Table VI and the ROC curves shown in Fig. 9, the SMOTE-
voting-PCA model with 11 principal components was able to
predict cervical cancer via a Biopsy test better than other
models. This clarifies the role of the two technologies in
raising the performance of the model, whether with a biopsy
test or with the previous three tests—Hinselmann, Schiller and

Cytology.
C. Discussion and Comparison

From the previous results, the voting method helped
increase the performance of the models in comparison to other
classifiers and to obtain a good accuracy in the classification of
cervical cancer data. However, the somewhat high accuracy
rate during the classification was offset by a low sensitivity
rate, ranging between 50% and 53%, in all previous
experiments of the four target tests. Where many patients were
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classified as non-patients that is incorrect and medically
unacceptable classification. This defect is due to the limited
and unbalanced dataset. Hence, the SMOTE algorithm was
used to solve this problem and create new samples
synthetically, thus increasing the data of cervical cancer
patients. After using SMOTE technology in the SMOTE-
voting model, accuracy, sensitivity and PPA ratios improved
by 0.93% to 5.13%, 39.26% to 46.97% and 2% to 29%,
respectively, for all target variables. PCA technology was also
used to reduce the features to 11 principal components, thereby
reducing computational processing time and increasing model
efficiency. Experiments showed that SMOTE and PCA
technologies have greatly helped classify cervical cancer data
correctly for all target variables.

The top 10 relevant risk factors of cervical cancer of these
target tests are the features 0 and 2 that indicate age and first
sexual intercourse according to Table Il, and these features
appear in the first three ranks for all target tests, while feature
8, which indicates hormonal contraceptives, appears in three of
the four tests. Fig. 10 shows the top 10 relevant risk factors for
the Biopsy target variable.

When comparing our results to the results of Wu and Zhou
[11] shown in Fig. 11, we found that the SMOTE-Voting-PCA
model outperforms the accuracy and specificity of the SVM-
PCA model in the Hinselmann and Cytology tests. In contrast,
our models of the Schiller target variable obtained better results
in four measures: accuracy, specificity, PPA and NPA. With
the Biopsy test, the accuracy, specificity, and PPA of our
model increased after SMOTE in comparison to the non-
SMOTE models proposed by Wu and Zhou [11].

TABLEV.  EVALUATION OF PREDICTIVE MODELS OF THE CYTOLOGY
TARGET VARIABLE

Evaluation Before SMOTE After SMOTE
Metrics . Voting- | SMOTE- | SMOTE-
% Voting PCA Voting ;/gtAng
Accuracy 94.29 94.87 91.72 92.89
Sensitivity 52.00 52.00 91.26 93.12
Specificity 99.14 99.75 95.21 94.59
PPA 59.00 73.00 61.00 69.79
NPA 95.05 95.08 96.27 97.84
F1-score 52.00 53.00 91.14 93.35
ROC_AUC 60.48 48.02 72.30 93.90

Citology: The 3 ML Algorithms (using Train_Test_Split, PCA and SMOTE)
and Ensemble(voting) after Cv
10
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Fig. 8. The ROC Curve for the SMOTE-Voting-PCA Model of the Cytology
Target Variable.
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TABLE VI.  EVALUATION OF PREDICTIVE MODELS OF THE BIOPSY TARGET
VARIABLE

Evaluation Before SMOTE After SMOTE

(’J\/f"e"ics Voting Voting- SMOTE- [ SMOTE-
PCA Voting Voting-PCA

Accuracy 93.24 93.36 95.22 97.44

Sensitivity 51.00 52.00 95.80 97.79

Specificity 99.25 99.50 96.64 98.01

PPA 59.00 64.00 83.01 89.61

NPA 93.76 93.78 98.10 98.99

F1-score 51.00 52.00 95.22 97.44

ROC_AUC 65.55 52.47 94.86 99.50

Biopsy: The 3 ML Algorithms {using Train_Test_Split, PCA and SMOTE)
and Ensemble{Voting) after CV
10

B

More accurate anea -~

-
L Less accurate area
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=% — Logistic Regression (sen = O %87)
Random Ferest [ares = 0.952]
- Decision Tree (area = 0.992)
- Ensemble{Vioting) aftes CV (area = 0.995)
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Fig. 9. The ROC Curve for the SMOTE-Voting-PCA Model of the Biopsy
Target Variable.

Feature importances for the target variable - Biopsy

020 |
;Lu'.u
wos
N B 1

R o 8 oz 1

Featuros

Fig. 10. The Importance of Features for the Biopsy Target Variable.

Il

Hinselmann

i

[
lgga I = -3

W

T | o

H

Schiller

e
08T 10Tt O
008 1A 008 g 00

Fig. 11. The Comparison of the Results of SMOTE And non-SMOTE Models
for the Four Target Variables.
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Fig. 12. Comparison of the ROC_AUC Measure for the Cytology and Biopsy
Target Variables.

In Fig. 12, ROC_AUC was compared between the models
we propose (SMOTE-Voting and SMOTE-Voting-PCA) and
the voting model proposed by Rayavarapu et al. [15]. This
comparison confirms the roles of SMOTE and PCA techniques
in raising model performance.

V1. CONCLUSIONS

An early detection procedure provides the best opportunity
for diagnosing cervical cancer at an early stage of the disease
when the treatment is more beneficial. Cervical cancer, if
detected early, is one of the most successfully treatable types of
cancer. The paper is focused on finding a model capable of
diagnosing cervical cancer with high accuracy and sensitivity
using machine learning algorithms, as well as on trying to find
a method for dealing with an unbalanced dataset, where the
imbalance problem reduces predictive efficiency and increases
misleading classification. In this paper, we combined the best
three classifications of machine learning algorithms to predict
cervical cancer and obtain the highest results using one of the
ensemble approaches, which is the voting method. Four
predictive models were created using the UCI cervical cancer
risk factors dataset for each of the targeted variables:
Hinselmann, Schiller, Cytology and Biopsy. The proposed
models introduce new built-in classifications, which collect
certain techniques, such as the SMOTE to increase the number
of minority cases to rebalance the dataset and the PCA
technique to reduce the dimensions that do not affect the
accuracy of the model. From the results obtained, the voting
method with SMOTE and PCA technologies helped classify
cervical cancer data correctly for all target variables and raise
the accuracy, sensitivity, and ROC_AUC of predictive models
to high rates as in the Schiller target variable, they reached to
98.49%, 98.60%, and 99.80%, respectively.

VII. FUTURE WORK

In our future work, the dataset used to detect cervical
cancer can be improved and the efficiency of future prediction
models can be increased by adding several essential attributes
that assist early detection of cervical cancer. Some information
could be collected and added to the dataset. For example,
whether the Pap smear was performed recently and whether an
HPV vaccination was given. This additional information can be
collected from patients and clinics so that the extensive dataset
will assist in building a better predictive model. Moreover,
adding several essential attributes will also improve the
prediction model for early detection of cervical cancer.
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Abstract—The reliance on science and technology by both
countries and corporate entities is increasingly evident as the
evolving trend of digitization not only pervades every facet of life
but also assumes a dominant role. Correspondingly, the
significance of producing competent computer science and
information technology (IT) graduates becomes highly
imperative. Already, in most developed and developing countries,
there has been an increasing demand for these competencies such
as network engineers, programmers, and other IT-related
specialists. Although these competencies are equally valuable,
programming skills constitute the core of the strength of every
other IT-related competence. Nevertheless, programming is
reported in the literature to be one of the most difficult courses to
students. Moreover, the level of performance in programming is
said to be significantly low with an attendant high rate of
students’ dropout. There is a concerted research effort toward
addressing the challenge of poor academic performance by
attempting to answer the question of what factors affect
academic performance in general. However, there is scanty
literature on the factors that affect the ability to understand the
concept of programming in specific. This paper, therefore,
reports a case study investigation of students’ perception of the
effect of cognitive factors as the determinant of success in
computer programming. The findings showed that performance
in introductory programming is impacted by a range of
interrelated cognitive factors including self-efficacy and the love
for technology.

Keywords—Cognitive factors;
self-efficacy

performance; programming;

I.  INTRODUCTION

Under-performance and a high dropout rate of
undergraduate students remains a major problem that
characterized higher education in South Africa [1], [2]. This
predicament has tremendous adverse implications on both the
private and public sectors of the economy because students are
the potential assets of the country’s economy as they transfer
skills from the Universities to the industry. The government
commits huge budgetary allocations annually through the
Department of Higher Education and Training as part of a
broad national strategy to improve the quality of life of South
Africans by supporting the post-school education and training
system.

Among others, science and technology disciplines record
the lowest performance and highest dropout rates. Within

South African Universities of Technologies as well as other
countries, this ugly trend of poor performance is very
pronounced among first-year students, especially in
introductory programming courses [3]. Moreover, under-
performance in programming has far-reaching implications.
For instance, it can undermine the capacity to meet the global
trend of a shift in skill demand in response to the advent of the
Fourth Industrial Revolution (4IR) [4], [5]. This revolution
hinges on digital technology as the pivot and driver of global
innovation because it ushers in a paradigm shift from the
hardware-centered to software-centered technology [5].

Whether for the student, researcher, or industrialist, the
transition to 4IR, promises unlimited prospects in the emergent
fields of Internet of Things, cloud computing, artificial
intelligence, machine learning, and big data analytics. From a
labour market perspective, these prospects present an ever-
growing global demand for the IT skills necessary to steer the
resultant digital economic, social, and other innovative systems
in both developed and developing countries [6], [7]. This
realization essentially emphasizes the indispensability of
computer programming skills in an increasingly IT-dominated
world. Therefore, it becomes highly imperative for universities
that offer IT courses to strengthen their capability to produce
graduates with sound programming skills.

Consequently, the need to address underperformance in
programming has gained wide research attention with much
emphasis on identifying the predictor factors [8], [9], [10].

However, with the global average success rates in
introductory programming courses estimated to be 67 percent
in [11], the need to investigate why several students find
introductory programming difficult [3] to understand remains
highly imperative.

In this study, therefore, the perception of students on the
effect of cognitive factors as a predictor of academic
performance in computer programming was investigated. The
study contributes toward enhancing curriculum development
for South African Universities of Technologies and providing
useful insights for crafting intervention programs to assist at-
risk students. The study used a case study of second-year
Information Technology students at a South African University
of Technology.
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The rest of the paper is structured as follows: the review of
relevant works in presented in Section Il and the cognitive
learning theory briefly explored briefly explored Section IlI.
The study’s methodology and case study description are
offered Sections IV while the findings are reported in
Section V. The paper in concluded in Section VI.

Il. LITERATURE REVIEW

With the emergence of Big data analytics and machine
learning tools, several models are being designed to predict
academic performance in diverse fields as reported in [12]-
[14]. Such models are grounded on the rationale that academic
performance is the resultant effect of certain determinable
variables or factors. As researchers seek to understand the
phenomenon of academic performance, these factors have been
the key focus of various investigations. Therefore, this review
is strucrured based on the categories of factors as reported in
the literature, namely, academic factors, cognitive factors, and
psychosocial factors.

A. Academic Factors

Factors such as previous academic achievement,
mathematical abilities, prior experience, and study skills have
widely alluded by many studies to have a strong correlation
with academic performance. In their work to rate predictor
factors, authors in [15] maintained that previous academic
achievement is a single best predictor of student success at the
university level. According to the authors, a student who
obtained good results in high school is likely to perform better
in the university. This finding is also supported in [16]. In a
similar effort reported in [17], students’ previous achievement
was found to best predict their academic performance when
combined with self-efficacy.

Another work in [18] narrowed the focus to investigate the
joint effect of prior programming background and self-efficacy
on undergraduate students’ success in programming. Based on
their findings, they concluded that prior programming does not
affect performance directly, but it increases one’s self-efficacy
for programming hence increase performance. In the same
vein, the relationship between mathematics and programming
was investigated in [19]. The study confirmed that students'
mathematics ability was strongly related to their programming
performance. Similarly, other studies such as using a mixed-
method approach, the work in [20], [21] all corroborate the
strong correlation between mathematics abilities and
performance in programming. Authors in [21] specifically
stated, “The data shows that if the mathematics subject result is
good, then the programming result is also good”.

B. Psychosocial Factors

There have been consistent reports in the literature that
psychosocial factors impact academic success. Psychosocial
factors such as students’ social integration, career orientation,
commitment to the study, social support, psychological health,
amongst others have been investigated. According to [22]
Tinto‘s theory indicate that a student tends to persist and
perform better if integrated well to the university. This claim is
also strongly supported by the findings reported in [23]. But
contrary to Tinto’s model, the work in [24] revealed that the
commitment of students to the university’s social activities
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results in poor performance. This may be true for courses like
programming which require a lot of time. Too much
involvement of students in the university social groups may
occupy the very time required for practice since computer
programming requires practice in and out of the classroom.
However, the authors further concluded that students who like
the course they study are often associated with clear objectives
and are likely to obtain good results.

C. Cognitive Factors

There is extensive research on potential effect cognitive
factors on academic success. The majority of these studies
focus more on first-year students. The reason for this is
because according to [25], the students tend to drop out of the
university during the first academic year or before the second
year of study as a result of poor academic achievement. Poor
performance or dropouts of students is a concern to the
academic institutions. Numerous studies have identified several
cognitive factors to influence academic achievement. These
factors include but not limited to mental models, self-efficacy
beliefs, motivation, and personality traits. However, self-
efficacy and motivation have been for a long time, indicated as
having a strong impact on the academic success of students.

Studies on self-efficacy have constantly asserted that
students with high self-efficacy are likely to achieve good
results at university than those with low self-efficacy. The
work in [26] noted that self- efficacy has been proven across
the literature as the strongest predictor of academic
performance. The author of the work in [27] is also convinced
that self- efficacy is a powerful predictor of academic
performance. According to the author, every action one could
take starts in the mind. Thus, “people’s beliefs in their efficacy
influence the type of anticipatory scenarios they construct and
rehearse”.

The work in [28] studied the effect of self-efficacy,
mathematics, self-concepts, perceived usefulness of
mathematics, and prior experience with mathematics on the
prediction of problem-solving. Their study revealed that
mathematics self-efficacy was the best predictor of problem-
solving. The work did not examine the joint effect of these
factors because the findings in [29] support the fact that self-
efficacy tends to increase for one with prior experience. A
study conducted in [30] examined the influence of combining
self-efficacy, mental model, and prior introductory
programming experience and it was discovered that self-
efficacy of a student with previous programming experience
tends to increase significantly throughout the programming
course in the first-year level.

I1l. COGNITIVISM AND COGNITIVE FACTORS

Cognitivism as a learning theory explains how mental
processes are influenced by both external and internal factors
to produce learning in an individual. The theory is centred on
the idea that learning occurs when individuals process
information they receive, rather than merely responding to
stimuli as illustrated in Fig. 1. That is, the individual takes in
the stimulus, processes it in their mind, and then acts upon the
stimulus, which alludes to the fact that in the cognitive learning
process, new knowledge is built upon prior knowledge.
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LEARNING

COGNITIVE
PROCESSES

Fig. 1. The Cognitive Learning Process.

The mental processes that leads to learning consist of
several elements of the individual which include attention,
observation, perception, reasoning, organizing, memory, and
forming generalizations. These elements or factors represent
those characteristics of a person that affect the way they learn
and perform [31].

Essentially, cognitive factors are intrinsic characteristics,
therefore, they cannot be measured qualitatively. However, as
learned in the literature, cognitive ability is associated with
some perceived behavioral attitudes also referred to as
cognitive predictors. Based on this understanding, the data for
this study was obtained by measuring students’ perceptions of
the cognitive predictors that influence performance in
introductory programming.

IV. CASE STUDY DESCRIPTION AND METHODOLOGY

This case study was structured in a manner that allows the
researches to explore the effect of cognitive factors on a total
of 20 selected second-year students. The study population was
then categorized into two subgroups based on the students’ first
and second semesters average performances in their first year.
Each subgroup was further partitioned into two equal focus
groups. To ensure confidentiality and avoid stigmatization, the
basis of the categorization was not disclosed and neither of the
two groups knew about the existence of the other. More
importantly, it was presumed that participants may not be
willing to give out honest information should they know that
the investigation equally involves some other students who
might know them.

The first subgroup consists of ten students who had an
average score of less than 50% in their first and second
semester year one introductory programming. The data was
officially obtained from the department of information and
communication technology by one of the researchers who
facilitates the course. Scores within that range depict a poor to
fair performance. This categorization condition was intended to
enable the us to evaluate the students’ perception on how
cognitive factors may relate to their performance. On the other
hand, the second subcase comprised of another ten students
whose average score is 50% or higher. Similarly, this score
range of identified students of good to excellent performance.

Because this study investigates a real-world problem, the
methodology is designed to ensure flexibility in the process of
gaining concrete and in-depth contextual knowledge through
two data collection tools — unstructured questionnaires and
focus group interviews. Qualitative data may be broader and
richer [32], but it may also suffer the deficit of being less
precise. Consequently, the strategies of data triangulation and
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prolonged involvement strategies to enhance precision and
strengthen the validity of the study as outlined by Robson and
other authors [33] were utilized in the study. Data triangulation
was achieved by using more than one tool to collect the same
data on different occasions, which gives the researchers
multiple perspectives towards the studied population thereby
providing a broader picture. Also, the study leveraged the
benefit of prolonged involvement. The long-term relationship
that already exists between the participants and researchers,
who are both lecturers in Information and Communication
Technology Department, enabled the investigators to
understand how participants interpret terms used in the study
and created an atmosphere of trust that ensured participants
spent more time providing data.

Ultimately, the first phase of data collection involved the
use of unstructured questionnaires to allow interviewees to
articulate their thought unrestricted. Then followed by
unstructured questionnaire with open-ended. The funnel
interview model was adopted. With this model, the objectives
of the interview were first presemted and the manner the data
from the interview would be used was explained. Next,
participants were asked open questions that then led to specific
questions around cognitive and cognitive performance factors.

To ensure quality and engaging interaction and ease note-
taking, the study population was partitioned into four focus
groups and interviewed each group separately for 15-30
minutes. By interviewing each interviewee more than once, the
researchers aim at gathering data that is both detailed and rich
in context. The patterns that emerged from these interviews
comprise the bulk of the data collected, transcribed, coded, and
then qualitatively analyzed.

V. DISCUSSION OF FINDINGS

From the data obtained, this study identified five cognitive
predictors that influence students’ performance in introductory
programming. This discussion of this study’s findings are,
therefore, presented based these factors.

A. Academic Association

This study revealed that most students believe that one's
ability to associate academically with other students has a
positive impact on academic achievements. The respondents
strongly believe in the power of peers assisting each other.
One respondent even went as far as starting, “I would not have
pass intro. Programming but not for the support I received from
my course mate who was very good in programming was my
greatest nightmare — | felt like dropping out”.

I can, therefore, be concluded that by helping one another
in the classroom and outside of it, students are more likely to
fully understand and remember the topics done in class,
especially, in the concept of programming which often knew to
most students. This is strongly supported by literature which
states that students learn better when they interact as peers. The
study conducted in [34] studied the impact of peers in
mastering mathematics. The study concluded that peer learning
facilitates the process of learning more effectively than a
normal classroom. The effectiveness of peer learning was
further lamented by the study conducted in [35]. Although the
study came to the same conclusion, but also put a lot of
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emphasis on the effect of the environment rather than the
association.

B. Cognitive Factors

Current literature widely alludes to the fact that self-belief
positively impacts students’ ability to execute tasks both in the
classroom and outside. This finding also applies in the context
of programming as this study equally supported this fact. Of
the 20 respondents, 90% of them believed so much in the
power of self-efficacy.

A study conducted in [28] found self-efficacy to be a
powerful driver towards the ability to perform introductory
programming. Studies in other fields equally corroborate this
finding. For example, the work in [36], on people working on
musical projects. The study concluded that employees with
better self-efficacy performed well in musical projects than
employees with low self-efficacy.

However, some respondents were of the view that self-
efficacy alone is not enough to master programming. Some
respondents thought that hard work should accompany self-
efficacy for success to be guaranteed. On the other hand, some
respondents viewed hard work as a product of self-efficacy.
The belief was that once someone has a high self -efficacy,
automatically they tend to be hard workers hence resulting in
better performance. Apart from the fact that all respondents
that performed extremely well in introductory programming
were found to demonstrate the attitude of self-believe, some
respondents noted that their performance only started to
improve when they started believing that they too can learn
programming.

Consequently, it can be infered that programming requires
a lot of dedicated effort in the form of regular practice and self-
efficacy is key to exercising such dedication. This also
submission agrees with the study in [37], which concludes that
self-efficacy is strongly correlated with hard work. According
to the authors, there is a strong relationship between the level
of self-efficacy and the effort that students.

C. Self-Drive to Work

The respondents frequently indicated that in the course
such as programming, students need to put more effort into his
or her work to get good results. They further alluded that
students who usually perform better are those who spend most
of their time working on solving programming problems in the
labs or on their personal computers. Some respondents pointed
to the laziness as an enemy of success in the computer
programming course. This denotes that students who are given
exercises in class and make little or no attempts are likely to
perform poorly in the assessment that follows thereon while
those who work hard are likely to do better. The study
conducted in [26] examining the potential factors affecting
student success is also in support of the view that the more
effort a student puts on his/her work, the higher the chances of
success in a programming course.

Hardworking was a commonly mentioned term by most of
the respondents. They believe that a programming course by
nature is practical. Thus, success requires one to be dedicated
and learn by doing. The study revealed three concepts that have
been used interchangeably by respondents, effort, hardworking,

Vol. 11, No. 7, 2020

time spent on programming activities as having a significant
influence on academic performance. These findings are in
agreement with those of [27] who also found effort and
hardworking to have a significant impact on academic
performance. This is even though their study was examining
these factors on the success in Mathematics. However, the
majority of studies have shown a strong relationship between
mathematics and computer programming due to their practical
and problem-solving nature. It is therefore it bodes well to
consider their argument about the findings of this study.

To improve student performance, the instructors must
ensure that all students in the programming class are
encouraged and monitored. Students should be monitored so
that they do all their given class exercises or tutorials before
given corrections as that will enforce everyone to practically
learn.

D. Motivation

Motivation has been indicated in the literature to have a
strong influence on academic performance and performance in
the workplace. This study also revealed similar results.
Motivation has been singled-out by almost all respondents as
the key factor influencing one’s academic performance.
However, some respondents noticed that motivation does not
directly influence academic performance. This is in line with
the study conducted in [27]. The respondents enlightened that
even the weak student if he or she is motivated is likely to
succeed in programming. This is because the motivated
individual has the drive to work hard and if one is motivated
tend to never give up instead work even harder when faced
with difficulties in the programming task. Even good students
tend to perform poorly as the motivation diminishes.

The findings in [28] concluded that a high sense of self-
efficacy tends motivating students to persevere. Furthermore,
the authors also concluded that the increased perseverance
results in the student putting more effort into programming.

The respondents also pointed out repeatedly that the reason
for most of the students to drop out of the introductory
programming course is when students fail the first few
assessments resulting in them being demotivated. Theories of
motivation support the view that performance decrease as the
motivation decreases and increases as motivation increases.

There are two types of motivation, intrinsic motivation, and
extrinsic motivation. This study further enlightened that
extrinsic motivation is variable, tends to change, in the case of
programming this type of motivation may change as
difficulties and challenges arise during the course. The
respondents also pointed out that self-motivation (intrinsic-
motivation) is better than extrinsic motivation. While, self-
motivated individuals who are also known as mastery-oriented
individuals, they also tend to put more effort when the results
are not in their favor.

E. The Love for Technology

Love of technology, and specifically, computer
programming was frequently mentioned by most respondents,
as influencing academic performance in computer
programming. Studies that examined the relationship between
computer game playing and success in programming advocate
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that students who like to play computer games are likely to
succeed in programming. In this study found that students who
love programming tend to be self-motivated and seek to
understand than just doing it for the sake of obtaining a
qualification. This type of students tends to be hard workers
and always seek to find more information than what has been
covered in the classroom. Such students spend time on
YouTube video tutorials and other online materials hence find
useful information on their own rather than in the classroom.
Some respondents further stated that IT was not their preferred
career path but decided to enroll for it because of desperation.
These students were found to have very low self-efficacy of
programming and put very little effort into their work. The
work in [29] and [30] strongly argues that students who are
doing courses that are not of their preferences tend to perform
poorly.

VI. CONCLUSION

Educationists and educational psychologists have, for a
long been investigating the factors that affect the performance
of students. This paper explored the perception of students on
the effect of cognitive factors on academic performance. The
study aimed at addressing the challenge of underperformance
in introductory programming course at a South African
University of Technology. The findings of the the study
showed that students strongly feel that cognitive factors have a
significant impact on their performance. Whereas most studies
seem to lay more emphasis on students’ academic history, this
study suggest that academic performance is influenced by a
wider range of other interconnected factors. These findings
have the potential to inform the design of a broad-based
curriculum that incorporate both social and psychological
components. Through such inclusions, performance inhibitors
that stem from psychosocial factors can be addressed.

However, this study has limitations which are
acknowledged as follows: geographically limiting the study to
one institution as well as focusing only on ICT students may
have effect in generalizing the results. Therefore, an
investigation of more varied populations of universities and
programs need to be conducted to improve the quality and
validity of the results. That due to the delineation of this study,
there was no comparative analysis with other similar methods.
However, such an analysis has the potential to trengthen the
possibility of generalization. Therefore, the future study from
this work will focus on using existing frameworks to compare
the methods adopted in this study to others in the current
literature.
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Abstract—Malware analysis is essentially used for the
identification of malware and its objectives. However, the present
era has seen the process of malware analysis being used for
enhancing security methods for different domains of technology.
This study has attempted to analyze the current situation and
status of malware analysis in web application security through
some objectives. These objectives helps the authors to analyze the
purpose, used methodology of malware analysis in web
application security previously as well as authors select and find
a prioritized technique of malware analysis through a hybrid
multi criteria decision making procedure called fuzzy-Analytical
Hierarchy Process. This fuzzy-AHP methodology helps the
authors to find and recommend a most prioritized malware
analysis techniques and type as well as suggest a ranking of
various malware analysis techniques that used in web application
security frequently for experts and developers use. Furthermore,
second section of paper forecast the attack statistics and
publication statistics of malwares and malware analysis in web
application security respectively for understanding the sensitivity
of topic and need of investigation. The proposed tactic intends to
be an effective reckoner for web developers and facilitate in
malware analysis for securing web applications. Additionally, the
study also forecast the publication and attack scenario of
malware and malware analysis for web application security that
gives a complimentary overview of domain.

Keywords—Malware analysis; web application; application
security; fuzzy-AHP; forecasting

I.  INTRODUCTION

Ever since the internet came into existence, its use has
become expansive and ubiquitous. According to a report of the
Internet World State in March 2019, “50.1% of the population
in Asia uses the internet, 16.4% of the population uses the
internet in Europe, 11.2% in Africa and 7.5% in North America
[1]”. These statistics show a marked involvement and effect of
internet on the life of people. Nevertheless, internet services
also have their defined set of threats and risks. Unfortunately,
there has been a massive increase in these threats in the recent
years. Data statistics from anti-virus companies and security
experts also show the rise of malware and cyber-attacks.
Malware is one of the biggest threats for current web
applications [2]. Easy accessibility of web is the biggest reason
behind the rise of malware attacks against the web. Though the
research domain in malware is increasing day by day, the
number of attacks and attack-technologies are also increasing
simultaneously.
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Moreover, contending with these emerging attack-
technologies has become a formidable challenge for the
researchers and investigators in the field of malware analysis.
Malware analysis is the process of determining the
functionality, origin and potential impact of a given malware
sample such as a virus, worm, Trojan horse, root kit, or
backdoor. Defense against malware attacks is malware
analysis. Malware analysis is the process of identifying,
investigating and measuring the objective, functionality, and
the harmful effects of any malware. Malware analysis is a
combination of static and dynamic analysis methods.
According to a testing lab survey, the success ratio of malware
analysis is 96.67% [3]. There are many methods like API
chaser, Sandboxing, Call graph method and others for
providing accurate malware analysis result.

The focus of this Investigation is to summarize and review
the previous research work that has been done on malware
analysis and find a link for securing web applications through
the malware analysis process. It is very important to analyze
and classify the previous work done on securing web
application through malware analysis properly for helping the
future researchers. To the best of our knowledge, very limited
work has been done on collating systematic literature reviews
in the context of securing web application through malware
analysis and other malware analysis related fields. This paper
gives an overview of the previous research work done in the
cited area and, further, it intends to help the researchers in
identifying the areas where investigations need to be done
more effectively for containing the harm done through
malware attacks.

For facilitating an exhaustive investigation, the authors of
this study have also classified malware attacks based on
different categories, which have been further segregated into
sub categories to explain the malware threats. Additionally, the
study also categorize and prioritize various malware analysis
methodologies through a scientific multi criteria decision
making approach (MCDM) called fuzzy-Analytical Hierarchy
Process (AHP). Fuzzy-AHP is a verified and effective
approach for ranking and prioritizing. The use of fuzzy-AHP
for ranking malware analysis methodologies can provide a
view and idea to experts and researchers. The results of ranking
experiment in proposed study will definitely beneficial for
future research endeavors and authors believes that results can
also be adopted by malware analysts in order to enhance the
malware analysis techniques.
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Furthermore, The proposed study is constructed as the
second section of study tells about the need of investigation
through previous and future forecasted statistics of attacks and
publications, then third section tells about the objective of
study and fourth and fifth sections defines various experiments
conducted by authors in order to achieve objectives. After that
in next sixth and seventh section of study authors discuss and
conclude the results and study, respectively.

I1. NEED OF INVESTIGATION

Web applications and their security is the foremost concern
in current digitalized world. Malwares are the most harmful
threat actors for web application and most used vector for
exploiting web applications. Authors of proposed study finds
that malwares are the most used and effective threat vector
against web application. Similarly, malware analysis is the
only path for identifying and mitigating malwares in early
stage according to various research and authors opinion. In
order to understand the scenario of malwares against web
application security authors find the previous cyber-attack
tends against we applications and then forecast the possible
growth for future years in malware attacks through a
forecasting tool called GMDH Shell DS [4].

Fig 1 discusses the previous and future statistics of malware
attack based on an online study [5-7]. The attack ratio shown
by the authors in Fig. 1 tells that the condition of malware
attacks is highly critical and the future statistics of attacks
(based on previous datasets) show that the situation is going to
be worst in the next 5 years.

After identifying the scenario of attacks and forecast it
authors try to understand the research scenario also for
analyzing the research ratio against the attack because the
attack situation clearly represent that there is need for a solid
and unified solution against malwares in web application
security. Due to this need it is important for authors to
understand the research condition of malware analysis in web
application security. For achieving this goal authors select only
quality databases and research articles that pose a contribution
in web application security as a malware analysis technique. In
order to analyze previous researches authors find following
counts and forecast these previous statistics for next five years
to understand the future scenario also.
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Fig. 2. Previous and Future Forecasted Statistics of Research Publications.

The ratio of previous and future forecasted data is not very
different and clearly represent that it is not sufficient for web
application security against malwares in the comparison of
attack trends that is discussed in Fig. 1. Authors strongly
believe that there is need for more research publications and
research endeavors. These statistics and forecasted ratio of
attacks and publications motivate authors to investigate the
malware analysis in web application security with some
universally adopted and effective objectives. In order to
understand the objectives authors discuss about them in next
section.

I1. INVESTIGATION OBJECTIVE

Every investigation has their objective. These objectives
are the goals that are achieved by investigator or a researcher
during the whole analysis process. In the context of this study,
authors have two main and significant objectives. These
objectives are described below:

Objective 1: Why and which malware analysis process is
used in previous research in order to secure web applications?

Motivation: Malware analysis is a process that is normally
used for identifying malwares or malicious activities after the
harm is done in system. But in current situation from some
previous year’s malware analysis techniques are used for
variety of works and security mechanism from different types
and attributes. Authors choose this objective just because there
is need to associate and summarize the whole previous scenario
of malware analysis as a security approach for web application
in one place.

Objective 2: Which approach plays a key role as an
effective technique of malware analysis that helps the future
researchers as a research topic or development idea?

Motivation: Authors aim is to provide a systematic
prioritization wise list of various malware analysis techniques
to effectively help the experts and researchers. A prioritization
method effectively contributes in malware analysis research.
Selection and prioritization of techniques can provide step wise
path to developers and experts in order to secure web
application.

Further, for achieving these two objectives authors
performed condition examination and ranking examinations
that are described and discussed in next sections.
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IV. CONDITION EXAMINATION

This type of examination is introduced by authors to
analyze and review the current situation of malware analysis in
web application security perspective. During this type of
examination authors identify the various aspects of malware
analysis in previous web application security research with
malware analysis. Various sub-assessments that are performed
by authors are written below:

A. Purpose Analysis

The main goal of this analysis is to identify the purpose of
use of malware analysis in web application security. This type
of analysis can provide some effective and crisp analyzed
information regarding malware analysis as well as its use.
These objectives or purposes will help the prospective
researchers and practitioners to find the purpose of malware
analysis and the need for malware analysis for web application
security. Malware analysis targets objectives like Cyber-
attacks, privacy harm and several others in previous research
initiatives. Additionally, in this type of analysis authors find
following objectives or purpose of malware analysis for web
application security.

Cyber Attacks: Recent experiences of web applications
services show that cyber-attacks are the foremost focus of
many research publications. Malwares are the primary and
mostly used source of any cyber-attacks. Malware analysis
approaches provide a path for experts and researchers to
provide a prevention mechanism for them. The model given by
GuozhuMeng [8], in May 2018, is probably the most accurate
approach for addressing this issue. In this model, the
combination of security analyst approach and web security
works properly for securing Android app market from harmful
malicious apps. There are other papers [9, 10] which also
discuss the challenges and threats of malware as cyber-attack.
These papers [9, 10] provide a deep need of malware analysis
by raising the malware issue as the biggest threat for web
applications.

Harm on Privacy: Privacy on the web applications is the
most pertinent issue for any user and is rated as the top priority
by all service users. Harm on privacy objective shows that
malwares are rapidly targeting web applications and the
biggest challenge for experts now is in privacy issues [11].

Network Security: Malware has emerged as a potent
weapon for the attackers and in today’s scenario, the attackers
use malware in almost every place for exploit. Aziz Mohaisen
has proposed a method of malware detection in a network by
using artifact behavior analysis [12]. This approach includes
static analysis automated tool technique for better results and
less consumption of time.

Enhancing Malware Analysis: Many researchers use
different types of methodologies and hybrid methods for
enhancing malware analysis procedures. lgocio Martin has
proposed a machine level approach for android signature-based
malware detection [13].

B. Technique Analysis

This section is an important part of investigation. In order
to analyze the used various techniques of malware analysis in

Vol. 11, No. 7, 2020

web application security authors conducted an in-depth
analysis of previous researches to gauge the analyzed solution.
The findings related to malware analysis methods have been
categorized into different parts by the authors. In the process of
assimilating the findings from the publications, authors found
two classic malware analysis methods; i.e. Behavior-based
Analysis and Signature-based Analysis. These methods are
used by the experts and researchers for facilitating malware
analysis methodology in their paper. Table Il shows the
approaches that have been discussed as follows:

Behavior-based Identification: Behavior-based malware
analysis is the most used methodology by previous researchers.
In the process of behavior-based analysis of malware the tool
or technique analyze and examine the behavior of commands,
code work-flow and network traffic, etc. [14-18]. This type of
methodology is effectively used in current era of malware
analysis. Behavior-based analysis techniques that are used in
web application security through previous researchers are
described following:

Machine Level Approaches: In this part, the authors found
papers discussing the same approaches with different methods
for their different objectives. A Mohaisen talks about antivirus
malware identification methods with the help of machine level
method for better results [19]. There are many other papers [20,
21, 22] related to machine level approaches for identification,
classification, and analysis of malware. Table 1l combines the
approaches with the application of research papers.

Sandboxing (API Chaser): In this part, the authors have
included the papers that discuss the dynamic methodology of
analysis.  Sandboxing is a tool-based identification
methodology that analyzes the API calls of a particular
program. Yuhi Kawakoya proposed a method of sandboxing
technique to analyze malicious application [23]. The taint
coding methods have also been used for identifying malicious
code sliding in API calls. The method is an effective approach
for identification of malware. There are many other papers, at
present, that discuss the sandboxing approach in different ways
for performing malware analysis [24, 25].

Network Traffic Analysis: In this sub-section, the authors
have discussed about several research papers based on network
traffic analysis method for identifying malware artifacts.
Network traffic is a collection of incoming and outgoing
connections which help an examiner to collect footprints and
essence of malware. XiaolinGuiet et al. has proposed a model
XcodeGhost [26]. According to Gui, the model can find the
ratio of infection devices and categorize the characteristics of
malicious application traffic for analysis purpose.

Signature-based ldentification: Authors of this study
found that less number of studies and researchers are using or
adopting signature-based malware analysis into the comparison
of behavior-based analysis or identification. Signature-based
analysis of malwares is the process of identifying malicious
attributes from comparing previously identified and stored
attribute or file [14]. But on the other hand, as per the Table 11,
it is also evident that signature-based analysis of malwares are
adopted as well as used for achieving every objective in
previous research initiatives. This study has analyzed the
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previously used main techniques for
identification under the following headings.

signature-based

Artifact Ordering: In this part, the authors included those
papers which discussed the static analysis approaches based on
artifact analysis. Aziz Mohaisen proposed a paper discussing
network traffic analysis based on artifact ordering [12]. An
author of one research study has also proposed a model for
analysis with the help of autosomal and n-gram feature
extractor. There are many other papers that have discussed the
static analysis approaches and artifact analysis features [27].

Virus scan/Comparing previously identified malicious
signatures: In this sub-section, the authors have discussed
about different signature-based approach papers that have been
used by previous researchers for better malware analysis
process [28]. The signature-based method is a static analysis
approach for analyzing malware. Cristian Adrian Martinez et
al. have discussed the signature based mechanism of malware
detection in cloud environment [29]. Cristian proposed a model
UCLAVS that has some predefined set of protocols based on
previous malware signatures and actions. The model efficiently
collects the malicious activity information and with the help of
IDS (Intrusion Detection System) notifies about the harmful
activity.

Portable Executable file analysis: PE file analysis is a
process of analyzing executable files for the possibility of
malicious attribute in it. It is a signature-based identification
process that compares the PE header with previous malware
signatures for identifying the malicious attributes of file.

Reverse Engineering: Reverse engineering is a type of
method that is use as a last option by many malware
examiners. It is a process where examiner chose the software
engineering approach called reverse engineering for
disassemble the code and analyze the whole code | reverse
order node by node for deep and exact identification of
malicious activity. Reverse engineering is a lengthy but
effective process for malware identification with static analysis
attributes. Extracting malicious activity of code or application
from low level of language analysis and examination is most
effective quality of reverse engineering that makes it an
effective approach. Further, authors also find that reverse
engineering is not a part of classical malware analysis
methodology it is added after the hybrid malware analysis
approach came into existence in modern malware analysis
methodology.

V. RANKING EXAMINATION

Ranking examination is a process that is adopted by authors
to select and find an effective and prioritized malware analysis
technique list with a most prioritized malware analysis
approach for developers and experts. Previously, authors
discuss about various malware analysis techniques that are
effective and useful additionally, in order to construct a
hierarchy of malware analysis techniques authors examine the
malware analysis process and find that before discussing the
techniques of malware analysis there is a classification of
malware analysis types that is one of the most significant and
effective part of malware analysis process [30]. Further, it is
important to discuss about these types before constructing a

Vol. 11, No. 7, 2020

tree like structure of malware analysis techniques. Descriptive
descriptions of various types of malware analysis are:

The authors have categorized and calculated the overall
percentage of three basic types of malware analysis for better
and easy understanding. This type of categorization will help
the readers to easily comprehend the trend and functionality of
the malware analysis research related to web applications. This
categorization also provides an overall percentage
classification of basic malware analysis types. Fig. 3 describes
the percent ratio of a malware analysis types through the
previous research initiatives.

Static Analysis: Static analysis is the most useful
identification mechanism for malware and manual static
analysis of a malicious code (If possible) is the first approach
that a researcher takes in any kind of malware identification. In
the process of classification, the authors found that 30% of the
papers are based on static analysis approaches. For example, a
method of Application Security Triage (MAST) helps in
malware selection by statistical analysis approach [31-35]. The
authors of this SLR also found similar static analysis studies
that proposed a better research environment.

Dynamic Analysis: In this sub-section, the authors have
included research publications that have discussed the dynamic
malware identification approach and detection methodology
for web applications or can be useful for web applications.
Dynamic approach of analysis is automated computerized
technique for analyzing malware. At the categorizing period,
the authors found that 34% of the papers talked about dynamic
analysis approach [36-40]. Moreover, many dynamic analysis
papers that are available discuss about the vulnerabilities of
dynamic mechanism. For example, Katsunari Yoshioka et al.
have discussed the vulnerability of public sandboxing analysis
system in [41-45]. Katsunari has discussed that public
sandboxing system enables remote host service for updating
and alteration in analysis during the examination from the
company’s end but this service can cause high risk. K.Y.
provides a solution for this kind of vulnerability by dynamic IP
addressing.

Hybrid Analysis: During the classification of basic malware
analysis approaches, the authors found quite a few papers that
discussed about the combination of static and dynamic
analysis. In fact after gauging several publications, it was
obvious that Hybrid analysis was the most accepted analysis
technique for several researchers [42-45]. The share ratio of
publication is 36 % for hybrid analysis in types of malware
analysis approaches. The hybrid analysis includes hardware
and software combination also, like Das S et al. delivers
hardware for malware detection online [46]. Das proposed an
embedded system by combining the processor and FPGA. The
aim of hardware is to capture the behavior of malware and
detect it online.

Furthermore, now after discussing the types of malware
analysis approaches authors construct the hierarchy of various
types and techniques of malware analysis by summarizing and
associating all the techniques under one roof. Authors develop
a hierarchical figure of malware analysis techniques and types
that is described in Fig. 4.
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Hybrid Analysis

Dynamici\nal\;sis ~
Static Analysis -

Fig. 3. Percentage Contribution of Various Types of Malware Analysis
Types According to Current Trend.

Fig. 4 represents the whole malware analysis types and
techniques that are used for securing web applications. Authors
apply a multi criteria decision making (MCDM) approach
called fuzzy- Analytical Hierarchy Process (AHP) for
evaluating the priority and finding the most prioritized
approach and type of malware analysis [46-52]. Fuzzy-AHP is
methodology that is pre-verified and authors has expertise in
fuzzy-based various MCDM approaches through their previous
experience [53-56]. Fuzzy-AHP methodology works on
triangular fuzzy numbers and provides some crisp and effective
outcomes [57-61]. Authors strongly believe that fuzzy-AHP is
the most promising and effective technique for assessing the
priority of malware analysis techniques and types.

Vol. 11, No. 7, 2020

A. Numerical Assessment

Numerical assessment of malware analysis types and
techniques from fuzzy-AHP methodology is associated with
the inputs of 70 experts from industry and academic that is
taken by authors for evaluation process. Further, after
collection of suggestions authors apply the fuzzy-AHP
technique on layered Fig. 2 and find the following pair wise
comparison matrix that is defined in Tables | to IV [62-66].
Now after, successful construction of pair wise comparison
matrix of every layer and malware type and technique authors
apply defuzzification of calculated weights in pair wise
comparison matrix through adopted fuzzy-AHP methodology
[67-71]. Table V to Table X shows the defuzzification of local
weights and their associated dependent weight. Final ranking
of sub-factors are displayed in Table X.

Above Table X represents the calculated weights and their
associated ranking of various malware analysis techniques and
types that are described in Fig. 2. The result discussed in
Table X clearly describes that hybrid analysis and its second
layered attribute dynamic + static analysis (combined) has
most priority and rank in all the malware analysis techniques.
Similarly, the Table X represents the various ranking list of
malware analysis techniques that can be utilized and adopted
by developers and researchers for producing effective and
useful malware analysis techniques and approaches that
enhance the web application security more frequently.

Malware Analysis
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Static Analysis Dynamic Analysis Hybrid Analysis
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1 1 1
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Fig. 4. Hierarchy of Malware Analysis.
TABLE I. COMPARISON MATRIX FOR LEVEL 1 OF FIGURE 4

Static Analysis (R1)

Dynamic Analysis (R2) Hybrid Analysis (R3)

Static Analysis (R1) 1.00000, 1.00000, 1.00000

0.40670, 0.54970, 0.78760 0.49560, 0.70290, 0.93300

Dynamic Analysis (R2) -

1.00000, 1.00000, 1.00000 0.79120, 0.88310, 1.02040

Hybrid Analysis (R3) - - 1.00000, 1.00000, 1.00000
TABLE Il COMPARISON MATRIX FOR LEVEL 2 FOR R1 OF FIGURE 4
. Memory/OS artifact . . Dissemble code analysis
Virus Scan (R11) analysis (R12) PE file analysis (R13) (R14)
Virus Scan (R11) 188888 1.00000, gggggg 0.89940, 838388 0.67100, 0.38360, 0.54830, 0.83440
Memory/OS artifact analysis (R12) - 18%88 1.00000, (1)57;3%8 1.23760, 0.27700, 0.38540, 0.63400
PE file analysis (R13) - - 188888 1.00000, 0.59660, 0.70930, 0.90950
Dissemble code analysis (R14) - - - 1.00000, 1.00000, 1.00000
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TABLE Il

Vol. 11, No. 7, 2020

COMPARISON MATRIX FOR LEVEL 2 FOR R2 OF FIGURE 4

API call Analysis (R21)

Machine level Analysis (R22)

Network Traffic Analysis (R23)

API call Analysis (R21)

1.00000, 1.00000, 1.00000

0.55060, 0.58810, 0.66470

0.22550, 0.27620, 0.35740

Machine level Analysis (R22)

1.00000, 1.00000, 1.00000

0.68980, 0.88600, 1.10020

Network Traffic Analysis (R23)

1.00000, 1.00000, 1.00000

TABLE IV.

COMPARISON MATRIX FOR LEVEL 2 FOR R3 OF FIGURE 4

Reverse Engineering (R31)

Dynamic + Static Analysis (R32)

Reverse Engineering (R31)

1.00000, 1.00000, 1.00000

0.30510, 0.38920, 0.56090

Dynamic + Static Analysis (R32)

1.00000, 1.00000, 1.00000

TABLE V.  COMBINED MATRIX FOR LEVEL 1 OF FIGURE 4
Static Analysis (R1) Dynamic Analysis (R2) Hybrid Analysis (R3) Weights
Static Analysis (R1) 1.00000 0.57340 0.70860 0.241684
Dynamic Analysis (R2) 1.74400 1.00000 0.89450 0.378445
Hybrid Analysis (R3) 1.41120 1.11790 1.00000 0.379871
C.R.=0.00580878
TABLE VI.  COMBINED MATRIX FOR LEVEL 2 FOR R1 OF FIGURE 4
. Memory/OS artifact PE file analysis Dissemble code .
Virus Scan (R11) analysis (R12) (R13) analysis (R14) Weights
Virus Scan (R11) 1.00000 0.93230 0.66470 0.57870 0.184502
Memory/OS artifact analysis (R12) | 1.07260 1.00000 1.26420 0.42050 0.211198
PE file analysis (R13) 1.50440 0.79100 1.00000 0.73040 0.233061
Dissemble code analysis (R14) 1.72800 2.37810 1.36910 1.00000 0.371239
CR=0.0237475
TABLE VII. COMBINED MATRIX FOR LEVEL 2 FOR R2 OF FIGURE 4
API call Analysis (R21) Machine level Analysis (R22) Network Traffic Analysis (R23) Weights
API call Analysis (R21) 1.00000 0.59790 0.28390 0.168952
Machine level Analysis (R22) 1.67250 1.00000 0.89050 0.348472
Network Traffic Analysis (R23) 3.52240 1.12300 1.00000 0.482576
C.R.=0.0220487
TABLE VIIl. COMBINED MATRIX FOR LEVEL 2 FOR R3 OF FIGURE 4
Reverse Engineering (R31) Dynamic + Static Analysis (R32) Weights
Reverse Engineering (R31) 1.00000 0.41110 0.291333
Dynamic + Static Analysis (R32) 2.43250 1.00000 0.708667
C.R.=0.000000
TABLE IX.  CALCULATED FINAL WEIGHTS
Main Local Weights Sub Local Weights Dependent Weights
R11 0.184502 0.044591
R12 0.211198 0.051043
R1 0.241684
R13 0.233061 0.056327
R14 0.371239 0.089723
R21 0.168952 0.063939
R2 0.378445 R22 0.348472 0.131877
R23 0.482576 0.182629
R31 0.291333 0.110669
R3 0.379871
R32 0.708667 0.269202
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TABLE X.  OVERALL WEIGHTS AND PRIORITIES
Sub- Regions Weightages Percentages Overall Ranks
R11 0.04459 4.45% 9
R12 0.05104 5.10% 8
R13 0.05633 5.63% 7
R14 0.08972 8.97% 5
R21 0.06394 6.37% 6
R22 0.13188 13.18% 3
R23 0.18263 18.26% 2
R31 0.11067 11.06% 4
R32 0.26920 26.92% 1

VI. DISCUSSION AND LIMITATION

This section is totally dedicated for assessing the objectives
of the investigation that leads the authors to conduct the
examination of previous research from various point of views.

A. Assessment of Objective 1

Objective 1 of authors is totally dedicated to find and
summarize the current status of malware analysis techniques in
web application security based on why and how they are. In
order to find and achieve the objective 1 author conduct the
purpose analysis and technique analysis to find why and how
the malware analysis approaches are applied in web application
security previously. These analysis sections clearly represent
the status and used techniques associated with their objectives
or purpose in web application security. Following Table XI
represents the techniques and the associated purpose of
malware analysis use in web application security for presenting
a systematic view on the situation of malware analysis
techniques and its purpose of use in web application security.

After evaluating the situation of malware analysis as a
security approach for web applications authors find some
following attributes and challenges of malware analysis types
and techniques.

Security will remain a strong focus for malware analysis:
Malware analysis for web security is the main topic of this
SLR. As per the findings of the authors, statistics and data
show that research trends are focusing on the security aspect of
the web, Android and other relevant areas of computer. For
example, Brandon Amos et al. has proposed a technique by
combining machine learning and dynamic analysis approach
for better detection of malware online[47, 72-74].

Minimum number of related articles and research
endeavors: The authors found that there is no SLR on malware
analysis for securing the web application, though there were
many other surveys that discussed other related domains like-
the static analysis, dynamic analysis of malware and malware
detection survey and others. One of the examples in this
context is that of Rami Sihwail et al. The study provides a brief
discussion on current malware analysis techniques [48],
classification of malware in the current situation and also
provides literature about different kinds of malware detection
methods. There are some other related papers present in the
study [49, 50, 75].

The need for Controlling Malware attacks: After studying
all the relevant publications and articles, it is evident that the
malware attacks are the biggest threat to web security and there
is an imminent need of a good malware analysis procedure that
can reduce the threat of malware attacks in web applications.

B. Assessment of Objective 2

Second objective of authors is to select and suggest a
prioritized malware analysis technique for future use and
development in web application security. Additionally, for
achieving this goal authors adopt the methodology fuzzy-AHP
for evaluating the priority of various malware analysis
techniques and types that are identified by authors through
their first objective. A prioritization approach is performed by
ranking examination section in the paper. Further, after a
successful implementation of ranking examination authors find
the following result:

Hybrid Approach produce better result: After an intensive
analysis of the papers, the authors found that a hybrid approach
of malware analysis mechanism is a key for better results in
web application security. Many researchers are focusing on the
hybrid malware analysis technique in their research endeavors.
The hybrid approach opens the door for researchers to use
static and dynamic methods at the same time as a combination.
This combination increases the possibility of malware
detection as well as decreases the threat ratio for web
applications. One of the relevant examples in this context is
that of Shahid Alam et al.’s study that proposed a framework
for metamorphic analysis mechanism for real-time detection of
malware [52]. Metamorphic malware analysis is based on
binary code analysis, a part of dynamic analysis that uses a
static approach in the identification of old malware.

In simple words the framework uses a combination of
dynamic and static malware analysis in a unique way for
producing effective malware detection. The authors of this
study have also extracted some other papers [76, 77, 51, 53, 27,
8, 15] that have delivered hybrid approaches for better results.
Moreover for providing more convincing discussion on this
topic, the authors of this study have comparatively analyzed all
three malware analysis approaches. Table Il illustrates the
comparative study. The results of comparative study clearly
portray that dynamic and static malware detection have
shortcomings in their own environment. However, a hybrid
approach overcomes those lacunae by providing extremely
effective detection ratios.
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For example, sometimes it is crucial to run the malicious
file without understanding the malware class and its behavior
during the run stage [30]. During this period of analysis, the
hybrid approach provides a static detection of malware class
from its static analysis and at the same time malware analyst
prepares the analysis environment according to the result of
static analysis for further dynamic analysis. Such an approach

Vol. 11, No. 7, 2020

facilitates a secure and accurate success ratio in malware
analysis process.

Further to help and motivate the analyzed outcome of
investigation authors performed and present a comparative
study of static, dynamic and hybrid malware analysis
techniques based on some standards that are defined by [30] in
Table XII.

TABLE XI.  APPROACHES THAT HELP THE OBJECTIVE
Approach Attack | Harm of Privacy | Network based Security Enhancing Malware Analysis
Machine level v v v
Behavior-based Sandboxing (API Chaser) 4 4 4
Analysis 9
Network Traffic Analysis v v v v
Signature-based Artifact Ordering v
Analysis Virus Scan v v v v
Portable Executable file analysis v v v
Reverse Engineering 4 4 v v
TABLE XIl. COMPARATIVE STUDY OF MALWARE ANALYSIS TECHNIQUES
Analysis Condition (Mode) of malware | Consumed time in Effect of anti-malware analysis tools Extracted information

Techniques/Parameters

at the time of analysis

analysis process

& techniques

from analysis process

Static Analysis

At Rest Mode

Usually less through
static analysis tools.

Normally anti-detection techniques can
easily bypass or hide their malicious
attribute from static analysis.

Very less and low in
impact.

Dynamic Analysis

At Running mode

Usually more time
consumed due to
activated or running
motion of malware.

Normally need more advance anti-
detection tool or technique to bypass the
dynamic analysis because of its running
motion nature.

Highly informative and
extract useful information.

Hybrid Analysis

Both (At rest and run mode)

More time taking into
the comparison of
static analysis and
dynamic analysis.

It is most challenging and critical task
for anti-detection tools and techniques to
bypass or tackle the hybrid analysis due
to its hybrid (Static detection + Dynamic

Provide a perfect blend of
useful information
associated with risk factors
and its approximate impact.

detection) nature.

VI1.CONCLUSION AND FUTURE WORK

Research on malware analysis for web security is rapidly
maturing. This research endeavor specifically focuses on the
current status or situation of malware analysis in web
application security and tries to suggest a malware analysis
technique and priority ranking of various malware analysis
techniques that helps in web application security through
fuzzy-AHP method. The investigation itself has several defined
and categorized procedures for tabulating the situation of
malware analysis based on previous research endeavors. As per
the results discussed in the above sections, the following
possible directions for future work can be envisioned:-

First: A good and effective malware analysis procedure has
to be employed for controlling malware attacks and losses of
enterprises. Malware analysis is the only way for
understanding malware and their respective objectives.
However, there is a gap between malware and malware
analysis procedures. There is no systematic framework
available for malware analysis and for securing web
applications specifically.

Second: The outcome of the research work done on
malware, as of now, is not effective and practical. Practically

possible implementations are needed for malware analysis field
in securing web application. There is a huge gap between
malware analysis approaches and web application security that
needs to be filled.

Third: The authors also found that the old web application
security mechanisms are not totally updated in regular mode in
many organizations. A validated process for securing web
application through malware analysis is strictly required from
the perspective of security. A deep analysis between different
malware analyses approaches are recommended for producing
an effective work flow for web application security by the
authors.

Fourth: The proposed research review only provides a
critical view on current malware analysis mechanisms that are
used and adopted by web application security practitioners.
Finding various defense mechanisms and integrating defense
scenario with current mechanism trends is the research
possibility for future initiatives. Our SLR has cited several
studies on defense strategies like access control mechanisms,
encryption and cryptography, etc. which could be a premise for
further research investigations.
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This study conclusively asserts the situation and suggestion

malware analysis to ensure optimum web application

security. The research Endeavour tries to fill the gap between
malware analysis approach and web applications by providing
a snap of its status and suggest a path through a scientific
verified methodology. The authors reiterate that a systematic
malware analysis framework in web application security
perspective can enhance the security mechanism of web
applications and reduce the attack rates of the malwares.
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Abstract—Security is one of the main concerns with regard to
the Internet of Things (10T) networks. Since most 10T devices are
restricted in resource and power consumption, it is not easy to
implement robust security mechanisms. There are different
methods to secure network communications; however, they are
not applicable to 10T devices. In addition, most authentication
methods use certificates in which signing and verifying
certificates need more computation and power. The main
objective of this paper is to propose a lightweight authentication
and encryption mechanism for loT constrained devices. This
mechanism uses ECDHE-PSK which is the Transport Layer
Security (TLS) authentication algorithm over Message Queuing
Telemetry Transport (MQTT) Protocol. This authentication
algorithm provides a Perfect Forward Secrecy (PFS) feature that
makes an improvement in security. It is the first time that this
TLS authentication algorithm is implemented and evaluated over
the MQTT protocol for loT devices. To evaluate resource
consumption of the proposed security mechanism, it was
compared with the default security mechanism of the MQTT
protocol and the ECDHE-ECDSA that is a certificate-based
authentication algorithm. They were evaluated in terms of CPU
utilization, execution time, bandwidth, and power consumption.
The results show that the proposed security mechanism
outperforms the ECDHE-ECDSA in all tests.

Keywords—Internet of Things (1oT); MQTT; Pre-Shared Keys
(PSK); elliptic curve cryptography; Diffie-Hellman Ephemeral
(DHE); Digital Signature Algorithm (DSA); Perfect Forward
Secrecy (PFS); authentication; power consumption; wireless
Sensors

I.  INTRODUCTION

The Internet of Things (loT) has been developed
significantly and is moving towards maturity. It can be viewed
as “a global network which provides the communication
between human-to-human, human-to-things, and things-to-
things by making a unique identity for each object” [1].
Multiple objects which include embedded sensors, wireless
communication, processors, can be linked together to make the
network of 10T. The Internet of Things is a mixture of two
terms. The first term is the Internet, which connects billions of
users, devices, personal systems, and even business
organizations. The second term is Thing, which refers to
intelligent objects [2].

There are many different environments [3] where loT
objects interact automatically with their surroundings and the
Internet automatically and independently, as a result, a lot of
security and privacy concerns have arisen. 10T devices have
become crucial to many enterprises and even cities and

preserving exchanged data becomes most important. Also,
objects in 10T networks are seriously resource-constrained with
limited computational ability, memory, and power, so it is very
difficult to implement heavy operations on them which are
required by ciphering algorithms. They need a lightweight
security mechanism with low resource consumption.
Traditional authentication and encryption methods have a huge
overhead on loT devices. Therefore, this study focuses on the
evaluation of a lightweight security mechanism that secures
communication in loT networks as well as reduces resource
consumption of 10T limited devices.

Based on these requirements in loT networks, a
communication stack is needed to provide a low-power, secure,
and lightweight protocol. 10T communication stack includes
different types of protocols [4] [5], this paper was tried to
improve the security of the MQTT application layer protocol
since it built on top of TCP protocol, has low power usage and
lightweight overhead than other 10T protocols [6]. In addition,
because 10T networks depend on TPC/IP, in this study,
Transport Layer Security (TLS) [7] is selected which is the
reliable protocol and supports most of the security cipher
suites. Then the TLS evaluated over MQTT protocol when
using the ECDHE-PSK authentication algorithm. The results
are then compared with the ECDHE- ECDSA and also with the
default security mechanism of the MQTT protocol.

The rest of the paper is categorized as follows: Section 1l
reviews previous works related to 10T security also an
overview of the MQTT protocol. Section 111 provides details of
the proposed security mechanism. Section IV describes
performance evaluation and discussion on the results. Lastly,
Section V concludes the paper and offers a suggestion for
future work.

Il. RELATED WORK

A. Message Queuing Telemetry Transport (MQTT) Protocol

MQTT is an open protocol, standardized by OASIS and
became an ISO standard (ISO/IEC 20922:2016) [8]. This
protocol is being adopted widely and used extensively by most
big companies such as Amazon and Facebook to exchange data
between resource-constrained devices. MQTT supports
publish/subscribe architecture [9] over TCP [10] protocol. It
has two components that are the client as a publisher or
subscriber and the broker. The publisher publishes messages
and the client subscribes to certain topics that are relevant to
them and by that, receives every message published under
those topics. Each message has a topic and clients can

202|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

subscribe to several topics. These topics categorized in a
hierarchical system [11] similar to file paths in a computer; e.g.
“home/living room/air condition/status”.

MQTT has a low overhead, meaning that it sends a very
small amount of extra data and the actual content of the
message. The MQTT header is incredibly small (only 2 bytes)
[12] in comparison with other protocols like HTTP or CoAP
[13].

Among different loT protocols the Quality of Service
(QoS) [14] features of MQTT make it unique which guaranteed
delivery of messages and assurance of data distribution
between two parties.

MQTT has default security features [15], For instance, for
authenticating purposes, MQTT offers a simple authentication
method via username and password for connecting a client to
the broker. Authentication options are sent in plaintext without
any encryption. Therefore, developers can implement their own
security mechanisms on the network and transport layer.
Security can also be provided at lower layers. For instance,
MQTT wuses TLS on the Transport layer to protect
communication between parties.

B. The Transport Layer Security (TLS) and its cipher suits

TLS protocol [16] is a widely used secure-channel protocol
that allows secure end-to-end communication between two
devices. It utilizes cryptography for data protection and device
authenticity. This protocol contains two main protocols: the
TLS handshake protocol and the TLS record protocol. The
handshake protocol allows the client and server to authenticate
each other and to negotiate an encryption algorithm, MAC
algorithms, and session keys for data encryption in the TLS
record [17]. The TLS Record Protocol secures the connection
after the TLS Handshake Protocol established using symmetric
cryptography such as RC4 or AES [18] and hash functions like
SHA-1 [19]. The operation is determined by the cipher suite
which applied and its name represents the involved algorithms.
For example, the TLS-ECDHE-ECDSA-CHACHA20-
POLY1305-SHA256 cipher suite uses ECDHE as the key-
exchange algorithm, ECDSA as the authentication algorithm,
CHACHA20-POLY1305 as the stream cipher, and SHA256 as
the hash algorithm to preserve message integrity of the
handshake process.

There are some alternatives for securing end-to-end
communications in networks with resource-constrained
devices. For instance, using a protocol like Datagram TLS
(DTLS) [20] was suggested in the past. It was developed to
secure UDP-based protocols such as CoAP. It was originally
developed to protect web application communication and its
executions have heavy overhead [21] in loT networks. Further,
DTLS implementation is complex since it works on top of the
UDP protocol. Since DTLS using UDP as a transport protocol,
it cannot ensure reliability as much as TLS can, although it
employs a “sequence number” field for verification.
Furthermore, DTLS is not resistant against Denial of Service
(DoS) attacks [22]. As a result, the use of (TLS) is becoming
compulsory for most of the communications since it provides a
better security level.
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C. Elliptic Curve Diffie Hellman Ephemeral (ECDHE) Key
exchange algorithm

ECDHE is an algorithm used for key exchange which lets
two entities to make a shared secret. In fact, it is an adaption of
the Diffie-Hellman (DH) [23] key exchange protocol that
employs elliptic curve cryptography to minimize the key length
and improve performance. Elliptic curves are used widely in
various key exchange methods which include the DH key
agreement. ECC [24] provides a security level similar to RSA
but with smaller key sizes [25] that result in fast calculations
and less power consumption for 0T devices.

In the ECDHE algorithm, each party must generate a key
pair (include a public key and a private key). Public keys are
Ephemeral therefore a unique session key made for each
session and provide the Perfect Forward Secrecy (PFS) [26]
feature. This feature guarantees that the session keys will not
be compromised by making a unique session key for each
session. Previous key exchange algorithms like RSA [27] and
ECDH [28] cannot provide the (PFS) feature because of their
static public keys. There are some papers that compared RSA
and ECDH-based cryptography together. According to
measurement results in [29], the overall execution time of
TLS-ECDH is faster than TLS-RSA. In [30] the power
consumption and performance of RSA, DH, and ECDH key
exchange algorithms are compared and the results showed the
ECDH algorithm is better than others. Although ECDH
outperforms RSA and DH algorithms, it cannot provide
forward secrecy feature that is possible by using ECDHE
algorithm.

D. Elliptic Curve Digital Signature Algorithm (ECDSA)
Authentication algorithm

The U.S. National Institute of Standards and Technology
(NIST) developed the Digital Signature Algorithm (DSA) [31]
for use in their Digital Signature Standard (DSS) in 1991. In a
Digital Signature, the signer's Private Key is used to sign, and
the signatory's Public Key is used to verify the signature by the
recipient. The ECDSA [32] is an elliptic curve variant of the
DSA algorithm that produces cryptographically digital
signatures by using the Elliptic curve. This algorithm applies
(160/256 bits) which is much smaller rather than (1024/2048
bits) in DSA and RSA [33]. In [34] they considered ECDSA
performance compared with RSA and concluded how
employing various ECC curves and also RSA key siz