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Editorial Preface
G tho Ttk of Wnaging Gl

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the infernational scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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A Novel Traffic Shaping Algorithm for SDN-Sliced
Networks using a New WFQ Technique

Ronak Al-Haddad", Dr. Erika Sanchez Velazquez?, Dr. Arooj Fatima®, Adrian Winckles*
Computing and Technology Department
Anglia Ruskin University, Cambridge
United Kingdom

Abstract—Managing traditional networks comes with number
of challenges due to their limitations, in particular, because there
is no central control. Software-Defined Networking (SDN) is a
relatively new idea in networking, which enables networks to be
centrally controlled or programmed using software applications.
Novel traffic shaping (TS) algorithms are proposed for the
implementation of a Quality of Service (QoS) bandwidth
management technique to optimise performance and solve
network congestion problems. Specifically, two algorithms,
namely “Packet tagging, Queueing and Forwarding to Queues”
and “Allocating Bandwidth”, are proposed for implementing a
Weighted Fair Queuing (WFQ) technique, as a new methodology
in an SDN-sliced testbed to reduce congestion and facilitate a
smooth traffic flow. This methodology aimed at improving QoS
that does two things simultaneously, first, making traffic conform
to an individual rate using WFQ to make the appropriate queue
for each packet. Second, the methodology is combined with
buffer management, which decides whether to put the packet into
the queue according to the proposed algorithm defined for this
purpose. In this way, the latency and congestion remain in check,
thus meeting the requirements of real-time services. The
Differentiated Service (DiffServ) protocol is used to define classes
in order to make network traffic patterns more sensitive to the
video, audio and data traffic classes, by specifying precedence for
each traffic type. SDN networks are controlled by floodlight
controller(s) and FlowVisor, the slicing controller, which
characterise the behaviour of such networks. Then, the network
topology is modelled and simulated via the Mininet Testbed
emulator platform. To achieve the highest level of accuracy, The
SPSS statistical package Analysis of Variance (ANOVA) is used
to analyse particular traffic measures, namely throughput, delay
and jitter as separate performance indices, all of which
contribute to QoS. The results show that the TS algorithms do,
indeed, permit more advanced allocation of bandwidth, and that
they reduce critical delays compared to the standard FIFO
queueing in SDN.

Keywords—Network congestion; SDN; slicing; QoS; queueing;
OpenFlow (OF); Weighted Fair Queuing (WFQ); SPSS Analysis of
Variance (ANOVA)

I.  INTRODUCTION

Traditional computer networks are implemented using
various hardware devices, including switches, routers, and
different middleboxes that implement several complex
algorithms and protocols [1]. Middleboxes are networking
devices that can alter network traffic for purposes other than
packet forwarding. Typically, network administrators need to
configure network policies to deal with different situations.

Often, the administrators need to accomplish their goals using
limited essential resources, while ensuring that the devices
have sufficient flexibility to address inconsistent conditions.
They need to configure devices individually often using low-
level commands, which can lead to a high error rate. Because
of the complexity of traditional networks, network
maintenance, reconfiguring and reorienting processes continue
to be problematic. Moreover, traditional networking
components do not have the dynamic characteristics for
addressing the various types of packets or their different
content. As noted by [2], this results owing to the rigidity of
the routing protocols that do not allow for any adaptability.
This results in significant restrictions for the traditional
network operations that cannot be easily reprogrammed or re-
tasked [3].

Software-Defined Network (SDN) technology [4] has
emerged as an effective way for programming networking
devices as well as providing higher scalability by
distinguishing the control plane from the data forwarding
plane. The new separation concept means that the control
plane can reside outside the networking device and can be
developed from one or multiple controllers, where their
number can be defined by the user to establish the network
size. Furthermore, this separation would allow for them to
treat network protocols and services as software. The data
plane aims to receive information and requests from the
control plane and implement them in the hardware as needed

(5] [6].

In this paper, a new model for SDN networks is proposed
that introduces two Traffic Shaping (TS) algorithms. The main
purpose of the proposed model is to provide good quality of
service (QoS). To achieve this purpose, we introduce a new
system, to handle network traffic aimed at improving the
network throughput, reducing end-to-end delay and dealing
with traffic issues, such as bottlenecks and congestion. We
present statistical results to show the accuracy of the proposed
system.

The rest of this paper describes the proposed system and
demonstrates its effectiveness. Initially, Section Il discusses
related work and then, Section Il presents the proposed
methodologies and TS algorithms. Section 1V provides
analysis and results. Finally, the conclusion is presented in
Section V along with suggested avenues for future work.

1|Page
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1. RELATED WORK

A. Quality of Service (QoS) in SDN

Ensuring QoS has been a persistent issue in traditional
networks due to their limitations. This can lead to additional
operational expenses as well as the risk of degraded network
performance, consequently providing unreliable quality to the
end-users [7]. Commercial systems, such as Cisco [8], provide
adequate overall QoS, i.e. taking all different types of traffic
into account and implementing higher priority for specific
traffic flows. However, there are still scalability and
congestion issues in these systems. There have been numerous
research studies proposing different congestion-management
methods, e.g. Priority Queueing (PQ), Custom Queuing (CQ),
Weighted Fair Queueing (WFQ), and Class-Based Weighted
Fair Queueing (CBWFQ) [9] [10]. In theory, most of these
methods can manage the delivery of packets when there is the
need for more bandwidth than a link can handle. But in
practice, they need re-evaluation and validation within the
new expanded network systems, such as SDN. It is possible
for SDN to address various network QoS issues by providing
complete network visibility to collect and analyse flows of
traffic so as to ensure that networking devices are
programmable.

QoS in basic switching systems is increasingly being
investigated and one method to ensure a high level is to utilise
advanced queuing algorithms. Regarding which, First In First
Out (FIFO) standard queueing in traditional and SDN
networks is limited. The limitations of FIFO affect the QoS
when there is more than one type of traffic involved. SDN
systems (control planes and data planes) are independent of
FIFO, managing the FIFO queueing between the controllers
and the switches via the communications protocol OpenFlow
(OF). The general behaviour of the FIFO algorithm in the
SDN framework is derived from the limited queueing property
in FIFO (outbound) [11]. The first packet to enter is the first to
leave. In other words, there is no prioritisation of traffic and
hence, no attention is paid to the Quality of Service (QoS)
aims and criteria. FIFO is an ordinary queuing algorithm that
has been widely adopted and used by researchers in order to
evaluate network characteristics or behaviour of SDN and
QoS frameworks. Accordingly, it has been used to establish
the baseline condition for quantitative performance in this
research so as to compare it with our proposed TS algorithms
in terms of performance.

B. Analysis of Approaches to Network Performance in
Software-Defined Networks

QoS illustrates the network's ability to deliver improved
services to selected traffic across a range of IP, LAN and
WAN technologies. There are several factors involved in
network performance measurement rules that affect QosS, i.e.
bandwidth, network congestion, latency (delay), packet delay
variation (PDV) / jitter, and error rate. Researchers have
analysed the protocols available for traditional networks and
suggested new solutions to support a broad range of
applications, including voice, video and file transfers. Their
solutions involve combining traditional protocols with the
latest technologies, such as, virtualisation, SDN's latest

Vol. 12, No. 1, 2021

paradigms and slicing mechanisms. Below is the summary of
the most relevant works.

The authors in [12] propose a system for monitoring
gueues at each link through SDN. Their system extends the
Floodlight controller, which uses OpenFlow as a southbound
protocol. The proposed system is also built into the network
controller, which allows the QoS and other traffic
monitoring/engineering applications to access and use device
reports to manage traffic. The bandwidth of the available
gueue is monitored using network switch polling queue
statistics. The difference between two transmitted byte
readings is determined by using a queue bandwidth over the
time frame. The limitation in their study is the lack of
extensive bandwidth management evaluation.

In [13], CORONET is introduced, which is a device that
evaluates network congestion and is extremely fast in
responding to errors. Due to the VLAN components attached
to its local switches, it is very suitable for large and extensive
networks. The benefit of CORONET is that it can rebound
with a minimum downtime. It is also compatible with dynamic
networks, which can be changed. It uses multi-path routine
strategies, if necessary and can be combined with virtually any
form of network topology. CORONET is characterised by a
set of modules designed to map routes, traffic control,
exploration of topology, and to find the best (fastest) packet
path. One of the key elements in CORONET modules is the
use of VLANS, for this is an efficient means of standardising
packet movement that does not over-complicate processes.
They also help monitor the volume of flow controls and
promote the maintenance of a completely adaptable and
scalable system.

Another approach, as proposed by [14], involves deriving
a model of queue delay from network parameters, i.e. queue
buffer size, queue bandwidth, number of flows, and the tested
mini-net propagation delay. Approximate queue time is
ascertained from the model and used to monitor the delay of
end-to-end traffic. Their study shows that a flow may be
shifted into a separate queue when an upper delay limit
reaches a specific delay level. The most interesting part of this
work is the end-to-end delay control application, which helps
to retain control by monitoring the parameters used in the
model and switches flows to a suitable queue, when needed.
Injecting sample packets earlier when no traffic occurs, will
estimate the propagation delay on a network connection. The
authors believe that the delay in a queue is the primary
explanation for the latency of the network, since packet
processing is negligible, and propagation is constant.

OpenNetMon [15] is a POX OpenFlow controller module
that helps to monitor per-flow throughput, packet loss and
delay metrics. It enables fine-grained traffic engineering for
reducing overhead and improve throughput: The tool tracks
statistics from the ingress-and-go to measure the byte number
transmitted during the flow. Other research by [16] proposes
monitoring methods for SDN controllers using the OpenFlow
protocol. Their method involves collecting statistics and
calculating the throughput of the traffic, with the key goals
being to cut total costs and increase accuracy. They measure
the current transmission rate of each link by counting bytes
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that move through the link over time. These determined values
are used by the monitoring module to manage loads when a
new connection is made. When connection usage reaches
80%, a different path is selected instead of the shortest one, to
prevent packet loss [16, 17]. A survey on managing QoS in
SDN Networks [17] involved reviewing various methods to
monitor and manage QoS. The authors concluded that there is
a lack of extensive analysis on the network performance
parameters, including delay, throughput and jitter, particularly
when dealing with variety of network applications, such as
video, audio, and data, in one testbed framework.

During the SDN era, DiffServ protocol has been tested by
several scientists within various contexts. For instance,
authors in [18] used queue-based classification strategies to
provide QoS support for floodlight-controlled SDN networks.
They used DifServ DSCP and common queuing techniques in
Open vSwitch to approach topology management and
software-defined QoS. The authors identified various groups
of services (e.g. Expedited Forwarding and Best Effort) along
with rate-limiting paths. They introduced a QoS module inside
a floodlight controller, which covers packet matching,
classification, and flow operations, such as input and deletion.
This module allows just two types of policies, i.e. Queuing
Policy and a ToS/DSCP Policy. The other main part of the
architecture is the QoSPath application, which allows the
addition of both policies using a “circuitpusher” based
application. The authors hold that to measure QoS metrics,
their work requires extensive assessment and evaluation.

I11. PROPOSED METHODOLOGIES AND ITS ALGORITHMS

We propose a new model as a bandwidth management
technique aimed a improving Quality of Service (QoS). The
model utilises the FIFO queuing technique as the baseline
condition. We introduce two new Traffic Shaping algorithms
called Algorithm I and Algorithm I1.

A. FIFO Model Implementation

Fig. 1 presents the proposed system, which utilises an
SDN FIFO queuing model. A Mininet Testbed emulator was
used to control the virtual environment represented by the
virtual machine with virtual switches using Floodlight and
FlowVisor controllers (to control slices) as well as OpenFlow
(OF) switches, which is characteristic behaviour of SDN [19].
As shown in Fig. 1, the input flows from each host (H1, H2,
H3) are aggregated after each packet is transmitted through
the switch (S1). This switch is configured specifically to
decide the packet routing towards the switches S2, S3 and S5
in predefined paths in the custom topology. The different flow
types (represented as X1, X2, X3) are queued as a result of the
aggregation and propagation functions of the traffic flows
through the proposed SDN model. S1 and S4 function as
pipeline-based switches, while S2, S3 and S5 serve as
forwarding plane-based OpenFlow protocol specifications. S1
performs the routing management as an ingress bound
interface to decide what to do with the arriving packets by
looking up in the flow table the information needed to
determine the routing path, which it then sends to the
outbound interface (S4) passing through S2, S3 and S5. In this
model, the FIFO algorithm can be configured in two ways to
set the queue length, i.e. by choosing between (i) “Packet
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FIFO”, which is based on the number of packets or (ii) “Byte
FIFO”, which is based on the number of bytes in the FIFO
scheduler. To implement the FIFO algorithm in a sliced-
template SDN, “Byte FIFO” is adopted as the FIFO scheduler,
since it is less complex and compatible with the slice
configuration [20]. FIFO describes the conditions used in this
evaluation study, where the output traffic flows are converted
into capacity units (bytes) and stored in a FIFO Queue (FQ)
with a capacity of k bytes. It defines various capacities for
output channels for three different test scenarios. The servers
process the queued data at a rate of 40, 70 and 100 (b/s) as the
limiting speed of the outbound interface. In the experimental
system used for the study, the flow (Y) leaving the queueing
system can be divided into m output traffic flows, based on the
testing scripts created for this purpose, to allow for
configuring the proportion of traffic to be forwarded to every
single output. Flow separation is computed according to (a)
the designed slicing mechanism in the SDN system, (b) the
measured magnitude of every input flow and (c) the output
configuration. Finally, the queueing modules store traces of
the traffic flows, measured at every single input and output in
the database, with time granularity. The data is stored
separately for different types of files, i.e. video, audio and
data.

The performance of the network is continuously monitored
for analysis purposes using the D-ITG tool [21]. The
differentiated service code point protocol (DiffServ) (DSCP)
[22] has been used to assign classes to each queue within the
slices. It also provides soft and dynamic QoS guarantees by
the use of queueing, which enables the routers to classify
packets. The packets are classified using the Differentiated
Services Code Point (DSCP), which assigns the value of the
best-effort to the packet headers.

Three flows (i.e. video, audio, and data) are directed to
switch S4, where they compete for the maximum resources
available in the bottleneck link between this switch and the
hosts, due to the limited queueing under FIFO. Video, which
requires the highest channel capacity (bandwidth), will suffer
most degradation over the long term, although exceptions are
seen where it has arrived first. So, control over the switches
(S2, S3, S5) is manipulated to ensure that the principles of
limited FIFO queueing are followed. The simulation was run
for different timescale parameters across the defined stress test
conditions 1, 5 and 15 minutes for 10 replicates each. The
mean results for 10 trials in each combination of design
variables were pre-extracted for each of the three performance
measures: throughput, delay, and jitter.
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Fig. 1. The Data Plane for the FIFO Queueing SDN Model.
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B. Traffic Shaping Algorithms based the New WFQ Model

A novel Traffic Shaping (TS) algorithm is proposed to
tackle the single queueing limitation in the FIFO algorithm,
which is aimed at solving congestion problems, and providing
multimedia applications a reasonable QoS level using WFQ
disciplines in an SDN-sliced context, especially when large
flows fill the buffer quickly and cause packet dropping in
other flows. We developed the experimental system for the TS
algorithm using multiple weighted queues as demonstrated in
Algorithm 1 below. The proposed algorithm performs packet
tagging, queueing and forwarding.

Algorithm 1: Packet Tagging and Forwarding

Input:
P: packets received from the hosts
Bandwidth: maximum bandwidth for the queue

Output:
SP: sorted list of packets
EF_q: list of EF packets
AF_q: list of AF packets
BE_q: list of BE packets

while P £ @
for each packet pi in P do

SP—weight:=0

SP—port:=0

Ip—getPacketInfo(pi)

SP—ID = Ip—ID

if Ip—type == video then

SP—weight = 46
SP—port = 9999
SP—tag = video
SP—device = S3
SP—length = Ip—length
add_to_queue (pi, EF_q)
sort_queue (EF_g, DSC)

else if Ip—type == audio then
SP—weight = 18
SP—port = 8888
SP—tag = audio
SP—device = S5
SP—length = Ip—length
add_to_queue (pi, AF_q)
sort_queue (AF_g, DSC)

else

SP—weight = 0
SP—port = 1111
SP—tag = data
SP—device = S2
SP—length = Ip—length
add_to_queue (pi, BE_q)
sort_queue (BE_g, DSC)

end if
store_in_DB(SP)
forward_packet(SP, Bandwidth)
end for
end while

The model utilises Algorithm 1 to create three different
queues, each with a specific weight assigned to it, such that
delay-sensitive classes of traffic are taken into consideration.
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In order to provide high QoS, the TS algorithm enforces an
assignment of weights to each flow and queues the resources
using WFQ techniques. It defines three queues for each type
of traffic, i.e. AF (Assured Forwarding), EF (Expedite
forwarding) and BE (Best Effort). BE is given weight=0, EF is
given a weight=46 and AF is given a weight=18. The
customised model topology uses five switches, as shown in
Fig. 2.

i Floodlight
Controller
Audio Slice Other=Data

Flow Slice flow

Video Slice|
Flow

FlowVisor

= Open vSwitch _
(4 1\ - . /—;—»H
o
)

Fig. 2. Traffic-Shaping Algorithm: Template Design Linking the Data and
Control Planes.

Fig. 2 represents the specific setup of the SDN system
implemented for this study. Below is description of the
various modules built into the model.

Topology Links: The links in the three different colours
are intended to show the three flows that have been previously
configured. The figure shows the different packets arriving
from different ports to the switch (S1), which will handle the
flow rule actions and hence, the flow statistics to match the
packets.

Matching: The matching and routing process is based on
the port numbers. Port 9999 is set up for video flow, whilst
port 8888 is used for audio and the data flow is listed on port
1111. Each host (H1, H2, H5) in the network edge works as a
client, sending a mixture of flow packets of video, audio and
data. The packets arrive at the switch (S1), where these are
forwarded by the class selector [23], according to Per-Hop-
Behaviour (PHB).

Buffer and Access Permission: The arriving packet is
buffered and the packet header is checked each time against
the rules in the flow table for matching purposes. The access
permission for each slice in the flow space is assigned based
on the permission number (7-bitmask value) between
FlowVisor and the switches, whilst the bitmasked-set is used
to select metadata updates [24]. The individual permissions
are READ, WRITE, AND DELEGATE (2+4+1=7,
respectively). Based upon the configurations between the
switches and controllers, these permissions allow the
controllers to read, write and delegate slices in the flow space.

Forwarding: Packet forwarding can be done according to
these rules for the slices that belong to the flow. If it does not
match, the packet will either be dropped or it will be sent to
the Floodlight controller for processing, according to the flow
rules. The Floodlight controller will send the packet to the
switch. The action for the scenario will be stored in the flow
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table to be used again. The stored actions in the flow table are
used for similar packets in the future without needing to pass
the packet to the Floodlight controller for a decision [25].

Routing: The switch S1 decides the routing, depending
upon the predefined routing paths for the port number for each
arriving flow, and this is based on their OpenFlow
specification. Data flows between S1-S2-S4 as the routing
path, while the video flow is assigned between S1-S3-S4, and
finally, the audio flow between S1-S5-S4.

Queueing: To implement minimal queue management, a
minimum buffering rate is defined for each queue. In switch
S4 three queues for each output interface between S4 and the
three hosts H3, H4 and H6 are configured. Algorithm 2
proposes implementation of a WFQ variant that is used on the
three slices, with weights configured proportional to the
allocated bandwidth for each slice. EF traffic receives higher
bit weight by giving the highest bandwidth allocation to video
and then, AF receives the second highest bit weight, with the
BE flow being allocated the lowest Hence, the scheme works
according to a ratio principle, the ratio of 20
Mega/2Mega/200Kilo bytes being used for a 40Mbps link
capacity. Similarly, for 70Mbps the ratio is 45 Mega /4.5
Mega  /450Kilo,  while  for ~ 100Mbps, it s
50Mega/5Mega/500Kilo.

Algorithm 2: Allocate Bandwidth

Input:
QT: queue type
Bandwidth: maximum bandwidth for the queue

Output:
Allocated_bandwidth: bandwidth in Bs (bits)

if Bandwidth == 40 then
if QT == video then
Allocated_bandwidth = 20000000
else if QT == audio then
Allocated_bandwidth = 2000000
else if QT == data then
Allocated_bandwidth = 200

end if

else if Bandwidth == 70 then
if QT == video then
Allocated_bandwidth = 45000000
else if QT == audio then
Allocated_bandwidth = 4500000
else if QT == data then
Allocated_bandwidth = 450000
end if

else if QT == video then
Allocated_bandwidth = 50000000
else if QT == audio then
Allocated_bandwidth = 5000000
else if QT == data then
Allocated_bandwidth = 500000
end if

end if

return Allocated_bandwidth
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The objective of TS algorithms (1 and 2) is to measure the
delay for a video slice (EF flow) without specifying any
particular priority scheme. In other words, the EF flow will
experience less delay than AF and BE, with the queuing delay
being distributed, while the bandwidth allocation remains
fixed. This scheme works as a conservation (sparing) scheme,
whereby the AF flow can use the remaining bandwidth that is
left from the EF flow, as long as the traffic is within the
maximum capacity of the link. One of the technical
contributions of this study is the devised set of measurements
(parameters) for each algorithm. To evaluate the parameters’
performance, a testbed was developed as a proof of concept
that implements the algorithms and records the test results.
The results have been used for statistical analysis using SPSS
software.

C. Managing Queueing Time at the Network Nodes

For all classes of traffic, as previously discussed, the
average delay time in the switch, throughput for performance
and jitter are the most important considerations, for these will
result in minimising the queue length at the network nodes.
Equations 1, 2, 3 (presented below) are used to express the
functional relationships of traffic flows over time for the
queueing approach implemented in the TS algorithm using
WEFQ. Fig. 3 shows the model developed and adopted for this
study, illustrating how queues are handled schematically as
they arrive at a downstream server host.

The scheduling involved underlies the equations, which
express the delay times inevitably accruing and this more
sophisticated algorithm avoids delays and jitter, consequently
improving QoS.

The model in Fig. 3 was developed in 2006 by a group of
software engineering researchers [26] in order to ensure QoS
for real time services. It is generally used as a method to
describe delay time in the queues for network nodes using
WFQ for video and other types of applications.

The theory description for the WFQ queueing method is
expressed as follows.

tR is the time in seconds when the last bit of a packet pRi
(R packet of i flow) arrives at the queue; LY is the length of
packet pRi; and eR i is the time in seconds, when the last
served bit of packet pR i has been sent [26].

Queue 1
Flowl ——» _/

Queuei ’ - Y i

. AR

Flowi ——» —>| Server | >

ueue N

Q yoo
Flow N ——— —/

Fig. 3. Model of the Network Nodes used to Manage Queueing Time in the
SDN System Design [26].
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In this case, the queueing time of packet pRi can be
expressed as:

R
W= 3R &

Depending on the queueing scheduling discipline, the
delay time in the whole system of packets from flow i [EF,
AF, BE] can be expressed by:

WR® = Yo LR [t — L) )

here: 8(t) — Dirac‘s delta function [27]. Then, the function
of the common queueing time in the network node is:

Wi(s; t) = [ wi())8(t) ©)

IV. ANALYSIS AND RESULTS

To achieve the highest level of accuracy, a novel
comparative approach for evaluating FIFO queueing and TS
systems in packet switching in SDN has been proposed. The
SPSS statistical package Analysis of Variance (ANOVA) [28]
was used to perform the first level of analysis of the data with
various tests of hypotheses. The analyses involve the means of
10 repeated measures (replicates) for three levels of stress test
durations of 15, 5 and 1 minutes, three bandwidth levels of 40,
70 and 100 Mbps, and three traffic types, namely video, audio,
and data, all of them defined as independent variables, while
the performance indices throughput, delay and jitter are
defined as dependent variables. The interaction terms all have
* in their tables” row titles. For this study, pairwise
comparisons involve the computation of a p-value of < 0.05
for each pair of the compared groups.

A. Throughput Results Analysis

1) Throughput analysis for test duration 15 minutes: In
Table 1, it can be seen that the relative throughput of audio and
video is pretty similar, with a slight influence of bandwidth on
this traffic class (Traffic Type) effect; it is about 2- fold at
both 40 and 70 Mbps, but about 4-fold at 100 Mbps. This
pattern discussed because the bandwidth* traffic type
interaction is significant (P= 0.005 in the Table) for Between-
Subjects Effects.

In Table I, the interaction between traffic type and
algorithms is significant, with a p-value = 0.001, whilst the
throughput of audio, data and video is similar for FIFO to that
for the TS algorithm. This is a direct consequence of the
algorithms being programmed with the bit rate weight policy
higher for audio than for data in TS.

2) Throughput analysis for test duration 5 minutes: In
Table 111, the interaction between traffic type and algorithms is
also significant, with a p-value =0.001. The entry for data
traffic type in the TS algorithm appears substantially out of
line with the corresponding adjusted mean entries in the
separate tables for the longer and shorter durations, having a
value of 25733.105, which is because of the properties of TS
using WFQ.

3) Throughput analysis for test duration 1 minute: From
Table 1V, it can be seen that the Traffic Type * Algorithm
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interaction is similar in form at 1 minute to what is seen at the
other durations, but it is somewhat stronger and distinctive in
form (p-value = 0.001) for the mean throughput measure.

TABLE I. RESULTS OF THROUGHPUT IN MEGABITS PER SECOND (MBPS)
MEASURES OF BANDWIDTH*TYPE OF TRAFFIC FOR 15 MINUTES DURATION

Dependent Variable: Throughput traffic averaged across 10 tests

95% Confidence
Bandwidth | Traffic | Mean Std. Interval
Type Throughput | Error Lower Upper
Bound Bound
Video | 23087.984 | 4655.968 | 12943.501 | 33232.466
40 Audio | 11914.602 | 4655.968 | 1770.119 | 22059.084
Data 5092.873 4655.968 | -5051.609 | 15237.356
Video 35017.427 4655.968 | 24872.944 | 45161.909
70 Audio 16520.710 4655.968 | 6376.228 26665.193
Data 10223.169 4655.968 | 78.687 20367.651
Video 66591.740 4655.968 | 56447.258 | 76736.223
100 Audio 16837.987 4655.968 | 6693.504 26982.469
Data 9887.850 4655.968 | -256.633 20032.332
TABLE II. RESULTS OF THROUGHPUT IN MEGABITS PER SECOND (MBPS)

MEASURES OF TRAFFIC TYPE*ALGORITHM FOR 15 MINUTES DURATION

Dependent Variable: Throughput traffic averaged across 10 tests

95% Confidence
Traffic Algorithm Mean Std. Interval
type g throughput | Error Lower Upper
Bound Bound
FIFO 21847.142 | 4655.968 | 11702.659 | 31991.624
Video Traffic
. 46375.872 | 4655.968 | 36231.389 | 56520.354
Shaping
FIFO 20697.995 | 4655.968 | 10553.513 | 30842.477
Audio ;
Traffic 17043173 | 4655.968 | 6898.691 | 27187.656
Shaping
FIFO 20532.508 | 4655.968 | 10388.026 | 30676.990
Data i
Traffic 3245114 | 4655.968 | -6899.369 | 13389.596
Shaping
TABLE IIl.  RESULTS OF THROUGHPUT IN MEGABITS PER SECOND (MBPS)

MEASURES OF TRAFFIC TYPE*ALGORITHM FOR 5 MINUTES DURATION

Dependent Variable: Throughput

95% Confidence
Traffic . Mean Std. Interval
type Algorithm Throughput | Error Lower Upper
Bound Bound
FIFO 16536.844 | 7375.332 | 901.838 | 32171.850
Video i
Traffic 34465388 | 7375.332 | 18830.383 | 50100.394
Shaping
FIFO 17434.975 | 7375.332 | 1799.969 | 33069.981
Audio :
gf‘ff_'c 20498.615 | 7375.332 | 4863.609 | 36133.621
aping
FIFO 17998.648 | 7375.332 | 2363.643 | 33633.654
Data i
Traffic 25733.105 | 7375.332 | 10098.099 | 41368.110
Shaping
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TABLE IV.  RESULTS OF THROUGHPUT IN MEGABITS PER SECOND (MBPS)
MEASURES OF TRAFFIC TYPE*ALGORITHM FOR 1 MINUTE DURATION

Dependent Variable: Throughput

Vol. 12, No. 1, 2021

TABLE VII. RESULTS OF DELAY IN MILLISECONDS (MS), FOR THE
DIFFERENT BANDWIDTHS AT 5 MINUTES DURATION. THE IDENTITY OF THE
STANDARD ERROR (SE) TO THAT IN THE PREVIOUS TABLE IS NOT A MISTAKE,
BUT RATHER, A COINCIDENCE FAVOURED BY THE PRESENCE OF LOW VALUES
AND THE LIMITED DISTRIBUTION OF ERRORS

Dependent Variable: Delay

95% Confidence Interval

Bandwidth Mean Std. Error
delay Lower Bound Upper Bound
40 2.969 2.596 -2.414 8.352
70 1.508 2.596 -3.875 6.891
100 13.656 2.596 8.273 19.039

95% Confidence
Traffic Algorithm Mean Std. Interval
type g Throughput | Error Lower Upper
Bound Bound
FIFO 21815.346 | 4015542 | 13302.778 | 30327.915
Video ;
Traffic 38837.933 | 4015.542 | 30325.364 | 47350.501
Shaping
FIFO 21606.774 | 4015542 | 13094.206 | 30119.343
Audio i
Traffic 20899.601 | 4015542 | 12387.032 | 29412.170
Shaping
FIFO 21728523 | 4015542 | 13215.954 | 30241.091
Data ;
Traffic 6608.666 | 4015.542 | -1903.903 | 15121.235
Shaping

TABLE VIIl. RESULTS FOR DELAY IN MILLISECONDS (MS) MEASURES
EXPRESSING TRAFFIC TYPE*ALGORITHM INTERACTION FOR 1-MINUTE

B. Delay Results Analysis

1) Delay analysis for test duration 15 minutes: In
Table V, the overall difference between bandwidth levels in
the transmission delay experienced is significant (p-value =
0.002) and it is apparently non-monotonic. Regarding the
Standard Error (SE), only the difference between BW 100 and
the other two 40 and 70 Mbps is shown to be significant.
These findings are unsurprising and represent the natures of
all the algorithms that have been implemented.

2) Delay analysis for test duration 5 minutes: In Table VI,
at test duration 5 minutes, the overall effect of the algorithms
on transmission delay is significant (p-value = 0.008) and the
effect is significantly clear between the FIFO and TS
algorithms.

In Table VII, the delay of the bandwidth overall effects is
significant, with a p-value = 0.002 at duration 5 minutes.

3) Delay analysis for test duration 1 minute: Table VIII
shows Traffic type*Algorithm largely independent of
bandwidth, with a significant p-value = 0.001 as the overall
effect.

TABLE V. RESULTS OF DELAY IN MILLISECONDS (MS) MEASURES OF

BANDWIDTH FOR 15 MINUTES DURATION

DURATION
Dependent Variable: Delay
% fi | |
Traffic Alsoritm Mean std. 95% Confidence Interval
type g delay Error Lower Upper
Bound Bound
FIFO 0.002 0.114 -0.237 0.241
Video ;
Traffic 0001 | 0114 | -0.239 0.240
Shaping
FIFO 0.002 0.114 -0.237 0.241
Audio i
Traffic 0004 | 0114 | -0.235 0.243
Shaping
FIFO 0.002 0.114 -0.237 0.241
Data i
Iraffic 0322 |0114 | 0.083 0.561
Shaping

Dependent Variable: Delay traffic averaged across 10 tests

. Mean 95% Confidence Interval
Bandwidth Std. Error
delay Lower Bound Upper Bound
40 6.194 11.938 -18.444 30.833
70 0.164 11.938 -24.475 24.802
100 43.809 11.938 19.171 68.448
TABLE VI.  RESULTS IN MILLISECONDS (MS) FOR DELAY MEASURES OF THE

ALGORITHMS FOR 5 MINUTES DURATION

Dependent Variable: Delay

) Mean 95% Confidence Interval
Algorithm Std. Error
delay Lower Bound | Upper Bound
FIFO 5.731 2.596 0.348 11.114
Traffic Shaping | 0.845 2.596 -4.538 6.228

C. Jitter Results Analysis

1) Jitter analysis for test duration 15 minutes: In
Table 1X, the results for jitter in milliseconds (ms) are largely
independent of traffic type. The Bandwidth*Algorithm
interaction deleted at (p-value = 0.969). With an interaction so
far from significant it is not meaningful to state its effect size.
This is the result aggregated across all traffic types and there
is very little jitter overall. The effect of the algorithms is seen
only at the widest bandwidth, but the other bandwidths have
values so low that they do not emerge from the error. The
reason for this is that the ordinal predictions for jitter from the
FIFO algorithm are limited, as the patterns of jitter are being
driven primarily by the partly random properties of the input.
All types of traffic compete for the available bandwidth and
the average waiting times will be longer as the process is the
same for all traffic types within the repeated traffic samples.

2) Jitter analysis for test duration 5 minutes: In Table X,
the bandwidth*algorithm interaction is significant. The jitter
values are variable and the differences among them below
2SE, except that at bandwidths 70 and 100 FIFO stands out
from TS algorithm, and at 100 bandwidth the jitter is greater
overall with (5.451 ms) mean jitter.

3) Jitter analysis for test duration 1 minute: In Table XI,
for 1-minute duration and jitter as the dependent variable, the
interaction Bandwidth*Traffic Type (p-value = 0.005) and
(petasg= 0.685) shows that the jitter suffered under any
algorithm depends on the bandwidth available.
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TABLE IX.  RESULTS OF JITTER IN MILLISECONDS (MS) MEASURES OF
BANDWIDTH*ALGORITHM FOR 15 MINUTES DURATION

Dependent Variable: Jitter traffic averaged across 10 tests

95% Confidence Interval
Bandwidth | Algorithm _l\_/lean std.
jitter Error Lower Upper
Bound Bound
FIFO 0.000 1.925 -4.045 4.046
40 .
Traffic 0001 | 1.925 | -4.044 4.047
Shaping
FIFO 0.000 1.925 -4.045 4.045
70 :
Traffic 0001 | 1.925 | -4.045 4.046
Shaping
FIFO 11.593 1.925 7.548 15.639
100 i
Traffic 0015 | 1.925 | -4.030 4.060
Shaping
TABLE X.  RESULTS OF JITTER IN MILLISECONDS (MS) MEASURES OF

BANDWIDTH*ALGORITHM FOR 5 MINUTES DURATION

Dependent Variable: Jitter

95% Confidence Interval
Bandwidth | Algorithm _Mean .
jitter Error Lower Upper
Bound Bound
FIFO 0.070 0.147 -0.251 0.391
40 i
Traffic 0001 | 0147 | -0.320 0.322
Shaping
FIFO 0.485 0.147 0.164 0.806
70 ;
Traffic 0071 | 0147 | -0.250 0.392
Shaping
FIFO 5.451 0.147 5.130 5.772
100 ;
Traffic 0657 | 0.147 | 0.336 0.978
Shaping
TABLE XI.  RESULTS OF JITTER IN MILLISECONDS (MS) MEASURES OF

BANDWIDTH*TRAFFIC TYPE FOR 1 MINUTE DURATION

Dependent Variable: Jitter

i Traffic Mean std. 95% Confidence Interval
type jitter Error Lower Upper
Bound Bound
Video 0.002 0.147 -0.319 0.323
40 Audio 0.002 0.147 -0.319 0.323
Data 0.076 0.147 -0.245 0.397
Video 0.295 0.147 -0.026 0.616
70 Audio 0.261 0.147 -0.060 0.582
Data 0.002 0.147 -0.319 0.323
Video 1.593 0.147 1.272 1.914
100 Audio 1.820 0.147 1.499 2.141
Data 3.056 0.147 2.735 3.377

V. CONCLUSION AND FUTURE WORK

In this paper, a novel Traffic Shaping (TS) algorithm has
been proposed as a new contribution for the implementation of
a Quality of Service (QoS) bandwidth management technique
to optimise performance in an SDN-sliced network. Two
algorithms, namely “Packet Tagging, Queueing, Forwarding
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to Queues” and “Allocating Bandwidth” have been proposed
for implementing a Weighted Fair Queuing (WFQ) technique
as a new methodology in an SDN-sliced testbed to reduce
congestion problem and facilitate smooth traffic flow. The
proposed methodology contributes to improving QoS by
performing two actions: (i) making traffic conform to an
individual rate using WFQ to make the appropriate queue for
each packet; and (ii) combining the methodology with buffer
management, which decides the queue the packet should be
assigned to. In this way, the latency and congestion remain in
check, thus meeting the requirements of real-time services.
The Differentiated Service (DiffServ) protocol is used to
define classes, in order to make network traffic patterns more
sensitive to traffic classes by specifying precedence for each
traffic type, i.e. video, audio and data. The proposed SDN
model utilises floodlight controllers, FlowVisor controller and
OpenFlow (OF) switches. It has been modelled and simulated
via the Mininet Testbed emulator platform.

To validate the proposed approach, a FIFO has been
implemented and tested to establish the baseline condition for
quantitative performance. In this research, the result obtained
from FIFO is used to compare it with our proposed TS
algorithms to show a characteristic qualitative pattern of
performance. To achieve the highest level of accuracy, The
SPSS statistical package has been used to analyse and evaluate
the traffic measures of throughput, delay and jitter. These
parameters are used as metrics to evaluate the QoS for each
switch. We evaluated the proposed TS algorithms against
FIFO queuing model. These algorithms permit the more
advanced allocation of bandwidth, and reduce critical delays
significantly, specifically for delay sensitive traffic, such as
video and audio, as compared with data traffic. Up until the
early 2020, the deficiencies in package switching for audio,
video and data were largely unknown. This changed when the
COVID-19 pandemic occurred. As social distancing
increased, people needed to find new ways to communicate,
for instance, through video chat, as every school child needed
communication technologies, like Skype for classes (also,
Zoom, Slack and Cisco Webex Teams, and other apps).
During this process, users experienced significant failures and
video asynchronies, leading to user frustration. In addition, big
institutions like the NHS also rely on patient video calls.
Universities, business and non-governmental organisations
(NGOs) also require these technologies. The pandemic
disrupted all previous expectations and projections, changing
how traffic generation and distribution impact on existing
networks, consequently detrimentally affecting application
performance. Hence, there is a real need for improved QoS
and new systems to handle network traffic with statistical
results that enhance network throughput and (or) reduce end-
to-end delay, whilst also dealing with traffic issues like
bottlenecks and congestion.

To conclude, this research demonstrates that the
implemented algorithms not only minimises the delay and
traffic congestion, but also, improves network performance by
overcoming the limitations of the FIFO model. A new more
advanced queueing agent based on the Packet Tagging and
Forwarding, with the proposal of a comparative evaluation
with TS and FIFO will be the subject of future work, another
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significant research path that requires serious investigation is

Machine
classification

the SDN-based
traffic

traffic
requires

Learning (ML) for
system. Classification of

encrypted flow packets that mask flow features. For this
classification, advanced deep-learning methods are required to
generate patterns using large quantities of training data and to
predict the host's bandwidth behaviour.
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Abstract—In this study, a smart and affordable system that
utilizes an RGB-D camera to measure the exact position of
an operator with respect to an adjacent robotic manipulator
was developed. This developed technology was implemented in a
simulated human operation in an automated manufacturing robot
to achieve two goals; enhancing the safety measures around the
robot by adding an affordable smart system for human detection
and robot control and developing a system that will allow the
between the human-robot collaboration to finish a predefined
task. The system utilized an Xbox Kinect V2 sensor/camera and
Scorbot ER-V Plus to model and mimics the selected applications.
To achieve these goals, a geometric model for the Scorbot and
Xbox Kinect V2 was developed, a robotics joint calibration was
applied, an algorithm of background segmentation was utilized
to detect the operator and a dynamic binary mask for the robot
was implemented, and the efficiency of both systems based on
the response time and localization error was analyzed. The first
application of the Add-on Safety Device aims to monitor the
working-space and control the robot to avoid any collisions when
an operator enters or gets closer. This application will reduced
and remove physical barriers around the robots, expand the
physical work area, reduce the proximity limitations, and enhance
the human-robots interaction (HRI) in an industrial environment
while sustaining a low cost. The system was able to respond
to human intrusion to prevent any collision within 500 ms on
average, and it was found that the system’s bottleneck was PC
and robot inter-communication speed. The second application was
developing a successful collaborative scenario between a robot
and a human operator, where a robot will deposit an object on the
operator’s hand, mimicking a real-life human-robot collaboration
(HRC) tasks. The system was able to detect the operator’s hand
and it’s location then command the robot to place an object
on the hand, the system was able to place the object within a
mean error of 2.4 ¢m, and the limitation of this system was the
internal variables and data transmitting speed between the robot
controller and main computer. These results are encouraging and
ongoing work aims to experiment with different operations and
implement gesture detection in real-time collaboration tasks while
keeping the human operator safe and predicting their behavior.

Keywords—Robotics manipulator; robot end-effector; computer
vision; human-robot interaction (HRI); human-robot collaboration
(HRC); robotics safety; scorbot; Kinect; RGB camera; industrial
system modeling; manufacturing systems design

I. INTRODUCTION

The demands and trends of the current market require
enhanced manufacturing systems with reduced delivery times,
mass production, and product customization, which impose a
greater need for system flexibility and adaptability. Collabo-
ration between humans and robots is considered a promising

Fernando Amor?, Agustin Nicolas Laborde®,
Damian Oliva®, Felix Safar’
Department of Science and Technology
National University of Quilmes
Quilmes, Argentina

technique to increase productivity and decrease the cost of
production by combining both the robot’s fast repetition and
high production capabilities, and a human operator’s ability to
judge, react and plan. Collaborative robots (Co-bots) represent
an evolution that can resolve a few challenges presented
in the manufacturing and assembly environments. Co-bots
allow physical interaction with humans within the work-space.
Matheson and his team [1] described different ways a robot and
an operator can work together, (1) Co-existence: the operator
and robot are in the same work-space, but no interaction,
(2) Synchronized: the operator and robots work within the
same work-space, but at different times, (3) Cooperation: the
operator and robots work together in the same work-space
but have independent tasks, (4) Collaboration: the operator
and robots work together to complete an assigned task. In
a collaboration environment, it is important to note that any
action will have immediate consequences for the other entity.

According to the International Standard ISO 10218 (1 and
2), and more extensively in Technical Specification ISO/TS
15066:2016, [2-5] four classes of safety requirements for
collaborative robots are required:

o Supervised stop: The movement of the robot is stopped
before an operator enters the collaborative work-space
to interact with the robot and complete the desired
task.

e  Manual guide: The operator uses a manually operated
device located on or near the robot’s end-effect to
transmit movement commands to the robot’s system.

e Monitoring speed and separation: The robot and op-
erator can move within the collaborative work-space
simultaneously. The reduction of risk is achieved by
always maintaining a distant separation between the
operator and robot.

e Power and force limitation: Where the system must be
designed to adequately reduce the risk for an operator
by not exceeding the threshold as defined by the risk
assessment.

Additionally, it is important to note that collaborative
methods can be adopted even when using traditional robots.
However, this requires the use of several and expensive safety
devices such as laser sensors or visual systems. For these
reasons, the team started to work on evaluating and developing
affordable and accurate sensory systems that can measure the
distance between the operator and the robot. This study utilizes
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a lowcost RGBD camera to measure the position of an operator
with respect to the robotic manipulator. While this configu-
ration of specific measurement was utilized to track human
beings [6], to our knowledge and based on the conducted
literature review, it was not previously studied in the context
of human-robot interaction and collaboration. Some researcher
[7-15] analyzed the literature review and found that most
of the RGB-D use was meant for human identification and
tracking, human activity recognition, human behavior analysis
for shopping and security purposes, intelligent health care
systems, detecting defects in produce and animal recognition,
also a data-based had been developed to summarize all these
uses and algorithms. It was proven that the top-view RGB-
D cameras can be utilized successfully in several applications
where behaviors and interactions can be analyzed and they
are very attractive due to their affordability and the sufficient
information extracted from the provided pictures or live feed.

The paper is organized as follows: Section II is a literature
review about robotics and their application in the industrial
system, robotics safety regulations and standards, and collab-
oration and interaction between human and robots, Section 111
is a description of the robot and sensory system developed in
this research, Section IV describes the followed methodology
including the geometric model of the robot-sensor system,
the process of calibration, and the detection of the operator,
while in Section V, we evaluate the two methods of interaction
between human and robot and reporting our findings and
Section VI concludes the paper and describes the future plan.

II. LITERATURE REVIEW

The world has come to a point of many technological
innovations where the presence and use of robotics are grow-
ing. Robots had been presented in manufacturing, hospitals,
personal-use robots, service robots, etc. These robots aid the
productivity of several tasks depending on their surrounding
environment. In general, robotics could be used in many
different settings where their intended purpose is to aid on
a specific goal, complete a set of tasks that is difficult/tedious
for a human to achieve, or simply make processes faster.
Expedite services in systems such as Industrial/manufacturing,
Health, or personal use, is a great enhancement to all current
systems as their efficiency will increase. Therefore, safety
standards are essentially required and must be implemented
to achieve a safe operation of robotics in certain areas and
or near human beings. Traditional robots have been separated
from humans in workplaces trying to avoid any risk, injuries, or
fatal incidents. This separation was implemented in the form
of physical barricades or shut off robots whenever a human
is present. However, technological improvements have shown
great results where robotics no longer need to be separated and
robots can be collaborative by working closely with humans,
by developing new safety standards to design collaborative
robotics to ensure humans’ safety.

The Existence of robots in industrial settings enhances the
production to meet the required demands while keeping the
cost low. Robotics is considered as a flexible cell within a
manufacturing line as they can be programmed to conduct
different processes when needed. Safety is of utmost priority
when designing robots and placing them in such environments
and because of the rapid rise of robotics presence, safety
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standards are to be frequently developed and improved to meet
the new technology trends.

Few researchers and their teams [3, 16-21] discussed
different industrial environments, the safety approaches that
should be followed, and some real-life case studies. it was
showed that lead designers must develop and evaluate safe,
human-centered, ergonomics, and efficient collaborative as-
sembly workstations, where the operator’s feedback was pro-
vided in regards to occupational health and safety. Addi-
tionally, the Human Industrial Robot Collaboration (HIRC)
workstation design process was evaluated through computer-
based simulations based on the performance and safety charac-
teristics such as Ergonomics, Operation time, operational costs,
Maximum contact forces, and maximum energy density, this
research illustrated how difficult is to evaluate safety and per-
formance characteristics due to lack of physical workstations.

Parigi-Polverini [18], developed a new safety assessment
tool “Kinetostatic Safety Field” which identifies sources of
danger which could be an obstacle, human body part, or
another robot link. The main advantage of this tool is the real-
time applications and real-time collision avoidance with the
use of a reactive control strategy. Another researcher suggested
that robotics no longer need to be separated from humans, as
robots can enforce safety by proposing a kinematic control
strategy and maintain the robots’ max level of productivity by
reduced when humans are present in a working area.

Incorporating the industrial regulations such as the Inter-
national Standard ISO 10218, Technical Specification ISO/TS
15066:2016, the American ANSI/RIA R15.06, the European
EN 775 ISO 10218, and the national standards Spanish Associ-
ation of Normalization and Certification, is the main procedure
that is followed by manufacturing systems. These standards are
outdated and have not been improved in the last five years,
therefore some researchers introduced new concepts to cover
techniques for estimation and evaluation of injuries focusing
on various areas of the human body and the importance of
developing new devices to detect impact, and minimize the
human-robot impact.

Risk assessment is a crucial tool that must be used to
enhance safety for both humans and robot systems. from
literature review [22-27] discussed some history of operators
and robots and how industrial robots have been evolved,
differences between collaborative and non-collaborative robot
cell safeguarding, voluntary industry consensus standards, and
the risk assessment. Risk assessment should include quantita-
tive head injury index for service robots as mechanical risk
and incidents such as robot throws or drops and trapping
and crushing are more to happen with such robots. Another
proposed method to address safety in the human-Robot collab-
oration setting is Cooperative Collision Avoidance in dynamic
environments [25]. This method computes a collision-free local
motion for a short time horizon, which restricts the actuator
motion but allows a smooth and safe control. Modeling human
behavior and errors is another proposed method [28]. this
formal verification methodology was developed to analyze the
safety of collaborative robotic applications with a rich non-
deterministic formal model of operator behaviors that captures
the hazardous situations, which allows safety engineers to
refine their designs until all plausible erroneous behaviors are
considered and mitigated.
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Other researchers [29-31] discussed different aspects of
robotics design and their relationship to their safety rank-
ing. Robot design principles should include robustness, fast
reaction time, context awareness, energy, and power limita-
tions. These principles will facilitate the following features as
speech processing, vision processing, and robot control that
also follow guidelines that will allow the robot to recognize
speech, gestures, and correlations which eventually learns in
the long run while also keeping humans safe. Predicting human
behaviors, collision avoidance, collision reduction by data
analysis, collisions reduction by design, perceptions affecting
design, boundaries, sensors, adaptability to the surrounding
environment, path planning, statistical probability, and robotic
decision making are some of the safeguards that can be
implemented in a high speeds and payload levels industrial
settings.

III. SYSTEM DETAILS AND SETUP

The system is developed based on available educational
and off-the-shelf components to model real-life robotics tasks,
which are explained below.

A. Robotic Manipulator

The robotic manipulator selected for this project was the
Scorbot ER-V Plus show in Fig. 1. This robot has five degrees
of freedom, the Fig. 2 shows the length of the links and
the degree of rotation and operation range determining the
work-space of the robot. The direct kinematics of this robot
determine the pose of tool {1} with respect to the base { B}
is resolved using equation (2) based on Fig. 3. The base of the
robot is at a fixed position on a workbench.

‘)@ +Z

ELBOW

+X

Fig. 1. Scorbot ER-V Plus Robot Details of Angles and Conventions.
Note: the arm occupies a plane coinciding with the z-axis of its base [32].

The robot is controlled using ACL, which is a language that
can be used as a multitask robotic programming environment
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Fig. 2. The Operation Range that Defines the Space and Parameters of the
Robot used in the Kinematics [32].

[33, 34]. MATLAB functions were created to establish bidirec-
tional serial communication with the Scorbot controller. Both
systems (robot and Computer Vision systems) are running in
MATLAB, and give ACL commands which allowed the robot
to execute specific tasks, read and load pose data into the
controller, and modified the manipulator’s movement speed.
Fig. 3 also shows the flow of exchanging information between
system components.

B. Vision Sensory System

The Kinect V2 sensor (RGB-D sensor) is composed of
two cameras, the RGB and an infrared IR camera. The IR
camera can be utilized to obtain depth maps, with a field of
vision (70° horizontal and 60° vertical). The Kinect camera
is capable of running at a rate of (30 fps) at a resolution of
(512X 424 pixels) and the operational range for the /R camera
is between (0.5 m to 4.5 m). The sensor operates based on
the time-of-flight principle [35]. The depth data obtained in
each pixel corresponds to the Z; coordinate measured on the
optical axis of the IR camera as illustrated in Fig. 4.
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Robhot
controller

Fig. 3. The Frame Associated with the System Problem Modeling, { B} is

the base of the Robot, { K'} Represents the Kinect Sensor, {7} Represent

the Robot’s Tool. The Dotted Line Indicates the Information Flow that is
being Exchanged in the Systems.

IV. METHODOLOGY
A. Kinect-Robot Modeling and Calibrating

The objective of this work is to provide a system that allows
the robot to sense its surroundings and act accordingly. It is
necessary to represent the three-dimensional space around the
manipulator. There are three important frames [36], the center
base of the robot {B}, the robot’s tool {7}, and the origin
of the physical model of the Kinect’s depth camera {K} as
shown in Fig. 3. The robot’s task was defined in Cartesian
coordinates referred to the base frame {B}.

For the geometric description of the system, a homo-
geneous coordinates based on the knowledge gained from
[36] was used. The coordinates of a point p with respect
to the frame {K} is written as Xp = (Xg, Yk, Zr,1)7.
To calculate the coordinates with respect to frame {B} the
expression Bp = BT . Kp is used.

The homogeneous matrix 7" is given by equation (1) where
B R is a rotation matrix that describes the orientation of the
frame { K} with respect to the base { B}, and 5t corresponds
to the coordinates of origin {K'} in frame {B}.

B B
KT = {01><3 1 ] M

1) Robot Geometric Model: In a previous project [37],
the direct and inverse kinematics of the Scorbot ER-V Plus
were studied. The results presented allowed the calculating
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Fig. 4. (A) Geometric Model Utilized to Calibrate the Kinect-Scorbot. Z;
Results in the Intensity of the Pixel (u;,v;). (B) Calibration of
Kinect-Scorbot, the Blue Points Indicate the Coordinates of the tool’s
Position, while the Red Points Indicate the Prediction of the Positions after
Calibrating the Parameters f and ET of the Model.

(2) and (3) represent the results while Fig. 1 represents the
parameters of the robot.

Xp = ¢, (azcg, + azco, + dscoy,)
Y = 50, (ascog + azcy, + dscyy,)
Zp=di + agsgg + a28g, + d589W

of position (’p = (Xp,Ys,Zp,1)T) and orientation (o = @)
yaw, § = pitch,y = roll) of the tool {T'} in a function of the fg =0y + 05
five rotational angles of the robot (61, 02, 03, 04, 05). Equations Ow = 0y + 05 + 0,4
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a =6, = arctan(Yp, Xp)
B=—0—03—04=—0w 3)
v=0s

Note that once 6#; is defined, the robot is contained in a
plane that coincides with the Z-axis of the first articulation.
This observation is important because it allows the construction
of a binary mask that allows the Scorbot detection when
moving.

2) RGB-D geometric model: The camera model used was
a pinhole type. The hypothesis is as follow: the origin of the
frame {K} coincides in XY with the center of the image
(¢z,cy), and the focal distance f is the same in X as in XY
Spherical coordinates were employed to map the coordinates
(ui,v;) and data Z; with coordinates (X;,Y;, Z;, 1){TK} as
shown in equation (4)-(6).

w; = atcm(u) 4)
U; — Cy

V(i —c)? + (vi —¢y)?
f

0; = atan(

) ®)

Z;
Ri= cos(6;) ©

Thus, the three-dimensional point p; has coordinates in
frames {K} and {B} given by (7)-(8).

Kp; = (R cos(8;) cos(¢;), Rcos(8;) sin(¢y), Zi, )T (7)

Bp,=8T -Kp,=(5T)"" - Xp, (®)

3

3) Geometric calibration of Kinect-Scorbot system: The
geometric calibration of the robot was accomplished in [38].
The only intrinsic parameter that was considered unknown in
the Kinect was the focal distance of f. Also, the extrinsic
parameter that represents the pose of the camera {K} with
respect to the robot {B} needed to be calibrated.

The experiment had the robot take a wooden cube using
its claw in a way that allows the center mass of the block
to be aligned with the manipulator’s tool frame. The Kinect
was placed on the roof of the lab as seen in Fig. 3. Each
measurement is represented by the index %, making a total
of N = 22. As a pattern for the adjustment of the camera
model, the coordinates were obtained from the robot driver
G Dexp,;) through serial port communication. Given the pa-
rameters (f, 2T coordinates can be predicted Bppmd_’i and
calculate a prediction error, defined by equation (9).

N
1
e= 52 PPepi = preas S ET) L)
=1
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To simplify the optimization problem, it was assumed that
the optical axis of the Kinect camera was perpendicular to
the XY plane of the plot {B}, and the Z axes of the two
frames were parallel and opposite to each other. The optimized
parameters resulted in the following values: the focal length,
and the position of the camera { K} with respect to the frame
{B}: Bt,,.

First, f was adjusted so that e equation (9) is minimal,
starting with a Pt,. = (0,0,2.40)Tm. This resulted in a
perfect alignment in XY of the camera and the robot in Fig.
3 with a value of Z; taken from a depth image. With the
focal distance optimized, the 22 points are re-projected and
a mean error for each axis was computed. These deviations
were introduced as corrections in B¢ to reduce the mean re-
projection error. With the adjusted transformation, a new focal
point was computed. With the mean error being negligible for
each axis, the parametric adjustment at that point was finalized.

The optimized focal distance resulted in 362.8 pixels.
The mean error of re-projection from the 22 coordinates was
1.70 ¢cm and a standard deviation of 0.87 ¢m and a peak of
3.66 ¢cm. The transformation that maps the frame {K} with
{B} was determined by equation 10.

01 0 —0,0142m
s [1 0 0 —0028m
kT=10 0 -1 2,307 m (10)
00 0 1

B. Human Detection using Background-Foreground Technique

For human or foreign object detection in the scene, a
Background-Foreground (B-F) technique [39] was used. 100
frames of depth images were captured within 10 sec and used
to form images of the background making sure the scene
stayed static.

As previously mentioned, rotating and fixed rectangular
binary masks were generated to avoid the detection of the
robot’s movement by the foreground. A captured image was
printed on the screen, and the mouse determined the vertices
of the two rectangles and a fixed point for one of them to
rotate. The non-rotating rectangle was used to hide the base of
the robot from the foreground. The rotating rectangle did the
same with the extension of the maximum possible arm. The
fixed point corresponded approximately with the robot axis.
The angle of rotation of this mask was computed by reading
the status of the encoders of the robot, and applying direct
kinematics as in (2) so that it could follow the movement of
the plane occupied by the robot Fig. 2.

Human detection scenarios differ slightly for the applica-
tions selected, and they are described below.

1) Collision prevention: Three areas were determined to
be evaluated in the depth images, which represent the severity
of the collision. Starting from the robot base, and utilizing
the Kinect sensor calibration, two sections were established to
determine the red and yellow areas in the images. The sections
were 660 mm which is 50 mm more than the maximum reach
of the robot for the red zone and 1150 mm for the yellow
zone. The green zone was considered outside the radius of
the yellow zone. The behavior of the robot was modeled as
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a machine of finite states. There were (1) Green is a normal
speed, (2) Yellow is a medium speed, (3) Red is minimum/very
slow speed, which is illustrated in Fig. 5.

Fig. 5. Collision Prevention Scenario.

At the beginning of each iteration, a depth image will be
captured, and the value of the robot’s base encoder will be
gathered. Then a binary mask will be added to the foreground
where the captured image was subtracted from the background
then a binary mask was applied to hide the robot. An opening
was performed to the resulting image with a 5 pixels radius
kernel disk to remove the noise. Finally, a 50 mm depth
threshold was used to binarize the image.

The B-F results combined with the areas of interest to
determine the behavior of the robot’s speed. If the foreground
binary area within the red zone exceeded 100 pizels, the state
turns red. If the area is not exceeding 100 pixels in the red
zone but reaching at least 500 pizels in the yellow zone, then
the state turns yellow. If none of the above conditions are met,
the state updates to green.

2) Collaborative Scenario: Each iteration started with the
robot taking an object located at a pre-established location
and a request that will appear on the user screen to guide
the operator to position her/his hand where she/he wanted
to receive the object from the robot. Subsequently, a binary
mask will be generated for the foreground. The background
image will be subtracted from the captured image and applied
a 15 mm depth threshold to make it binary. It was decided to
analyze a 200 pizels radius to avoid dealing with peripheral
noise. The radius was equivalent to the calibration at 1.32 m
at the height of the workbench. The foreground was cleaned
by imposing an opening using a disk of 4 pixels radius like
a kernel. After closing was imposed with a kernel disk with a
radius of 3 pizels to remove any imperfections remaining in
the blobs. The blobs with an area smaller than 800 pixels were
discarded. A binary mask was generated with the remaining
blobs. Two zones were separated by heights zones in the
resulting blobs using Otsu’s method [40].

Pixels Y
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Given the characteristics of the system, the system will be
able to identify the head, torso, and arms. The portion of blobs
that had the torso and arms inside the robot’s work area will
be isolated. The pixels within the radius of the work-space
were filtered from the processed mask. Finally, the coordinate
(u;,v;) of the pixel corresponding to the center of the hand
was found. To find the center of the palm, a skeletonized binary
image was obtained [39]. The team looked for the radius with
the maximum circumference in pixels that could fit the binary
mask. The coordinate of the pixel with the largest radius was
preserved and the depth value Zi assigned was that of greater
repetition within the maximum circumference that could fit in
the mask with center (u;,v;), and applied to the originally
captured image.

The coordinates (u;, v;) and Zi obtained were transformed.
First to coordinates (X;,Y;, Z;, 1){1{} using equations (4)-(6),
and then to (X, Y;, Z;, 1){TB , by using equation (10). At this
position, a height increase, Zp , of 7 ¢cm was made to prevent
collisions with the operator’s hand. Then adjusted height was
entered automatically by serial communication to an internal
variable of the robot controller. This allowed the end effector
to deposit the object at the desired position. As a result, the
collaborative job will be completed as shown in Fig (6).

Cool nate oputed (U, V) |

50 100 150 200 250 450

Pixels X

300 350 400 500

Fig. 6. Collaboration with an Operator Scenario.

V. RESULTS

This work is meant to develop an affordable prototype
that can be added to industrial robots to increase robot safety,
decrease the barriers between human operators and robots, and
facilitate a collaboration system between them. The designed
system addressed these goals as follow:

A. Collision Prevention System

The detection of an operator in the pre-established zones is
exemplified in Fig. 5. To test the operation of the system, 10
tests were made in areas of interest, where a human operator
will introduce his/her hand into the robot surroundings. The
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system was used to detect the operator when first entering
the yellow zone (Operator’s leg) where the system forced the
robot to move at half of its original operation speed. Then the
operator introduced his/her hands within the red zone to force
the robot to slow significantly to almost not moving. These
actions were captured by the camera and highlighted by the
associated colors shown in Fig. 5, which displays the areas of
interest corresponds to the detection of the pixels as part of
the foreground and the outline of the ScorBot is shown inside
the binary mask.

In all test cases, the system behaved correctly as intended,
by identify the existence of the human operator and change
the robot speed according to the distance between the human
and the robot. The robot response time to change the end-
effector speed was recorded and the mean system update time
was 0.45 s with a standard deviation of 0.30 s, which is a
significantly fast response.

Modify the speed of the robot was accomplished through
an ACL command called "CLRBUF”’, which was introduced
as an instant stop to the robot followed by an immediately
a new movement speed was set, and a new trajectory was
generated from the current pose until the next corresponding
task resuming the job. the team implemented other methods to
change the speed by changing the task priorities on the robot
or send speed change commands during a test but all failed
since these commands could only be utilized after completing
the previous tasks.

B. Collaborative Scenario

Collaboration between the robot and human operator was
simulated by having the automated system detect the operator’s
hand and estimate the spatial coordinate of the center of the
hand then command the robot will move to pick up an object
from a predefined location then place it on the operator’s hand,
this is illustrated in Fig. 6. The blue region represents the
Scorbot work-space, the orange lines show the skeletonization
of the operator’s arm while the yellow area shows the mask’s
maximum circumference where the robot should place the
object on.

Experiments with 20 different hand positions within the
robot’s work-space were conducted, the system gave satisfac-
tory results, where the job was done correctly, and placement
coordinates mean error was 2.4 cm.

VI. CONCLUSION

This work showed that an overhead low-cost RGB-D cam-
era can measure the position of an operator with respect to a
robotic manipulator, and thus improve human-robot interaction
safety and increase the collaboration opportunities through 3D
sensing of the robot surrounding environment. This proposed
system will allow manufacturing and industrial companies to
update their existing robotics and automation system by adding
an affordable add-on safety and collaboration device without
influencing their manufacturing lines with a lower cost of
investment.

In the collision prevention scenario, the captured video
analysis proved that the reaction times of the system was
500ms and the system’s bottleneck was the PC and robot
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inter-communication which required relatively longer times
and added pauses and checkpoints to make sure it is reliable.

In the collaborative scenario, detecting the operator’s hand
and have the robot placing an object was achieved, and
similar to the other scenario, the internal variables, and date
transmitting speed between the robot controller and the main
computer was the main factor to defined the speed of the
system.

The team is working on a few improvements to the pro-
posed system including enhancing the B-F algorithm internal
variables and date, exploring the application of dynamics
methods that can assimilate changes in the scene on slower
times scales. Also, an RGB camera system development is
being conducted to detect a particular color or clothing as
an activator for robot tasks. Additionally, more sophisticated
moving object classification techniques such as convolution
neural networks will be explored.
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Abstract—The aim of this paper is to evaluate performance of
several automatic term extraction methods which can be easily
utilized by translators themselves. The experiments are
conducted on German newspaper articles in the domain of
politics on the topic of Brexit. However, they can be easily
replicated on any other topic or language as long as it is
supported by all three tools used. The paper first provides an
extensive introduction into the field of automatic terminology
extraction. Next, selected terminology extraction methods are
assessed using precision with respect to the gold standard
compiled on the same corpus. Moreover, the corpus has been
completely annotated to allow for the calculation of recall. The
effects of using five cut-off points are examined in order to find
an optimal value which should be used in translation practice.
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evaluation; precision; recall; gold standard; language resources

I. INTRODUCTION

The aim of this paper is to provide an extensive
introduction into the field of automatic terminology extraction
(ATE) and to evaluate one statistical and two hybrid methods
of extraction on German newspaper articles in the domain of
politics on the topic of Brexit. The main highlights of the
research are the following: (1) extensive introduction into the
field of terminology extraction followed by the (2) creation of
the gold standard on the Brexit-related German terminology
and (3) evaluation of the selected methods on the Brexit-
related jargon which shows abundance of creative coinages by
(3a) conducting both manual and automatic extraction on the
same corpus, and (3b) by annotating the corpus completely in
order to allow for the calculation of recall.

The problem of the related work is that it is not directly
comparable due to the differences in “corpus selection (e.g.
domain, size), evaluation methodology (e.g. human judges,
dictionary based, gold standard based), and scope (e.g. entire
results, parts of results, top n best results)” [1]. With the above
said in mind, this study does not propose a novel approach to
ATE, but compares performance of well-known extraction
methods under the same experimental settings. Since the use
of the gold standard supports reproducibility of results and
comparison between different methods, this paper opts for that
approach. Although there are toolkits such as JATE 2.0 [2] or
ATR4S [3] which implement more than ten automatic
terminology extraction methods, these toolkits, as well as
other related software toolkits are rather limited for several
reasons — some of them lack the adequate language support,

This research was supported by the Erasmus+ grant number 19-203-

060377 — KA2-HE-01/19 and the University of Rijeka grant number uniri-
drustv-18-122.

some cannot be used by the users who need these tools in
practice but do not have enough technical expertise, e.g.
translators, and lastly, some are proprietary. Moreover, the
evaluation of ATE is usually conducted in technical domains
such as biology or medicine, as acknowledged by [1].
Therefore, evaluation in less technical domains is missing.

The following section not only presents the related work,
but it can serve as an introduction for those who wish to enter
the field of terminology extraction. The experimental study is
presented in section three, which is subdivided into
descriptions of corpus, and manual and automatic extraction
tasks. The results and discussion are given in section four.
Concluding remarks are provided in the last section.

Il. BACKGROUND

A. Basic Concepts and Definitions

Terminology extraction aims at “structuring terminological
knowledge from unstructured texts” [4] and identifying “the
core vocabulary of a specialized domain” [5]. Terms can be
defined as a “designation of a defined concept in a special
language by a linguistic expression” (ISO 1087). Terms are
usually nominal constructions, while collocations represent
preferred ways of expressing things and thus contain more
verbal parts [6]. For an overview of the existing definitions for
the concepts “term” and “domain”, please refer to [7].

In the Traditional Manual Terminology Extraction (MTE),
a terminologist first makes a list of potential term candidates
(TCs) which are then discussed with domain experts. The
resulting list contains all validated terms [5]. Automatic
terminology extraction (ATE) is based on the computational
analysis of a textual corpus. The process is carried out by the
computer and is thus objective. The fact that ATE is based on
objective corpus evidence compensates for possible human
errors [8]. On the other hand, humans identify terms not only
by form, but also according to extra-linguistic criteria, and the
terms detected on the basis of semantics also have to fit
domain. The automatic process can therefore only assist
humans who must be engaged during the final verification or
filtering stage [9]. As long as humans are needed at least in the
verification stage, the process of ATE will be considered
semi-automatic [10]. However, since MTE is error-prone,
labor intensive, time-consuming, and subjective, ATE is
useful even if used only as a “preliminary identification” of
TCs [5].
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In terms of ATE, designation of a word or a phrase as a
term is not a simple binary decision. ATE result is presented
as a continuum, in the form of a list of candidates ranked
according to the score [11].

There are two types of terminology extraction from
unstructured texts — monolingual terminology extraction
which processes and extracts terms from texts in one
language, and bilingual or multilingual terminology extraction
which extracts and aligns terms from texts in two or more
languages [4]. This paper is concerned with the first, while the
latter will be subject of our future work.

B. Applications of ATE

Three possible applications of ATE, which are identified
in [6] and [9], refer to terminology, translation, and document
management or retrieval (e.g. automatic keyword extraction
[12]). This research has been conducted from the translation
aspect. In terms of translation, the extracted terminology
might be used as a preparation for interpreting, for the
development and improvement of machine translation
engines, for ensuring consistency, particularly if multiple
translators work on the same project [13], etc. The practical
requirement is usually to find everything the system does not
know vyet, so for this purpose term extraction is followed by
term recognition, i.e. the comparison of the extraction results
with some dictionary/term bank resource in order to identify
known/unknown terms.

C. Approaches to ATE

According to the authors in [12], ATE methods can be
analyzed according to two aspects. The first aspect is
“unithood”, which is defined as “the degree of strength or
stability of syntagmatic combinations and collocations” and
refers to the internal coherence of language units [14] or to
“the identification of linguistic elements that constitute a
multiword unit and refer to one conceptual unit” [5]. The
second aspect, termhood, on the other hand, refers to “the
degree that a linguistic unit is related to domain-specific
concepts” [12] or to the affiliation of a certain lexical unit or
group to a terminology of a special purpose domain. In simple
words, termhood detection is a method which ranks the
extracted units according to the likelihood that they constitute
a valid term for the specialized domain considered.

Vol. 12, No. 1, 2021

There are two basic approaches to the process of ATE —
linguistic and statistical. Depending on the method used for
ATE, the corpora might undergo pre-processing like
lemmatization, part-of-speech (POS) tagging, chunking or full
syntactic parsing [5]. Linguistic approaches are thus heavily
language dependent. They use morpho-syntactic patterns,
while statistical approaches use terms frequencies as evidence
for unithood [5]. Co-occurrence measures for unithood include
chi-square, t-score, log-likelihood ratio, mutual information,
and the phi coefficient. The termhood can be measured by
analyzing contextual usage of TCs, TCs’ internal structure, or
distributional properties of TCs within the domain and the
dispersion over different documents [5]. Most of the
contemporary systems are hybrid, which means that they are
based on the combination of two approaches [4]. This implies
that the classification into statistical and linguistic is
deprecated, and that linguistic methods are nowadays regarded
as mere filters. Co-occurrence measures are therefore usually
calculated for word combinations that have passed the
linguistic filter. The filter can be either open-class and thus
less restrictive, which results in huge lists abundant with false
positives, or closed class, boosting precision at the cost of
recall [5]. Beside representative domain specific corpus,
contrastive approaches to ATE additionally require a general
language corpus. Additionally, they should be coupled with
word sense disambiguation, since many terms (‘belt’, ‘fault’,
etc.) are homonymous between a term reading and a general
reading [6]. The methods selected for this research can be
roughly categorized into statistical (Rainbow), hybrid
(Termsuite), and hybrid contrastive (Sketch Engine).

Majority of ATE methods follow the scheme given in
Fig. 1, which is based on the work of [7]. For an extensive list
of feature computation methods and their classification, please
refer to [7].

D. Evaluation of ATE

ATE evaluation methods can be divided into direct
(intrinsic) and indirect (extrinsic) methods, as asserted by [14].
While the first evaluate some intrinsic properties, the latter
measure the improvement gained in another system which
uses the results of term extraction.

linguistic filters

/_

candidate collection

term-frequency-based
filter

\ stop words filtering

feature computation

length and character-
based filtening

Fig. 1. General ATE Pipeline (based on [7]).
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Furthermore, there are two direct approaches to ATE
evaluation. The first approach is to have domain experts
conduct a manual evaluation. This approach suffers from low
inter-annotator agreement. It can be conducted in a strict mode
in which all evaluators have to agree on the term, and lenient
in which all candidates approved by at least one evaluator are
counted [1]. The other approach is to use the “gold standard”,
also known as Reference Term Lists (RTLs), which implies
assessing the quality relative to a list of terms manually
compiled by a domain specialist [5]. However, the main
difficulty of the approach is that there are no objective rules to
distinguish terms from non-terms [15]. RTLs “may be more or
less detailed, depending on terminologists’ needs and
preferences” [16], which significantly affects evaluation.
Moreover, RTLs should contain not only reference terms, but
also their variants. In relation to the gold standard, the authors
in [17] differentiate between two types of true positives —
actual true positives (ATP) which relate to all the terms in the
gold standard, and recoverable true positives (RTP) which
relate to the intersection of the filtered term candidates and the
gold standard. In this research, in this paper the direct
approach of using the gold standard is taken.

The approach of using the gold standard can be further
subdivided, as the authors in [7] suggest, into labelling of a
whole dataset, labelling of a subset, and, lastly, adaptation of
available resources, which depends on the availability of
domain thesauri, vocabularies, keywords or indexes.

The measures which are usually used for ATE evaluation
are precision and recall, and, lately, average precision. These
are the measures used also in this research. Precision (P)
shows the percentage of correct terms out of the list of
extracted terms (1). It is sometimes referred to as precision at
level K (P@K). Recall (R) shows the percentage of correct
terms out of the list of manually extracted terms (2). It is
worth noting, as the authors in [7] emphasize, that the recall is
usually implicitly evaluated because it is determined by the
specified number of recognized terms. Average precision
(AvgP), given in (3), is a standard ATE metric. If recall cannot
be calculated as no gold standard exists, the union of all the
correct terms predicted by methods which are being evaluated
can be used for calculating at least a relative recall [18].

_correctNretrieved
p@K= e 1)
__correctNretrieved
R@K= correct (2)
1
AvgP@K-1 3K | P@k 3

A slightly different measure of precision is sometimes
used (e.g. [1]), which is taken over from [19]. It averages
precision at the i" correct term (with respect to how many
candidate terms preceded the i term) out of the total K
correct terms in the output. There is also a version which takes
recall into account, as given in [3].

Since precision and recall have many underlying problems
(e.g. there is no intuition as to which terms are considered
relevant, or the system gives a term in its base form but the
reference term bank has it in inflected form, should proper
names be included or not, etc.), the work of [6] proposes the
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evaluation measure which relies on the issue of usability,
which is calculated as the ratio between really possible
concepts (semantic units) and candidates which will never be
used in any application, and are only noise.

The evaluation procedure is additionally burdened by the
fact that two actors of different profiles are involved in the
manual compilation. A terminologist is an expert on deciding
whether an expression is a real term or belongs to the general
language, while a domain expert uses a specific expression to
refer to a concept in the domain [14]. Since it is not realistic to
have a terminologist available for all the task types, two
domain specialists are employed for the task. In general, it is
difficult to obtain the complete set of terms in a given corpus
(i.e. it is easier to ask a specialist about the termhood of a
given TC than to ask him or her to compile the complete list
of terms),which is why only precision is sometimes calculated
[14]. If the gold standard is present, as in this research study,
there is a possibility to accept the TCs listed in the standard
and to ask human evaluators to judge the remaining TCs.

E. Thresholds

The authors in [7] list different scenarios regarding the
number of terms to be recognized and distinguish between
those with a predetermined number of terms (cut-off value)
and those in which the number of terms is determined by the
algorithm. A hard threshold means that candidates with scores
less than a threshold are not accepted. A top list, on the other
hand, takes a certain number of candidates into account, while
there is also a top percentage version which takes a certain
percentage of top candidates into account. The authors in [7]
also enumerate scenarios based on the length of term
candidates.

In this research, the length of the candidates is not
restricted. Although different cut-off values are explored, the
paper also reports results when the complete TC lists are taken
into account.

F. Bilingual ATE

When it comes to bilingual ATE or bilingual glossary
compilation, there are many more challenges that need to be
tackled compared to the monolingual ATE, e.g. the usage of
terms is often not harmonized, especially in case of more
translators or authors, mostly due to the differences and
particularities of two systems. However, ATE can serve a
valuable purpose of highlighting terminology issues and
facilitating harmonization of terminology [20]. The evaluation
should be conducted by assessing whether a target phrase is
the translation of a source term or not [6].

G. Related Work

Although there is a huge line of work on ATE, in this
subsection only those that at least distinctly relate to this study
are presented. One of the first limitations in conducting this
type of study is appropriate language support. The existing
tools or frameworks support only a handful of languages.

The authors in [21] evaluate nine terminology extraction
tools from a translator’s perspective. They distinguish three
classes of tools — standalone terminology extraction tools (e.g.
Termsuite), web-based terminology extraction tools (e.g.
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SketchEngine), and frameworks (e.g. Rainbow). This study is
limited to a handful of tools since a massive approach would
not contribute neither to comprehensibility nor to drawing
clear conclusions. However, one tool representative of each
category based on the criterion of user-friendliness is
included. The clarity of making conclusions is affected even
with such a limitation imposed, as shall be seen later in the

paper.

By underlining the quality issues that ATE often exhibits,
the results in [18] suggest that bare frequency may not be
sufficient to extract even correct single-word terms (SWTSs),
but also that single words which occur frequently have a high
chance of being identified as terms specific to that corpus.
Furthermore, the performance of a POS tagger plays a great
role in detecting terms, especially with regard to recall. While
SWTs are usually too polysemous and too generic, multi-word
terms (MWTSs) often represent finer concepts in a domain
[22]. Although MWTs might predominate in some languages
thus making SWT extractors almost useless [6], [9], in some
studies majority of domain specific terms turn out to be
compound nouns [23]. The authors in [24] also acknowledge
that in German texts the use of SWTs is frequent. More
precisely, they report that the proportion of SWTs in three
different subject domains of technical documents ranges from
57 to 94%. For that reason, the focus is put on hybrid tools,
although one statistical tool is also included in this research
for the sake of comparison.

Majority of the related work on German employs a hybrid
approach. For example, the research presented in [24]
combines linguistic filtering techniques with a statistical
technique in order to extract noun-phrases from technical
texts. The authors in [16] also combine a linguistic filter by
using the list of pre-defined patterns with the weirdness ratio
in the domains of chemical protection suits and of alcohol and
drug detection. The authors in [25] extract nominal candidates
in DIY domain. Statistical measures are combined to rank the
TCs by the domain specificity after extracting TCs based on
POS patterns and filtering out syntactically invalid ones and
those occurring only embedded in other candidates. The
comparison between the results of well-known statistical
measures in the domain of grammar in [8] shows that
measures based on corpus comparison outperform all others.
The authors attribute this to the fact that German word
formation allows for complex compound-unigrams (almost
83% of manually extracted terms are SWTSs), which causes
weaker performance of algorithms designed to identify
MWTs. Three different approaches to ATE are compared,
which are also representatives of three different categories of
tools.

In this research study the same corpus is used both for
manual and automatic term extraction, since one of the related
works reveals that 35% of the false positives in the top 500
candidates qualify for the inclusion into the gold standard
which is created without full access to the corpus used for
automatic extraction [16]. While the authors in [8] manually
extract the gold standard from a subset of the corpus and
obtain best results for measures based on corpus comparison,
the manual extraction in this study is conducted on the whole
corpus.
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There is little work on the effects that the domain has on
ATE. The authors in [1] show that domain has an “impact on
the performance of algorithms”, as exemplified by the
comparative study in the domains of biology and medicine.
Moreover, both, language and domain, affect term length as
illustrated in [15]. However, according to the findings over
80% of all the terms irrespective of the language and the
domain belong to one of eight POS patterns - single nouns
(N), a noun and an adjective (N+A), a single adjective (A), a
named entity (NE), two nouns (N+N), two nouns separated by
a preposition (N+P+N), two adjectives and a noun (N+A+A)
or a single verb (V). While there are many N and N+A
patterns, substantial differences can be observed between
different domains and, even more so, between different
languages. The trade-off between precision and recall can be
determined by applying a cut-off value since [16] find almost
50% of terms in the gold standard in the top 500. The author
in [3] demonstrates that there is no method which performs
best on all datasets.

The experimental study presented in the remainder of the
paper is designed based on the aims set out in this section and
on the findings of the related work presented.

1. EXPERIMENTAL STUDY

In this experimental study a black box evaluation of the
selected terminology extraction tools is conducted from the
translators’ point of view. Since bilingual term extraction is
the most useful feature in the eyes of translators, one tool from
each category distinguished in [21] is chosen but only if it
supports bilingual term extraction. However, this study is
limited to monolingual terminology extraction only. This is
done purposefully in order to check what level of quality can
be expected in a more simplistic scenario.

The topic chosen for this work is Brexit due to its relative
novelty and creativity in word coinage. Its linguistic impact is
recognized in [26].

The choice of tools is made logically by satisfying the
criteria that the tool has support for German, that it supports
bilingual term extraction, and that it has user friendly
interface, where a user is considered to be a translator and not
a developer. The gold standard list is lemmatized and after
term extraction, the same procedure is repeated for each term
candidate list. The lemmatized forms are obtained with the
python package spaCy. The results are presented in terms of
precision and recall at five different levels and in terms of
total precision, recall, and average precisions.

A. Language and Corpus

In this study a monolingual German corpus is compiled on
the topic of Brexit. A geopolitical change known under the
term Brexit has occurred as of recent. The term itself first
appeared almost ten years ago. As a result, a multitude of
other creative coinages and compounds appeared [26].
German lies somewhere between configurational languages—
which encode grammatical relations through the position of
constituents—and case languages-which encode grammatical
relations through morphological marking [27]. The leading
way of word formation in the contemporary German language
is compounding [28]. An example is
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Meinungsforschungsinstitut, which consists of Meinung
(opinion), Forschung (research) and Institut (institute)
connected with the letter's’. The connecting letter makes it
easier to see where one word ends and another begins.
Another example of a compound is a German neologism
Brexit-Schock (shock caused by Brexit), which is a hybrid
made up of one English and one German noun connected with
a hyphen. In general, such compounds are hard to translate
into other languages and usually require paraphrasing.

The corpus is compiled from German newspaper articles
from three different sources—Frankfurter Allgemeine Zeitung,
Sliddeutsche Zeitung and Zeit, and consists of 50 articles on
Brexit in the period of one month. The corpus has 20.409
words in total. The topic of Brexit is chosen since it is very
specific for the domain of political newspaper articles, as well
as relatively novel. Moreover, as the authors in [29] warn, new
or upcoming domains are usually characterized by
terminological variation, which may affect the overall results.
Due to its specificity and to the design of the experiment
elaborated further on, the size of the corpus is relatively small
compared to the usual size.

B. Manual Extraction Task

A Reference Term List is manually extracted to serve as
the gold standard for the evaluation of monolingual TCs
automatically extracted from German texts in the newspaper
domain on the topic of Brexit. The extracted list consists of
SWTs and MWTs. A terminologist is purposefully omitted
from the task since the analysis focuses on the translation
purposes. In that scenario, having domain experts compile the
list is a more realistic scenario. Two experts are asked to
extract all linguistic terms regardless of their structure,
similarly to [8].

The experiments are conducted separately with the union
and with the intersection of the obtained lists. Almost 79% of
terms in the union of the lists are unigrams or SWTs (535 out
of 681), and the remaining 21% are MWTs (bigrams 11%,
trigrams 6%, fourgrams 3%, fivegrams and sixgrams both less
than 1%; in counts 77, 43, 21, 2, and 2, respectively). The
terms extracted manually from the above-described corpus
cover nouns, verbs, and adjectives, and belong to different
registers in the German language. Unlike the authors in [8],
who do manual extraction on a subset of their corpus, in this
paper a small-sized corpus is chosen in order to process the
whole corpus manually, as this is considered beneficial
according to [16]. A random sample of terms is shown in
Table 1. The manually extracted lists contain quite a big
percentage (almost 77%) of terms which consist of nouns or
nouns and adjectives (Table I1). The top 10 patterns account
for 92% of manually extracted terms.

C. Automatic Extraction Task

Three tools are used and evaluated in the task of ATE —
Rainbow, which is part of the Okapi framework; Termsuite
which is a tool developed within TTC project; and Sketch
Engine, which is not a terminology extraction tool per se, but
a leading web service for corpus analysis. The reference
corpus used in the evaluation is the German web 2013
(deTenTen) corpus from the TenTen family [30], which
consists of 16.5 billion words. In the first part of the
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experiment, different cut-off values are applied to ATE
results, similarly to [18]. The selected cut-off values are 50,
100, 200, 500, and 1000. In the second part of the experiment,
no cut-off value is applied. The differentiation is made
between the lists obtained without a minimum frequency
threshold and those obtained with the minimum frequency
threshold set to three.

Based on the Okapi Framework, Rainbow is an open-
source platform-independent term extraction tool written in
Java, which implements purely statistical methods, and can
thus be applied to any language. Since a token grouping
method is applied for the extraction, terms are not reduced to
their stems. The only linguistic knowledge provided is a list of
stop words. This means that a sequence of words is
discontinued if a stop word is found in-between. Due to the
fact that almost no linguistic knowledge is utilized, one
experiment is conducted in which the corpus is lemmatized
prior to the extraction to explore the effects that lemmatization
has on the process.

Termsuite is an open-source tool developed within TTC
project. Term extraction in Termsuite is a two-step procedure.
A pattern-based candidate identification from the first step is
followed by ordering by decreasing domain-specificity. Term
candidates are, beside SWTs, restricted to bigrams and
trigrams in accordance with previously identified POS
patterns [29]. Since Termsuite enables also morphological
compound detection and term variant processing, it is
expected to be best suited for German.

TABLE I. A RANDOM SAMPLE OF MANUALLY EXTRACTED TERMS

German Terms

Austrittsdatum

Brexit-Gruppe des Europaparlaments

Brexit-Schock

Chaos-Brexit

EU-Botschafter

Gestaltung der Grenze

No-Deal-Szenario

Steuersenkung

Vereinigte Staaten

Zwangspause des Parlaments

TABLE II. Top 10 POS PATTERNS IN MANUALLY EXTRACTED TERMS
Pattern Frequency
N 484
ADJN 40
\Y 28
ADJ 22
NN 15
N ART N 10
N PREP N 7
PREP NV 6
ART N 5
NV 4
PREP N 4
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Sketch Engine is hamed after one of its key features—word
sketches. It employs a contrastive two-step approach to
terminology extraction—first the grammatical validity of a
phrase (unithood) is assessed using the term grammar, next the
normalized frequencies of TCs from the focus corpus are
contrasted (termhood) with those in the reference corpus [31]
by using the ‘Simple Math’ (with an add-N parameter of one)
statistics [32]. Sketch Engine implements ATE as two separate
processes, dependent on the user needs—keywords extraction
and multiwords extraction. Keyword designates a word typical
of a corpus in comparison to a general corpus and it is
determined by the keyness score given in eq. 4, where
fpmfms stands for the normalized frequency (per one million

words) of the word in the focus corpus, and fpmref for the

normalized frequency (per one million words) of the word in
the reference corpus. The default value of n is set to one.
Terms are multiword expressions and the same score is used
for their extraction, except that the absolute frequency counts
are used. While keywords can be extracted from any corpus, a
prerequisite for extracting terms is the existence of a term

grammar since term extraction requires tagged and
lemmatized corpora.
fpmfccus+ n ( 4)

+
fpmrcf n

IV. RESULTS AND DISCUSSION

In this paper intrinsic evaluation is applied [14] and
precision, recall, and average precision quality indicators are
used. The comparison with the gold standard is implemented
as a strict string matching of the list entries as well as a
lemmatized string matching of entries. Only the latter scores
are reported as these prove to be slightly superior. The counts
of terms manually extracted and extracted by each tool are
given in the Table IlI.

The overlaps between ATE results are given in Fig. 2.
Please note that R stands for Rainbow, S for Sketch Engine

=y

a) Minimum frequency threshold set to 3
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and T for Termsuite, and these labels will be used in figures
henceforth. Furthermore, R(V1) is used when referring to the
Rainbow results on the non-lemmatized corpus, and R(V2)
when referring to the Rainbow results on the lemmatized
corpus. Since R(V2) version results in a degradation, it is
discarded from all further experiments. Although Sketch
Engine and Rainbow give more similar lists, their scores differ
greatly, as evident from Fig. 3 and Fig. 4, which give overall
evaluation results. The overlaps between ATE results which
are found in the gold union are shown in Fig. 5.

Termsuite results with the minimum frequency threshold
set to 3 are superior up to the cut-off value of 200, after which
it suddenly deteriorates and Sketch Engine gets better under
the same settings. The results on the gold intersection follow
the same pattern although the precisions are lower from the
very beginning. Rainbow manages to recover a great number
of terms in the gold intersection even with the minimum
frequency threshold set to 3.

TABLE I11. COUNTS OF LEMMATIZED TERMS IN THE GOLD STANDARD AND
TERMS EXTRACTED AUTOMATICALLY BY EACH TOOL
Number of terms
SWTs MWTs Total Total
min=3 | N/A | min=3 | N/A | Min=3 N/A
MTE union 536 145 N/A 681
MTE 229 82 N/A 311
Intersect
1276 9802
. V1) V1)
Rainbow 933 3655 | 343 o147 | V1) )
V2) V2)
Sketch 883 3222 | 14 317 | 897 3539
Engine
TermSuite | 622 1384 | 134 359 | 756 1743

At%

b) No minimum frequency threshold

Fig. 2. Overlap between ATE Results.
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V%,

a) Mininum frequency threshold set to 3
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b) No minimum frequency threshold

Fig. 5. Overlap between ATE Results per Tools and the Gold Standard.

Without the minimum frequency threshold, the situation
with Sketch Engine and Termsuite gets somewhat reversed,
i.e. the result is a draw at 200, while Termsuite beats Sketch
Engine when the cut-off value is set to 500 or higher. While
Sketch Engine performs similarly as in the scenario with the
minimum frequency threshold, it can be concluded that
Termsuite is affected by the threshold settings. Finally, when
there is no cut-off value, the two tools perform the same. The
results regarding recall are more stable when the minimum
frequency threshold is set. When the minimum frequency
threshold is removed, all the tools gain better recall scores at
the expense of precision, except for Termsuite which has a 1%
increase in precision alongside 26% increase in recall.

Since this paper presents an analysis of terminology
extraction tools from a translator’s perspective, and since
Rainbow is, expectedly, the worst scoring tool regarding
precision, average precisions are calculated only for the
remaining two tools (Table 1V).

Although the average precision at rank 1000 which takes
recall into account is better for Termsuite (9%) than for Sketch
Engine (4%), they both do the same, i.e. 9% according to the
overall results.

Regarding MWU s, it is worth noting that in the scenario
with the minimum frequency threshold applied, the number of
recovered MWUs is 12, 7, and 5 for Rainbow, Sketch Engine,
and Termsuite, respectively.

TABLE IV.  AVERAGE PRECISIONS FOR SKETCH ENGINE AND TERMSUITE

Total
avgP@500 avgP(+recall)@500 avgP(+recall)

Sketch 25% 4% 5%
Engine

Termsuite 28% 3% 3%
Sketch

Engine (no 27% 3% 9%
threshold)

Termsuite

(no 28% 5% 9%
threshold)

The average precisions at rank 500 are 25% and 28% for
Sketch Engine and Termsuite, respectively. By looking at
average precisions which take recall into account, it is evident
that only 5% overall average precision is obtained for Sketch
Engine versus 3% for Termsuite. In the scenario without the
minimum frequency threshold, average precisions at rank 500
are 27% and 28% for Sketch Engine and Termuite,
respectively.

Another thing worth noting is that less than 2% of the
terms extracted by Sketch Engine in the scenario with the
threshold are MWUSs, while that percentage goes up to 10% in
the scenario with no threshold. Termsuite, on the other hand
extracts pretty similar percentage of MWUSs in both scenarios,
ie. 21% and 26%, respectively. Rainbow doubles the
percentage from 37% in the first scenario to 63% in the
second. On the other hand, even 50% of the MWU candidates
extracted by Sketch Engine in the scenario with the threshold
are correct, while those percentages are as low as 3.5 and
1.5% for Rainbow and Termsuite, respectively. The results on
Rainbow assert the fact that due to data sparseness in small-
sized specialized corpora statistical measures that use the
candidate’s frequency in a domain-specific corpus perform
much better on SWTs than on MWTs [25]. A general
conclusion can be made that linguistic approaches seem to be
more suitable for translators as translators do not want to go
through huge lists of term candidates and find only a handful
of real terms. Although the performance of Sketch Engine and
Termsuite is competitive, results speak slightly in favor of
Termsuite with German as the language and Brexit as the
domain. Regarding the overlap in the correct terms between
Sketch Engine and Termsuite, there seems to be potential in
combining their outputs.

V. CONCLUSION AND FUTURE WORK

The research described in this paper is conducted on the
German corpora. The study does not propose a novel approach
to automatic terminology extraction, but compares
performance of three well-known extraction methods under
the same experimental settings.
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Due to the differences in corpus selection, evaluation
methodology, and scope of TCs included in the evaluation,
comparisons of various research results are often intractable.
One of the goals set for this research was to create a gold
standard and thus facilitate performance comparisons of
various terminology extraction tools. One of the strengths of
the study presented in this paper is the fact that the gold
standard is compiled by two domain specialists as this is a
more realistic setting than having a terminologist at hand
when doing terminology extraction for translation purposes.
Both the union and intersection of the two lists compiled by
domain specialists are used in the experiments. Although
having two evaluators approve the term in order to include it
in the gold standard somewhat improves recall for lower
levels, it reduces the size of the gold standard, and
consequently precision for at least 6%. The analysis conducted
on the gold union reveals that altogether only three POS tags
for unigrams and two POS patterns for bigrams account for
over 86% of the terms. These tags and patterns are included in
the list of eight most important patterns provided by [15].
Precision could thus be potentially improved by restricting the
rules. A cut-off value of 500 per category is opted for since
ATE systems produce significant amounts of noise and users
in the role of translators are mostly unwilling to scan through
TC lists. Another strength of this research is the fact that the
gold standard is based on the same corpus of the exact same
size which is used for testing purposes.

To conclude, the results confirm that fully automatic
terminology extraction is still out of reach for computers. The
choice of method should therefore depend on whether the
application puts more importance on the precision or recall. In
general, if the extracted lists are to be checked manually,
precision should be considered more important to avoid the
task being too tedious. Since terms are inherently semantically
defined, the final confirmation of an expression’s term status
still has to be done manually by domain specialists.

There are several directions which open up for future
work. In order to get more meaningful results, the size of the
focus corpus should be increased. This has not been done for
the purpose of this research in order to have both manual and
automatic extraction conducted on the same corpus, which
would not be feasible with a corpus greater in size. Human
evaluators could be asked to judge the TCs which are, perhaps
mistakenly, not included in the gold standard. Furthermore,
besides testing other tools, the combination of different ATE
results or a voting mechanism could be employed. From the
results presented in this paper, there exists some potential in
combining Sketch Engine and Termsuite outputs. In the
future, the work will be extended with domain-specific
terminology in fast developing domains, e.g. the Information
and Communication Technology (ICT) domain and different
issues will be highlighted which occur when the corpus is
compiled by different authors in languages which do not have
a harmonized terminology and thus exhibit inconsistencies at
the lexical level.
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Abstract—Deep learning architectures used for automatic
multi-organ segmentation in the medical field have gained
increased attention in the last years as the results and
achievements outweighed the older techniques. Due to
improvements in the computer hardware and the development of
specialized network designs, deep learning segmentation presents
exciting developments and opportunities also for future research.
Therefore, we have compiled a review of the most interesting
deep learning architectures applicable to medical multi-organ
segmentation. We have summarized over 50 contributions, most
of which are more recent than 3 years. The papers were grouped
into three categories based on the architecture: “Convolutional
Neural Networks” (CNNs), “Fully Convolutional Neural
Networks” (FCNs) and hybrid architectures that combine more
designs - including “Generative Adversarial Networks” (GANs)
or “Recurrent Neural Networks” (RNNs). Afterwards we present
the most used multi-organ datasets, and we finalize by making a
general discussion of current shortcomings and future potential
research paths.

Keywords—Deep Learning; Multi-Organ Segmentation; Fully
Convolutional Neural Networks (FCNs); Generative Adversarial
Networks (GANSs); Recurrent Neural Networks (RNNs)

l. INTRODUCTION

Medical imaging using Computed Tomography (CT),
Magnetic Resonance (MR), ultrasound, X-ray, and so on, has
become an essential part in detection, diagnosis, and treatment
of diseases [1].

A new medicine branch, imaging and radiology was
developed to train human experts that can interpret medical
images and provide an accurate diagnosis. The training is
challenging due to the complexity involved, but more
importantly, the diagnosis process itself is a tedious and
exhausting work that is further impacted by the large variations
in pathology between different individuals. Therefore, the need
for automated help grew larger as the medical imagining sector
expanded, with use-cases like segmentation of medical images,
delineating human organs or automated diagnosis being
intensively studied using Deep Learning (DL) architectures.

Deep learning absorbs the feature engineering designed by
human experts into a learning step [2]. Furthermore, deep
learning needs only a set of training/testing data with minor
pre-processing (if necessary), and then can extract the human
body representations in an autonomous manner. Throughout
different architectures, DL has demonstrated enormous
potential in computer vision [3].

Multi-organ deep learning architectures could lend a
helping hand in the field of radiation therapy, by the making
the segmentation process faster and more robust [4]. Multi-
organ segmentation also paves the way for automation
processes that are generalized to the full body or to a large
spectrum of diseases facilitating online adaptive radiotherapy
and fulfilling medical image segmentation’s goal to become
autonomous in reaching an accurate diagnosis in any medical
imaging environment.

A. Segmentation Applications in the Medical Field

e Radiotherapy in cancer treatment. In radiotherapy, the
need exists to control the radiation exposure of the
target and healthy organs, so segmentation of organs at
risk (OARs) could provide an important help to
physicians [5].

e Automation. OARs and other clinical structures in the
human body are manually segmented by physicians
from medical images, which is difficult, tedious and
time consuming [4]. Automating the segmentation
process could help tremendously even if it will be only
as a pre-step in the diagnosis (used for initial selection
of cases or pathologies).

o Finding ROIs. Automatically finding regions could help
while preparing for medical procedures or in applying
specific procedures on highlighted regions.

e Computer Aided Diagnosis (CADX). To achieve this, a
correct delineation of body structures is needed in the
pipeline of any CADx systems. Accurate automatic
segmentation could be used in non-invasive diagnosis
scenarios and could be even deployed online.

e Mass detection. Detecting the mass of organs has as
prerequisites a correct segmentation of the organ and
the neighbouring surfaces

e Assistance in endoscopic procedures. Automatic
segmentation provides help for physicians when
executing endoscopic procedures and could be used
also in the training phase of the human experts [6].

B. Summary of other Reviews in the same Knowledge Field

The deep learning knowledge base was described in papers
written by Schmidhuber [2], LeCun et al. [3], Benuwa et al. [7]
and Voulodimos et al. [8]. More recently, great articles were
written by Serre et al. [9] and Alom et al. [10].
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For a description of deep learning architectures specifically
applied in the medical field, we would like to highlight works
written by Litjens et al. [11], Shen et al. [1], Hesamian et al.
[12], Zhou et al. [13], Ker et al. [14], Taghanaki et al. [15] and
Lu et al. [16]. For details regarding GAN in medical image
processing we have an article by Yi et al. [17] and for a review
of unsupervised deep learning techniques we have a paper
written by Raza et al. [18]. More recently, a comprehensive
overview targeted towards multi-organ architectures was
written by Lei et al. [4].

C. The Aim of this Study

This article discusses the most interesting deep learning
architectures and techniques applicable to medical multi-organ
segmentation. Targeted to DL-based medical image multi-
organ segmentation, there are several objectives that we aimed
to fulfil with this article:

o Categorize and summarize the latest research

e Present the most important contributions and identify
the current challenges

e Provide an overview of existing medical benchmarks

e Indicate future trends and solutions for the identified
challenges

D. Contents of the Survey

The paper summarizes over 50 contributions, most of
which are more recent than 3 years.

In our process of data searching and gathering, we used
several different sources which include arXiv, Google Scholar,
PubMed, I1SBI, MICCAI or SPIE Medical Imaging. Search
keywords included medical segmentation, multi-organ, fully
convolutional neural network, and other architectures related to
deep learning. The final end-result contains at least 30 articles
that describe architectures for single organ segmentation and
over 60 articles that detail deep learning techniques for multi-
organ delineation.

To make this survey as recent as possible, we have selected
works that were mostly published after 2017, while still
including older papers that had a big impact in the research
field. The most recent date of publication was set to June 1st,
2020, which excluded papers newer than that date.

The bulk of the reviewed works are in Sections I, 11l and
IV and are grouped into three categories — CNNs, FCNs, and
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hybrid — according to the architecture and which network
design is most prominent. The hybrid category has also 3 sub-
sections: GANs, RNNs and fully hybrid approaches. For each
architecture classification we presented a small description of
the methods and highlighted the most relevant works that were
related to multi-organ segmentation. For each included paper
we listed the reference, the human structures that were used in
training and a summary of their important features and
achievements. In Section V we present the most used multi-
organ datasets correlated to the human structures that they
target. We finalize with a conclusion regarding the future of the
research in this subject.

1. ARCHITECTURES APPLICABLE TO MEDICAL MULTI-
ORGAN SEGMENTATION BASED ON CNNS

A CNN is a sub-genre of deep neural networks [12] that are
based on fully connected layers. A layer is made up by more
neurons, and each one of these is linked to every neuron from
the subsequent layer. A CNN architecture applies a
convolution in at least one of its layers. Except for the initial
layer, which is linked to the medical image, the input of each
layer represents the output of the subsequent layer. Each one of
these can perform specific tasks like convolution, pooling, loss
calculation while different architectures make use of these
layers in differing techniques.

Considering the input image’s proportions and the
dimension of the convolutional kernels, CNNs can be grouped
into three categories. In 2D architectures the medical image is
sliced into several 2D images which are fed to the CNN. 2.5D
architectures still use 2D kernels, but the network is fed with
several patches that are cut from a 3D medical image along the
three orthogonal axes. The final category boasts 3D kernels
which can extract the full information from a 3D medical
image. The major downside of 3D architectures is the
computational and memory requirements which are considered
large even using the most up-to-date hardware.

In Table I we present a list of papers that employ CNNs for
segmentation in a multi-organ setup. Even though they do not
result in a segmentation, papers that present object detection
methods in multi-organ scenarios were included in this list.
The reason is that they could be used as a pre-step to the actual
segmentation by generating regions of interest used to improve
the accuracy of the end-result.
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TABLE I. CNN MULTI-ORGAN SEGMENTATION PAPERS
Ref. Site Important features
Brain. Breast and The authors demonstrate that a 2.5D CNN can be trained in a multi-modality (MRI and CT) scenario to segment tissues
19 . three different human structures. The results were comparable as in using three different architectures for each
Cardiac
segmentation task.
The authors proposed an architecture that segments several abdominal organs using a two-step approach.
[20] Abdomen Organ localization obtained via a multi-atlas technique followed by training a 3D CNN that classifies the voxels to the
corresponding organ [20]. They also use thresholding as a pre-processing step.
Chest, cardiac, The authors trained a 2.5D CNN that identifies if target human structures are present in input images (CT) [21].
[21] g p p g
abdomen Bounding boxes can also be placed around the found targeted structures.
[22] Brain abdomen The authors propose several methods that can improve the segmentation accuracy: supervised or unsupervised image
' enhancement and a novel loss function [22].
[23] Thorax-abdomen This work presents a 2.5 CNN trained for localization of several human structures in CT images [23].
[24] Pelvic oraans The authors propose a novel hierarchical dilated CNN. The novelty is that they propose a multi-scale architecture
g comprised of several modules working with different resolutions [24].
[25] Torso — 17 organs The authors propose an architecture for organ localization and 3D bounding boxes generation [25].
[26] Head and neck The article proposes a multi-organ segmentation architecture that cascades three CNNs followed by majority voting [26].
127] Head and bod The authors propose an architecture for organ localization based on a 3D CNN that also improves the localization
y performance on small organs [27].

IIl.  ARCHITECTURES APPLICABLE TO MEDICAL MULTI-
ORGAN SEGMENTATION BASED ON FCNSs

CNNs can classify each individual voxel from a medical
image, but this approach has a huge drawback. Because the
neighbouring patches on which convolutions are calculated
have overlapping voxels, the same calculations are done
multiple times with performance penalties. To counter this
major issue, Long et al. [28] proposed the “Fully convolutional
network” where the size of the predicted image is increased to
match the size of the input image by using a transposed

convolution layer. Ronneberger et al. [29] proposed the U-Net
network that has a contracting path with layers that include
convolutions, max pooling and Rectified Linear Unit (RELU)
[30] and an expanding path that involves up-convolutions and
concatenations with high-resolution features from the
contracting path [29]. Cicek et al. [31] implemented the first
3D U-Net design while Milletari et al. [32] improved the U-Net
architecture by adding residual blocks and a dice loss layer.

In Table Il we present a list of papers that employ FCNs for
segmentation in a multi-organ setup.

TABLE II. FCN MULTI-ORGAN SEGMENTATION PAPERS
Ref. Site Important features
133] Liver and heart The authors propose a 3D FCN enhanced by a deep supervision technique [33]. The architecture is validated against heart
and liver datasets (not a full-blown multi-organ implementation).
6] Abdomen The article proposed an approach on segmenting 4 abdominal organs using an FCN that employs “dilated convolution units
with dense skip connections” [6].
In this article the authors prove that a “multi-class 3D FCN trained for seven abdominal structures can achieve competitive
[34] Abdomen segmentation results, while avoiding the need training organ-specific models” [34].
They proposed an architecture comprised of two FCNs, with the first delineating a candidate region, while the later uses
that as input for the final segmentation.
Esophagus, Trachea The authors propose “two collaborative architectures to jointly segment multiple organs™ [35]. The first network will learn
[35] Heart Aort‘a ' anatomical constraints employing also conditional random fields, while its output will be used by the second network for
’ guiding and refining the segmentation.
[36] Liver. spleen. kidnevs The authors propose a deep 3D FCN for organ segmentation that is enhanced using a “time-implicit multi-phase evolution
» Spieen, Y method” [36].
[37] :;eoriso%gnldu?r?:r?l:rl\d The authors propose a 2.5D FCN architecture trained on CTs. The algorithm uses a fusion method for the final 3D
stc?macﬁ content segmentation. They summarize the algorithm as “multiple 2D proposals followed by 3D integration” [37].
[38] Liver. Left kidne In this paper, the authors propose an improvement of their previous segmentation architectures by adding an organ
' y localization module [38].
[39] Gastro-intestinal tract The authors present an implementation of a Dense V-Net architecture in a multi-organ setup while showing that their
proposed “dense connections and the multi-scale structure” [39] produce better segmentation results.
[40] Abdomen The paper describes an implementation of a 3D U-Net for multi-organ CT segmentation [40]. The authors obtained a

combined dice of 89.3% in testing 7 organs.
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Ref. Site Important features
The authors present an architecture that is based on a “multi-scale pyramid of stacked 3D FCNs” [41]. The results are
[41] Abdomen obtained by taking the predictions of a lower-resolution 3D FCN up-sampling, cropping them and afterwards concatenating
them with the inputs of a 3D FCN that utilizes a higher resolution which will generate a final segmentation.
The authors argue that the results of multi-organ segmentation using FCNs depend on the architecture, but also are heavily
[42] Abdomen influenced by the chosen loss function [42]. They also evaluate the loss function’s influence in multi-organ segmentation
scenarios.
The authors propose a cascaded approach that uses two 3D FCNs. The first architecture defines a candidate region, while
[43] Abdomen the second focuses on the details and provides the final segmentation. The authors argue that their “approach reduces the
number of voxels the second FCN must classify to ~10%” [43].
[44] Torso The paper presents three 3D FCN architectures and surveys their results of multi-organ segmentation in the human torso.
The dice scores average between 0.91 and 0.98 for 6 covered organs.
[45] Head and neck The authors present an architecture based on a 3D U-Net that is tested against a head and neck dataset. The results were
mixed, with fair segmentation scores for 7 organs out of 11, but with low results for the other organs.
[46] Brain. Abdomen The authors propose an FCN architecture [46] that outperforms the initial U-Net implementation in several segmentation
' tasks for brain or abdomen. The results have a dice percentage between 83.42% and 96.57% for several abdomen organs.
[47] Chest The authors propose an architecture based on two cascaded networks.
The authors present a novel architecture that improves the segmentation using a transfer learning scheme. 3D U-Nets are
[48] Abdomen used in a general approach or single organ approach with transfer learning between them. Furthermore, probabilistic atlases
are used to estimate the location of the organs.
The authors present an architecture for segmentation in a multi-organ scenario consisting of a “2D U-Net localization
omen network and a -Net segmentation networ] . Compared to other architectures, the authors results are better for
[49] Abd twork and a 3D U-N. i k” [49]. C d to oth hitect the auth It better f
several organs like prostate and bladder.
The authors propose a two-step architecture. The first step contains 2D networks with reverse connections that detect
[50] Abdomen features. These features are afterwards merged with the original image to “enhance the discriminative information for the
target organs” [50] and are used as input for the final segmentation network.
[51] Gland The paper describes two Dense U-Nets used for segmentation of several gland types.
[52] Abdomen The authors propose a multi-organ segmentation architecture based on 3D convolution [52]. Their design obtained an
average Dice score of 83.7% for 6 abdominal organs in their targeted dataset.
The authors propose an architecture where a 3D U-Net localizes each target organ. Afterwards, cropped images with one
[53] Thorax organ serve as input to several individual 3D U-Net segmentation networks and as a final step the individual results are
merged for a global segmentation result.
The paper describes in detail the SegTHOR [54] multi-organ dataset and present a segmentation framework based on U-
[54] Thorax and abdomen Net.
The paper proposes an architecture for segmentation of the SegTHOR [54] multi-organ dataset that consists of two 3D V-
orax and abdomen et working on different resolutions (one for organ localization and one for segmentation refinement). Their approac!
[55] Th d abd Net work different lut (one f localizat d f tat f t). Th h
ranked first in the initial phase of the SEGTHOR challenge.
The authors propose an improvement to the U-Net and obtain a “uniform U-like encoder-decoder segmentation
[56] Thorax and abdomen architecture” [56]. The architecture ranked second on the initial phase of the SEGTHOIR challenge.
57] Thorax and abdomen The authors propose a simplified version of the Dense VV-net model with postprocessing that improve the organ
segmentation results.
58] Thorax The paper proposes a multi-organ segmentation architecture that contains “dilated convolutions and aggregated residual
connections in a U-Net styled network” [58].
[59] Abdomen, torso The paper proposes a 3D U-Net like architecture [59] that is validated on 5 different organs.
[60] Abdomen The authors propose a multi-class segmentation architecture based on U-Net [60]. Their design has similar results to other
approaches on 4 organs but with superior dice scores for the intestine.
[61] Abdomen The authors propose a 3D U-Net architecture tested in a multi-organ segmentation scenario.
62] Abdomen The authors propose an architecture consisting of a 3D U-Net that is enhanced by graph-cut post-processing [62] tested in a
multi-organ segmentation scenario.
The authors present a “pyramid-input pyramid-output” [63] architecture that can be trained in a multi-scale and partially
[63] Abdomen labeled scenario. In order to discriminate the features in differing scales, they designed an “adaptive weighting layer to fuse

the outputs in an automatic fashion” [63]
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IV. ARCHITECTURES APPLICABLE TO MEDICAL MULTI-
ORGAN SEGMENTATION BASED ON HYBRID METHODS

As the DL field is expanding, new and exciting network
architectures are developed. At the same time, the possibilities
of improving the existing segmentation networks are shrinking.
Therefore, to overcome these challenges, hybrid approaches
are used more extensively. These hybrid methods involve using
several network designs in the same architecture serving
different functional purposes. We have divided the hybrid
approaches into segmentation architectures enriched with
GANs, enriched with RNNs and fully hybrid approaches.

A. Hybrid Methods Employing GANs

A GAN is a type of machine learning network designed by
Goodfellow et al. [64]. These networks are taught to be able to
generate new data that shares the same characteristics as a
provided initial training set. In Table 11l we present a list of
papers that propose GAN based hybrid multi-organ
architectures.

B. Hybrid Methods Employing RNNs

A Recurrent Neural Network (RNN) is a type of machine
learning network that generalizes the feedforward neural
network architecture and has hidden states that act as an
internal memory. Empowered with these connections the
RNNSs can memorize the patterns from previous inputs. These
architectures are applied mostly to time series predictions or
speech recognition. But because medical images are usually
comprised of multiple adjacent slices with correlating
information between them, RNNs can be employed in hybrid
scenarios to improve the segmentation results. In Table IV we
present a list of papers that propose RNN based hybrid multi-
organ architectures.

Vol. 12, No. 1, 2021

TABLE IV.  RNN MULTI-ORGAN SEGMENTATION PAPERS
Ref. Site Important features
[70] Se?:'ﬁudc'fe CI The authors present a hybrid architecture that
left atriumy combines a CNN with an RNN.
This paper presents an architecture in which a
Abdomen — recurrent module “repeatedly converts the
71 segmentation probability map from the previous
small organs
g iteration as spatial weights and applies these
weights to the current iteration” [71].
Blood vessel The article presents a hybrid architecture based on
[72] skin cancer ' U-Net and RNN where the “feature accumulation
lunas ' with recurrent residual convolutional layers” [72]
Y provides better segmentation end results.
The paper proposes an attention gate model that
[73] Abdomen can be integrated into neural networks.” Models
trained with AGs implicitly learn to suppress
irrelevant regions in an input image” [73].
Vertebrae The authors present a hybrid architecture that
[74] liver ’ consists of a U-Net-like network enhanced with
bidirectional C-LSTM [74].

C. Fully Hybrid and Generic Segmentation Improvement
Methods
In Table V we present hybrid methods that do not fit in any

previous category and generic segmentation improvement
methods in multi-organ scenarios.

TABLEYV.  HYBRID MULTI-ORGAN SEGMENTATION PAPERS
Ref. Site Important features
The authors present a sample selection method
[75] Torso and [75] that improves the training of neural networks.
abdomen The method is tested in a multi-organ

segmentation scenario.

The authors investigate the “effectiveness of
learning from multiple modalities to improve the
segmentation accuracy” [76].

[76] Abdomen

TABLE Ill.  GAN MULTI-ORGAN SEGMENTATION PAPERS
Ref. Site Important features
The authors propose an architecture made by “a
Brain, generative, a discriminative, and a refinement network”
[65] liver, [65] based on U-Net. The final semantic segmentation
cells masks are composed by the output of the three
networks.
The paper describes an architecture that trains a set of
generator networks (based on U-Net) and a set of
[66] Thorax discriminators (based on FCNs). “The generator and

discriminator compete against each other in an
adversarial learning process to produce the optimal
segmentation map of multiple organs” [66].

The authors propose an architecture in which an
initial model is trained on annotated data to
generate pseudo labels that enrich the training data
for a second model that will do a final
segmentation.

[77] Abdomen

The authors propose an architecture that
incorporates anatomical domain knowledge on
abdominal organ sizes to guide and improve the
training process.

[78] Abdomen

The authors propose a hybrid architecture that first
generates a “global localization map by minimizing a
reconstruction error within an adversarial framework
[67]. Afterwards, the localization map guides an FNC
for multi-organ segmentation.

[67] Thorax

The paper describes an architecture that “embeds
edge-attention representations to guide the process
of segmentation” [79].

[79] Retina, lungs

The authors present a hybrid architecture that combines
GAN based image synthesis methods with a deep
attention strategy that learns discriminative features for
organ segmentation.

[68] Abdomen

The authors propose an architecture that firstly
decomposes the segmentation problem into several

The paper describes a hybrid architecture that combines
cascaded convolutional networks with adversarial
networks to alleviate data scarcity limitations.

[69] Abdomen

[80] Pi?nﬁ %IC?SS’ sub-problems, then applies DL modules onto each
ymp sub-problem and lastly integrates the results to
obtain the final segmentation.
The authors present an architecture that tries “to
[81] Abdomen, integrate local features with their corresponding
heart, brain global dependencies” [81] by using a guided self-

attention mechanism.
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V. ARCHITECTURES APPLICABLE TO MEDICAL MULTI-
ORGAN SEGMENTATION BASED ON HYBRID METHODS

There are multiple collaborative initiatives with medical
organizations to obtain better and larger datasets usable for
organ segmentation. But despite all these efforts, the amount of
annotated data that is at the disposal of DL scientists is still
low. There are solutions in combining several datasets of parts
of the human body, but different modalities or scales reduce
considerably their usage in multi-organ segmentation
scenarios. In Table VI we present several datasets that try to
overcome these challenges and are usable in multi-organ
validation of segmentation architectures.

TABLE VI.  MULTI-ORGAN DATASETS
Year Dataset Modality Organ
“MICCAI Multi-Atlas Labeling
2015 Beyond the Cranial Vault” [82] cT Abdomen
“MICCAI Challenge - Head and Head and
2015 Neck Auto Segmentation CT Neck
Challenge” [83]
“AAPM Thoracic Auto-
2017 segmentation Challenge” [84] cT Thorax
« : . » Head,
2018 [g\g]edlcal Segmentation Decathlon CT&MRI | Thorax and
Abdomen
“CHAOS - Combined (CT-MR)
2019 Healthy Abdominal Organ CT & MRI | Abdomen
Segmentation” [86]
“SegTHOR Challenge:
2019 Segmentation of Thoracic Organs CT Thorax
at Risk in CT Images” [54]
“Annotations for Body Organ
2019 Localization based on MICCAI CT Abdomen
LITS Dataset” [87]

VI. FINAL CONCLUSIONS

This paper is an overview of deep learning methods in
medical multi-organ segmentation. Based on most of the
surveyed works, FCNs are the most used architectures used to
perform multi-organ automatic delineating. As the amount of
research related to FCNs is huge, the possibilities to improve
them is dwindling. So, more recently, hybrid methods, be it
with the use of GANs, RNNs or completely new architectures
are gaining much more attention. We speculate that in the
future the number of available datasets will grow, so the usage
of FCNs or hybrid networks will become more straight-
forward. Another un-charted territory is the usage of more
intelligent semi-supervised methods, the usage of fully
unsupervised methods or reinforcement learning.
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Abstract—The old people's *physical functioning® is a key
factor of active ageing as well as a major factor in determining
the quality of life and the need for long-term care in old age.
Previous studies that identified factors related to ADL mostly
used regression analysis to predict groups of high physical
impairment risk. Regression analysis is useful for confirming
individual risk factors, but has limitations in grasping multiple
risk factors. As methods for resolving this limitation of regression
models, machine learning ensemble boosting models such as
random forest and eXtreme Gradient Boosting (XGBoost) are
widely used. Nonetheless, the prediction performances of
XGBoost, such as accuracy and sensitivity, remain to be verified
additionally by follow-up studies. This article proposes an
effective method of dealing with imbalanced data for the
development of ensemble-based machine learning, by comparing
the performances of disease data sampling methods. This study
analyzed 3,351 old people aged 65 or above who resided in local
communities and completed the survey. As machine learning
models to predict physical impairment in old age, this study
compared the logistic regression model, XGBoost and random
forest, with respect to the predictive performances of accuracy,
sensitivity, and specificity. This study selected as the final model
a model whose sensitivity and specificity were 0.6 or above and
whose accuracy was highest. As a result, synthetic minority over-
sampling technique (SMOTE)-based XGBoost whose accuracy,
sensitivity, and specificity were 0.67, 0.81, and 0.75, respectively,
was determined as the most excellent predictive performance.
The results of this study suggest that in case of developing a
predictive model using imbalanced data like disease data, it is
efficient to use the SMOTE-based XGBoost model.

Keywords—Random forest; XGBoost; GBM; gradient boosting
machine; physical impairment prediction model

I.  INTRODUCTION

According as ageing progresses across the world, ageing-
related new concepts such as 'healthy ageing' and 'successful
ageing' have emerged [1]. There are several standards for
successful ageing, but in general, successful ageing is defined
as having the high levels of physical, psychological, and social
functions and satisfaction with life, a step further from
physically healthy ageing [2]. It has been reported that factors
affecting the successful ageing include age, abstaining from
smoking, disability, arthritis, and diabetes, and particularly that
the better their subjective health, family support and physical
activities, the higher their level of successful aging [1,3,4,5].

The World Health Organization (WHO) introduced the
concept of active ageing in order to promote the development
of policies to cope with the problem of ageing [6,7]. According
to the definition of WHO [6], active ageing is the process of
optimizing opportunities for health, participation and security
in order to enhance quality of life as people age. That is, active
ageing supports people with ADL functions so that they
actively participate in social activities, and induces people with
ADL dysfunction to actively perform daily life by enhancing
their ADL functions with appropriate support [8].

On the other hand, old people's ‘physical functioning' is a
key factor of active ageing as well as a major factor in
determining the quality of life and the need for long-term care
in old age [9,10]. Old people's state of physical functioning is
mostly assessed in terms of activities of daily living (ADL),
with which it can be judged whether an elderly can lead an
independent life or not [11,12]. For the assessment of ADL,
Katz Index, Barthel Index, and MBI are usually used [13]; and
in the Korea National Health and Nutrition Examination
Survey, the Korean Activities of Daily Living scale(K-ADL), a
standardized test tool for physical functioning developed by
reflecting Korean old people's living environment and culture,
was used [14]. Old age, low educational level, the beneficiary
of medical benefits, non-subscriber of health insurance, stroke,
urinary incontinence, diabetes, and lung cancer have been
reported as risk factors affecting K-ADL [15-21].

Previous studies that identified factors related to ADL [15-
21] mostly used regression analysis to predict groups of high
physical impairment risk. Regression analysis is useful for
confirming individual risk factors, but has limitations in
grasping multiple risk factors [22,23]. In addition, regression
models assume the independence and normality of variables;
however, it is difficult to derive accurate results in case of data
that violate the normality of distribution, as in disease [24]. As
methods for resolving this limitation of regression models,
machine learning ensemble boosting models such as random
forest, gradient boosting machine (GBM), and eXtreme
Gradient Boosting (XGBoost) are widely used [25,26].
Ensemble learning is a technique for deriving more accurate
final prediction by generating several classifiers and combining
their predictions, and some previous studies [27,28] have
reported that XGBoost developed recently shows performance
exceeding that of the existing random forest or gradient
boosting. Nonetheless, the prediction performances of
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XGBoost, such as accuracy and sensitivity, remain to be
verified additionally by follow-up studies.

On the other hand, it is highly probable that the problem of
imbalanced data will occur in the prediction of impairment
using big data [29]. Particularly, in the case of disease data,
data are highly probable to distribute unequally because
generally the number of patients is very fewer than those
without disease. These imbalanced data cause prediction error
in the process of machine learning and deteriorate the
performance of a model, and thus techniques for dealing with
imbalanced data are required in order to resolve this problem
[30].

Hence, first, this article prepares basic data for policy-
making to respond to ageing by predicting and analyzing the
tendencies of physical impairment risk among Korean old
people in local communities, and second, this article proposes
an effective method of dealing with imbalanced data for the
development of ensemble-based machine learning, by
comparing the performances of disease data sampling methods.

Il. RESEARCH METHODS

A. Sources of Data

This study used and analyzed the raw data of Seoul Panel
Study Data (SEPANS), which was carried out with Seoul
citizens by the Seoul Welfare Foundation from June 1, 2016 to
August 31, 2016. The SEPANS was conducted to grasp the
welfare levels of households residing in Seoul, find out the
actual state of vulnerable groups, and estimate demand for
welfare service. Its population was households in Seoul as of
the survey period among households subjected to 2005
Population and Housing Census, excluding foreigners and
those in nursing homes, the military, and prisons. As for the
sampling method, the stratified cluster sampling was used. As
for the survey method, the computer-aided personal interview
was used in which an interviewer visited households to be
surveyed and inputted their responses to a structured
questionnaire into a portable computer. This study analyzed
3,351 old people aged 65 or above who resided in local
communities and completed the survey.

B. Measurement of Variables

The outcome variable was defined as physical impairment
of the elderly measured by means of K-ADL, a standardized
test. According to Won (2002) [14], reliability and validity
were high according as the reliability coefficient of K-ADL
was 0.7 or higher at the stage of test development
(standardization) and the inter-item consistency of the
questionnaire was 0.937. K-ADL consisted of 7 items of the
most basic physical functions in daily life, including dressing,
washing the face, bathing, self-feeding, moving out of bed,
using the toilet, and relieving oneself. In the event of answering
with partial help or complete dependence to any item of K-
ADL, the respondent was classified into the group of physical
impairment, and in the event of answering with complete
independence to all the items, the respondent was classified
into the group of non-physical impairment.

Vol. 12, No. 1, 2021

Explanatory variables included sex, age, educational
background (elementary school or below, middle school, high
school, college graduate or above), being insured or not, stroke,
diabetes, arthritis, monthly total household income (below
KRW 2 million, KRW 2-4 million, KRW 4 million or above),
the presence of a spouse (cohabiting with a spouse, having but
not cohabiting with a spouse, no spouse), smoking (non-
smoking, smoking in the past, smoking at present), and the
presence of depressive symptoms (yes, no), which were
reported to have associations with Korean old people's ADL.

C. Predictive Model

As machine learning models to predict physical impairment
in old age, this study compared the logistic regression model,
XGBoost and random forest, with respect to the predictive
performances of accuracy, sensitivity, and specificity. In
testing the predictive performances, data were randomly
divided into train data and test data in the proportion of 7:3; a
predictive model was generated from the train data, and the
performance of the model was tested with the test data.
Random forest and XGBoost are models that include
randomness, and the models were developed with the seed
being fixed to 1234. The value of predictive performance for
each model was predicted by means of the Area Under the
Curve (AUC) of ROC curve (Fig. 1). As model performance
assessment indices, the accuracy, sensitivity, and specificity of
each model were obtained. Accuracy is the ratio of successful
predictions to all predictions. Sensitivity is the ratio of a
predictive model's predicting accurately old people to whom
actual impairment will occur. Specificity is the ratio of a
predictive model's predicting accurately that impairment will
not occur to healthy old people to whom impairment will not
occur actually. This study defined as the model of the best
predictive performance a model whose sensitivity and
specificity were 0.6 or above and whose accuracy was found to
be highest after comparison with other models; and selected it
as the final model for the prediction of physical impairment in
old age. In all the analyses, R version 4.0.2 (Foundation for
Statistical Computing, Vienna, Austria) was used.

1
AYC’: 0.95

AUC: 0.8
2 “AUC: 0.7
=
=
§ AUC ;0.5

1
1 - Specificity
Fig. 1. Concepts of ROC Curve.
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D. Ensemble Model

The ensemble model combines the prediction or
classification results of several models, and use them in final
decision-making, and a number of studies have shown that the
model has better predictive performance than single decision
tree models [31]. Ensemble methods are classified into
boosting and bagging. Bagging is a method of generating
several models through the sampling of source data and then
making prediction by combining the outcomes of the models
by voting or averaging; and reduces the variance of predicted
values [32]. Boosting is a machine learning algorithm; is a
method for better classifying observation values difficult to
classify, by using more misclassified observation values; and
reduces the bias of predictive values [33]. The concepts of
boosting and bagging are presented in Fig. 2.

E. Random Forest

The forest ensemble is an ensemble form of decision trees.
The decision tree is a model that divides the scope of variables
in each branching, and can be used regardless of
continuous/categorical target variables. It has the advantage of
being capable of explaining a model easily, but its performance
drops in the event that data has a structure not easily divided
with horizontal partitioning or vertical partitioning [35]. A
method developed to remedy this shortcoming is the random
forest. The random forest samples data, generates several tree
models, and then votes or averages the outcomes of the trees. It
is similar to bagging, but is different from bagging in that it
supplements the problem of multicollinearity by random
selection of variables as well as sampling of data [36]. The
concept of random forest is presented in Fig. 3.

F. XGBoost

XGBoost is one of boosting methods, and uses a
misclassified observation value more in the next model when
generating a tree [38]. That is, it is a boosting algorithm that
trains with a method for improving performance as to
misclassified observation values. XGBoost has the advantage
of speedy calculation process owing to parallel computing that
uses all CPU cores in learning, and is very useful because it
supports various programming languages including Python and
R [38]. The concept of XGBoost is presented in Fig. 4.

G. Sampling

Disease data generally have the problem of imbalance
because the number of patients is fewer than healthy people. In
the case of data used in this study, the ratio of normal old
people was found to be 92%, and the ratio of old people with
physical impairment only 8.0%, respectively, as a result of
ADL assessment, which shows the problem of imbalance. To
resolve the problem of imbalance, this study used the
algorithms of under-sampling [40], over-sampling [41], and
synthetic minority over-sampling technique (SMOTE) [30].

The under-sampling is a method of resolving the problem
of data imbalance by randomly removing the major class
among classes of response variables. The technique of under-
sampling can reduce the speed of model construction by
removing data amount, but has the shortcoming of information
loss.
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Fig. 4. Concepts of XGBoost Algorithm [39].

The over-sampling is a method of resolving the problem of
imbalance by randomly copying the minor class among classes
of response variables. The over-sampling technique may cause
the problem of overfitting because the speed of model
construction increases due to the increase in data amount and it
copies a small number of categories.

SMOTE (Synthetic Minority Over-sampling Technique) is
a method for supplementing overfitting, the shortcoming of
over-sampling. One of minor classes among classes of
response variables is randomly chosen, and then k nearest
neighbors of this data is found. And the difference between this
chosen sample and k neighbors is obtained, and the difference
multiplied by any value between 0 and 1 is added to the
existing sample, and then the resulting value is added to the
training data. Lastly, this process is repeated. The SMOTE
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algorithm is similar to over-sampling in that it increases data of
a minor class of few categories, but it is known that it
supplements overfitting, the shortcoming of over-sampling,
through creating a new sample by properly combining the
existing data, not copying the same data. The concepts of
sampling types are presented in Fig. 5.
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Fig. 5. Concepts of SMOTE Algorithm [42].

Il. RESULTS

A. Accuracy of Predictive Models

The accuracy, sensitivity, and specificity of predictive
models to which sampling methods were applied are presented
in Table I. This study selected as the final model a model
whose sensitivity and specificity were 0.6 or above and whose
accuracy was highest. As a result, SMOTE-based XGBoost
whose accuracy, sensitivity, and specificity were 0.67, 0.81,
and 0.75, respectively, was determined as the final predictive
model.

B. Results of XGBoost Model Development

The model to predict the physical impairment was
developed through the Xgboost and the predictive power was
compared with the results of random forest and logistic
regression (Table 11). Xgboost had higher classification
accuracy than other predictive model in both training and test
data. The analysis results of test data showed that the
classification accuracy was 67.2% for Xghoost, 65.0% for
logistic regression, and 62.1% for random forest.

Vol. 12, No. 1, 2021

TABLE II. RESULTS OF MODEL TO PREDICT THE PHYSICAL IMPAIRMENT
Model Factors Characteristics
sex, age, educational background, being insured
Random ] -
9 or not, stroke, diabetes, arthritis, the presence of a
forest -
spouse, the presence of depressive symptoms
Logistic 6 sex, age, educational background, stroke,
regression diabetes, arthritis
XGBoost 7 sex, age, educat_lonal backgrqqnd, being insured
or not, stroke, diabetes, arthritis

TABLE I. PERFORMANCE (ACCURACY, SENSITIVITY, AND SPECIFICITY)
OF PREDICTIVE MODELS TO WHICH SAMPLING METHODS WERE APPLIED
Model Random LOQ'SU? XGBoost
Forest regression
Accuracy 0.73 0.65 0.75
Raw data | Sensitivity | 0.50 0.43 0.63
Specificity | 0.85 0.94 0.90
Accuracy 0.63 0.49 0.60
Under- " gonsitivity | 0.63 0.48 0.74
sampling
Specificity | 0.79 1.00 0.93
Accuracy 0.54 0.62 0.77
over- I gensitivity | 0.52 0.63 0.65
sampling
Specificity | 0.80 0.91 0.93
Accuracy 0.62 0.65 0.67
SMOTE Sensitivity | 0.68 0.70 0.81
Specificity | 0.81 0.78 0.75

IV. CONCLUSION

Sensitivity and specificity are in the relationship of trade-
off. Therefore, the proportions of sensitivity and specificity are
selected by the judgment of a researcher who uses a model. In
this article, among random forest, logistic regression and
XGBoost, the SMOTE-based XGBoost model, which showed
the sensitivity and specificity of 0.6 or above and the highest
accuracy, was derived as the final model of the most excellent
predictive performance.

Similarly to the results of this study, previous studies also
reported that XGBoost is more excellent than other ensemble
models, such as GBM, in terms of accuracy [27,28]. It is
presumed that XGBoost displayed excellent predictive
performance in the areas of classification and regression
because although it, one of tree-based ensemble learning
algorithms, is based on GBM, it is equipped with its own
functions of overfitting regularization and early stopping
[27,28]. Further, previous studies [43,44] reported that
XGBoost shows faster execution time than GBM. Therefore,
the results of this study suggest that in case of developing a
predictive model using imbalanced data like disease data, it is
efficient to use the SMOTE-based XGBoost model.
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Abstract—Severe outbreaks of infectious disease occur
throughout the world with some reaching the level of
international pandemic: Coronavirus (COVID-19) is the most
recent to do so. In this paper, a mechanism is set out using Zipf’s
law to establish the accuracy of international reporting of
COVID-19 cases via a determination of whether an individual
country’s COVID-19 reporting follows a power-law for
confirmed, recovered, and death cases of COVID-19. The
probability of Zipf’s law (P-values) for COVID-19 confirmed
cases show that Uzbekistan has the highest P-value of 0.940,
followed by Belize (0.929), and Qatar (0.897). For COVID-19
recovered cases, Iraq had the highest P-value of 0.901, followed
by New Zealand (0.888), and Austria (0.884). Furthermore, for
COVID-19 death cases, Bosnia and Herzegovina had the highest
P-value of 0.874, followed by Lithuania (0.843), and Morocco
(0.825). China, where the COVID-19 pandemic began, is a
significant outlier in recording P-values lower than 0.1 for the
confirmed, recovered, and death cases. This raises important
questions, not only for China, but also any country whose data
exhibits P-values below this threshold. The main application of
this work is to serve as an early warning for World Health
Organization (WHO) and other health regulatory bodies to
perform more investigations in countries where COVID-19
datasets deviate significantly from Zipf’s law. To this end, this
paper provide a tool for illustrating Zipf’s law P-values on a
global map in order to convey the geographic distribution of
reporting anomalies.

Keywords—COVID-19; power-law; pandemic; Zipf’s Law;
WHO

I.  INTRODUCTION

The Coronavirus Disease 2019 (COVID-19) broke out in
2019 in Wuhan, China and has caused alarming health crises,
unemployment, unimaginable hunger, lockdown of the entire
world, constant fear and in some cases death [1]. Up till now,
several countries are accused of wrongly reporting the
COVID-19 confirmed, recovered, and death cases globally
[2,3].

Determining the accuracy of reporting COVID-19 cases
internationally is important because it will assist health
regulatory bodies to perform in depth investigations into
country’s suspected data [2]. Moreover, this has a potential to

aid these regulatory bodies in their planning, measures to curb
this deadly pandemic, and save more lives [2,3].

The Zipf’s law has proved over the years to be very
effective in differentiating forged/fabricated data from
authentic/original data [4]. Motivated by the capability of the
Zipf’s law, this paper investigates the COVID-19 datasets
using the Zipf’s law with the objective of determining the
accuracy of international COVID-19 reporting. Any
consistency of the COVID-19 datasets to the Zipf’s law
indicates that such data is reliable, whereas a deviation from
the Zipf’s law may indicate a wrong reporting of COVID-19
cases.

Results in this paper showed that most countries COVID-
19 datasets followed the Zipf’s law, whereas some countries
COVID-19 datasets deviated from the Zipf’s law. The rest of
the paper is organized as follows. Related works are described
in Section Il. Section Ill explains the experimental setup.
Results are presented in Section IV. Section V discusses the
results. Conclusions and future work are presented in
Section VI.

1. RELATED WORKS

A. Historical Perspective on Covid-19 Pandemic
Investigations

The first recorded pandemic was in 165 AD to 180 AD.
This pandemic was referred to as the Antonine Plague (also
known as the plague of Galen) and resulted in about 5 million
deaths across the globe. Analysis of symptomology and
infection pattern suggest that this was likely smallpox or
measles [5].

In around the 735 AD — 737AD, the Japanese smallpox
epidemic erupted (believed to be a variola virus), killing up to
1 million persons [6]. Later, around 541 AD — 542 AD, the
Plague of Justina killed between 30 — 50 million persons,
believed to be the world’s first bubonic plague [7]. Procopius
described the plague as that “by which the whole human race
was near to being annihilated [8 - 9].”

The most devastating pandemic, in terms of its impact of
the global population, occurred between 1347 AD and 1352
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AD:; this is the pandemic referred to as ‘The Black Death’,
which claimed between 75 — 200 million lives. It is believed to
have been caused by the bubonic plague [10]; Benedictow in
[11] described this plague as “the greatest catastrophe ever”;
Michael of Piazza, a Franciscan friar  wrote
contemporaneously that: “‘the infection spread to everyone
who had any intercourse with the disease’’ [12].

It is recorded that around 1520 AD there was an outbreak
of the new world smallpox, believed to be a Variola virus,
resulting in 25 to 55 million deaths. The New world smallpox
caused so much damage that Noble David Cook [13-14]
estimated that “in the end, the regions least affected lost 80
percent of their populations; those most affected lost their full
populations, and a typical society lost 90 percent of its
population.”

Around 1629-1631 AD, the Italian Plague -erupted,
believed to originate from Yersinia Pestis bacteria in
rats/fleas. It claimed up to 1 million lives [15-16].

Around 1665 AD, the great plague of London claimed
75,000 to 100,000 lives, also believed to have its source from
rats and fleas [17].

From 1817 to 1923 the Cholera Pandemic (caused by V.
Cholera bacteria) killed more than 1 million people [18] in
Europe. Around 1885, a third plague caused by Yersinia Pestis
bacteria carried by rats and fleas resulted in around 12 million
deaths in China and India [19]. Also in the late 1800s Yellow
fever, its source is believed to be viruses/mosquitoes, resulted
in more than 150,000 deaths. It targeted mostly South
America and sub-Saharan Africa [20-21].

The Russian Influenza outbreak of around 1889 to 1890,
transmitted via the H2N2 virus, claimed around 1 million lives
[22-23]. The Spanish flu of 1918 to 1919, its source believed
to be HIN1 virus, claimed about 40 to 50 million lives [22-
23], by far the most deadly influenza pandemic. Asian flu,
believed to be transmitted by the H2N2 virus, claimed around
2 million lives in 1968 — 1970 [23], while the 1968-1970
Hong Kong Flu, transmitted via the H3N2 virus claimed up to
1 million lives [24].

The HIV/AIDS epidemic, which commenced around 1981
has so far claimed 25 to 30 million lives [25-26]. From 2002
to 2003, Severe Acute Respiratory Syndrome (SARS)
resulting from Coronavirus in Bats and Civets killed up to 770
people [27]. Later, between 2009 and 2010, Swine flu, its
source believed to be the HIN1 virus in pigs, killed about
200,000 people [23].

Around 2012 — 2016, an outbreak of the Ebola virus
disease (EVD) killed up to 11,000 persons; it is believed to
have arisen from Ebola virus in wild animal. EVD was itself
recorded as far back as 1976 [28-29].

From 2015 till the present time, the Middle East
Respiratory Syndrome (MERS) believed to be caused by
MERS corona-virus (MERS-CoV) in wild animals has so far
killed 850 persons [30].

COVID-19 [1], the subject of the current study, erupted in
2019; according to [31], COVID-19 has claimed 146,201 lives
as of 17/ 04/2020.

Vol. 12, No. 1, 2021

As is clear from the above historical account of pandemic
spread, the potential for negative global impact is very
substantial indeed if unchecked. In the majority of the above
cases, the reporting and compilation of pandemic statistics
was substantially after the fact (sometimes by many centuries)
given the limited contemporaneous statistical capabilities. In
the absence of such statistics, compiled while the outbreak
was still live, it would have been very difficult or impossible
for authorities to make well-informed policy decisions in order
to combat the pandemic spread.

It is therefore critical in the current COVID-19 pandemic
that accurate compilation of international reporting is
undertaken.  However, given the potential  for
countries/individuals to falsify records, for political, offensive
or financial purposes, it is necessary to have methods in place
to distinguish authentic from forged records. In this paper, the
Zipf’s law is proposed as means to achieve this.

B. Motivation for the use of Zipf’s Law

Zipf’s law was proposed in 1935 by the US linguist
George K Zipf [32] and may be stated succinctly as follows:
given some corpus of natural language utterances, the
frequency of any given word is inversely proportional to its
rank in a frequency table.

Newman [33] made this explicitly stochastic; when
considering the probability of measuring a particular quantity
(in this case, COVID-19 cases), and it is found that the
quantity varies inversely as a power of that value, then the
quantity may be said to follow Zipf’s law [33].
Mathematically:

plx) =cx™ % 1)

where p(x}is the distribution of the quantity X, « is the
Zipf’s law exponent and C is a constant [33].

Zipf’s law is hence a Power law with small occurrences
relatively common and large occurrences very uncommon.
The null hypothesis in applying Zipf’s law is hence that
natural phenomena should follow a Power law and un-natural
(or tampered-with) phenomena should deviate from this law
[4,34]. Power laws have been applied to human language [4,
33], the city populations [4,33], intensity of earthquakes [4,
33], sizes of power outages [4], ranks of people watching a
particular TV station at a given time [4, 35], stock market
indices [35], gene expression [35], chess openings [35], the
arts [35], paper citations [35], family names [35], personal
donations [35], keystroke dynamics [4], the scales of Influenza
A (HIN1) and Avian Influenza (H7N9) outbreaks [35, 36]
amongst others.

The gap in the related works is that to the best of the
researchers’ knowledge, the application of Zipf’s law to
COVID-19 cases has not be done as at April, 2020 when this
research was conducted. Hence, this paper proposes the
investigation of reported COVID-19 datasets using Zipf’s law
to establish veracity and accuracy, in particular because of
presence of widespread allegations that countries may have
hidden or systematically underreported the cases of COVID-
19 [2,3].
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Thus, the aim is to establish probability values (P-values)
in relation to Zipf’s law calculation for each country affected
by COVID-19. Furthermore, the P-values of each country
based on the Zipf’s law calculation on a global map are
presented. This is hence an ongoing work as more data is
compiled throughout the current COVID-19 outbreak.

I1l. EXPERIMENTS

The primary goal is to investigate internationally reported
cases of COVID-19 in order to determine consistency with
Zipf’s law. A secondary goal is to calculate the P-value for
Zipf’s law on each country’s COVID-19 datasets. Lastly,
Zipf’s law P-values on a global map to convey the geographic
distribution of reporting anomalies is illustrated.

The Power-law package developed by Clauset, Shalizi,
and Newman [37] is used to obtain P-values for reported cases
of COVID-19 per country. As methodologically reported in
[37] and evaluated in [4], experiments are carried out 1000
times on the COVID-19 datasets in order to obtain P-values in
each case. The steps followed to test whether COVID-19
datasets follow a Power-law are set out in [4] and [37]. It
should be noted that the P-values are generated using the
Kolmogorov-Smirnov (KS) statistic goodness-of-fit test as
specified in [4] and [37]. The standard COVID-19 datasets
available at: https://github.com/CSSEGISandData/COVID-19
are used. The data consists in rows representing countries and
columns representing the number of COVID-19 cases per each
day from 22/1/2020 to 6/4/2020.

The evaluated hypotheses are thus:

1) Is Zipf’s law applicable to COVID-19 case data?
2) How is Zipf’s law behavior characterized if applicable?

IV. RESULTS

The P-values for all the countries/regions using COVID-19
confirmed cases based on the Power law calculation is
performed. The complete P-values for the COVID-19
confirmed cases can be accessed at:
https://www.preprints.org/manuscript/202004.0531/v1.

Furthermore, the distribution of P-values across
countries/regions for COVID-19 confirmed cases is shown in
Fig. 1. These P-values range from O to 1, with any country
having a value of less than 0.1 deemed to deviate from Zipf’s
law.

Table | shows four countries’/regions’ P-values to
illustrate score dichotomy: Uzbekistan, Belize, Qatar have
high P-values close to 1 while China has a P-value of 0 (to
within the measured accuracy of the test). Countries/regions
with the higher P-values indicate COVID-19 datasets in very
close compliance with Zipf’s law; China’s reported statistics,
along with those scoring similar P-values such as Australia,
US, etc. are not possible to reconcile with Zipf’s law.

Furthermore, P-values on all recovered cases of COVID-
19 are calculated and are available at:
https://www.preprints.org/manuscript/202004.0531/v1. Due to
the number of recovered cases being small in some countries,
Zipf’s law is not statistically robust in such cases.

Vol. 12, No. 1, 2021
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Fig. 1. Distribution of P-values across Countries / Regions for Confirmed

Cases.
TABLE I. P-VALUES OF FOUR COUNTRIES / REGIONS FOR CONFIRMED

CASES

Country P-value

Uzbekistan 0.940

Belize 0.929

Qatar 0.897

China 0.000

The distribution of P-values across countries/regions for
COVID-19 recovered cases are also illustrated in Fig. 2.

Again, Table Il shows four external countries’/regions’ P-
values: Irag, New Zealand, Austria and China (with China
having an extremely low P-value of 0.002). It should however
be noted that other countries such as Ghana, US, etc. have P-
values of 0 which are lesser than China when considering P-
values for recovered cases.

120

Mo of Countries
5 8 8 8

=]
(=]

0.0 0.2 0.4 06 0.8
P-Values

Fig. 2. Distribution of P-values across Countries / Regions for Recovered

Cases.
TABLE II. P-VALUES OF FOUR COUNTRIES / REGIONS FOR RECOVERED
CASES
Country P-value
Iraq 0.901
New Zealand 0.888
Austria 0.884
China 0.002
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The P-values of all death cases of COVID-19 across each
country are also calculated and can be accessed at:
https://www.preprints.org/manuscript/202004.0531/v1. In

countries in which there are only a few recorded cases of

COVID-19 deaths, power-law P-values are not presented.

The P-value distribution across countries/regions for

COVID-19 death cases are indicated in Fig. 3.

PriX

Four extremal P-values are also shown in Table IlI; those
for Bosnia and Herzegovina, Lithuania, Morocco and Ching;
Bosnia and Herzegovina, Lithuania, Morocco have high P-
values while China has a P-value of 0.000. Countries such as
Costa Rica, Jordan, etc. have P-values of 0 similar to that of

China.

Zipf’s law power-law graph fits for each of the four
countries identified in Tables I, 11, and Il are shown in Fig. 4,
5, and 6 for COVID-19 confirmed cases, recovered cases, and
death cases, respectively.

Fig. 7a, b, and c indicate, on a global map, P-values per
country for the COVID-19 confirmed cases, recovered cases,
and death cases respectively. These maps are interactive and

Pr{X

can also be viewed online for the COVID-19 confirmed
cases’, recovered cases®, and death cases® showing the P-
values and country names when hovered on it.
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Fig. 3. Distribution of P-values across Countries / Regions for Death Cases.

TABLE III.

P-VALUES OF FOUR COUNTRIES / REGIONS FOR DEATH CASES

Country

P-value

Bosnia and Herzegovina

0.874

Lithuania

0.843

Morocco

0.825

China

0.000

Prix

Fig. 4.

! confirmed cases: Nttps://covido.volitionlabs.xyz/zipfs/confirmed
2

Recovered Cases: https:/covido.volitionlabs.xyz/zipfs/recovered

Death Cases: https://covido.volitionlabs.xyz/zipfs/death
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V. DiscussioN

Experiments indicate that many countries’ COVID-19
datasets follow a consistent power law for confirmed cases of
COVID-19, recovered cases of COVID-19, and death cases of
COVID-19. (Table I indicates that Uzbekistan had the highest
P-value of 0.94, followed by Belize with a P-value of 0.929,
and Qatar with a P-Value of 0.897; Table Il indicates that

Iraq’s recovered cases data most closely follows Zipf’s law
with a P-value of 0.901, followed by New Zealand with a P-
value of 0.888, and Austria with a P-value of 0.884; Table IlI
indicates that Bosnia and Herzegovina had the highest P-value
of 0.874, followed by Lithuania with a P-value of 0.843, and
Morocco with a P-value of 0.825).

As can be seen in Fig. 4, 5 and 6, the CDF represented as
Pr (x) is plotted as a function of frequency (x) for the COVID-
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19 dataset for confirmed, recovered, and death cases. The
straight line (black line) shows the section of the plots where
the Power law provided a good model fit [35] of the data
considered.

From Fig. 1 to 6 and Tables | to Ill, however, it is
observed that several countries have P-values that are less than
0.1. Notably, China’s confirmed cases, recovered cases, and
death cases of COVID-19 all failed to follow Zipf’s law
despite an earlier commencement of data recording than those
of other countries (being the pandemic origin).

This has raised some questions, not only for China, but
also every other country whose power-law P-values are less
than 0.1 (this threshold being the one selected to establish
compliance with Zipf’s law according to the reasoning in [4,
37)).

Based on the above discussion, the paper can conclude
that:

1) Zipf’s law can be applied to COVID-19 case data with
reliability monotonically improving in relation to dataset size.

2) This analysis can potentially be used as an ‘early
warning system’ for further investigation into COVID-19
datasets not consistent with Zipf’s law.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, it is established that COVID-19 datasets for
many countries can be shown to be consistent with Zipf’s law.
However, experiments also indicate that deviation of COVID-
19 datasets from Zipf’s law may be indicative of incorrect data
reporting. The main application of this work is thus to serve as
a potential early warning system for international health
regulatory bodies such as the World Health Organization
(WHO) in performing further investigations in countries
where COVID-19 datasets have deviated from Zipf’s law.

In future work, the plan is to:

1) Re-perform this experiment with complete statistics
once the COVID-19 pandemic has ended.

2) Carry out experiments with other power laws variants
(in particular Benford’s law and Heap’s law) both for COVID-
19 and other pandemic datasets.
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Clustering K-Means Algorithms and Econometric
Lethality Model by Covid-19, Peru 2020

Javier Pedro Flores Arocutipa®

Universidad Nacional de San
Agustin, Arequipa, Perd

Abstract—Obijective: The study looks at how the Covid-19
wave was in Peru, where and when it begins, where and when it
culminates. As it faced, the shortcomings that were detected and
especially that very little could be done to confront the disease as
an emerging country. The wave began in May and ended in
August with the greatest number of deaths and then fell.
Methodology: Basic, explanatory level, with SINADEF data by
region, of the situation room, to get the number of deaths,
between January and September 2020/2019. Results. The
relationship between infected and deceased was found a Pearson
Rho of 0.94. The total death toll model depends on Lima,
Huanuco, and Piura. The differences between the deaths of 2019
and 2020 were corroborated with the ANOVA, where a bilateral
sig of 0.042 was got. The COVID cycle is found in the cluster
algorithm model, of the nine months in 44.4% of them, it
generated the highest lethality, between May and August.
Conclusion. It is proven that COVID devastated regions of Peru.
The model generated by the K-Means algorithm tells us that the
COVID-19 cycle began in March and reached its highest peak of
deceased and then descended.

Keywords—Infected; lethality; COVID 19 cycle; razing

I.  INTRODUCTION

From March to October 2020, COVID-19 completed its
cycle and showed the health crisis in Peru. The first wave
would have passed, and it left 90 thousand dead according to
SINADEF. Could anyone claim they existed, strategies with
positive results against COVID-19? The answer is no. From
lquitos, Ucayali, Piura, Callao, Arequipa, Moquegua, Ica
among other regions, allows us to compile what happened,
since the MINSA, Essalud, and Diresas, [2] do not yet find the
way, of what needs to be done in a holistic and holistic
approach to prevention, diagnosis, treatment, and recovery.

The work of [3] also demonstrates the enormous number of
deaths is in inverse relation to the shortage of doctors, beds,
and Public expenditure per capita, in 30 countries of Europe.
The car showed fewer inputs for the disease, more deceased.
However, the investigation finds [4] that the greatest number of
deaths are related to corruption rates, calling them risk factors.

There were little prevention and minimal targeted action.
Although public policies propose that molecular testing is vital
in diagnosis; it still uses rapid testing. They have caused more
problems and are not blunt. The MINSA uses rapid antigen
detection tests, erratic measurement since rapid tests are not
useful for early diagnosis because such a test only finds
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antibodies from day 10. Therefore, thousands of patients did
not receive timely treatment, increasing the number of deaths
in and outside the hospital, which reached its peak in May and
then followed other regions, until August.

What did doctors learn from the experience between May
and August in Peru?

In May 2020, they said that in lquitos, Ucayali Piura,
Callao; cases were decreasing. However, specialist and non-
specialist people were focused on taking medicines to avoid
reaching the third phase of the disease, a critical stage between
life and death. Another is the lack of knowledge that COVID
patients developed pneumonia, which led doctors in the regions
to use very early tomography scans. The patient, on the third,
fourth, and fifth day of illness, had a CT scan whose reports
showed lung involvement (10% to 30%). The treatment
showed apparently harmed the patient and sped up the path to
the grave.

It can be concluded that from lquitos to Tacna in Peru, they
had the same problems because they used the same strategies
even though they had 2, 3, or 4 months to prepare. And if they
did, it did little good.

In Table 1, the timeline of what happened between January
and October in the world takes us that there is always a month
or a “peak” day where there was the greatest number of deaths,
it is infected who generate after days the number of deaths. For
example, the highest number of deaths in China was on
February 22, in Spain and Italy was the last third of March, the
United Kingdom, and France reached the highest number of
infected and deceased in April. Russia and Ecuador had in
May, Peru had its hard month in June, Brazil in July, and
Argentina with Colombia in August.

Il. METHODOLOGY

It is a basic study of descriptive level, with the non-
experimental design of the explanatory level. The analysis was
mortality by regions in 2020. SINADEF, the Ministry of
Health, and the regional health directorates of the regions of
Peru were contacted. We tabulated the data of 24 regions in
infected and deceased, included in some steps by districts to
observe the difference between urban and rural. Pearson’s
coefficient of determination and correlation and K-Means
algorithm was applied. And variance analysis for related
samples. Groups of regions have been defined by stages as they
reached the maximum number of deaths in this PO.
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IIl. RESULTS

The COVID 19 cycle in the world (Table 1) shows peak
dates. Thus, the maximum number of daily infected in the first
wave (PO) in the United States, occurred on April 4 with
34582 daily, in the second wave was on July 2 with 79651
infected and in the third cusp that was on December 11 with
247414 infected. The highest number of daily deaths was on
April 21 with 2743 deaths, on July 30 with 1853, and on
December 9 with 3263. In France, in the first wave, it had a
maximum of infected, on March 31 with 7578 infected and in
the second wave on November 7 with 88790 daily. Those who
died on April 15 were 1437, in the second wave (SO), on
November 13, with 932 deaths. In Italy, on 21 March, the
number of cases infected was 6554, while in the second wave,
on 13 November, it was 40896. The deaths on March 27 of 921
died, in the second wave, December 3, with 993. In the UK in
the PO the maximum arrived on April 10 with 7860 infected.
In the OS on November 12 with 33470 infected. So also, in the
PO, on April 21 with 1166 deaths while in the SO on
November 25 with 696 deaths. In Spain, on March 20, in the
PO the maximum daily was 10654, and in the OS on October
27 with 22641 infected, the maximum number of deaths in the
PO was on April 2 with 996 deaths and in the OS the
maximum daily was on November 24 with 537. This scenario
leads us to ask how was the approach of COVID 19 in the
world and especially in Peru by regions in the first wave (PO)?

In the PO, in January 2020, the OMS proclaimed to the
world the disaster of the COVID-19 outbreak, which advanced
at an indescribable speed, becoming the worst pandemic of this
century. It started in China, crossed the countries of Europe,
and reached Latin America in a few weeks. In Peru, according
to medical specialists (infectologists, epidemiologists, among
others) “raze” from lquitos to Tacna, collapsing the supply of
the health sector, exposing the deficiencies of infrastructure, its
equipment, logistics of medicines, besides the competencies
“in crisis” by health workers, expressed by fallacies in the
treatment and use of medicines, who through ignorance and
uncertainty used medicines - now withdrawn and outside the
protocols of the MINSA - such as Azithromycin, lvermectin,
Hydroxychloroquine [1], including chlorine dioxide.

In the regions of Peru, what could be done? In Table II, we
can observe it that the regions reached their highest peak of
deaths during May, June, July, and August. In the first group
are; Callao, Loreto, Ucayali, and Piura where the highest level
of deceased, was in May (Fig. 1), then there is, Ancash, La
Libertad, Lambayeque, Lima, Madre de Dios, San Martin, and
Tumbes, here the highest ridge occurred in June (Fig. 2). In
third place are the regions Amazonas, Arequipa, Cajamarca,
Huénuco, Ica, Junin (Fig. 3) that had the highest number of
deaths in July, and close with Ayacucho, Cusco, Huancavelica,
Apurimac Moquegua Pasco, Puno, and Tacna in August
(Fig. 4). Everything suggests that there was never a real
strategy against Covid in Peru, or the impotence of not being
able to do anything. Then COVID 19 will "walk" around the
country. After sweeping the northern regions it enters the
center and then to the south, for August raze Puno, Moquegua,
and Tacna. The razing concept | use [5] when he tells us that in
the middle of the nineteenth century the various global diseases
demolished (cholera) Europe, is not that there is nothing left
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but that anger did what it wanted with human beings in the
West without problems that prevent it from being transnational
(p.1). Table 1l shows that in Loreto, by March it had 211 dead,
in April 474, and in May it reached the maximum of 1166 and
then descend to 472 in June and in September to reach 229
dead. This is seen in all regions. Nothing prevented it from
reaching the peak of death and then descending.

TABLE I. WORLD CoVID-19 TIMELINE
Countries Jan |Feb [March |April |May jﬁry- August [Sep |Oct
. Jan- |Feb-
China 2 2 Mar22
Infected 259 14108 |40
Deceased 8 142 |22
Spain 8-Mar [20-Mar [2-Abr i’i 4-Jun
ay
Infected 2221 |10856 [4618 |344 (360
Death 7 262 961 (213 |25
25- 21- 30- 30-
Italy Feb |Mar [27M May |Jun
Infected 94 6554 5907 417 |142
Deceased 4 796 921 112 |23
14- 21-
UK Mar 10-Abr Abr 14-Jul
Infected 310 (7860 3896 398
Deceased 18 1149 1166 46
15- 9-
France 9-Mar |31-Mar Abr |May
Infected 203 |7578 2633 (433
Deceased 3 498 1437 |80
. 27- 15- 29-
Russia Mar Abr |May 1-Jul |15-Ago |6-Sep [22-Oct
Infected 196 3388 |8572 |6556 |5061 5195 |15971
Deceased 1 28 232|216 |119 61 317
18- 4- 10- 15-
Ecuador Mar 24-Abr May |May 14-Jul |15-Ago Sep 21-Oct
Infected 154 (7059 2178 (407 1033 (1189 1972 (1510
Deceased 2 25 301 (640 105 |55 41 47
19- 31- 17- 16-
Peru 22-Mar May |May |dun 5-Jul Ago 22-Oct
Infected 32 4550 |8805 3752 |3638 10143 (2991
Deceased 2 271 |253 302 |163 206 (47
Brazil 1-Apr  |4-Jun Jll?n 29-Jul 22-Oct
Infected 1163 3189055209 70869 31985
Deceased 41 1492 |1221 1554 503
. 31- 22-
Argentina Mar 29-Jul Ago 22-Oct
Infected 159 8670 13056 (8570
Deceased 2 380 400 (172
. 14- 10- 19-
Colombia 1-Abr May |iun 30-Jul Aug 22-Oct
Infected 159 (680 |6803 [9965 13056 (8570
Deceased 4 21 61 380 400 192

Note: The cycle in the world was not uniform began in China, and reached its highest level and continued
with the other countries until August, which reaches Colombia and Argentina. The virus passed through
the world. Source: https://www.worldometers.info/coronavirus/
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TABLE II. DEATHS TIMELINE BY REGION
Peru, deaths: Timeline by region-2020
Region Jan [Feb | Mar | Apr | May |Jun Jul Aug Sep
Loreto 189 | 191 | 211 | 474 |1166 |472 292 301 229
Ucayali 215 | 144 | 171 (369 | 761 282 229 186 143
Piura 395 | 341 |331 |657 [2239 1581 1046 1064 854
Lambayeque | 42 52 46 280 | 790 486 376 333 290
Callao 346 | 386 | 404 |[652 |1722 | 1577 1209 1065 | 743
Ancash 473 | 465 | 492 (531 |1002 |1160 |1131 | 955 616
La libertad 719 | 574 [597 |569 |972 2309 | 2183 1259 | 838
Lima 3220 | 3300 | 3792 | 5866 | 11910 | 12390 | 11508 | 11260 | 6851
'I\D"iz‘i'e d lgg |51 |59 |43 |60 |14 |18 [121 |77
San Martin 258 | 209 | 205 173 |247 764 685 437 288
Tumbes 114 | 82 97 122 | 288 336 172 131 105
Amazonas 82 77 62 61 76 112 194 115 85
Arequipa 579 | 576 |566 |576 | 657 1208 2647 1889 828
Cajamarca 306 | 250 | 245 (227 |282 373 832 666 465
Huanuco 280 | 240 | 250 (242 |272 377 532 480 309
Ica 368 | 388 |344 (402 |822 1231 1292 | 985 602
Junin 523 | 500 |550 427 |638 713 1390 1186 | 736
Ayacucho 174 | 155 |[135 |[135 |177 174 251 317 229
Cusco 573 | 496 | 479 447 | 454 516 798 1415 | 687
Huancavelica | 165 | 153 | 157 | 193 | 191 194 267 356 210
Apurimac 131 | 132 | 121 | 140 | 161 175 188 248 245
Moquegua 75 57 60 42 55 90 319 446 112
Pasco 99 78 81 63 103 86 148 170 106
Puno 377 | 414 | 358 (347 |385 406 715 1568 | 658
Tacna 108 |93 95 74 101 106 240 477 202
Note: The highest elevation started in May through August
regions.Source:https://www.minsa.gob.pe/reunis/data/defunctions_ registered.sp
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Note: The cycle reached its highest point in May, then fell.
Fig. 1. Regions with the Highest Deaths in May 2020.
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Note: The cycle reached its peak in June, then descended.
Regions with the Highest Deaths in June 2020.
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Fig. 3. Regions with the Highest Deaths in July 2020.
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Note: The cycle reached its peak in August, then descended.
Fig. 4. Regions with the Highest Deaths in August 2020.

Between January and September of the years 2019 and
2020 (Table I11), it made a comparison of the number of deaths
for all concept. This according to SINADEF data and globally
in the analysis period in 2019 69 024 people died and in the
year 2020, 167953, the difference, is an excess of 98926
deaths.

It is in Lima, where the greatest number of people died,
from 22629 in the period January to September 2019 to 70097
in the period January to September 2020, a difference of 47418
people.

Then, the second region where more people died was Piura
with 8508, there is an excess of 6431 people, in freedom the
excess was 5262 people, in Arequipa with 4484 people in
excess, also Ica with 3129 people in excess, Junin with 2826
people in excess, the silence that had 5292 people in excess, in
Moguegua the excess was 667 people.

In 2020, 167950 people died between January and
September. Of these, Lima concentrates 41.74%, freedom
5.97%, Arequipa 5.67%, Piura 5%, and Callao with 4.83%.
They are the first five regions in the death ranking.

The difference between the deaths in 2020 and 2019 was a
total of 98926. And of these, Lima concentrates 47.9%, La
Libertad with 5.3%, Arequipa with 4.5%, Piura with 6.5%, and
Callao with 5.3%. The percentage increase of the first five
ranking regions leads us to point out that in the Lambayeque
region the increase was 524%, five times more. It went from
432 deaths to 2695 in 2020.
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TABLE IlI. DEAD TIME LINE ALL CONCEPT

All concept deaths, by region 2019-2020

Vol. 12, No. 1, 2021

Today, it can be stated based on empirical evidence that
98.5 percent of the deceased are adults and older adults [6], in
the same way, they observe it in the relationship between
infection and lethality. This is quite high. Calculations have
been made for 75 days between May and August 2020. In the
regions, determination and correlation coefficients have been
found that exceed 0.70 and reach 0.996. The containment or
self-containment measures have threatened mortality, as
claimed [7], even though the infection did not stop. This should
be investigated.

If the infected grow in proportion, the deceased will grow.
This reality is definitively repeated in Ica, Ancash, La Libertad,
Apurimac, San Martin, Moquegua, Pasco, Tacna, Huanuco,
Callao that are above 0.97%, another high impact group is,
Ayacucho, Lima, Madre de Dios, Tumbes, Piura, Lambayeque,
Ucayali, Arequipa (Table 1V), which are above 0.94 or 94%, in
the third group are Loreto, Huancavelica, Cajamarca, Junin,
Amazonas which are above 90% up to 94%. Cusco has a ratio
of 0.845 that is significant and high, but not as high as that of
the Ica region

Concerning the levels of explanation of deaths by the
variable infected, it can be said that this ranges from 81.6% to
99.1%. All direct and meaningful.

There are differences (Table V) between those who died in
2019 and those who died in 2020. Sig. has been achieved,
bilateral 0.042 denoting that the calculated t is greater than the
table t. Differences between the data are accepted.

Region Jan-Sep 2019 Jan-Sep 2020 Difference
Callao 2813 8104 5292
Loreto 1205 3525 2320
Ucayali 1190 2500 1310
Piura 2077 8508 6431
Ancash 3582 6825 3243
La Libertad 4758 10020 5262
Lambayeque 432 2695 2263
Lima 22679 70097 47418
Madre de Dios 498 895 397
San Martin 1380 3266 1886
Tumbes 705 1447 742
Amazonas 548 864 316
Arequipa 5042 9526 4484
Cajamarca 1637 3646 2009
Huénuco 1657 2982 1325
Ica 3305 6434 3129
Junin 3837 6663 2826
Ayacucho 678 1747 1069
Cusco 4383 5865 1482
Huancavelica 1097 1886 789
Apurimac 1101 1541 440
Moquegua 590 1256 667
Pasco 421 934 513
Puno 2739 5228 2489
Tacna 669 1496 827
TOTAL 69024 167950 98926

Note: The difference in deaths between January and September 2020 compared to 2019 was 98926.

In the same way Piura, with an increase of 310%. Passed
from 2077 to 8508 deceased. In Lima, the number of deaths
increased by 209%, from 22679 to 70097. In Callao, the
number of deaths increased from 2813 to 8104, an increase of
188%. In the ranking, Loreto is in fifth place with an increase
of 192%, from 1205 to 3525 deaths. The national average was
143%.

The average percentage lethality rate between May 15 and
August 1, 2020, in Peru was 3.09%, meaning that for every 100
infected 3 had died.

The region with the highest rate was Ica with 6.81%,
meaning for every 100 infected people 7 had died. In
Lambayeque in the same way (6.8%). In Ancash, Piura, and
Tumbes the deaths per 100 were 6. In the same way in the
Loreto and Libertad region where it was 5 per 100.

In Amazonas, Callao and Ucayali are three people out of
100 who died. In Ucayali, Arequipa, Lima, San Martin, Junin,
Pasco, Apurimac, Puno, Huanuco, Tacna, and Cajamarca had 2
per 100. And in Madre de Dios, Ayacucho, Huancavelica,
Moguegua and Cusco was one person dead for every 100
infected.

TABLE IV.  HIGHER INFECTED COVID-19 HIGHER LETHALITY

Region R? R

Ica 0.991 0.996
Ancash 0.984 0.992
La Libertad 0.983 0.991
Apurimac 0.981 0.990
San Martin 0.975 0.988
Moquegua 0.971 0.985
Pasco 0.963 0.981
Tacna 0.958 0.979
Huanuco 0.956 0.978
Puno 0.949 0.974
Callao 0.942 0.970
Ayacucho 0.935 0.967
Lima 0.934 0.966
Madre de Dios 0.926 0.962
Tumbes 0.926 0.962
Piura 0.925 0.962
Lambayeque 0.899 0.948
Ucayali 0.897 0.947
Arequipa 0.892 0.945
Amazonas 0.866 0.930
Junin 0.855 0.925
Cajamarca 0.850 0.922
Huancavelica 0.818 0.904
Loreto 0.816 0.903
Cusco 0.714 0.845
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TABLEYV.  MATCHED SAMPLE TEST
Matched differences t Gl Sig. (bilateral)
95% difference confidence Interval
Avera ge Standard deviation Average of standard - -
error Inferior Superior
-3957,0 9211,7 1842,35 7759,51 154,64 2,148 24 ,042

The results of sig. (bilateral) is less than 0.05.

The econometric model that explains the total number of
deaths by region is as follows:

TOTAL DEATHS = -2081.89357334 +
1.35125103834*LIMA + 24.8222422247*HUANUCO +
2.10959941364*PIURA

R?= 0.9996, (0.0019) (0.0000) (0.0001) (0.0073) DW (2.70)

And it can be concluded that in the period January to
September of the year 2020, the regions of Lima, Huanuco, and
Piura that are the independent variables, explain in an R2 of
0.9996 the total of deceased given that, probabilistic is less
than 0.05 and obviously, the Durwin Watson is 2.70 that being
around 2 shows us it is an acceptable model.

We would like to know what the impact of the deaths in
Lima is on the total number of deaths. In practice, it can be said
that for each percent that the deaths in Lima increase, it has an
impact of 0.40% on the total number of deaths in the country.
Likewise, in Huanuco, for each percent of those who die has an
impact of 0.46% on the national total.

If in Piura increases by one percent, the number of deaths
the impact on the total deaths is 0.2%. With certainty, we can
say it that if the number of deaths in Lima increases by 10%,
the number of deaths in Peru will increase by 4.3%. There’s the
regression model:

LOG (TOTAL DEATHS) = 1.83321127186 +
0.436468121477*LOG (LIMA) + 0.465169428114*LOG
(HUANUCO) + 0.205749187226*LOG (PIURA)

(0.0003) (0.0046) (0.0009) (0.0208) DW (2.42)

Another observation got when analyzing the regions;
Arequipa, Puno, Tacna, and Moquegua, is when the greatest
number of deaths are concentrated in the urban part and mainly
in the capital city. In Arequipa in July, there were 2647 deaths
of that total, 2147 died in Arequipa, while in Islay 81,
Caylloma with 75, in Camana 50, in Caraveli 19, in Castilla 19,
in Condesuyos two and Union 5.

The same happened in Puno. Two cities, San Roman,
which is Juliaca, and Puno the capital. In August there were
1,568 people dead. And in San Roman-Juliaca there were 580
and in Puno 431 dead. The summation generates 1000 people,
then Huancané 111, Azangaro 72, Collao 63, Melgar 62, and
so on. With Moquegua, it should be stated that the two
provinces concentrate almost the total of the deceased. They
are Marshal Nieto 311 and llo 121 deceased.

In Tacna, in August 477 people died, and in the four
provinces, in Tacna 448 other provinces died, Jorge Basadre
14, Candarave 6, Tarata 9.

In conclusion, it can be said that the greatest number of
deaths are in urban areas and linked to the capitals of regions,
while in rural areas the penetration of the COVID was in a
smaller proportion and from there also the low number of
deaths.

COVID-19 has questioned us on multiple aspects related to
decision-making in public health, from health communication
to the legal bases of prevention measures, monitoring of
infection-related behaviors [8], or the application of
epidemiological models.

The algorithm found by regions has variability and are
concentrated in some 9 months analyzed, which allows us to
observe that three clusters have formed (Fig. 5), three groups
are observed. And that is one of them: it concentrates the last
results, pointing out that there is correlate in the chain and with
quite marked lethality peaks. It was the months of May, June,
July, and August (Table VI). It contrasts with what reality
presents. The article Mathematical Physical Modeling [9]
showed that peaks can be found two weeks in advance.
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TABLE VI.  FINAL CLUSTER CENTERS: LETHALITY BY REGION
Cluster
Regions
1 2 3

Callao 378,67 697,50 1393,25
Loreto 197,00 351,50 557,75
Ucayali 176,67 256,00 364,50
Piura 355,67 755,50 1482,50
Ancash 476,67 573,50 1062,00
Libertad 630,00 703,50 1680,75
Lambayeque 46,67 285,00 496,25
Lima 3437,33 6358,50 11767,00
Madre de Dios 66,00 60,00 144,25
Martin 224,00 230,50 533,25
Tumbes 97,67 113,50 231,75
Amazonas 73,67 73,00 124,25
Arequipa 573,67 702,00 1600,25
Cajamarca 267,00 346,00 538,25
Huénuco 256,67 275,50 415,25
Ica 366,67 502,00 1082,50
Junin 524,33 581,50 981,75
Ayacucho 154,67 182,00 229,75
Cusco 516,00 567,00 795,75
Huancavelica 158,33 201,50 252,00
Apurimac 128,00 192,50 193,00
Moquegua 64,00 77,00 227,50
Pasco 86,00 84,50 126,75
Puno 383,00 502,50 768,50
Tacna 98,67 138,00 231,00

1V. DISCUSSION

In the papers analyzed, they show the cycle (Wave) of the
COVID as can be seen in (Fig. 6) and its probable repetition,
and perhaps in greater magnitude. It is known that the OMS
pointed out in May that Brazil by August would have over 100
thousand dead, by the end of August this was 121 thousand
dead [10]. It was said in the United States that the number of
deaths would be 150,000 today reaches 400,000. It should be
pointed out that the Ministry of Health does not yet determine
the actual number of deaths in Peru, according to SINADEF.
As of 31 December, there are 37680 deaths. From the above,
we already know that the figure reaches almost 100,000 deaths
from COVID in December.

Adults and older adults are the passive of deaths, in Spain,
they show it is an aged country where the over 65 years are a
percentage of 19% that in total are 8.7 million people [11] but
is a product of life expectancy (EV) as a component of the
Human Development Index. People in Europe have an 84-
year-old EV just like France, Italy, and the UK.
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In [12] the same way, it has been showed in Peru that in
98.5%, of the deceased are adults and older adults, other
factors of death among the health sector’s own servants are the
EPP, which, while aimed at administrative procedures but not
at the prosecution of infections.

In [1] fact, as in Latin America, COVID-19 devastates the
critical health situation in emerging countries and, of course, in
Peru. The infrastructure teams are not prepared to face the
COVID even from the perspective of human capital and its
remunerations, which are those they face in the first phase.
Although in this work it is not presented in a concatenated
way. We state that from February to August 2020 it affected in
maximum figures. Asia and Europe, then when entering Peru
begins in regions of the east, then the north, from there the
center and arrive in the Peruvian South. And gradually from
May to August, sweep with death and infected too much,
demonstrating the weak infrastructure of MINSA and
ESSALUD.

As he tells us [5] in the middle of the 19th century, the
different cholera viruses devastated Europe, not that nothing is
left but that cholera did what it wanted with human beings in
the world, without problems that prevent it from being
transnational. In Peru, this expression is accommodated,
however, we would add to it that the Wave came from Iquitos
and ended in Tacna.

From now on, Lima and Callao are concerned about the
levels of infected and deceased because of the urban
population, but outside it the ones that have the greatest
incidence are Loreto and Piura [1], meaning that the COVID
appropriates the urban sector.

The deceased [1] correspond to a segment of the
population, so we note that 85% of those are over 70 years old.
For this reason, many Peruvians have been asking for the
restructuring of the health system, that it serves Peruvian
citizens [1] and in this modern world, we already know that
they are linked to the sectors most affected [13], which are
tourism and trade.

In [14] Latin America, analyzing the number of deaths
about the number of infected reported (lethality of the disease),
it was found that Ecuador, Brazil, and Argentina recorded the
highest frequency of deaths by COVID-19, with percentages of

55|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

8,3%, 6.5%, and 4.4%, respectively. Chile 1%, Paraguay
(1.3%) and Venezuela (1.3%) recorded the lowest frequencies
in COVID-19 deaths.

The data suggest Chile is the South American country that
presented the best coping strategy for COVID-19. [14], today
is the best gains and implements the vaccine for its citizens.

Differences in [2], screening programs, as above, may
underestimate the denominator and overestimate mortality
rates if mild cases are not tested.

Age was associated with higher mortality, in our series, the
highest proportion of deaths were in the age groups over 60
years, besides, that for every 10 years that the age increased,
the risk of dying increased by 32%, This was described in [15],
a large series of Chinese population data, in which the age
groups 60 to 69, 70 to 79 and over 80 years had 3.6%, 8%, and
14.8% mortality respectively.

In conclusion, the largest series of patients hospitalized
with COVID-19 in the country was reported; the population
tested presented high mortality and was associated with age,
comorbidities, [16] inflammatory markers, and respiratory
involvement. These results could serve us to propose strategies
for reorganizing the care system and to direct management
differentiating in [15] patients with higher risk factors for
mortality.

All this has led OMS to come up with formulas for carrying
out global mortality estimates; [17] and that they are ratified by
the work of [18] that the mathematical model SIR generates for
Colombia teaches us that the quarantine, hygiene, distancing
and budget for the EPP do not cease to allow the greatest
lethality.

Or as | try [19], that is why the author got that the referred
lethality was 0.9524%, is the average of 1.02%, between 0.65
and 1.34% with 149 countries.

80% of patients behave asymptomatic [20] as in Peru, and
that in the absence of molecular evidence then becomes a
factor of contagion and death.

The severity of COVID focuses on older adults in men
rather than women and obviously, mechanical ventilation is a
proportional aid. [21], [22], quarantine still influences the
decrease in mortality.

If we point out that in Peru the case fatality rate was around
3% in China where the pandemic began, it was reported that
the crude case fatality rate in [23] China was 2.3% in patients
infected with SARS-CoV-2.

They are those over 40 years old, those who have a high
risk of lethality [23], and that increases as the years go by.
Dangerous is over 60 years of age.

V. CONCLUSIONS

COVID-19 demonstrated the precariousness of the health
system in Peru, as in the countries of Asia and Europe, it toured
the Peruvian east, then the north, it toured the center and
devastated the Peruvian south and very little could be done to
stop deaths. So, in May, he started in the east to end up in the
south in the cycle of the highest number of deaths from
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COVID-19 infection. The ratio between infected and deceased
was on average quite high and direct 0.9. The total number of
deaths is explained by what happens in the regions of Lima,
Huanuco, and Piura. There are differences between the deaths
of 2020 and 2019.

In the developed countries, the United Kingdom, Italy,
Germany, France achieves levels of explanation (R2) on an
average of 0.98 and finally China with 0.8184. Infection is a
variable that influences and explains the behavior of deaths in
the world.

The model generated by the K-Means algorithm shows the
conglomerate is defined in the months of May-August, where
the greatest lethality is concentrated. Above: March, April, or
September.

The K-Means model shows us the behavior of lethality
with fairly lofty peaks in the months mentioned.

V1. FUTURE WORK

Future work will focus on comparative analysis of the
behavior of the first and second waves of covid-19, proposed
model with reviews software and 2020-2021 algorithms.

Effects of the covid-19 coronavirus on employment, family
income and digital education in Peru, 2020 - 2021 using
econometric models.

Algorithms that explain the effects of COVID 19 on tax
collection, private and public investment in Peru 2021.
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Abstract—Cloud Computing works as the best solution for
providing many of its services for cloud consumer agents with
different requests for huge computational VM's with large
storage capacity. The instance requests of cloud consumers will
dynamically change as per their usage of application
requirements with the demand for business growth, and single-
vendor cloud becomes a constraint to satisfy these needs of the
cloud consumers. Federated Cloud can contribute its solution
approaches to meet these dynamic needs of cloud consumer
requests of resource instances. The interoperability of clouds was
made realistic with cloud federation. This paper provides an
optimized solution approach where a set of collaborated cloud
providers will provide services to satisfy consumer agents’
multiple requests. It presents the two-phase collaborated
resource provisioning (CCRP) approach and Most Cost-Effective
Collated Providers Resources First (MCECPRF) algorithm. The
algorithm’s efficiency has been tested with specific data set for
optimizing the cost for cloud consumer agents and analyzes the
cancellation of requests, decision time for provisioning for
different VM configurations within specific time slots.

Keywords—Cloud computing; federated cloud; collaborated
resource provisioning; optimized cost

I.  INTRODUCTION

Cloud computing has provided a wide range of computing
services, which enabled business applications to utilize these
services effectively in handling their client issues like on-
demand access of resources [1], scaling the storage data, and
fast access abilities [2]. The massive growth of cloud
consumers who handle critical application services like online
banking, shopping, and trading services requests resource
instances that may not be taken by a single cloud provider [3].
The maintenance cost of making available a massive set of
resources for cloud consumers' dynamic requests is typically
tricky for a single cloud provider in meeting contractual
agreement of quality of service (QoS) parameters as
mentioned in Service Level Agreements (SLA).

Cloud provider agents need to enhance their computing
services to satisfy the cloud consumer agent's requests at any
instance. The dynamic resource provisioning leads to over-
provisioning and under-provisioning resources as they get
provisioned to cloud consumers, which leads to wastage of

resources and profit loss due to not meeting their contractual
agreements. The inter-cloud concept [4] can meet the demand
of dynamic resource provisioning by coordinating among a set
of cloud providers and meeting all cloud consumers' service
level agreements. Different flavours of inter-cloud
mechanisms exist, Hybrid-cloud which makes all private
cloud providers to get extended their services by making use
of public clouds without any intimation; Multi-cloud utilizes
the libraries of multiple cloud providers to enable the
consumer applications to use resources without their
knowledge, Sky computing provides a massive set of
resources of various cloud provider agents without
establishing any trust between them and federated cloud where
the group of cloud providers agents provides resources by
collaborating among themselves by forming a federated level
agreement between them.

This paper presents a collaborative resource provisioning
approach for forming coordination among cloud provider
agents to share the resources using federated-level agreements
[23] in the federated cloud. The cooperation among the cloud
provider agent is realized in our work as a cooperative cloud
market where resource provisioning is managed and
generating optima profit for each cloud provider participating
in the collaboration. Our significant contribution is supporting
the cloud broker agent to deal with workloads' division
according to dynamic resource instances' user requests.

The main contribution of this paper is a two-phase
collaborated resource provisioning wherein one phase the
consolidation of resource instances is done by the collated
cloud service providers and second phase based on the type of
requests of cloud consumer agents the consolidated resources
are provisioned within an optimal cost using Most Cost-
Effective Collated Providers Resources First (MCECPRF)
algorithm. The paper's remaining sections are included a brief
detail about related research in the Related work section. The
section titled Collaborated Cloud providers Collation
Formation with Resource Provisioning discusses the
cooperative cloud providers effectively dealing with the
consolidated resources. The detail about the two-phase
approach and the MCECPRF algorithm, and the mathematical
model were covered under the above section. The
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Implementation and Results Evaluation section lists the
different sampling data tested on the simulation tool is
presented. Finally, Mentioned summarized findings with
future work in the Conclusion section.

Il. RELATED WORK

The computers' advancement rather than its improved
computing ability in providing services as a utility like water
usage and electricity usage bill was started long back in the
year 1970s [28]. High technological advancements both at
hardware and software level shifted the computing paradigm
from single PC usage to considerable servers used for
computing like utility, grid, and cloud with improved
performance, reliability, scalability, and autonomy in varied
services deployment, storage, processing. The mechanism of
trading schemes was proposed by Buyya et al. [7] among the
cloud providers in providing computing resources to cloud
consumers within the specification of QoS parameters. The
different schedules within approaches [8] were proposed
based on the research advancement by building toolkits to
demonstrate cloud providers and cloud consumers' interaction
as the Cloud market.

The market-oriented nature of cloud, as proposed by
Buyya et al. [9], has given significant functionality in
managing admission control processes for different cloud
consumer's requests. The QoS specification with available
resources is used to accept or reject the suggestions based on
their violation. The cloud broker model was proposed in [10]
in which cloud service providers and cloud consumers are
going to have interaction for meeting the demand-supply of
resources with intermediate involvement in checking
violations of Service Level Agreements (SLA). The E-
Commerce paradigm is proposed in [11] with implementing
cloud market model with four named entities like sellers,
buyers, brokers acting as intermediaries with different policy
mechanisms for gathering information about SLA, selection,
and sharing of resources, negotiation and payment for the help
as allocated [29].

Virtualization [12] is the unique feature of cloud
computing methodology in realizing all its resources for
allocation to meet the cloud user's requirements for managing
their services at a different level of deployment of applications
within the cloud. The share of resources is done in VM
instances, including the composition of storage, computing
machines, and bandwidth for cloud consumers by cloud
providers. This mechanism of allocation of resources at
runtime is termed as resource provisioning, as mentioned in
[13]. Generally, cloud resources get provisioned dynamically
to satisfy cloud users' workload requests based on several
criteria mentioned in [14, 15] to group the set of VM's by
cloud providers with single-server configurations. Meng et al.
[16], Proposed a VM Multiplexing concept where a bunch of
VM instances can be selected based on combined criteria as
computed by intermediate broker systems. Zhan et al. [17]
presents a resource provisioning mechanism that considers
heterogeneous workloads for a single cloud provider sharing
information of its configurations through a third party with
other cloud providers to satisfy the cloud user's requests.
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H. Wang et al. [18] presented a distributed system
mechanism in managing the pricing options for cloud users
with knowledge of cloud providers to provide the resources at
the optimal price. Users can afford to use them for their
application needs. Mazzucco et al. [19] worked on flexible
pricing options for cloud consumers by considering good
revenue collections for cloud providers. Menglan et al. [20]
have studied the effects of reserved and on-demand instances
based on achieving the minimum budget within the limitation
of job allocation of cloud users. The formulations were made
to perform jobs with a limited budget for cloud user varied
requests. S. Khatua et al. [6] done work on formulating the
pricing options that cloud users can pay for cloud services is
treated as an integer programming problem with reserved and
on-demand instances for gaining optimal cost. Quan et al. [21]
implemented a stochastic method of integer programming
model to optimize the cost for resource scheduling with SLA
limitation. S. Chaisiri et al. [22] have dealt with many
uncertainties to provide an optimal price for varied requests of
cloud user demands for some time by using a stochastic linear
integer programming. K. C. Okafor et al. [24] developed a
distributed cloud computing network real-time model named
spine-leaf to study the virtualization of resources with
minimum SLA violations in a data center. The collaboration
of automatic fog computing nodes with software-defined
neural switch [25] shows the results of cooperation satisfying
the massive workload requests made by cloud consumers. The
scalability of fog computing nodes with spine-leaf network
topology [26] shows can service effective management of
different resource requests with low response time and less
bandwidth.

Finally, the above-related work provides the list of
research gaps which need to be addressed in the federated
cloud. Cloud providers' collaboration for managing the request
instances of type big data streaming needs to be provisioned.
The formation of collation needs to be analyzed in terms of
vulnerabilities faced during resource provisioning [27].
Providing the optimal cost for cloud consumers will lead to
reasonable customer satisfaction, exploring the possibility of
gaining good profits for cloud providers.

I11. COLLABORATED CLOUD PROVIDERS RESOURCE
PROVISIONING APPROACH

The Collaborated Cloud Providers Resource Provisioning
approach is implemented by cloud Broker Agent to effectively
handle the cloud market of provisioning resources within their
optimal purchase cost. Initially, the Cloud Provider Agents
(CPA) will analyze the type of requests of VM instances made
by the cloud consumers and perform the Federated Level
Agreement [23] with a set of (Quality of Service) QoS
parameters like response time, process time, and availability
and form collation and this collation formation will change as
per the VM instances availability at the individual cloud
providers who are involved in the collation. The cloud broker
agent does handle the first phase of the CCPR approach by
fixing the SLA parameters between the Collated Cloud
Provider Agents (CCPA) and the request instance made by the
Cloud Consumer Agent (CCA). The second phase involves
the optimal computing cost [28] for a different type of
requests serviced at CCPA. Fig. 1 gives clear pictures of the
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CCPR approach with a neat block diagram mentioning its Our objective of the CCPR approach is to minimize the
phase’s operations [30]. Among the procedures, FLA total cost spent by the cloud consumer agent in getting his
monitoring and SLA monitoring are critical to managing by request serviced from collated providers with the following
Cloud Broker Agent for handling the requested VM instances constraints:

of CCA.

Cloud Broker Agent
Request
Examiner
and Collaborate Most Cost
Controller d Cloud Effective
Providers Collaborated
Resource Cloud
FLA Provisioning ::f't')\“idel'
Monitoring Approuch _\I; ! s
2 Algorithm

SLA Monitoring

Fig. 1. Architecture Model for Collaborated Resource Provisioning Approach in Agent-Based Model for Federated Cloud.

Algorithm 1: ResourceAggregator (cpa,ca,ncpa,nca):

Input: objects of Cloud Provider Agents and Cloud Consumer Agents —CPA,ca,No of CCPA-ncpa, Noof CCA-nca
Global variable REQSTATUS=[‘Marked’,” Allocated’,”Marked for Allocation’]

Output: Requested VM instances status of Cloud Consumer Agents and return the TotalOptimalCost

/I Initialized all types of request VM instances to zeros
UserReqVM, UserReservedVVM,UserDemandVM,UserSpotVM=[0,0,0,0]
TotalReservedCost=0,TotalOptimalCost
I/l Aggregating the resources request of CCA depending on their request type
foriin 1: nca:// for each Consumer Agent Object
for jin 1:4 :// for each requested Instance VM of type [SmallVM, MediumVM, LargeVM, ExtraLargeVM]
UserReqVM [i][j]=ca[i].ResRe[[j]// Intialize the user request array with consumer agent request array

if ca[i].TypeofReq=="R’ and ca[i].ResReq[j]=!0 // Checking the type of request for reserved instance

UserReservedVM[i][j]=ca[i].ResReq]]j]

if ca[i].TypeofReq=="D’ and ca[i].ResReq[j]=!0

I/ Checking the type of request for On-Demand instance

UserDemandVMT[i][j]=ca[i].ResReq[j]

if ca[i]. TypeofReq=="R’ and ca[i].ResReq[j]=!0

Il Checking the type of request for Spot instance

UserSpotVM[i][j]=ca[i].ResReq[j]

// handling the reserved instances request by CCPA
foriin l:ncpa
forjin l:nca
forkin1:4
//Checking the availability of requested reserved VM with CCPA and compute cost.
if ((UserReservedVMIj][k]<=cpa[i].ARes[k]) and (ca[j]. TypeofReq=='R")):

cpa[i].ARes[K]=cpa[i]. ARes[K]-UserReservedVMIj][K]
TotalReserveCost += UserReservedVM[j][k]*cpa[i]. CRes[K]

TotalCostDmdSpot=MostCostEffectiveCollatedProvidersResourceFristApproach(cpa,ca,ncpa,nca,UserDemandVM,UserSpotVM

TotalOptimalCost=TotalCostDmdSpot+TotalReservedCost

foril:nca

display the CCA requested resources status
return TotalOptimalCost
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Algorithm 2: MostCostEffectiveCollatedProvidersResourceFristApproach(cpa,ca,ncpa,nca,dvm,svm):

Input: objects of Cloud Provider Agents and Cloud Consumer Agents —cpa,ca,No of CCPA-ncpa, NoofCCA-nca
dvm,svm Globalvariable REQSTATUS=[‘Marked’,” Allocated’,’Marked for Allocation’]

Output: Requested VM instances and total cost for On-Demand and Spot are allocated for Cloud Consumer Agents

/I Initialize local variables for total no of CCPA, Total demand and spot request and cost variables
maxCount=ncpa
totvm=[0,0,0,0]
rpcount,
TotDmdCost, TotSpotCost=0
foriin l:ncpa
forjin1:4
if(ca[i]. TypeofReq=="D"):
totdvm[i][j]=dvm[i][j]
TotalDmdCost=ComputeTotalCost(cpa,ca,ncpa,nca,totvm,rpcount
if(cafi]. TypeofReq=='S"):
totsvm[i][j]=svm[i][j]
TotalSptCost=ComputeTotalCost(cpa,ca,ncpa,nca,totvm,rpcount)
end for
end for
return(TotDmdCost+TotSpotCost)

Algorithm 3: ComputeTotalCost(cpa,ca,ncpa,nca,totvm,rpcount)

Input: objects of Cloud Provider Agents and Cloud Consumer Agents —cpa,ca,No of CCPA-ncpa, NoofCCA-nca
totvm Globalvariable REQSTATUS=[‘Marked’,” Allocated’,"Marked for Allocation’]

Output: Requested VM instances and total cost for On-Demand /Spot are allocated for Cloud Consumer Agents

IlInitialize local variables for computing the cost while allocating resources for On-Demand/Spot
Xvm, xrp, sxvm, sxrp=[0,0,0,0]
rpcount, M, yrp, , ind, sind=0
Totcost=0
for j in range(nca):
for kinrange(4):
if(M<ncpa):
/I Checking the minium VM requirements for On-Demand/Spot request with CCPA
while((totvm[j][k]>0)and(cpa[M].ARes[k]!=0)):
if(totvm[j][k]>=cpa[M].MinVm[k]):
if (totvm[j][k]<=cpa[M].ARes[K]):

/MNnitial matching of resources and getting allocated
VMallocate(cpa[M],ca[j],totvm[j][K],M)
cpa[M].ARes[k]=cpa[M].ARes[Kk]-totvm[j][k]
ca[j].R=REQSTATUS[2]

TotCost=TotCost+cpa[i]. CRes[k]*totvm[j][K]
totvm[j][k]=0
else:

/I If required VM instances of On-Demand/Spot are available with CCPA after residue VM identified
xvm[ind]=cpa[M].ARes[k]
xrp[ind]=M
totvm[j][Kk]=totvm[j][k]-cpa[M].ARes[K]
ind=ind+1
ca[j].ReqSt=REQSTATUSJ[3]
rpcount=rpcount+1

else:
/I if the Price requirements are agreed then the request status is updated
if(ca[j].RegPrice[K]>=cpa[M].CRes[K]):
yrp=M
ca[j].ReqSt=REQSTATUS[1]
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M=M+1
if(totvm[j][k]==0):
if(ca[j].ReqSt=="Allocated"):
continue

Vol. 12, No. 1, 2021

if((ca[j].ReqSt=="Marked for Allocation") and(rpcount<=maxCount)):

I
for j in range(ind):
VMallocate(cpa[yrp],ca[j],xvm[K])
cpalyrp].-ARes[k]=0
totdvm[j][k]=0
ca[j].ReqSt=REQSTATUS[2]

TotCost=TotCost+cpal[i]. CRes[k]*totvm[j][K]

if(totvm[j][k]!'=0):

print("Unable to Provision consumer agent request")

break
end while
end for
end for

return(TotCost)

1) VM instances for all types of claims like Reservation,
On-Demand, and Spot are nonnegative integers.

2) Cloud Consumer Agents need to follow a unique
pricing model for a different type of request instances.

Table | notations are used to specify the formulate
approach for understanding those above constraints:

Total reservation request VM instance cost is measured
using the following:

Xlcpa;, Yi_1[Cost; x ReqVM, + Cost, » ReqVM, x TD] (1)

Total On-Demand request VM instance cost is measured
using the following:

Ytcpa,_, Li=1[Cost, * ReqVMg * TD] @)

Total Spot request VM instance cost is measured using the
following:

YCcpa,_ [Costs * ReqVM; * t] @)

Thus the optimal cost of operation from a Cloud Consumer
Agents is specified as

Ylcpai, Yi_1[Cost; * ReqVM, + Cost, » ReqV M,
TD]+[Cost0 * ReqVMy * TD]+XGcpa,_ [Costs * ReqVM; =

t] 4
Subject to following constraints as mentioned

RegVM,, ReqVM,, ReqVM; >=0 (5)
Costs+Cost,+Cost,>=TotalCostp (6)

The equation (1) to (3) provides the formulae for
computing reservation cost, on-demand cost and spot cost.
Equation (4) gives the total optimal cost by meeting
constraints as specified in equations (5) and (6). In
Algorithm 1, all reserved requests were assigned for collated
cloud providers who satisfy their exact match of a reserved
right of VM instances. Table Il and Table Ill specify the

Service level Agreement Parameters from the Cloud
Consumer Agents and Cloud Provider Agents side. The
Federated Level Agreement can be created based on those
SLA of Cloud Provider Agents and form the corresponding
Collated Cloud Provider Agents for satisfying the requests of
VM instances of Cloud Consumer Agents. Algorithm 2
provides detail pseudo code for MCECPRF algorithm to which
input of CCPA entity, CCA entity along with number of collated
cloud providers and on-demand VM vector and spot VM vector.
Depending on the request of VM vector type Algorithm 3
computes the total cost of resources for that respective request.
The on-demand VM vector get provisioned for specific time
duration and spot VM vector will be provisioned based on the
availability of VM’s for that time instance.

TABLE I. NOTATION SUMMARY
Parameter Description
D Total time duration to handle the requests.
Cost Reserved instance of Cost of resources
Cost, On-Demand instance of cost of resources per hour
Cost; Spot instance of resources cost at that instance.
ReqVM, Reserved Instance of the request of VMs
ReqVM, On-Demand Instance of the request of VMs
ReqVM, Spot instance of a request of VMs
TotalCostp Total Cost corresponding to demand vector for a duration D
Rev-Cost Total reservation Cost for the entire contract period
Dem-Cost Total on-demand cost for an entire-time slot
Spot-Cost Total spot cost for that instance
TABLE II. CLouD CONSUMER AGENTS REQUESTS SERVICE LEVEL
AGREEMENTS
Type of VM Requested VMs Price($) Availability (%)
Small VM 20 0.42 0.95
Medium VM 14 0.41 0.98
Large VM 15 0.35 0.96
Extra Large VM 10 0.46 0.98
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TABLE Ill.  CLOUD PROVIDER AGENTS SERVICE LEVEL AGREEMENTS
Type of VM | MaxVM's | Availability (%) | MinVM's | VMCost($)
Small VM 1000 0.98 50 0.45
Medium
VM 1000 0.99 100 0.47
Large VM 1200 0.98 100 0.51
Extra Large
VM 900 0.99 50 0.62

Vol. 12, No. 1, 2021

percentage of cloud consumers' licenses cancelled in a
particular timeslot for varied VM random configurations. The
Fig. 4 shows the difference in milliseconds' decision time for
provisioning resources for different time slots with various
random VM configurations of collated cloud provider agents.

IV. IMPLEMENTATION AND RESULT ANALYSIS

Tested the proposed algorithms by simulation using
Python3.7. Our execution's hardware platform is Intel I3
Processor with Core Duo Processor (1.5 MHz) and Windows
8.1 operating system. For simulation 5, cloud providers agents
with random configurations, as stated in Table Il for each type
of VM instances, and four cloud consumer agents with
random configurations as said for each VM instance as in
Table I1l. The resource providers varying prices have been
taken from Amazon EC2 [5].

Table IV and Table V are the results of MCECPRF
algorithm of CCRP and stochastic results of Non-CCRP.
Fig. 2 gives the details about slot-wise configurations for
which collated cloud providers can handle the requests and
provide the resources at an optimal cost to cloud consumers.
The Fig. 3 graph provides a clear interpretation of the
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Fig. 2. Total Optimal Cost Comparison between CCRP vs. Non-CCRP Approach.
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Fig. 3. Percentage of Cloud Consumers requests Cancelled.

TABLE IV. CLOUD CONSUMERS UTILIZATION COST WITH COLLABORATED
RESOURCE PROVISIONING (CCRP)APPROACH
Consumer | Rev- Dem- Spot- Total Optimal
Agents Cost($) Cost($) Cost($) Cost($)
CCAl 12.34 10.23 5.23 27.8
CCA2 10.26 15.23 8.26 33.75
CCA3 22.31 16.34 4.25 429
CCA4 15.26 13.24 8.23 36.23
TABLEYV.  CLOUD CONSUMERS UTILIZATION COST WITH NON-
COLLABORATED RESOURCE PROVISIONING (NON-CCRP) APPROACH
Consumer Dem- Spot- Total Optimal
Agents Rev-Cost(%) Cost($) Cost($) | Cost($)
CCAl 22.43 14.23 12.87 49.53
CCA2 18.45 17.43 18.26 54.14
CCA3 32.31 26.76 14.34 73.41
CCA4 20.26 17.24 18.23 55.73
w— ltir l;"
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Fig. 4. Provisioning Decision Time in Milli-sec/slot.

V. CONCLUSION

Developed a useful cloud market model and managed
federated cloud interactions among cloud provider agents and
cloud consumer agents is realized through an Agent-Based
Model. The Cloud Broker Agent is acting as an intermediary
to meet the cloud user requirements and deliver services to
them by using a collaborated resource provisioning approach
(CCRP) where a different set of cloud providers are getting
coordinated to provision VM instances at optimal cost for the
other kind of requests like reservation, on-demand, and spot.
The proposed MCECPRF algorithm provides the mechanism
for checking VM instances with collated cloud provider agents
and limiting resource provision for a particular period and
samples. The future work would demonstrate this simulation
on real-time setup to get the appropriate conclusions of
generating optimal cost for cloud consumers for different VM
configurations of cloud providers.
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Abstract—The emerging technologies trending up in
information and communication technology are tuning the
enterprises for betterment. The existing infrastructure and
operations (1&O) are supporting enterprises with their services
and functionalities, considering the diverse requirements of the
end-users. However, they are not free of the challenges and issues
to address as the technology has advanced. This paper explains
the impact of artificial intelligence (Al) in the enterprises using
software-defined networking (SDN) in 1&0O. The fusion of
artificial intelligence with software-defined networking in
infrastructure and operations enables to automate the process
based on experience and provides opportunities to the
management to make quick decisions. But this fusion has many
challenges to be addressed. This research aimed to discuss the
trends and challenges impacting infrastructure and operations,
and the role of Al-enabled SDN in 1&O and discusses the benefits
it provides that influence the directional path. Furthermore, the
challenges to be addressed in implementing the Al-enabled SDN
in 1&0 shows future directions to explore.

Keywords—Artificial intelligence; infrastructure  and
operations; software-defined network; virtualization

I.  INTRODUCTION

Industry 4.0 puts together dynamic systems, which exist in
several conflicting ways in their practical implementation
within businesses. "4.0" is far from being a paradigm but
composite geography which differentiates itself from the
management culture, organizational growth, technical choices,
the position of employees, regulatory structures, and the
expectations of labour unions. Inside factories, it is the
mixture of the physical world between manufacturing
processes and the fictional environment of digital knowledge.
Within the enterprise, the infrastructure and operations are
adopting intelligent technologies in line with the vision of
industry 4.0 [1]. The enabling technologies allowing for the
smart environment are the Internet of Things (loT), 5G
networks [2], big data, cloud computing, virtual and
augmented reality, artificial intelligence, and multi-access
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edge computing [3] skills. Many new security and networking
problems continue to emerge as IT systems are developed
with these technologies. While these technologies have clear
benefits, the ability of an organisation to support and sustain
quick, high-demand supply chain operations is not therefore
sufficient if traditional network technology is considered.
Networking is the cornerstone of business growth in today's
ever-connected world. For regular those complex supply-chain
activities, producers, manufacturers, distributors, and
consumers must be dynamic as company branches that rely on
immediate communications for their offices. This is necessary
if the supply chain is to have the needed management
versatility and visibility. 10T devices, sensor connectivity, and
other cyber-oriented systems are expanding, fostering
development at the edge and on the network. The
transformation from conventional networking to SDN brings
efficiency, agility, and reduces costs [4].

Software-defined networking (SDN) is a modern paradigm
in the field of networking, making it more agile by
programming the network. This feature of customizing the
network enables the infrastructure and operations to utilize
better the resources based on the needs of enterprise and
market demand. The end-user devices, storage data centres,
and wide area networks are the players moving in a software-
defined industry which enhances the control, programming,
and response to business requirements of network operators.
The motivation behind the move to SDN and Network
Functions Virtualizations (NFV) has led to software and
virtualization taking advantage that is based on agility,
flexibility, and adaptability. This changes considerably the
way networks are designed, managed and services delivered.
Software, which becomes an increasingly important part of
every network, embraces changing end-user criteria for greater
programming and transparency. This level of business change
requires significant restructuring of the network. Software-
defined wide area networks [5] (SD-WANSs) with a significant
focus on SD security with many software platforms of
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companies is one of the most effective and efficient ways of
achieving this milestone. The combination of various systems
allows the manufacturers to operate more efficient, fast, and
cost-effectively, while rising bandwidth. Also, synergies
between SD-WAN and the multi-cloud architectures [6] offer
several advantages to automation and virtualization and on-
demand provisioning, while maintaining mobility and cost
savings.

New technology deployment is not risk-free, and a
company needs to evaluate its strategies for mitigating any
threats to business continuity. To know where the threat
comes from, first and foremost, it is essential to understand
that any interruption to the company, regardless of how
complicated, can be detrimental. Instead of a separate
transportation line for enterprise-related networking, the use of
cloud and SaaS can substitute the same reducing the security
vulnerabilities [7]. Finally, it is essential to acknowledge that
real innovation is not inherently the responsibility of existing
vendors who have a crucial involvement in most companies.
Organizations must also consider and depend on start-up
innovation to take advantage of innovative solutions.
Nevertheless, not all obstacles may be faced by SD-WAN. For
instance, if there is a small business that only has one website,
there is no need for SD-WAN if only a limited number of
applications rely upon it. Moreover, when using the internet, it
is still required to protect how the offices connect to the cloud
or SaaS, consolidating multiple devices on the branch to create
the software-defined branch. Currently, most organizations are
using traditional networking and are ending up incurring huge
expenses on administrating the network management.
Realizing the benefits of SDN they are transforming towards
SDN to reduce the CAPEX and OPEX. The fusion of Al into
SDN makes the process automated without human
intervention. The basic purpose of this study is to explore
some challenges faced in artificial intelligence-enabled SDN
in 1&0 with a focus on the following.

e Trends impacting the 1&0 which play a significant role
and are expected to accompany the commitments of
organizations are discussed.

e The impact of Al on I&O with Al-enabled SDN in I1&0O
along with the benefits are also discussed.

e Stepwise process of transforming a commoditized Al
algorithm to a customized Al algorithm is presented.

e Challenges and future directions arising in merging
these technologies.

The remaining paper is structured in the following way.
Section 2 presents the related literature. Section 3 has a
discussion part with the trends impacting 1&0O and the impact
of Al on I&O. The challenges and future directions are
presented in Section 4. In Section 5, the conclusion is
presented.

Il. RELATED LITERATURE

Al is a game-changing technology, which is integrated
with various other technologies to give optimized results. In
this section, some of the related studies have been discussed,
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which shows how Al diffusion has impacted in improving the
performance of different techniques in different domains.

Blockchain is a distributed technology that is currently
being used to ensure secure and irreversible transactions. The
authors in [8] have proposed a data-sharing mechanism with a
focus on the network operations happening without human
intervention. A trusted data-sharing framework was presented
by designing a smart contract using DataChain and
BehaviorChain. The smart contract grants permission to
access considering the access methods and requirements. In
[9], the authors have used Al in civil infrastructures to assess
the visual quality of the constructions made. The authors
proposed a smart mixed reality framework, by integrating it
with a wearable device to detect the cracks. The mixed reality
technology will help the investigators to assess and take
decisions by improving the visual inspection.

Operations management (OM) is a field of management
that converts raw materials and labour into products and
services. The authors in [10] studied the feasibility of Al in
OM considering various factors and proposed guidelines for
the managers to take decisions. The results of the study
present that the utilization of Al in OM increases efficiency,
quality, and customer satisfaction. Also, they conclude that the
adoption of Al in OM can be successful when the human and
Al both function symbiotically. The digital transformation
strategy (DTS) discussed in [11] is in a continually evolving
state. A framework to transforms from pre-digital
organizations to a fully digital system has been proposed. A
thorough study of this transformation has been discussed in a
phase-wise manner until it is realized that DTS has been
attained. The authors in [12] briefed how Al can improve
business operations. Enterprises have been acquiring
knowledge from experiences and by utilizing Al. Enterprise
Cognitive Computing (ECC) with the help of Al has
automated the process of information analysis to speed up the
process with accuracy. The capabilities that companies should
pose along with the key practices to follow for the
organizations to be on the success path were discussed.

Reliable and robust network infrastructure is a challenging
task that contributes to enhancing the user experience. The
authors in [13] proposed an intelligent framework by utilizing
the promising features of SDN and NFV focusing to reduce
operational expenses (OPEX). The framework proposed was
to fulfil three main requirements being automated network
monitoring, autonomic network maintenance, and automated
& dynamic service provisioning. But the proposed framework
was not validated using real-time scenarios. The active use of
virtualization technologies in organizations automate the
management process by constructing modern network
infrastructures. The tools used to manage the virtual
components dynamically are discussed in [14]. The network
infrastructure resources can be efficiently used by automating
network equipment management. The authors in [15] have
trained the network using an artificial neural network to
handle the routing decisions considering the monitoring
period. Varying the monitoring period from 3, 5, 10 seconds,
various metrics were compared with static, dynamic, and
artificial intelligence-enabled routing to prove that the
network can learn from past experiences. Machine learning is
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a stream of artificial intelligence, where it is also used to
optimize multiple objectives and improve QoS in [16]. Also,
this shows that artificial intelligence increases reliable links in
the process of communication in terms of TCP and UDP.

I1l. DISCUSSION

A. Trends Impacting | &0

An important digital transformation has begun leading the
enterprises with a massive 1&0 transformation. The theme is
not about improving the hardware or software but providing
delivery of the services to the organizations in an efficient
way, matching their needs. The future of 1&0 is everywhere,
as it is driven by business by nature. Various trends impacting
the 1&0 can be seen from the following fig 1, which is
adopted from [17].

1) Serverless computing: An emerging trend with the
capability to provide a function platform as a service (FPaaS)
is known as serverless computing [18]. There is no
intervention of the user, and the functions to deliver and
manage the infrastructure to the user is written as code. Rapid
scaling and its granular billing are making FPaaS more
exciting and attractive to the users. As the name says, it does
not mean that the servers will be eliminated, but it supports
utility logic, unpredictable demand, and event-driven
requirements. In the coming decade, many organizations will
follow this trend. Most of the cloud service providers are
moving towards serverless computing by providing the
functions abstracted. In a traditional data centre, the
abstraction is provided in the physical environment. In
contrast, with cloud services like laaS and PaaS, the
abstraction is done for hardware and operating system,
respectively. Whereas in serverless computing, the abstraction
is done at language runtime, and everything is provided using
functions, so it gives function as a Service (FaaS) [19]. Fig 2
shows the user's control over the cloud services. From the
figure, it is revealed that serverless computing comes before
SaaS because, in SaaS, everything is delivered as software
while in serverless, the applications are still in control of the
user. Kubernetes is an open-source platform provided by
Google for horizontal auto-scaling of applications in the
infrastructure, based on resource usage. It is one of the
microservice available as a function. The resources, like CPU
/' RAM, are valuable resources for any organization.
Kubernetes implements Horizontal Pod Autoscaler (HPA), a
pod is a basic unit of deployment to auto-scale the applications
when the load increases. The threshold is fixed at the time of
deployment, and the HPA gets triggered once the resource
utilization reaches the limit. On the other hand, Amazon web
services (AWS) implement the functions using Kinesis and
Lambda.

2) Artificial intelligence: Al is a field of computer
science, which has been successful in solving many real-time
problems like failure recognition, predictive analysis, and
others. Also, here Al can be used to perform faster with the
growing 1&0O requirements, thereby reducing the need for
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hiring staff. Various streams of Al are used in extracting data,
classifying data, clustering, mapping, predicting, and
optimizing.

3) Network agility: The changes in the networking field
bring automation and orchestration with software-defined
networks (SDN), and network function virtualization (NFV)
that enables the business to rely on cloud services, 10T, edge
services. The network performance affecting parameters like
latency, bandwidth utilization, throughput, etc can be varied to
make the network more agile.

4) Death of data centre: Realizing the fact that the
traditional data centres are consuming a lot of physical
resources, several organizations have started to shut down the
data centres, and Gartner predicts that by 2025, this may go up
to 80%. And the reason for this shutdown is not the
technology but the business needs. This trend has put forth a
challenge on how to satisfy the customer better by considering
the increasing workloads and changing requirements.

Trends impacting
infrastructure and
operations

B Managedby the user B Oelivered as a service

Fig. 2. Control over Cloud Services.
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5) Edge computing: Most of the customers use latency-
sensitive applications and, in no time, are always ready to shift
to other providers if this latency increases. And edge
computing is a technology that helps to reduce this latency by
considering geographical locations and some laws of physics
[20]. Moreover, most of the organizations are moving to
industry 4.0, which supports digitization, edge computing
helps in attaining better digital quality with increasing
demands.

6) Digital diversity management: Diversity, here refers to
the heterogeneous resources and different technologies used in
digitization by enterprises. The wide use of digital devices in
an organization utilizes the resources in distributing and
managing digital assets. The management of these diverse
resources is a challenge to avoid wastage and maintain
accurate information as it directly impacts the business.

7) New roles within I &O: A significant concern is the
lack of skills in maintaining cloud services with the personnel.
With the increasing demand for 1&0O, the business must target
on optimizing the costs and reducing the complexity in
supporting new cloud services. The management of cloud
services for customizing them according to the needs should
be taken up by the new roles.

8) SaaS denial: 1&O0 is all about maintaining, managing,
and providing services to the customers. To better deliver the
services with the existing infrastructure, the focus should be
put on Software as a service (SaaS) because denial in SaaS
may lead to disaster from a security, integrity, and delivery
point of view for business.

9) Talent management: Normally, the IT personnel are
placed in the organization chart vertically based on the
expertise. However, this kind of organization keeps them
bounded and restricted as the level moves towards the upward
direction, resulting in limited output. Instead, if the IT
personnel are horizontally exposed to different technologies,
then the success of organizations will have no bounds.

10) Global infrastructure: As the customers access the
services from different locations, 1&0 requires a global
infrastructure to support them. The increase in the scalability
of digital access helps the 1&0 groups and their supporters to
provide infrastructure everywhere. Because the servers are
located at different geographical locations, it requires global
server load balancing, which extends to L4 and L7 of the
Open System Interconnection (OSI) model. The load
balancers are gaining significance as many enterprises are
moving their applications to the data centres and clouds [21].
Therefore, the Infrastructure and Operations pioneers have
come into focus as the trends mentioned above have put forth
the challenges and opportunities.

B. Impact of Artificial Intelligence on | &0

Infrastructure and Operations is an umbrella with
significant sections like helpdesk operations, infrastructure
management, and application performance management. The
enabler for the transformation in I&O is the artificial
intelligence that interconnects the traditional approaches and
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new business applications in a highly reliable way. It targets
major cost savings, productivity, and performance
improvements. It might also lead to the company's market
transformation. Artificial intelligence is contributing a
majority of spending in 1&0 to efficiently utilize the
resources. According to International Data Corporation
(IDC)*, the Worldwide Semiannual Artificial Intelligence
Systems Spending Guide expects that the Al systems to reach
more than double in spending by 2022. Apart from spending
the amount, there is a need for getting the fruit for the amount
paid, and so the forecast says that the ground annual growth
rate will be around 38% more during the mentioned period.
The artificial intelligence learning process gets the experience
from the function performed on the previous collection of
input-output pairs and predicts output for upcoming inputs. It
creates an environment to improve from the observation of the
last contributions. Knowledge and feedback can be used to
classify Al learning models.

1) Knowledge-based classification: Based on knowledge,
Al learning models can be classified as inductive and
deductive learning models. The inductive learning model is
based entirely on the input-output pair of data collection. The
deductive learning model continues with several regulations
and frames new rules to improve efficiency with a particular
Al algorithm.

2) Feedback-based classification: In terms of features, Al
learning models can be classified as supervised, semi-
supervised, unsupervised, and reinforced models based on
feedback. Supervised learning models learn from the internal
feedback to link the input with output observations. Semi-
supervised models utilize a collection of compiled, numbered
statistics to deduce new labels/attributes from existing
databases of information. Semi-supervised models are a safe
intermediate between supervised and unsupervised models.
Unsupervised models investigate and analyze a sample that
does not include any external feedback in attempting to enter
statistics. Clustering is a typical case of the unsupervised
model. The reinforcement learning model utilizes contrasting
mechanisms such as incentives and punishment to "reinforce"
special information. This form of mastering method in current
Al solutions is increasing significantly. Fig 3 shows how Al is
used in various sections of 1&0O. At the helpdesk and customer
support where several tickets are handled, the organization can
use machine language and natural language processing to
handle tickets efficiently. And Al can be used in the
infrastructure management section by efficiently managing the
resources and predicts the long-term demand considering
applications performance.

! https://www.idc.com/getdoc.jsp?containerld=IDC_P33198.
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Helpdesk and
Customer

support

Fig. 3. Al-Driven Infrastructure and Operations.

Artificial intelligence is often debated, but many
significant achievements are still in progress [22]. The most
significant headwind of Al is its investment costs, which in
the short term will skew returns. Nevertheless, if the change
occurs, companies that make the investments should expect a
significant performance gap to be unfairly rewarded. The Al
techniques must address another essential element that every
strategy needs: a code of ethics. Humans have developed
artificial intelligence, and so it is not neutral and can be
exposed to be biased [23]. Instances of such bias are already
found in image searches, financial searches, etc. The
technology providers must follow certain principles as shown
in the following Table I, to ensure that Al is free of bias.

Al algorithms are readily available in the open-source
environment or via cloud-based APIs, using a vast machine
learning (ML) network [24]. Therefore, the availability of an
Al algorithm designed for customization, optimization, search,
or recommendation improves the customer experience by
enhancing the quality of service (QoS). However, the
commoditized Al algorithm lacks the following which is
mentioned in Table Il to match the user’s requirements.
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TABLE Il DRAWBACKS OF COMMODITIZED Al ALGORITHMS

Drawback Description

The truth is that commoditized algorithms are not readily
Lacks available for competition. Al is just a commoditized tool
matching without human intelligence to change algorithms. Humans
requirements must, therefore, incorporate technology to program
algorithms as per requirements.

Many technology firms are racing in the context of the Al
Human revolution to harness Al, ML, and big data and drive
Intelligence further functionality and customization into individual
only client experiences. They can not only bear in mind the

strengthens Al | current needs of users but also function constructively to
predict their customer's tastes, moods, desires, and issues.

Lack of The commoditized Al algorithms lack efficacy as the

efficacy results generated may not match with the expected results.

TABLE I. PRINCIPLES TO BE FOLLOWED BY TECHNOLOGY PROVIDERS
Principle Explanation

Ensure that the Al algorithms are clear, useful, and
Utility delightful for the user by using holistic metrics as

the aim is not only to generate revenue but also to
focus on social outcomes.

Evaluate the Al algorithms by satisfying the
implicit and explicit needs of the population
without having homogenous teams in the
community and consider diversity.

Empathy and respect

Gaining trust is essential by being open, secure,

Trust and stable in behaviour.

In the real world, where these algorithms are used
should not cause any harm either physically or
digitally.

Fairness and safety

A degree of responsibility must be set by
measuring the performance and restructure it if the
customers are unsatisfied.

Accountability

The available commoditized Al algorithm needs to be
seamlessly blended to match the requirements. The following
framework should be followed in customizing the algorithms

e Step 1: Understand and define the goals you want your
Al to achieve. This is achieved by introducing
programmatic or visual methods for software-taking IT
teams to see how the Al works in its present state.

e Step 2: The second stage is the implementation of the
highest integrity criteria for the Al. IT managers and
programmers should be able to explain what the Al is
doing to personalize the Al. To understand what works
and what is not in the algorithm, analytics is an integral
part of the equation.

e Step 3: Then, program your intellectual property to map
your specifications for the algorithms.

This is the best way to maximize the competitive edge that
any algorithmic output can achieve and see if it aligns with or
does not meet requirements.

The new algorithms proposed using Al technology use
pattern matching techniques and implement them in the
current scenario by customizing them according to the
requirements. An unskilled person will ideally be able to focus
on actual business outcomes through editing or augmenting
the outputs in these Al algorithms sometime within the not-
too-distant future and will not have to rely on the technical
person to do so. This seamless combination of people and
machines requires trust from above, which can be
accomplished if proof and validations that their algorithm
modification works are collected. Every day, algorithms get
smarter, but alone somehow cannot do it. As the algorithms
evolve, people are seeking to sharpen their intellect, to link the
points, and to push towards a smarter future for business and
beyond.

C. Al-enabled SDN in | &0

Al-enabled SDN helps the cloud companies to offer
superior user interface application efficiency. The SDN
enables application-conscious routing through the network via
intelligence and the identification of apps. The required QoS
and security policy enforcement is given to each class of
requests, according to business requirements. Dynamism in
resource distribution is an inevitable necessity to resolve the
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issues in the 1&0 of any organization [25]. In other words,
network services are delegated on request and released
immediately after use. The various sections in 1&0O
communicate and share the data through essential networking
techniques. Rather when these sections communicate using
Al-enabled SDN as shown in fig 4, then the resources can be
intelligently used by improving the performance. Al-enabled
SDN optimizes the distribution of requests across all servers
to improve the QoS.

At present, SDN is the most appealing facilitator for the
deployment of dynamic resources. The various streams of Al
can be applied in SDN to optimize the performance in 1&O.
Using the inductive learning model, the managers can better
extract the desired output as the inputs provided can be
controlled. From the experiences of past behaviour, new rules
can be discovered by implementing this model. The network
administrators have centralized control over all the network
operations. The deductive learning model is instruction-
oriented learning. The concepts and rules are induced to all
employees in the organization by providing training. The SDN
controller's global perspective of the usage of network
services for all the participating users is part of the
infrastructure sharing [26]. The controller functions as a
broker between the tenants and the network owner and
communicates each tenant to network service functionality
(e.q. network use status) securely via
authentication/authorization. This enables service trackers to
dynamically ask the service manager for network support and
agreements for SLAs through signals. Conventional
networking is no longer appropriate mostly because of the
rear-mounting of all traffic from branches to headquarters-
including that for the cloud-contributes to latency and affects
application efficiency. SDN offers network simplification,
reduced costs, productivity in bandwidth, and seamless cloud-
based on-ramps with substantial application performance,
particularly for critical applications, with no privacy or
protection. The works discussed in [15] and [16] are evidence
of how artificial intelligence fusion with SDN has improved
the results in terms of performance.
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1) Combining SDN with 5G: 5G networks spread across
vertical and regional areas over the next decade are increasing.
The service providers may provide the services at an increased
bandwidth and minimize latency with a price costing less per
bit than today. The parallel adoption of 5G and SD-WAN [27]
makes it essential that organizations understand what these
technologies can do for companies.:

e To achieve the agility, costs, and flexibility necessary
for the digital age, all techniques are guided and applied
with a disassembled model that separates hardware and
software, and the data plane from the control plane.

¢ In deployments for improved customer experience, both
technologies will be distributed. Organizations will
offer completely new CX technologies such as AR/ VR
in retail.

e 5G can provide a high-performance connectivity
underlay network that can be made more widely
available in many areas where the high-speed
broadband service wireline networks cannot deliver
[28]. The integration of 5G in SDN improves network
performance in terms of throughput, latency, energy
efficiency, connectivity, service deployment, reliability,
etc.

D. Benefits of Al-enabled SDN in | &0

o Efficient: The efficiency in terms of provisioning time
is indisputable. It shortens the provisioning cycle from
seconds to milliseconds and this significant reduction,
in turn, has increased the efficiency.

e Automated: The integration of Al has enabled the
process to be automated. The functions to be performed
are triggered timely based on the actions programmed
and does not need any human intervention.

e Reduced human errors: Manual operations result in
misconduct of operations by making errors in network
misconfiguration. But the automation reduces such errors.

e Secure: The transmission of data using Al-enabled SDN
is secure. As it gives a centralized view of the whole
network and easily detects anomalies and attacks.

o Consistent: A key benefit of Al-enabled SDN is to
efficiently use various modes of network transport. A
simple solution is to block the traffic coming from an
underperforming link and redirect it to a better
performing link to ensure consistency in providing the
services.

e Monitoring and better management: An Al-enabled
SDN intelligently monitors and manages to support the
transport services. It improves network performance by
enhancing the metrics used to measure the QoS (packet
loss rate, latency, jitter, throughput).

e Zero-touch provisioning: The centralized orchestration
and control over the network enable to configure the
devices automatically without the intervention of the
network administrator.
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e Storage management: The storage resources can be
optimally utilized by performing predictive analysis and
the storage space can be adjusted based on necessity.

IV. CHALLENGES AND FUTURE DIRECTIONS

The following are the challenges faced by the
organizations in the process of transforming from traditional
networking to Al-enabled SDN from the 1&O perspective.

e Deployment: Wi-Fi is today the most common
connectivity used in the IT sector. SD-WAN plays a
significant role in transforming the edge network in IT
infrastructure, but the question arises on how sensors
and devices are deployed and linked, which are so
prevalent within production companies. The challenges
concerned with coverage, intrusion, capability, and
security are unaddressed.

e Threat Detection and Analysis: Several solutions are
available in new generations of wireless internet access
points to deal with this problem by extending the
network or radio technology available. However, safety
is the main challenge because establishing a safe and
secure network is crucial to the operation of business-
critical IT infrastructure along with managing them
within the manufacturing company. Prevention of
outages and disruptions is a major concern. The drastic
changes in technology though it brings advancement yet
comes with various open threats that have to be
handled.

e Protection: Protection has increasingly been the focus
when regulatory authorities and end-users want to have
a free and fair exchange. It can be provided using a
heuristic-based approach and intelligence-driven as
protection in providing services requires tight
integration at the system level. Many companies create
Al advice engines so reliable that very little information
is required about the individual who makes a choice,
and that customization is a challenge to be addressed.

e Resource utilization: Another challenge concerned with
the infrastructure is the communication between the
representative and clients that consumes a lot of
resources, time, and cost. So to minimize this, the Al
technology system comprises of specialized software
for a pre-check site and argument sheet, where the
Automatic speech recognizing (ASR), converts audio
into text, and by using natural language processing
(NLP) the researchers have taken the task of reducing
the consumption of resources and improving the
performance.

o Next-generation implementation: With 5G
implementations in the industry becoming more
popular, 5G will provide an additional or alternative
Wi-Fi solution. Based on various analogies, the key
difference between 5G and Wi-Fi is with its
implementation and management in terms of range and
power consumption. Through 5G, a company can
connect its sensors and devices through the network in a
fully managed and secure environment. Globally,
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mobile network providers aim to deliver 5G services
operated to businesses in precisely such an area. The
full implementation of this next-generation networking
has many new challenges unaddressed.

e Cyber-security: In the present situation of the pandemic,
most of the employees are performing their tasks by
work from home using different networks. This has
made it the attackers easy to penetrate the network.
Most of the organizations are investing now in making
this more secure and is an open area of research.

V. CONCLUSION

Infrastructure and Operations in any organization need to
be efficient to benefit its stakeholders. The transformation of
communication mode from traditional to SDN in various
sections of 1&0O gives a centralized control. Al's role in the
field of networking with a capacity to program the network in
SDN has changed the perception of providers and users.
Various trends impacting 1&0 are discussed with a focus on
Al-enabled SDN in 1&0O. The softwarization of the
networking provides the users with applications, data, and
resources along with a platform to use them. This research
contributes to putting forward a framework following a step-
wise process of converting commoditized Al algorithms to
customized algorithms matching the requirements. Also, the
impact of Al on various sections of 1&0O highlights the
benefits of integrating Al-enabled SDN in 1&0. The
challenges discussed in the process of implementing Al-
enabled SDN, from the infrastructure and operations
perspective put forward future directions for the researchers to
explore more in the area.
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Abstract—Since the number of healthy people is much more
than that of ill people, it is highly likely that the problem of
imbalanced data will occur when predicting the depression of the
elderly living in the community using big data. When raw data
are directly analyzed without using supplementary techniques
such as a sample algorithm for datasets, which have imbalanced
class ratios, it can decrease the performance of machine learning
by causing prediction errors in the analysis process. Therefore, it
is necessary to use a data sampling technique for overcoming this
imbalanced data issue. As a result, this study tried to identify an
effective way for processing imbalanced data to develop
ensemble-based machine learning by comparing the performance
of sampling methods using the depression data of the elderly
living in South Korean communities, which had quite imbalanced
class ratios. This study developed a model for predicting the
depression of the elderly living in the community using a logistic
regression model, gradient boosting machine (GBM), and
random forest, and compared the accuracy, sensitivity, and
specificity of them to evaluate the prediction performance of
them. This study analyzed 4,085 elderly people (=60 years old)
living in the community. The depression data of the elderly in the
community used in this study had an unbalance issue: the result
of the depression screening test showed that 87.5% of subjects
did not have depression, while 12.5% of them had depression.
This study used oversampling, undersampling, and SMOTE
methods to overcome the unbalance problem of the binary
dataset, and the prediction performance (accuracy, sensitivity,
and specificity) of each sampling method was compared. The
results of this study confirmed that the SMOTE-based random
forest algorithm showing the highest accuracy (a sensitivity > 0.6
and a specificity > 0.6) was best prediction performance among
random forest, GBM, and logistic regression analysis. Further
studies are needed to compare the accuracy of SMOTE,
undersampling, and oversampling for imbalanced data with high
dimensional y-variables.

Keywords—Random forests; gradient boosting machine;
SMOTE; undersampling; imbalanced data; oversampling

I.  INTRODUCTION

Depression is one of the important mood disorders at
senescence. It is very important to diagnose and treat
depression at an early stage because it is possible to treat and
cure depression using medication or psychosocial therapy
even after its onset [1]. Depressive symptoms in old age differ
from those in young age. First, it is difficult to clearly
distinguish depressive symptoms from dementia symptoms

[2]. Pseudodementia, similar to dementia, shows a decline in
cognitive ability in the dementia screening test, similar to the
cognitive function test result of depression [3, 4]. In particular,
the elderly accompanied by depression often express a
subjectively recognized decrease in memory and cognitive
function, which are not common with adolescents [5,6].
Moreover, the elderly with depression suffer from a decrease
in memory and cognition more than the healthy elderly [5, 6].

Second, even though young patients complain about
various physical symptoms, the key to diagnose depression,
these physical symptoms are not very useful for diagnosing
depression for elderly patients. For example, sleep disorder is
a common symptom in adolescent depression, but elderly
people frequently experience it regardless of depression [7,8].
Physical symptoms such as a normal decline in sexual
function, constipation, and joint pain, associated with aging,
are commonly found even in the elderly without depression
[9]. Consequently, it is critical to accurately determine
whether the depressive symptoms complained by the elderly
are due to normal aging or depressive disorder.

Nevertheless, most of the studies that evaluated the
depression of South Korean elderly were mainly regarding the
factual survey for one city in terms of mental health,
depression assessment, and the effectiveness of interventions
for depression prevention and management. There are much
fewer predictive model studies for identifying the factors
associated with the depression of the elderly living in the
community than patient-control group comparison studies.
Previous studies [1,10,11,12,13] that evaluated the factors
related to geriatric depression in South Korea local
communities reported that health, socioeconomic status,
education level, age, spouse, and social activities affected
geriatric depression. Since regression analysis was mainly
used as a modeling method to predict depression, they were
efficient in identifying individual risk factors [14,15].
However, they were limited in identifying compound-risk
factors (multivariate) such as sociodemographic variables and
living habits [14,15]. Moreover, since regression analysis
assumes independence, normality, and homoscedasticity, there
is a possibility of producing biased results when the model is
developed using data in violation of normality [16]. As a way
to overcome the limitation of the regression model, big data-
based analysis, called machine learning or data mining, has
been widely used in various fields. Machine learning can
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analyze data accurately even if the data somewhat violate the
assumption of normality such as nonlinear data in the
estimation process [17]. Especially, it has been known that
gradient boosting machine (GBM), which generates many
classifiers and combines the predictions to derive more
accurate results, and ensemble learning models such as
random forest have much higher sensitivity and accuracy than
a single decision tree [18,19]. Nonetheless, since the
predictive performance of the ensemble learning model has
been mainly tested using simulation data [20], it is necessary
to conduct additional validation and verification for
confirming the predictive performance of the ensemble
learning model for using it for disease data, which are mostly
imbalanced data [21].

Since the number of healthy people is much more than that
of ill people, it is highly likely that the problem of imbalanced
data will occur when predicting the depression of the elderly
living in the community using big data [22]. When raw data
are directly analyzed without using supplementary techniques
such as a sample algorithm for datasets, which have
imbalanced class ratios, it can decrease the performance of
machine learning by causing prediction errors in the analysis
process [23]. Therefore, it is necessary to use a data sampling
technique for overcoming this imbalanced data issue [24]. As
a result, this study tried to identify an effective way for
processing imbalanced data to develop ensemble-based
machine learning by comparing the performance of sampling
methods using the depression data of the elderly living in
South Korean communities, which had quite imbalanced class
ratios.

Il. METHODS AND MATERIALS

A. Data Source

This study analyzed the raw data of the 2016 Seoul Panel
Study (SEPANS) data. The SEPANS data was conducted
from June 1 to August 31, 2016, for the purpose of estimating
the welfare level of Seoul citizens and the actual status
situation of socially vulnerable class. The population of this
study was the households in Seoul at the time of the survey
among the households subject to the 2005 Population and
Housing Census. The stratified cluster sampling method was
used for sampling households in 25 districts in Seoul. This
study excluded foreigners and those admitted to retirement
homes or nursing hospitals among the survey subjects. This
study used the computer aided personal interview method that
an interviewer visited the target households and entered the
response to the structured questionnaire into a portable
computer. This study analyzed 4,085 elderly people (=60
years old) living in the community.

B. Variable Measurement

Depression, the outcome variable, was defined according
to the Korean version of Center for Epidemiologic Studies
Depression Scale-Revised (K-CESD) [25]. K-CES-D is a self-
administered depression scale composed of 20 items and it
was developed by the National Institute of Mental Health. It is
a primary screening tool for depression. The maximum score
is 60, and a higher score indicates more severe depression.
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The cut-off score of K-CES-D, the threshold of depression,
was defined as 25 points.

Explanatory variables were age, gender, educational level
(elementary school graduate and below, middle school
graduate, high school graduate, or college graduate or above),
smoking (smokers or non-smokers), drinking (less than once a
week or twice or more per week), economic activity (yes or
no), social activities for the past month (yes or no), mean
monthly household income (less than KRW 1.5 million, KRW
1.5-3 million, or KRW 3 million or more), spouse living
together (living together, bereavement/separated, or single),
disease/accident/addiction in the last two weeks (yes or no),
subjective health status (good, fair, or bad), subjective stress
(yes or no), days of walking for 30 minutes or more per day
(less than 1 day per week or 2 days or more per week), the
frequency of meetings neighbors (less than once a month or
twice or more per month), and the frequency of meeting
relatives (less than once a month or twice or more per month).

1. ANALYSIS

A. Model Development and Evaluation

This study developed a model for predicting the depression
of the elderly living in the community using a logistic
regression model, GBM, and random forest, and compared the
accuracy, sensitivity, and specificity of them to evaluate the
prediction performance of them. To test the prediction
performance of them, the data were randomly divided into
train dataset (70%) and test dataset (30%). Prediction models
were developed using the training dataset and the accuracy,
sensitivity, and specificity of them were calculated by using
the test dataset. Since GBM and Random forest have random
characteristics, models were developed while the seed was
fixed as 123456 for repeated measurement. The predictive
performance of each model was evaluated by the area under
the curve (AUC) of the ROC curve, and the accuracy,
sensitivity, and specificity of each model were calculated as
evaluation indices for the model performance. Accuracy
means the percentage of successful predictions in all data.
Sensitivity indicates the rate of a model predicting a senior
with depression as depression. Specificity is a true negative
rate, indicating how accurately a model predicts a senior
without depression and not depression. This study defined the
best predictive performance model as a model with the highest
accuracy while sensitivity and specificity were 0.6 or higher,
and the model was selected as the final model for predicting
the depression of the elderly living in the community. . All
analyses were performed using R version 4.0.2 (Foundation
for Statistical Computing, Vienna, Austria) and Python
version 3.8.0 (https://www.python.org).

B. Random Forest

Random forest is an ensemble model and it generates a
number of decision trees to calculate predictions. The
ensemble model is a method of integrating the classification
results of multiple decision trees and using them for making
the final decision. A number of studies [26, 27, 28] reported
that the ensemble model had higher predictive power than
single decision tree models. The ensemble model can be
divided into bagging and boosting. Bagging is a way to predict
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by combining the results of each model through averaging or
voting after generating multiple decision tree models by
sampling raw data. It has the advantage of reducing the
variance of predicted values [29]. Boosting is a machine
learning method that enables better classification for the
observation values that are difficult to classify by using more
misclassified observations. It has the advantage of reducing
the bias of predicted values [30]. The concepts of bagging and
boosting are presented in Fig. 1.

These ensemble models supplement the poor performance
of decision trees when handling data that are not divided well
into horizontal or vertical division [31]. Random forest
samples data to create multiple tree models and then vote or
average the results of each tree. It is widely used in various
fields because it can handle the multicollinearity problem of
trees by randomly selecting variables as well as sampling data
from each model [32, 33]. The concept of random forest is
presented in Fig. 2.

Sample 1

Fig. 1. The Concept of Bagging [34].
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Fig. 2. Concept of Random Forest [35].
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C. GBM

The GBM is a machine learning algorithm designed by
Friedman (2001) [36] that generates a prediction model by
combining weak learners of traditional decision trees using
ensemble techniques. This model generalizes the model by
generating models for each step and optimizing the loss
function that can randomly differentiate, like other boosting
methods. In machine learning, boosting refers to a method of
generating strong learners by combining weak learners [36]. It
generates a model even if the accuracy of it is low, and the
error of this model is supplemented by the next model. A more
accurate model is created through this process, and the basic
principle of it is to increase accuracy by repeating this process.
The prediction model learning is to find a parameter that
minimizes the loss function. One of the ways to find the
optimal parameter is gradient descent. When a slope is
calculated by differentiating the loss function with parameters
and moving the parameters in the direction of decreasing the
value, it reaches the point where the loss function is
minimized. In the gradient boosting process, this exploration
process is carried out in the functional space. Therefore, it
differentiates the loss function by the model function learned
so far, instead of the parameter. GBM's algorithm is presented
in Fig. 3.

Algorithm _Grodint boosting abgorithen
Input:  Inpet dota Leay)?
Number of feratons M
Chaice of the Joss - lunctonWiy £)
Choice of the base leamer model Ale 8
I Inmitiadize f, with o constan
for t=1 o M do
Compute the negotive gradient y, (#)
1 Fit o new base-learner function e, )
Find the best gradient descent step size
= Qrgmin Ywly fo e )= phir, # )5
() Ulpdute the function estimale
hiz.0)
end for

Fig. 3. The Algorithm of Gradient Boosting Machine [36].

D. Sampling Techniques for Resolving Imbalanced Data

Disease data generally poses the problem of imbalanced
classes because the number of people with a disease is smaller
than those without a disease. The depression data of the
elderly in the community used in this study also had an
unbalance issue: the result of the depression screening test
showed that 87.5% of subjects did not have depression, while
12.5% of them had depression. This study used oversampling
[37], undersampling [38], and SMOTE [24] methods to
overcome the unbalance problem of the binary dataset, and the
prediction performance (accuracy, sensitivity, and specificity)
of each sampling method was compared.

The undersampling method is a technique of randomly
deleting data of multiple classes to match with the number of
data in a class with small data. It is the fastest because it
deletes data without conducting separate calculations, but the
variation of performance is large because it deletes data
randomly [38]. When a pair of data belonging to different
classes and there is no data closer to each other, it is called
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Tomek link. The Tomek link technique is a way to exclude
data belonging to a class with more data. It has the effect of
pushing the boundary line toward the class with many data.
The edited nearest neighbors (ENN) technique is a technique
that deletes the nearest k data out of a class with many data
unless all or several of them belong to the class with many
data. In other words, this technique deletes data of a class with
more data that are around a class with fewer data. Since these
traditional undersampling techniques delete data, they incur a
loss of data and weaken the representativeness of data.

The oversampling technique is to use the data of a class
with fewer data repetitively and randomly, which increases the
weight. Like the random undersampling technique, it is the
fastest because it copies data without conducting separate
calculations, but the performance varies greatly because it
copies data randomly.

The SMOTE technique finds n nearest neighbors of a class
with small data regarding certain data belonging to the same
class with a small data size, draws a straight line with the
neighbor, and generates points until the random points have a
balanced ratio. The concept of sampling types is presented in
Fig. 4. Moreover, the algorithm of SMOTE is presented in
Fig. 5. The Python code for executing SMOTE is presented in
Fig. 6.

%0 0©
o
o
[¢]
o
Fig. 4. Type of Sampling [39].
Algorithm SWOTE|T, N, k)
Input: Nuomd f minoriey clios sanples 7' Amomn of SMOTE N9, Number of searest
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percesd af them asil be SMOTE, «
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5 100
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Fig. 5. The Algorithm of SMOTE.
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Fig. 6. Code for Executing SMOTE in Python.

IV. RESULTS

A. Comparing the Prediction Performance of the Model for
Predicting Senile Depression

Table | shows the prediction performance (accuracy,
sensitivity, and specificity) of oversampling, undersampling,
and SMOTE. This study defined the final model with the best
predictive performance as a model with the highest accuracy
while sensitivity and specificity were 0.6 or higher. As a
result, this study chose the SMOTE-based random forest
algorithm, showing an accuracy of 0.68, a sensitivity of 0.83,
and a specificity of 0.74, as the final model for predicting
senile depression.

TABLE I. RESULTS OF THE PREDICTION PERFORMANCE (ACCURACY,
SENSITIVITY, AND SPECIFICITY) OF OVERSAMPLING, UNDERSAMPLING, AND
SMOTE

Raw Data Undersampling | Oversampling | SMOTE

Ty
pe Ac | Se | Sp | Ac | Se | Sp |Ac | Se | Sp | Ac | Se | Sp
c n e c n e c n e c n e

0. |0. |0. |O |O |0 |0 |0 |0 |0 |0 |O

LR |78 |52 |83 |64 |66 |81 |57 |54 |81 |63 |69 | 79
G

® o o o o o o o o o o o o
S |67 |45 |93 50 |51 |98 |63 65 90 65|71 |77
Re |00 [0 o o o o o o o |0 |0

73 165 |8 |61 |75 |92 |78 |64 |91 | 68 | 83 | 74

Acc=accuracy; Sen=sensitivity; Spe=specificity; LR= Logistic regression; RF= Random forest

B. Major Predictors of Senile Depression

The model to predict the depression was developed
through the GBM and the predictive power was compared
with the results of random forest and logistic regression
(Table I, Table I11). Random forest had higher classification
accuracy than other predictive model in both training and test
data. The analysis results of test data showed that the
classification accuracy was 63.0% for logistic regression,
65.1% for GBM, and 68.3% for random forest. Table IlI
shows the major predictors of senile depression according to
the SMOTE algorithm.
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TABLE Il.  NUMBER OF MAJOR DEPRESSION PREDICTORS BY THE
ALGORITHM
Model Factors
Logistic regression-raw data 8
GBM-raw data 10
Random forest-raw data 12
Logistic regression-undersampling 7
GBM-undersampling 10
Random forest-undersampling 12
Logistic regression-oversampling 6
GBM-oversampling 9
Random forest-oversampling 11
Logistic regression-SMOTE 8
GBM-SMOTE 10
Random forest-SMOTE 12
TABLE Ill.  RESULTS OF MAJOR PREDICTORS OF SENILE DEPRESSION
Model Characteristics

Age, gender, educational level, economic activity, social
activities for the past month, mean monthly household

Random forest- | income, spouse living together, disease/accident/addiction

SMOTE in the last two weeks, subjective health status, subjective
stress, the frequency of meetings neighbors, the frequency
of meeting relatives.

- Age, gender, educational level, mean monthly household
Logistic - P - - .
reqression- income, spouse living together, disease/accident/addiction

g in the last two weeks, subjective health status, subjective

SMOTE
stress
Age, gender, educational level, social activities for the past
month, mean monthly household income, spouse living

GBM-SMOTE | together, disease/accident/addiction in the last two weeks,

subjective health status, subjective stress, the frequency of
meetings neighbors

V. CONCLUSION

This study compared the performance of ensemble-based
machine learning sampling methods using the depression data
of the elderly in the community, which had an imbalanced
class ratio. The results of this study confirmed that the
SMOTE-based random forest algorithm showing the highest
accuracy (a sensitivity = 0.6 and a specificity = 0.6) was the
final model with the best prediction performance among
random forest, GBM, and logistic regression analysis. Since
specificity and sensitivity have a trade-off relationship (when
one value increases, the other value decreases), the ratio of
specificity and sensitivity is selected according to the
judgment of the researcher using a model. This study proposes
to compare the performance of machine learning suitable for
the study objective by considering accuracy, specificity, and
sensitivity instead of considering only accuracy when future
studies on prediction models will compare models and
evaluate predictive performance.

This study compared the prediction performance of
ensemble models built on imbalanced data by sampling
method and found that SMOTE showed the best performance.
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Previous studies also reported that SMOTE had better
predictive performance than undersampling and oversampling
when analyzing imbalanced data [40]. The SMOTE technique
has shown successful performance in various applied fields
[41]. The ADASYN technique generates more realistic points
deviated from the line by producing random points and adding
random noise and it is a recently developed improved version
of SMOTE. There have been continuous attempts to develop
advanced algorithms that have better accuracy than SMOTE
[42].

The results of this study suggest that using SMOTE as a
sampling method to overcome the imbalance can be an
efficient option when developing a prediction model using
imbalanced binary data like disease data. SMOTE can
alleviate the overfitting problem due to random oversampling
and has the advantage of not losing useful data compared to
undersampling or oversampling techniques [40]. However, it
has also been reported that SMOTE may cause class
overlapping, induce additional noise, and not be effective for
treating imbalanced data with a high-dimensional y variable
[42]. Therefore, although this study confirmed the
effectiveness of SMOTE using an imbalanced binary dataset,
the results cannot be generalized for all dimensions of data
and the result should be interpreted with caution. Further
studies are needed to compare the accuracy of SMOTE,
undersampling, and oversampling for imbalanced data with
high dimensional y-variables.
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Abstract—Computational Thinking is a phrase employed to
explain the developing concentration on students’ knowledge
development regarding designing computational clarifications to
problems, algorithmic Thinking, and coding. The difficulty of
learning computer programming is a challenge for students and
teachers. Students' ability in programming is closely related to
their problem-solving skills and their cognitive abilities. Even
though computational thinking is a problem-solving skill in the
21st century, its use for programming needs to be planned
systematically taken into account the appropriate components
and elements. Therefore, this study aims to validate the main
components and elements of computational thinking for solving
problems in programming. At the beginning of the study,
researchers conducted a literature review to determine the
components and the elements of computational thinking that
could be used in teaching and learning programming. This
validation involved the consensus of a group of experts using the
Fuzzy Delphi method. The data were analysed using the Fuzzy
Delphi technique, where the experts individually evaluated the
components and elements agreed upon prior discussion. A group
of experts consisting of 15 people validated 14 components and 35
elements. The results showed that all components and elements
reached a threshold (d) value of less than 0.2, a percentage of
agreement exceeded 75%, and the Fuzzy score (A) exceeded 0.5.
The finding indicates that the main components and elements of
the proposed computational thinking are suitable for problem-
solving approaches in programming.

Keywords—Expert consensus; focus group; problem-solving;
components; elements

I.  INTRODUCTION

Teaching and learning methods have evolved globally,
where various advancements have introduced over the years.
Recently, computer programming is of growing interest in line
with the efforts to enhance Science, Technology, Engineering
and Mathematics (STEM) based education and career. Besides
government and non-governmental agencies, industries also
suggest learning institutions to prepare students who have
knowledge, understanding, and skills in programming and
problem-solving [1]. Indirectly, educators should continuously
enrich their experience and skills to provide effective teaching
and learning environment.

Programming is a subject that involves problem-solving
skills starting from problem formulation to complete program
development. Therefore, structured teaching and learning

methods for programming should be established by including
all steps to solve the problem. Amongst the steps are
formulating the problem, planning the solutions, designing the
solutions, translating the solutions into programming codes and
testing and evaluating the complete program. The main
challenge faced by novice programmers in learning
programming was related to the cognitive ability of an
individual [2][3][4][5]- Based on the cognitive load theory, the
teaching design is tailored to reduce the student's load during
the thinking process to achieve optimal learning outcomes [6].

Computational thinking is gaining attention among
educators, and it is often linked to problem-solving [7].
Computational thinking is considered as a 21st-century skill
[8][9] that can build the essential cognitive skills of students
[10]. Relationship  between  computational thinking
implementation and students' cognitive level was reported in
previous studies [11][12][13], for different purposes. A
blended learning model is developed for students to acquire
basic programming skills through activities tailored to students'
cognitive levels [11]. The activity is designed by considering
the three levels of computational thinking skills which is basic,
intermediate, and advanced that could be used on the Moodle
platform. In contrast, computational thinking is introduced in
the context of creative programming activities using Scratch
software [13]. Besides, a study to provide new instruments for
the measurement of computational thinking and prove the
nature of computational thinking through its relationship with
cognitive psychological constructs consist of spatial ability,
reasoning ability and problem-solving ability [12]. These
studies shows the potential of computational thinking in
education.

In this study, we proposed the components and elements of
computational thinking for problem solving in programming.
We believe that by involving appropriate components and
elements, computational thinking is potentially to develop
problem solving skills for programming. Hence, this article
reports the validation process systematically of the components
and elements of computational thinking for problem-solving
approach in programming. The validation in performed by a
group of experts through the Fuzzy Delphi Method (FDM).

The discussion of the following section as follows:
Section Il is a literature review that leads to the components of
CT. Section Il describes the validation process in this study.
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Section 1V discussing about data analysis. Section V details
about findings and discussion. Section V conclude the study
and further work.

Il. LITERATURE REVIEW

Computational thinking skills that derived from computer
science [14] is an approach to problem-based teaching and
learning that meets the needs of problem-solving skills in the
21st century that has gained the attention among researchers
and educators [15]. Computational thinking provides a set of
cognitive skills to solve problems that are appropriate for all
areas [16][17]. In 1980, Seymour Papert introduced the idea of
computational thinking. Later, computational thinking was
defined as the application of some basic concepts of Computer
Science to solve the problems, designing systems, and
understanding human behavior [18]. The computational
thinking definition was revised as a thought process for
formulating and solving problems in a form that information
processing agents can effectively execute [19]. Apart from that,
several definitions of computational thinking differ in meaning
but generally focused on solving problems [20][21]. Latest,
computational thinking is defined as the thinking skills and
also the practice to design computation that enable computers
to execute the instructions they receive. Computational
thinking also explains and interprets what happens in reality as
a complex processing of information that takes place in a
computer [22]. Based on the proposed definitions, in this study,
computational thinking is regarded as a thinking approach to
develop problem-solving skills through computing to find
solutions.

Computational thinking is the primary skills that are used in
the problem-solving process. Various computational thinking
skills have been suggested in previous studies [23-26]
[19][7][27-29] as shown in Table I. As a pioneer of
computational thinking, Jannette Wing proposed abstraction,
decomposition, generalisation, algorithm and automation skills.

The computational thinking skills proposed by the
researchers were almost similar with a few differences.
However, the concepts presented in all areas are practically
uniform [16]. Based on Table I, similar computational thinking
skills include abstraction, decomposition, generalisation
(pattern recognition) and algorithm incorporated in this study.

Computational thinking is a cognitive process that involves
logical thinking, including the ability to perform abstraction,
decomposition,  identification  of  patterns  through
generalisation, solving the problems sequentially, and
evaluation of the results. Therefore, logical reasoning identified
as a new component of computational thinking for problem-
solving [24]. In programming, programs need to be tested and
evaluated; thus, evaluation skills among the best talents in
programming [24][25]. As this study focuses on the use of
problem-solving skill in programming, computational thinking
skills should play a role in line with the problem-solving step
in programming. Table Il shows the description of
computational thinking skills components identified for
problem-solving in programming.

To date, there is no consensus on the exact components of
computational thinking, but computational thinking can
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involve multiple components and may not necessarily be
cognitive [15]. Therefore, other than skills, dimension and
approach were included in this study.

TABLE I.

COMPUTATIONAL THINKING SKILLS SUGGESTED BY

RESEARCHERS

Computational Thinking Skills

Reference

abstraction,
decomposition,
generalisation,
algorithm,
automation

Wing, 2006, 2008, 2011

abstraction,

decomposition,

generalisation (pattern recognition),
algorithm,

evaluation.

Selby & Wollard, 2013

logical reasoning,

abstraction,

decomposition,

generalisation (pattern recognition),
algorithm,

evaluation.

Csizmadia et al., 2015

abstraction,
decomposition,
generalisation,
algorithm,
debugging.

Angeli et al., 2016

abstraction,
decomposition,
pattern recognition,
algorithm

Shute, Sub & Asbell-Clarke, 2017

abstraction,
decomposition,
generalisation,
algorithm

Denning, 2017

abstraction,
decomposition,

data representation,
pattern recognition,
algorithmic thinking

Rodriguez et al., 2017

abstraction,
decomposition,
pattern recognition,
algorithm

Burbaite, Drasute & Stuikys, 2018

TABLE II.

DESCRIPTION OF COMPUTATIONAL THINKING SKILLS

Skills Description

Abstraction

The skill to identify and retrieve relevant information to
determine key ideas and to remove unnecessary details.

Decomposition

The skill to breakdown the problem to a small section and
easy to manage for complex problems. The solution can be
implemented part by part until the whole problem is

solved.

Pattern Skills in observing patterns, tendencies and regularity of
Recognition data through similarities.
Algorithm Skill to perform tasks or solve problems step by step.
Logical Skill explain what happens by analysing and studying facts
reasoning by thinking clearly and accurately.

. Skill determines whether the algorithm, system or process
Evaluation

is working correctly and following its purpose.
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Beside skills, dimensions of computational thinking
framework that consisted of computational concepts, practices
and perspectives [30] is proposed to ensure the delivery and
development of computational thinking skills as shown in
Table Ill. The efforts include teaching delivery, student
involvement  practically and assessment of student
performance.

Apart from dimensions, it is essential to stimulate the
thinking processes that lead to computational thinking skills. In
this study investigates computational thinking approach, which
is a practice applied during teaching and learning session.
There are five approaches of computational thinking, which are
tinkering, creating, debugging, collaborating, and persevering
[24] as presented in Table IV.

The idea of tinkering emerged since [31] introduced the
concept of computational thinking in the 1980s. Tinkering is
trying something new through exploration, trying repeatedly
and making improvements. The problem-solving process
involves thinking and tinkering to obtain the best solution [32].
The tinkering approach for adult learning implemented through
exploring and building, which are carried out through trial
leading to improve solutions [33]. Tinkering activities which
are performed repeatedly can assist a novice in learning
programming [34].

Creating refers to the planning, designing and evaluating,
for example, a program [33]. Programming involves the
process of developing algorithms in the form of flow charts or
pseudo-codes and then followed by programs. One learning
programming should undergo these steps and procedures.
Therefore, the creating approach is in line with the learning of
programming.

Debugging is a component of computational thinking by
[23]. Debugging refers to the process of tracking and fixing
errors [35] either an algorithm or a program [33]. However,
debugging is usually related to improving programs because it
involves syntax and semantics. This activity performed after
testing programs as a programmer can identify the error and
know how to fix it [36]. Novices need to expose with
debugging approach to be on par with experienced
programmers [37]. Therefore, students need to practice in
debugging and evaluating programs while being monitored by
the instructors [38].

Meanwhile, collaborative learning allows the process of
knowledge acquisition, sharing, creation, and dissemination.
Collaborating is one of the computational thinking approaches
[24] to obtain the right solutions and motivate students to
complete misleading assignments [33]. When students work
together to solve problems or engage in activities, they also
have the opportunity to apply new concepts they have learned,
facilitates the application of concepts for the specific problem
through exploration, critical thinking and analysis. Indirectly,
collaborative learning can enhance assessment skills when
group members use different approaches [39]. The
collaborative approach is ideal for new programmers as they
can build an understanding of problems, plan alternative
solutions, learn with peers, build knowledge, and engage
actively in programming learning [15]. Other than face-to-face
collaboration approach in the classroom, this approach is also
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implemented through different mediums such as online
learning systems [40], online training tools [41] and networks
such learning management system (moodles) [42]. Therefore,
students who learn programming course collaboratively can
develop computational thinking skills as reported by [15].
Besides that, opportunities to get ideas from their peers and
explain the knowledge gained to other friends can help students
develop logical skills and increase their perseverance [33].

Programming is difficult and challenging to produce
effective programs. In addition to problem-solving skills, using
computational thinking skills as a solution strategy and
mastering a programming language, programmers have to be
resilient. Persevering is a computational thinking approach
introduced by [24] defined as never giving up, determined,
resilient and persistent. For example, educators play a role to
avoid an environment that can cause students to give up or lose
motivation by interacting with them and always give feedback
to students if necessary [43]. Teaching strategy or teaching aids
should be able to motivate students and help them to learn
interestingly. There are teaching aids introduced by past
researchers to motivate students to learn programming such as
simulations, games, visualizations and robotics. However,
these teaching aids focuses on learning the concepts of
programming. Current studies concern about the strategy for
problem solving as well as program development. Hence, we
suggest the use of computational thinking to be implemented as
teaching strategy since it offers the components consisted of
skills, dimensions and approaches as listed in Tables | to IlI.
As the skill components play the primary role in problem-
solving, a detailed element is required to implement it. Hence,
35 elements were proposed representing abstraction,
decomposition, pattern recognition, algorithm, logical
reasoning and evaluation. These components and elements are
potentially integrated as teaching strategy. We believed that
when students are able to master in learning they will be more
motivated to learn and educators are considered effective if
they can help and motivate students in learning.

TABLE III. DESCRIPTION OF COMPUTATIONAL THINKING DIMENSIONS

Computational Descriptions

Thinking Skills

Computational The concept used by programmers during programming
concepts activities.

Computational Problem-solving in programming practice that focuses
practices. on thinking and learning processes.

Students' knowledge of themselves, their relationships

Computational with others, and the ability to use technology around

perspectives

them.
TABLE IV.  DESCRIPTION OF COMPUTATIONAL THINKING APPROACHES
Approaches Descriptions
Tinkering Trym_g somet_hlng new through exploration,
experimentation, and improvement.
. Creating is related to planning, designing, and evaluating
Creating A L
something like programs and animations.
Debugging The process of finding and identifying mistakes.
Collaborating Work with others to ensure the best results.
Persevering Never despair, determination, resilience, and perseverance.
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I1l. VALIDATION

This study used the Fuzzy Delphi method, a method
improved from the Delphi method using Fuzzy theory. This
method employed expert opinion and consensus to evaluate
and validate each component and element of computational
thinking for teaching and learning programming course as
illustrated in Fig. 1. The verification process employed a focus
group discussion involving 15 expert panels. Several steps
were taken before validation using the Fuzzy Delphi method,
to ensure that the components and elements are suitable for the
problem-solving in a programming course and meet the needs
of students. The processes involved were identifying the
components of computational thinking for solving problems in
programming, identification of components operational
definitions, pre-evaluation of the operational definition,
improvement of the operational definition and construction of
elements for each component.

| Expert selection |

Developing
questionnaires

v

Validation of
components and

Expert consensus to the components

Vol. 12, No. 1, 2021

learning programming. Instructors can also be considered as an
expert if they have been in service for five to 10 years [44].
First, experts must give their consent to contribute their
opinions within their expertise to evaluate and improve the
proposed questionnaire that comprised of computational
thinking components and elements for problem-solving in
programming.

B. Development of Questionnaires

Based on the literature, 14 components of computational
thinking that represented computational skills, dimensions and
approaches as listed in Tables | to Il were identified and
characterised as 14 questionnaire items in this study. As the
skill component plays a leading role in the problem-solving
process or activity, the skill components are detailed with
appropriate elements (Table V) to suit their use in the study
context and included as 35 questionnaire items.

The questionnaire used a 7-point Likert scale representing
strongly disagree to strongly agree.

TABLE V. DESCRIPTION OF ELEMENTS FOR EACH COMPUTATIONAL

THINKING (COMPUTATIONAL THINKING) SKILLS

Skill Components | Elements Descriptions

There are five (5) elements related to the process of
understanding and formulating problems as well as
identifying relevant information.

Abstraction

elements through
Fuzzy Delphi Method

—| Expert consensus to the elements |

Expert consensus to the arrangements of
elements

) ) Expert evaluation individuall |
Converting a Likert _l P y

scale to a fuzzy scale

v

Data analysis

Data analysis (Triangular Fuzzy number)
- Average of fuzzy number
- Threshold (d) value
- Percentage of expert

v Data analysis (Defuzzification)

Data interpretation

Fig. 1. Validation Procedures of the Computational thinking Components.

A. Expert Selection

Experts in the field of study were selected for validation of
computational thinking components using the Fuzzy Delphi
method. There are several perspectives in determining the
number of experts. According to the Delphi method, the
number of experts should be between 10 to 50 people [44]. In
this study, 15 experts in the programming field were selected
as there was a uniformity among experts and is sufficient,
according to [45]. The panel of experts consisted of lecturers
from pre-university, public and private higher education
institutions, vocational college, and teachers. All the selected
experts have more than ten years of experience in teaching and

There are five (5) elements related to the process of

Decomposition decomposing the problem.

There are five (5) elements to integrate existing
knowledge and experience as a problem-solving
strategy.

Pattern recognition

There are seven (7) elements to develop an algorithm

Algorithm and the consequences if the algorithm is not perfect.

There are seven (7) elements related to logic in

Logical reasoning programming

There are six (6) elements related to evaluation to
ensure that solutions are accurate, appropriate and
meet its purpose.

Evaluation

C. Validation of Components and Elements using the Fuzzy

Delphi Method

The validation of components and elements referring to the
questionnaire items were done using the Fuzzy Delphi method,
where focus group discussions took place involving expert
panels. There are several steps in a validation process including
validation of principal components and elements and
arrangement of elements based on expert opinions and
consensus; evaluation of components and elements by experts
individually; and finally data were collected and analysed
using the Fuzzy Delphi technique. The details of the processes
are explained as follows:

1) Expert consensus regarding main components: The
components and elements of computational thinking were
provided to the experts using Google sheets and shared via
email a week before the discussion to provide them with
research information, comfortable period to understand the
context of the study and to generate ideas to improve the
guestionnaire. The statements and views were presented
during the discussion. During the discussion, each expert was
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provided again with the details of computational thinking
components. There were four worksheets used during the
discussion. The first, second, and third worksheets were the

Vol. 12, No. 1, 2021

tables for the first, second, and third groups, respectively as
shown in Fig. 2 while the fourth column is for list of
suggested elements for the component as shown in Fig. 3.

H A Type here to search

Cl Components & Elements & ™ (=] m
Fie Emir View Inset Format Datn Tocls Addong Holp  Allchanges savad m it
“oad P o L cm s RI e A MH . Lolpr¥ @y

COMPUTATIONAL THINKING - SKILLS

ABSTRACTION 15t Argumant 2nd Argument | Consensus

DECOMPOSITION st Argument 2nd Argument Consensus

PATTERN RECOGNITION 1st Arqument 2nd Argument “Consensus

' B B Goupt + B 8 a |

Fig. 2. Google Drive Templates for each Group.
CTComponents & Bements & [
h Hie Edit View mseet Sormat Oata (ool Adde mip n m o
~8 " nl ' BIeA DO ] (R n@v-.I
PART 1: SKILLS
1) ABSTRACTION
Grolp 1 Group 2 | Group 3 Consensus |As a taacher who tRachas programm
18t Element | 2rdd Element | 3rd
~2) DECOMPOSITION
Group 1 Group 2 Group 3 Consensus As 3 leache who leaches programm
18t Element 'm: Elwnum' 3rd
— 3) PATTERN RECOGNITION
Group 1 l Grougp 2 Group 3 Consansus As a leacher who leaches programem
+ N o (4]

Fig. 3. Google Drive Template for the Final Consensus.
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During the discussion, experts were divided into three
groups consisted of five people for each group. The component
verification process was carried out in two stages. In the first
stage, experts in each group evaluated and validated the
components of the research based on the definitions provided.
The opinions by experts were recorded in the Google Sheet
document accordingly. The facilitator then transferred the
consensus from each group to the fourth worksheet according
to the group column. The second stage of the component
verification process was a discussion for the consensus to
evaluate and validate the components based on the suggestions
from each group. The final consensus was filled in the fourth
column. The validated components were used for the
evaluation and validation of the proposed elements for the
component. The focus group discussion procedure used is
aimed at addressing the weakness of the iterative process
identified when using the Delphi method (DM) [46], but at the
same time retaining the features of Fuzzy Delphi method such
as research time frame compared to DM. Fig. 1 and Fig. 2
shows the Google drive document for the validation process.

D. Expert Consensus to the Arrangement of Elements

After validating the skill components, the expert evaluated
and validated the proposed element for each skill components.
The list of elements was displayed next to the component,
which was validated by the experts. The validation process
involved a discussion among the experts to improve the
suggested elements. Improvements included language structure
to be clear and in line with the skills' definition and according
to the context of the study; avoid repetitive, inappropriate, or
unnecessary elements and suggest new elements as necessary
to meet the skills' definition.

E. Expert Consensus to the Arrangement of Elements
According to Priority

Questionnaire items for components and elements were
transferred into Google forms for individual expert evaluation.

The use of Google forms allowed data to be transferred to
Microsoft Excel and facilitated data analysis.

The questionnaire was then distributed to experts via email
and Whatsapp using the Google form URL. The expert then
answered the questionnaires individually to evaluate the
components and elements by choosing the option on a 7-point
Likert scale that represents strongly disagree to strongly agree.
The answered questionnaire by all the experts through Google
forms was saved directly in Google sheets. Fig. 3 shows the
process of verifying components and elements.

The validated elements were then sorted in order of priority
to fit the problem-solving approach in programming. The
priority order considered the dimensions of their use during
delivery, student engagement practically, development and
evaluation of student performance. The arrangement process
was performed together by all the experts.

F. Expert Evaluation Individually

Questionnaire items for components and elements were
transferred into Google forms for individual expert evaluation.
The use of Google forms allowed data to be transferred to
Microsoft Excel and facilitated data analysis. The

Vol. 12, No. 1, 2021

questionnaire was then distributed to experts via email and
Whatsapp using the Google form URL. The expert then
answered the questionnaires individually to evaluate the
components and elements by choosing the option on a 7-point
Likert scale that represents strongly disagree to strongly agree.
The answered questionnaire by all the experts through Google
forms was saved directly in Google sheets. Fig. 4 shows the
process of verifying components and elements.

STEP2

STER 3

Fig. 4. Google Drive Template for the Final Consensus.

IV. DATA ANALYSIS

A. Converting Likert Scale to Fuzzy Scale

The Fuzzy scale was determined for each Likert scale, as
shown in Table VI. Data in the Likert scale were converted to
Fuzzy numbers through Microsoft Excel using the VLOOKUP
function to be analysed using the Fuzzy Delphi (FDM) method.
The Fuzzy set theory [47] allows the use of linguistic terms
such as the level of agreement in Table VI by converting them
to appropriate fuzzy sets and numbers. Respondents' answer on
the Likert scale was translated into the Fuzzy scale, which was
divided into three values: minimum value (m1), most
reasonable value (m2) and maximum value (m3).

B. Data Analysis using the Fuzzy Delphi Method

In analysing the Fuzzy Delphi method, importance is given
to the Triangular Fuzzy Number and the Defuzzification
process. Both analyses aimed to determine whether a
component or element is accepted or rejected based on the
expert consensus [48]. Element acceptance was determined by
the threshold (d) and per cent of consensus. The
Defuzzification process aimed to obtain a Fuzzy score (A) to
determine the acceptability of components and elements and its
priority.
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If the distance between the mean value and the expert
evaluation data is less than or equal to the threshold value (d) =
0.2, then all experts are considered to have reached an
agreement [50]. Table VII shows the interpretation of the data
based on the threshold value (d).

TABLE VI.  QUESTIONNAIRE SCALE
Linguistic variables Likert scale Fuzzy scale (mi, mz,ms)
Extremely agree 7 0.9 1 1
Strongly agree 6 0.7 0.9 1
Agree 5 0.5 0.7 0.9
Moderately agree 4 0.3 0.5 0.7
Disagree 3 0.1 0.3 0.5
Strongly disagree 2 0 0.1 0.3
Extremely disagree 1 0 0 0.1

The Likert scale data from Google sheets were transferred
into Microsoft Excel worksheet template to analyse the Fuzzy
Delphi method by expert numbers (1 - 15). The Triangular
Fuzzy Number composed of minimum(mZ1), reasonable (m2),
and maximum (m3) values were used. Data analysis involved
the determination of (i) the average value of the Fuzzy scale
(m1, m2, m3), (ii) the threshold (d) value (iii) the percentages
of consensus on each component and element, and (iv) the
Fuzzy score to determine the acceptability and the ranking of
components and elements using defuzzification process. Data
were analysed using Microsoft Excel software.

1) Triangular fuzzy number: Average of Fuzzy Number
(m1, m2, m3).

Fig. 5 shows a triangular graph against triangular values.
All the values (m1, m2, m3) are in the range 0 to 1 which
refers to the Fuzzy number (0,1).

The average value of a Fuzzy number was determined
using the following Formula 1:
m=y¢mi (1)

n

where n refers to the number of experts.

2) Triangular fuzzy number: Threshold (d) Value: The
threshold value (d) was calculated to obtain the level of expert
consensus for all questionnaire items [49]. Based on the Fuzzy
numbering (0,1), the threshold value (d) for both Fuzzy
numbers m (ml1, m2, m3) and n = (nl, n2, n3) can be
determined using the following Formula 2;

A7) = [H0m, = 1)+ (my = ) + (my =102 (2)

H

A
1.0

M

0.0

Iy m L

Fig. 5. Triangular Graph against Triangular Values.

TABLE VII.  INTERPRETATION OF THE DATA BASED ON THE THRESHOLD
VALUE (D)
Threshold (d) L .
value Descriptions Interpretation
The threshold (d) value is
<0.
d<02 less than or equal to 0.2 Accepted
Rejected
The threshold (d) valueis | OF
d=0.2 reater than 0.2 conduct the second cycle,
g ' which involved only experts
who disagreed.

To meet the conditions of acceptance for each item agreed
upon by the experts, the percentage value of the expert's
consensus must be equal to or greater than 75%. If the expert's
consensus percentage is less than 75%, the item needs to be
removed or a second round is conducted against the non-
consenting expert.

C. Defuzzification: The Fuzzy Score

The Fuzzy score (A) obtained using the defuzzification
process indicates whether an item is accepted based on the
expert's consensus or not. An element is accepted when the
Fuzzy score (A) equals or exceeds the median (a - cut) value of
0.5 [42]. The Fuzzy (A) score was calculated using the
following Formula 3:

Fuzzy score (A) = (1/3) * (m1+m2+m3) ?3)

Apart from that, the Fuzzy score value (A) can determine
the order and ranking of the questionnaire item. Since this
study is about the problem-solving approach in programming,
the arrangement of elements of each component based on the
experts' discussion was followed. If the priority of the element
is considered based on the defuzzification process, the results
may not comply with the approach of problem-solving in
programming. The expert will re-evaluate the order and
priority of the element if any element is rejected after the
analysis.

V. FINDINGS AND DISCUSSION

Focus group discussion was conducted, consisting of
experts to evaluate and validate computational thinking
components and elements. There are 14 main components of
computational thinking and 35 elements representing
computational thinking skill. All the components and elements
evaluated by the experts were accepted. Based on a 7-point
Likert scale, components and elements showed the average
scores within 6 and 7 for all items, which strongly agree and
extremely agree. For analysis, Likert scale scores were
converted to Fuzzy scales. The results showed that all main
components of computational thinking and skill elements of
computational thinking met the first prerequisite of threshold
(d) < 0.2 based on the consensus of 15 experts. For the
second prerequisite, the 14 components and 35 elements
evaluated showed the percentage of consensus greater than
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75%. Hundred percent consensus was achieved for the 14
components of computational thinking, while for the elements
of computational thinking skill, the consensus are in the range
from 86.6% to 100% was achieved. The third prerequisite was
to obtain a Fuzzy score (A) to determine the acceptability of
the questionnaire items. If the Fuzzy score (A) exceeds 0.5,
then the questionnaire item is accepted. The Fuzzy score (A) in
the range of 0.876 to 0.960 was obtained for all the
components and elements evaluated. The findings confirmed
the acceptance of all the components and elements of
computational thinking tested and are suitable for teaching and
learning programming.

Based on the analysis, FDM gives effective results in
validating the components and elements of computational
thinking. The results of the analysis in tandem with other
research using FDM analysis for item-based validation [52-54].
The FDM analysis supported the suitability of the components
and elements evaluated where all the questionnaires items were
accepted, and pre-requisites met based on the threshold value
(d), percentage of consensus and fuzzy score (A). The results
of the analysis were influenced by the discussion method. All
experts had the opportunity to give opinions and ideas to
validate questionnaire through open discussion. Expert
opinions were merged to get questionnaire items that fit the
context of the study. The panel experts consisted of instructors
who are curriculum developer and experienced programming
lecturers where eight of them have followed trainees of trainers
in computational thinking. The experts' evaluation was
analysed to determine either the questionnaire items were
accepted or rejected. The findings indicated similar responses
from experts from the same institution for the items related to
the program code. This similar view may be related to the
common practices and approaches of teaching and learning
used by the experts.

A. FDM Analysis Effectively

Generally, the focus group discussion method to get
consensus is an effective method where researchers do not
have to spend a lot of time to meet experts individually.
Uploading materials in Google Drive and sharing with the
experts involved in this study allowed retrieval of quick
feedback from experts. Besides, this method provides an open
discussion space and validated questionnaire items as a result
of expert consensus can be updated online. However, expert
group discussion requires a high level of commitment by the
researchers and experts. The researcher should survey the
available time of each expert, identify the appropriate date for
all the experts to meet and discuss, and remind them through
Google Calendar to ensure their attendance on the selected
date. Besides, there are other preparations before the
discussions such as preparation of expert invitation letters,
printed materials and Google drives, and Google forms
templates, a place with internet connections for discussions and
refreshments for the experts.

The Fuzzy Delphi (FDM) method can avoid
misinformation or loss of important information that can occur
when using the Delphi method [36]. However, there are some
limitations, even though FDM can give fast and reliable
feedback. Researchers must have existing knowledge in the
context of the study as relevant elements to be identified from
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literature review besides the need to communicate with the
experts in the field of study who are willing to participate in the
study.

The FDM method can be applied in other studies that
require an expert's opinion and consensus. The FDM is not
only suitable to validate components and elements as used in
this study, but it can also be used to validate pre-construction to
determine components during the analysis and evaluation
phase which involved the development of models, modules,
frameworks and products. The data obtained in quantitative
form has higher reliability since it undergoes several
qualitatively implemented stages. Analysis through FDM can
determine the validity of computational thinking components
and elements for problem-solving in programming based on
expert consensus. The findings from this study can be used to
develop problem-solving models in programming as a guide
for teaching and learning.

VI. CONCLUSION

This study aimed to validate computational thinking
components and elements as a problem-solving approach in
programming by obtaining expert consensus using the Fuzzy
Delphi method (FDM). Analysis results showed that all
components and elements are accepted based on expert
consensus. Hence, these components and elements potentially
applied in teaching and learning programming as well as model
development as teachers’ guide. In the further work of this
study, a model as a teachers’ guide for teaching and learning
programming will be developed by applying the accepted
components and elements.
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Abstract—Ground Control Point: GCP generation from
simulated topographic map derived from Digital Terrain Model:
DTM is proposed. Also, texture feature extraction is attempted
from the simulated image. In this study, simulated image is
derived from elevation data only, under assumptions of a simple
scattering model without consideration of complex dielectric
constant of the targets of interest. The performance of the
acquired GCPs was evaluated by using several measures with
texture features of GCP chip images. This paper describes the
details about proposed method for acquisition of GCPs and
simulated results on relationship between texture features and
GCP matching success rate corresponding to the cross
correlation between reference and distorted GCP chip images.

Keywords—Ground Control Point: GCP; Digital Terrain
Model: DTM; scattering model; complex dielectric constant;
texture feature; matching success rate; GCP chip

I.  INTRODUCTION

Various researches have been conducted on the method of
extracting [1]-[5] Ground Control Point: GCP from image data
obtained by optical sensors. In particular, these days, the
technology in optical sensors can be effectively applied to
image data by SAR (synthetic aperture radar) [6]. Have been
shown in a study by Dr. Guindon et al [1]. They have
proposed an automatic matching method between real and
simulated SAR images with distortion due to terrain effects.

Essentially, space-based SAR imagery data has distortions
due to layover, foreshortening, shadowing and so on.
Therefore, geometric fidelity of the SAR imagery data is still
key issues. One of the problems of geometric fidelity
improvement of the space-based SAR imagery data is GCP
extraction from the SAR imagery data. GCP extraction is not
so easy. Also, another problem is matching accuracy
improvement. By using GCPs, geometric distortions have to
be removed through GCP matching. This is not so easy either.
In order to improve these GCP extraction and GCP matching
processes, GCP extraction from digital elevation model, and
chip image based GCP matching are proposed here.

In this study, simulated a SAR image is generated using
digital terrain model (DTM) and tried to extract GCP. In
addition, as an evaluation of the extracted GCP, matching was
performed between the GCP chip image with some distortion
and the original image, and the accuracy was examined.

Furthermore, in order to evaluate the matching accuracy of the
GCP chip using only the chip image, the correlation between
the texture features and the accuracy was examined [7].

In this paper, the author first describes the simulation
method for the SAR image adopted in this study, and then
introduce the features introduced as indices for GCP
evaluation [8]. Finally, the extracted GCPs are evaluated using
these characteristic quantities, and the conditions for the
optimal GCP are examined.

In the following section, related research works are
described. Then, the proposed method is described followed
by experimental set-up together with experimental results.
After that, concluding remarks and some discussions are
described.

Il. RELATED RESEARCH WORKS

Automated matching of real and simulated SAR image as
a tool for GCP acquisition is proposed [1]. Image-scale and
look direction effect on the detectability of lineaments in radar
images is studied and well reported [2]. Studies on GCP
matching of remote sensing image data is conducted [3].
Accuracy of digital elevation data by various interpolation
methods is assessed [4].

A method for textural analysis of synthetic aperture radar
images by Grey Level Co-occurrence Matrix: GLCM method
is proposed [5]. Also, Synthetic Aperture Radar: SAR is well
overviewed [6]. Landsat Thematic Mapper: TM image
classification using seasonal change of texture information is
proposed [7]. Outline of national land numerical information
is well organized [8].

Some studies on GCP selection process and its accuracy is
investigated [9] together with effects on GCP success rate
[10]. On the other hand, experiment on GCP matching is
conducted and well reported [11] together with studies on
GCP matching of remote sensing imagery data [12].

GCP acquisition using simulated SAR derived from
Digital Elevation Model: DEM is attempted [13] together with
GCP acquisition using simulated SAR and evaluation of GCP
matching accuracy with texture features [14].

Effect of planimetric correction with a few GCPs on
terrain height estimation with stereo pair is evaluated [15].
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Meanwhile, speckle noise removal of SAR images with DEM
is proposed [16]. Then, a method of speckle noise reduction
for SAR data is proposed and tested [17]. After that, a new
method for SAR speckle noise reduction (Chi Square Filter) is
proposed and evaluated its effectiveness [18].

Decomposition of SAR polarization signatures by means
of eigen-space representation is proposed [19]. Also, SAR
image classification based on Maximum Likelihood: MLH
decision rule with texture features taking into account a fitness
to the probability density function is well reported [20].
Meanwhile, polarimetric SAR image classification with
maximum curvature of the trajectory in eigen space domain on
the polarization signature is proposed [21] together with
polarimetric SAR image classification with high frequency
component derived from wavelet multi resolution analysis:
MRA [22].

Comparative study of polarimetric SAR classification
methods including proposed method with maximum curvature
of trajectory of backscattering cross section in ellipticity and
orientation angle space is conducted [23]. Multi-Resolution
Analysis: MRA and its application to polarimetric SAR
classification is proposed [24]. Recently, Sentinel 1A SAR
data analysis for disaster mitigation in Kyushu is reported.
[25]. Comparison of geometric features and color features for
face recognition is conducted and discussed [26].

I1l. PROPOSED METHOD

A. Generation of SAR Image

The proposed method for simulation of SAR image is
based on DTM or DEM. There are some sources of the DTM.
It allows slope calculation in accordance with its mesh size or
spatial resolution. Without consideration of geometric
distortions derived from foreshortening, shadowing, layover,
speckle noise, SAR image can be simulated using just slope
calculated with DTM, satellite altitude and off-nadir angle
(look angle).

In the proposed model, the backscattering coefficient is
calculated according to the following procedure.

1) Calculate the slope between each point from DTM.

2) Calculate the angle of incidence of the radar wave from
the positional relationship between the satellite and the
observation point, and calculate the distribution of the
backscattering cross section 6a assuming equation (1).

0% « I, = I,cos?0 @)

where Ir, In, and @ are the scattering direction unit vector,
the scattering plane normal vector, and the radar wave incident
angle, respectively.

3) Since the observation point is distorted in the distance
between pixels due to the terrain effect, Lissasoprisog is
performed at right angles using the following equation.

P(i) = Li6; + Li—y(1 — &;_1) + Lix1(1 = 8;41) 2

X
&:@—b—&gm
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where P(i): i-th pixel value, Li: i-th pixel value before
resampling, x: distance between pixels, Jxi: Pixel shift due to
terrain effect.

Pixel shift oxi due to the effect of layover, foreshortening,
and shadowing was calculated from topographic information,
and linear interpolation was performed by equation (2).
However, the addition of a few terms in equation (2) was
performed after judging whether or not x / 2-Axi contributed to
the i-th pixel value.

4) Convert the obtained values of Pi (X, Y) X, Y =1 to 320
into 8-bit gray level image data of 0 to 255.

B. Extraction of GCP

In order to extract GCP chip images from the simulated
SAR image, the SAR image is divided with small size of sub-
images as candidates of GCP. Then, variance of the candidates
of GCP chip image is calculated. It is assumed that GCP chip
image has a relatively large variance. The image obtained in
this way was divided into chips of 32 x 32 pixels, and the
variance of the pixel value of each chip was calculated.

The actual SAR image has a geometric distortion caused
by the deviation of the position and attitude of the satellite or
their estimation errors such as skew and rotation. In order to
simulate them, a skew or rotation is applied to the original
image obtained by extracting the GCP chip as geometric
distortion, and the area correlation between the resulting
distortion image and the original GCP chip image is calculated.
Here, the skew and the rotation were given as the center of
rotation of the GCP chip image as shown in Fig. 1.

C. GCP Matching
Detailed steps for matching are as follows,

1) A point corresponding to the center point of each GCP
chip in the original image is defined as GCP, and skew
distortion and rotation distortion are given around this point.

2) A search window of 48 x 48 pixels is provided on the
original image side centering on GCP.

3) Shift the GCP chip by one pixel in the search window,
calculate the area correlation of the overlapping part, and
obtain the peak of the correlation coefficient.

Here, the peak of the correlation coefficient was obtained
by extracting nine correlation coefficients centered on the
pixel of interest and interpolating independently in the X and Y
directions by a quadratic equation.

¢
> \| [/ 7
1 \\ ’;’ '/'
\\ . A / l/

\ / /,

3 A
P/ /

Fig. 1. Image Rotation (¢) and Skew (¥).
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D. Texture Feature Extraction

The author proposes a method for quantitatively evaluating
the matching accuracy of GCP chips based on texture
information. If the correlation between the matching accuracy
and some feature amount of the chip image is strong, the GCP
candidate with high automatic matching accuracy can be
easily selected by evaluating the feature amount. In this study,
feature extraction was performed using GLCM (Gray Level
Co-occurrence Matrix) proposed by Haralick et. al (1973).

The 32 (PIXEL) x 32 (LINE) GCP chip consists of 256
gray levels, but for simplicity of calculation, this was
integrated into 128 gray levels to calculate the GLCM. GLCM
was obtained for four directions (0 = 0 °, 45 °, 90 °, 135 °).
GLCM was normalized by the following equations.

P(ij.d,0) =P (,j.d, 0) /R ©)
R =305 4 P(i,j,d,6) @)

where P is the normalized co-occurrence probability
matrix, and P is the co-occurrence probability. The rate matrix
(GLCM), d is the distance between pixels, and Nq is the
number of gray levels.

Next, the following texture feature values were calculated
from GLCM. Here, P (i, j, d, 6) is abbreviated as Pij.

i) Angular Second Moment

ASM = ZiZjPji? ®)
ii) Homogeneity

HOM = SiZjP = ij / {1+ (i-j)} 2 ©)
iii) Contrast

CON = ZiZj (i-]) *pij (7
iv) Dissimilarity

DIS = Zi%j | i-j | Pij ®)
V) Entropy

ENT = -ZiZjPij logPij 9)
vi) Correlation coefficient (Correlation)

COR = {Zi3j (ij) Pij-wxuy} | oxoy (10)
vii) Chi-square

CHI = ZiZjPij? / Px (i) Py (j) (11)

where, Pij is the average and standard deviation of the
pixel values in the co-occurrence probability matrix direction,
and Px (i) Py (j) is the appearance probability in the matrix
direction, respectively.

IV. EXPERIMENT

A. Generation of SAR Image

The DTM used for the simulation is a magnetic tape file
(KS110) produced by the Geospatial Information Authority of
Japan. In this file, altitude data is stored in m units according
to a format called a standard area mesh system. The primary

Vol. 12, No. 1, 2021

area division mesh included in this data has a size of 80km by
80km, which is equivalent to one terrain map of 20 planes,
and is large enough as an East area. The section of code
No0.5338 where all the data of the grid points were prepared
was selected from these. This is the area that includes Mt. Fuji
in the lower right as shown in Fig. 2. Fig. 3 shows the
simulated SAR image (Full scene) derived from the DTM.

The data is divided into 320 x 320 primary partitions, and
arranged in a complicated manner according to the mesh code
system, and is converted into a two-dimensional image. Since
the data is divided into primary partitions of 320 x 320 and
arranged in a complicated manner according to the mesh code
system, it is difficult to process it as a two-dimensional image.
In addition, in this data, since there are several abnormal grid
points without elevation value as inland waters, they were
replaced with the average value of two points before and after.
Fig. 4 shows an example of a sub scene of the simulated SAR
image.

Furthermore, the altitude values from 0 to 3776 m were re-
quantized to 255 gray levels for processing as monochromatic
images. The grid point interval of this mesh is 250 m on the
actual ground, but it is coarse compared to the resolution, so
the upper left corner was cut out as a subscene (Northern
Akaishi Mountains), and interpolation was performed at 50 m
intervals with a cubic spline function.

'Mﬂ’\.’i VUZENLYS 7 5 B ] —l G
STUDY AREA m'fm-""“ A
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Fig. 2. Topographic Map of Intensive Study Area.

-

!

Fig. 3. Simulated SAR Image of Mt.Fuji and its Vicinity Derived from the
DTM.
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g & 3N : ‘ . B
Fig. 4. Sub Scene of the Simulated SAR Image.

B. GCP Extraction

Since the observation area is a mountain area covered
mostly by trees, it is considered to be a perfect diffusion
surface, and it is assumed that the physical backscattering
coefficient is uniform, and the reflected power obeys
Rampart's cosine law. As the observation conditions from the
satellite, as shown in Fig. 5.

It is assumed that observation is performed from west of
the test site at an altitude of 570 km and an off-nadir angle of
35 ° while flying north-south.

The images obtained in this way are divided into chips of
32 x 32 pixels, and the results of calculating the variance of
the pixel values of each chip are shown in Fig. 6, 7. Of these,
14 chips shown in Fig. 6, 7 with a tether were randomly
selected as GCP candidates. Figure 8 shows three-dimensional
images of these chips.

C. Texture Feature of GCP Chip Image

Table | shows the matching accuracy of each chip when
the skew and rotation were changed every 1° from 1° to 4°,
respectively. The matching accuracy is the Euclidean distance
between the estimated GCP indicated by the peak of the
correlation coefficient and the true position. Skew and rotation
can occur simultaneously in the real image, respectively, but
each case is treated independently to separate and evaluate.
Miss-identification is defined as the sum up of distances,
between GCP chip center and functional correlation peak
point, for which skew or rotation distortions from 1 to 4
degrees with 1 deg. step are added to the original image. Here,
R; and R, correspond to, respectively, skew and rotation.

Table 1l shows the relationship between GCP matching
accuracy and each feature value by correlation coefficient.

As an example, Fig. 9 shows the relationship between the
magnitude of GCP mismatch due to skew distortion and
GLCM CON. Here, the sizes of the mismatches from 1 to 4
were added and evaluated. Clearly a negative correlation is

Vol. 12, No. 1, 2021

observed. Almost the same results were obtained for the other
feature values. When the texture features in four directions
were adjusted, it was found that there was a difference in the
texture features in the 90° direction compared to the other
three directions, as shown in Table I11.

s /N

570Kkm

STUDY AREA

/ 400ke Z

Fig. 5. Geometric Relationship between Satellite and Target.
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This area is selected for subscene
Fig. 6. Gray Level Variance of each GCP Chip of Full Scene Divided into
10 by 10 Subsets.
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Fig. 7. Gray Level Variance of each GCP Chip of Sub Scene Divided into
10 by 10 Subsets.
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TABLE Ill.  TEXTURE FEATURES OF GCP CHIPS
GCPNo. [ 2 | CON [ CHI | ENT | ASM | HOM | DIS | COR
1 335 | 25.33 | 3043 | -21.91 | 0.0227 | 1.79 | 7.07 | 0.0459
2 167 | 32.82 | 2265 | 215 | 00298 | 1.64 | 825 | 0.0854
3 48 | 1098 | 1466 | -175 | 00784 | 22 | 476 | 0.29
4 234 | 395 | 2082 | 223 | 00224 | 152 | 894 | 0.0829
5 140 | 26.75 | 20.84 | -21.13 | 003 | 157 | 7.87 | 0.103
6 112 | 255 | 2211 | -20.44 | 00342 | 1.72 | 7.27 | 0.3
7 214 | 28.78 | 19.81 | -21.27 | 0.293 | 1.55 | 8.25 | 0.0694
8 112 | 3115 | 25.71 | -20.54 | 00358 | 1.61 | 7.98 | 0.123
9 166 | 19.56 | 20.83 | -20.82 | 0.0306 | 1.84 | 6.44 | 0.0891
Fig. 8. Gray Level 30 Image and it's Variance of GCP Chip. 10 291 | 3339 | 3299 | -22.17 | 0.0208 | 1.16 8.23 | 0.0518
TABLE I. MISS-IDENTIFICATION DUE TO THE GEOMETRIC DISTORTIONS 1 285 | 44.13 | 18.92 | -2309 | 00152 | 1.24 1039 | 0515
IN TERMS OF SKEW AND ROTATION 12 165 | 30.81 | 27.09 | -21.42 | 0.0248 | 1.52 | 8.32 | 0.0889
Skew Angle (deg.) Rotation Angle (deg.) 13 81 13.62 | 1856 | -19 0.0502 | 2 5.47 0.184
GCP No. | 1 2 3 4 1 2 3 4 14 178 | 37.17 | 25.37 | -21.57 | 00291 | 1.54 | 8.76 | 0.0839
1 0.065 | 0.156 | 0.256 | 0.364 | 0.073 | 0.168 | 0.259 | 0.363
2 0078 | 0.139 | 0.204 | 025 | 0083 | 0.165 | 0.287 | 0.441 V. REMARKS
3 0106 | 0212 | 034 | 0468 | 0.149 | 0313 | 0481 | 067 From the experimental results, the following are remarks,
4 0.025 | 0.054 | 0.093 | 0139 | 0.019 | 0.062 | 0.111 ) 0.173 1) Table 111 shows that in this image, the 90 direction has
5 0.07 | 01250195 | 0272 | 0.026 | 008 | 0138 0.2 less change than the other three directions. This is because the
6 0.054 | 0.114 | 0.183 | 0.252 | 0.04 | 0.084 | 0.145 | 0.201 observation direction is 180. It can be seen that these features
7 0.024 | 0.067 | 0.127 | 0.19 | 0085 | 0.156 | 0.228 | 0.286 are highly dependent on the beam irradiation direction in the
8 0.057 | 0.106 | 0.159 | 0.226 | 0.014 | 0.054 | 0.095 | 0.154 | SAR image.
9 0.025 | 0051 | 0.088 | 0128 | 0.102 | 0212 | 0.33 | 0.464 2) Skew distortion has a higher correlation between each
10 0038 | 0,071 1 0115 | 0.166 | 0022 | 0082 | 0123 | 0.167 feature _and matching succesi ra;e thatr; rot:tlon dl_stortt:on. This
1 0.026 | 0041 | 007 | 0.095 | 0.028 | 0.058 | 0.092 | 0.127 1S cons_ldered 1o be due to the fact that t é rotation has more
distortion (larger loss (change) of the original information)
12 0.059 | 0.118 | 0.186 | 0.258 | 0.068 | 0.133 | 0.214 | 0.28 . O
3 oo o1z Toazs Toaos Tooms Toosr 1oz o than the skew that deforms only in one direction even at the
! . - i . : - . - same angle.
14 003 | 0052 | 0094 | 0.141 | 0.064 | 0111 | 0.167 | 0.235 3) Variance and chi-square values have low correlation
TABLENL  © with GCP matching accuracy. This is because they do not
. ORRELATION BETWEEN EACH TEXTURE FEATURE AND MIS- - -
|DENTIFICATION OF GCPS' DUE TO SKEW OR ROTATION always correspond to the complexity of terrain change
(BUSYNESS).
VAR | CON | CHI | ENT | ASM | HOM | DIS | COR 4) The contrast, dissimilarity, entropy, angular second
R1 | -0.488 | -0.706 | -0.162 | 0.742 | 0.757 | 0.74 | -0.728 | 0.732 moment and homogeneity show relatively strong negative or
R2 | -0.29 -0.61 -0.323 | 0562 | 0.626 | 0.627 | -0.628 | 0.53 positivg Correlat?on with GCP r_nismatch degree. There_fore, a
regression equation can be obtained from these correlations to

i 2 | predict the degree of GCP mismatch.

40 ' ¢ - 5) HOM, COM and DIS have cross-correlation, and ASM
el . ~X l : FORRLLAT'ON"'OJO“ and ENT have high cross-correlation. Furthermore, there is a
%) ol & L negative correlation between these groups. Therefore, it is
g 30 \\'\[ desirable to evaluate GCP by selecting an appropriate one.

25 : .

% r\\ VI. CONCLUSION
0 20 T . - ,
| = A method for extracting chip images suitable for GCP

15 . = using simulated SAR images created from DTM was proposed.

10 | l o__| The followings are major results,

0.2 0.2 0.4 0.8 LN | 0.7 LN o 1 1.1 1.2 .. . .
MISS—IDENTIFICATION [PIXEL) 1) As a result of examining the relationship between the

Fig. 9. Correlation between Contrast and Miss Identification (1-4 Degrees).

matching accuracy and the texture feature of the chip, the
correlation with the index indicating the feature of GLCM of
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contrast, second moment of moment, entropy, homogeneity,
dissimilarity is high It turns out. From this, it was found that
by examining only the very small amount of texture of the
chip image, GCP which seems to have high matching
accuracy can be selected.

2) In the central Japan area (around Mt. Fuji) studied this
time, the correlation between the matching accuracy and the
texture feature amount is 0.7 to 0.75 when considering skew
distortion, and 0.06 to 0.62 when similarly considering
rotation distortion.

3) Among texture features, the angular second moment
has the highest correlation with matching accuracy, which is
suitable for GCP candidate selection.

VII. FUTURE RESEARCH WORKS

The proposed system is adopted in the real earth
observation satellite data, and it is a future subject to realize a
more usable GCP acquisition method.
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Abstract—e-Commerce use is a subject of study that has been
frequently discussed in recent years. The aim of this study was to
detect the socio-demographic and economic factors affecting e-
commerce use of individuals in Turkey. The micro dataset
obtained from Information and Communication Technology
(ICT) Usage Survey in Households performed by the Turkish
Statistical Institute in 2014-2018 was employed in this study.
Multinomial logistic and multinomial probit regression analyses
were performed to detect the factors affecting e-commerce use of
individuals in Turkey. The data of 129,643 individuals, who
participated in ICT Usage Survey in Households in 2014-2018,
were employed in the regression analyses. According to the
analysis results, the variables of survey year, age, gender,
educational level, occupation, income level, region and household
size were detected to be effective on online shopping. The results
of the study indicated that e-commerce use was gradually
increasing. It was determined that more educated and young
individuals and individuals living in relatively more developed
regions were more inclined to online shopping. Policies should
also be developed to increase e-commerce use of low educated
individuals and individuals over middle age. In particular, small
and medium-sized businesses (SMB) should pay more attention
to the use of e-commerce in order to increase their activities by
taking these situations into consideration. Indeed, how important
e-commerce use is has been found out in epidemics/pandemics
such as COVID-19, which causes people to lock themselves at
home in the countries.

Keywords—Electronic commerce; online shopping; online
purchase; e-commerce; Turkey; multinomial probit regression

I.  INTRODUCTION

Various shopping techniques and methods have been
employed according to needs throughout history. Nowadays,
the final point these changes have reached is online shopping
[1]. Tt is possible to say that today’s technologies and the
innovations brought by them have strong effects on this
process of change. Along with the fact that information and
internet technologies have become a part of life, individuals’
motivations for online shopping are affected by this
development [2].

In particular, the start of internet use has revolutionized
commercial activities by enabling the shopping activities over
the network called e-commerce [3]. e-Commerce use refers to
shopping behaviors of consumers in an online store or on a
website used for online purchasing [4]. Global shoppers get
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tremendous benefits from purchasing products and services
online. Internet allows product and service availability at
minimum cost for 7/24 and 365 days [5]. Online shopping is
one of the commonly used environments for easy shopping.
Actually, it is a popular tool for shopping in the internet
community in many parts of the world [6]. Through online
shopping, detailed information and multiple options are also
offered to customers so that they can compare the products and
prices. With this diversity, it also becomes easier to find the
products needed. Due to these opportunities, online shopping is
becoming popular and the number of people who prefer this
method is increasing day by day [7].

This method, which is beneficial for the companies that
provide services over the network in addition to the advantages
it offers to the consumer, reduces the transaction costs and
provides companies with more global access [8]. Especially
with the widespread use of the internet, consumers have the
opportunity to access the product they desire at any time and
from any location without being limited to any geographical
region. Consumers can make choices for the product they will
buy by making comparisons among more options. e-Commerce
also offers advantages such as ease of use, time and energy
savings. In the studies, it was observed that online shopping
provided more satisfaction for the consumers looking for both
comfort and speed [7]. e-Commerce is taking the place of
traditional shopping methods and will become even more
popular in the near future [9]. The demands for online
shopping have increased so much that not only big companies
but also small businesses and individuals sell handmade
products over the Internet [10]. Online shopping is a new form
of business, and this form of business supports the economic
growth of underdeveloped regions [11].

As the contribution of online shopping to the economy has
increased, the competition regarding this issue has also
increased. Since online shopping has some advantages
compared to traditional businesses, businesses are heading
towards online shopping [12]. It is observed that there has been
a great increase in both quantity and volume in individuals'
online shopping through smart devices, such as mobile phones,
personal digital assistants (PDAS), computers, and tablets, both
in the world and in our country, especially in recent times [13].
Along with the continuous growth of global trade and the rapid
advancement of digital society, consumers are increasingly
heading towards shopping from abroad [14]. These tendencies

95|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

have promoted the increase of traditional foreign trade patterns
at various dimensions of sustainability. Through competitive
prices and a wide range of products, charming products can be
offered to consumers and the time and space distance between
consumers and suppliers can be shortened considerably [15].
Consumers use the internet to search for information about
products, and they are expected to increase it in the future [16].
Unlike traditional shopping, online shopping has lower search
costs because it reduces the time consumers spend on finding
products and reduces the loss of energy to compare. Therefore,
online shopping helps consumers to get price and product
information from various sellers more quickly and easily [17].

Information seeking is a stage of the decision making
process in which individuals actively collect information from
both internal and external sources and include it before making
a choice. Individuals adopt this behavior to meet their need for
information [18]. Before purchasing products or services,
consumers search and collect the relevant information and then
compare the sellers based on this information to make the best
purchasing decision [19]. Consumers are currently using the
Internet to search for information and are expected to increase
it in the future [16].

It is not surprising that the number of online shoppers has
increased a lot over the past few years along with the increase
in number of internet users. A global study on the trends in
online shopping conducted by The Nielsen Company reveals
that over 85% of internet users in the world perform a
purchasing transaction over the internet. Online shopping is
directly proportional to the increasing use of the internet. A
study on world internet usage and population statistics in 2009
reveals that 26.6% of the total world population were internet
users and there has been a growth rate of 399.3% over the past
decade. While 230-billion dollar transactions were performed
in cross-border online shopping from consumer to consumer all
around the world in 2015, this figure is expected to increase to
1 trillion dollars a year in the near future [20]. In a
comprehensive study on internet use and online shopping on a
global scale, it was determined that the number of internet
users increased from 5.233 billion to 5.530 billion in the last 5
years, that the number of people who had accessed the Internet
at least once increased from 48.2% to 59.9% compared to the
population, and that these people usually preferred desktop
computers by 41%, mobile phones by 40%, tablets by 3% and
other devices by 16% to use the internet. In terms of frequency
of shopping, it was reported that while 31% of internet
consumers around the world performed online shopping once a
month, 24% of them performed online shopping every other
week, 20% of them performed online shopping once a week,
15% of them performed online shopping 3-4 times in 3 months,
and 10% of them performed online shopping every 3 months.
On the basis of transaction volume, the volume of e-commerce,
which was 1.3 trillion dollars in 2014, reached 3.5 trillion
dollars in 2019, and it is predicted to increase to 4.9 trillion
dollars in 2021 [21].

Although traditional shopping methods are still employed
around the world, it is observed that online shopping
transactions have increased rapidly. According to the Global e-
Commerce Report, two shopping categories in which
consumers do more online shopping compared to stores are
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book, music, movie & video games (60%) and toys (39%)
shopping. In general, while 43% of purchases in the electronics
& computer category were made over the internet, 36% of
purchases in the sport equipment & outdoor category, 37% of
purchases in the health & beauty category, 40% of purchases in
the clothing & footwear category, 32% of purchases in the
jewelry/watches category, 33% of purchases in the household
appliances category, 30% of purchases in the DIY/home
improvement category, 30% of purchases in the furniture &
homeware category, and 23% of purchases in the grocery
category were made over the internet. In the same report, when
the sectors in which purchases are made over the internet were
analyzed on the basis of continents, it was reported that while
the people in the Asia-Pacific region mostly (40%) purchased
packaged foods, purchases were mostly made in the video
games sector (31%) in North America, personal care sector in
(28%) in South America, fashion sector (49%) in Eastern
Europe, electronic appliances sector (36%) in Western Europe,
and fashion sector (35%) in the Middle East and Africa [21].

In a study covering 28 countries including European
countries and Turkey, the average internet usage of people who
had ordered or purchased a product or service over the internet
in the past year was calculated to be 87% in Europe and 72% in
Turkey, and the average of people who had ordered or
purchased a product or service was calculated to be 60% in
Europe and 25% in Turkey [22].

Different dimensions were also discussed in the studies on
e-commerce use. In a study investigating the determining
factors in online shopping, it was indicated that the quality of
the website over which services are provided had positive
effects on consumers' satisfaction and loyalty behaviors [23].
In another study, online shoppers were evaluated in terms of
five different shopping motivations such as convenience,
searching brands, information search, shopping experience and
social interaction [24]. In another study, it was determined that
website design, convenience, information usability, payment
system and security had significant positive effects on
shopping motivations [25]. It is also emphasized that the price
is an important shopping motivation that affects the purchase
intention [26,27]. It is indicated that wide product availability
and price comparison between similar products have led
customers to online shopping [28]. In another study in which
the factors affecting consumers' online shopping were
analyzed, the variables of perceived value, ease of use,
satisfaction, reliability of the website, secure payment,
customization and interaction were observed to have quite
directive effects on consumers [29]. In an empirical study in
which individuals' purchasing behaviors for online shopping
were investigated, it was concluded that internet access,
website aesthetics, security, user experience, age and learning
capacity were very important factors in exhibiting such
behaviors [30]. In another recent study conducted on online
purchasing preferences of university students in India, it was
determined that the presence of too many options for the
product intended to be purchased increased purchasing anxiety
in consumers. Furthermore, it was indicated that consumers'
characteristics, contextual factors, and perceived uncertainty
had negative effects on their online purchasing preferences,
and that the reliability of the website also had negative effects
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on purchasing preferences [31]. The results of a study
conducted in Thailand revealed that the perceived benefit had
no significant effect on consumers' shopping over the internet,
however, perceived ease of use, perceived security, perceived
uncertainty, and online shopping experience played an
effective role in online shopping [13].

Individual  differences as well as technological
developments are also effective on e-commerce use. To know
the products purchased according to individual characteristics
can be employed to detect the advertisements that will be
provided to be viewed by individuals with certain
characteristics, especially in social media. The aim of this
study was to detect the socio-economic and demographic
factors affecting online shopping of individuals in Turkey. In
this study, multinomial logistic and multinomial probit
regression analyses were employed to detect the factors
affecting e-commerce use of individuals.

Il. MATERIALS AND METHODS

A. Data

The micro dataset obtained from Information and
Communication Technology (ICT) Usage Survey in
Households performed by the Turkish Statistical Institute in
2014-2018 was employed in this study. In this study, the data
of 129,643 individuals, who participated in ICT Usage Survey
in Households in 2014-2018, were employed.

The aim of the ICT Usage Survey in Households is to
detect the criteria of information society and to produce the
relevant statistics. The scope of the study is households in all
settlements located within the borders of Turkey. Those in
school, dormitory, hotel, kindergarten, nursing home, hospital
and prison, which are defined as institutional population, and
those residing in barracks and military houses were not
included. Furthermore, settlements, the population of which
would not exceed 1% of the total population where it was
considered that sufficient number of sample households (small
villages, nomad groups, fields, etc.), could not be reached,
were excluded. Individuals between the ages of 16 and 74
years were included according to the methodology of the
research. A stratified two stage cluster sampling method was
employed obtain the data. The first stage sampling unit was
the blocks that were randomly selected proportionally to their
size from among the clusters (blocks) containing an average of
100 household addresses, and the second stage sampling unit
was the household addresses systematically randomly selected
from each selected cluster [32].

B. Measures

The dependent variable of the study was e-commerce use
measured by the question "When was the last time you
purchased or ordered goods/services for personal use over the
Internet (websites or mobile applications)?" (In the past three
months; more than three months; more than a year; never
used). The categories “more than three months” and “more
than a year” were combined and a three-category dependent
variable was generated in order to obtain more significant
results.
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The independent variables in the study were detected by
performing a comprehensive literature review. Socio-
demographic and economic factors that could be effective on e-
commerce use were considered as independent variables.
Independent variables were year of survey, age, gender,
educational level, occupation, income level, and household
size.

One of the independent variables was the region variable.
The establishment of Nomenclature of Territorial Units for
Statistics (NUTS) in Turkey is based on the necessity to
establish Development Agencies. The national program
prepared after the accession partnership agreement signed with
the EU has made it necessary to establish NUTS regions, as
they see NUTS regions as a prerequisite for the establishment
of Development Agencies. The existing geographical regions
were not taken into account in the establishment of NUTS
regions in Turkey, and regional boundaries were detected
depending on many different criteria. The most important of
them is the amount of population. Except for the population,
cultural structure and development status of the provinces were
also taken into consideration [33]. Turkey was divided into 12
regions at Level 1 under the name of Nomenclature of
Territorial Units for Statistics. Some regions were combined
and expressed in 8 regions to obtain more significant results in
the analysis [34]. These regions and the provinces in these
regions are presented in Table I in detail.

C. Research Method

Survey statistics in Stata 15 (Stata Corporation) were used
to account for the complex sampling design and weights.
Weighted analysis was performed [35]. The frequency and
percentages were first obtained according to the status of e-
commerce use of the individuals who participated in the study.
Chi-square test of independence was performed to examine the
relationship between the status of e-commerce use and the
independent variables. Then, the factors affecting e-commerce
use were detected using the multinomial logistic regression and
multinomial probit regression analyses.

TABLE I. STATISTICAL REGION UNITS CLASSIFICATION -LEVEL 1
Code Level 1 Provinces
TR1 Istanbul Istanbul

Tekirdag, Edirne, Kirklareli, Balikesir,
Canakkale, Bursa, Eskisehir, Bilecik,
Kocaeli, Sakarya, Diizce, Bolu, Yalova

TR2/ West Marmara/
TR4 East Marmara

[zmir, Aydin, Denizli, Mugla, Manisa,

TR3 Aegean Afyonkarahisar, Kiitahya, Usak

Ankara, Konya, Karaman, Kirikkale,
Aksaray, Nigde, Nevsehir, Kirsehir, Kayseri,
Sivas, Yozgat

TR5/ Western Anatolia/
TR7 Central Anatolia

Antalya, Isparta, Burdur, Adana, Mersin,

TRG Mediterranean Hatay, Kahramanmaras, Osmaniye

Zonguldak, Karabiik, Bartin, Kastamonu,
Cankar1, Sinop, Samsun, Tokat, Gorum,
Amasya, Trabzon, Ordu, Giresun, Rize,
Artvin, Giimiishane

TR8/ West Blacksea/
TR9 East Blacksea

Erzurum, Erzincan, Bayburt, Agri, Kars,
Igdir, Ardahan, Malatya, Elaz1g, Bingdl,
Tunceli, Van, Mus, Bitlis, Hakkari

TRA/ NortheasternAnat
TRB olia/ East Anatolia

Southeastern
Anatolia

Gaziantep, Adiyaman, Kilis, Sanliurfa,

TRC Diyarbakir, Mardin, Batman, Sirnak, Siirt
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IIl. RESULTS

A. Descriptive Statistics and Chi-Square Tests

Socio-demographic and economic factors affecting e-
commerce use of individuals are presented in Table Il. The
highest participation was in the 25-54 age group. The ratios of
males and females were 48% and 52%, respectively. It was
observed that 24.6% of the individuals lived in the household
with 4 individuals, while 14.2% of them lived in the household
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with 5 individuals. While 34.3% of the individuals were
primary school graduates, 14.7% of them were university
graduates. More than half (57.5%) of the individuals who
participated in the survey consisted of those who did not work
in any job. Approximately 23% of the individuals were at the
1st income level, 18% of them were at the 5th income level.
Furthermore, it was observed in Table Il that the rate of e-
commerce use increased by years and that the highest rate of e-
commerce use was 58% in 2018.

TABLE II. FREQUENCY AND PERCENTAGES OF INDIVIDUALS ACCORDING TO THEIR E-COMMERCE USE
e-Commerce use
Variables In the past three Before three Never used n (%) P
months months
2014 1941 (12.1) 1514 (14.4) 20297 (19.7) 23752 (18.3) 0.000*
2015 2258 (14.0) 1640 (15.6) 18972 (18.4) 22870 (17.6)
Year 2016 2949 (18.3) 1917 (18.2) 20192 (19.6) 25058 (19.3)
2017 3990 (24.8) 2682 (25.5) 22687 (22.0) 29359 (22.6)
2018 4963 (30.8) 2782 (26.4) 20859 (20.3) 28604 (22.1)
15-24 3821 (23.7) 2524 (24.0) 15325 (14.9) 21670 (16.7) 0.000*
25-34 6068 (37.7) 3403 (32.3) 16232 (15.8) 25703 (19.8)
Age 35-44 4072 (25.3) 2714 (25.8) 21221 (20.6) 28007 (21.6)
45-54 1570 (9.8) 1293 (12.3) 21125 (20.5) 29388 (18.5)
55-64 474 (2.9) 510 (4.8) 17907 (17.4) 18891 (14.6)
65+ 96 (0.6) 91 (0.9) 11197 (10.9) 11385 (8.8)
Gender Male 8794 (54.6) 6171 (58.6) 46591 (45.2) 61556 (47.5) 0.000%
Female 7307 (45.4) 4364 (41.4) 56416 (54.8) 68087 (52.5
Did not finish a school 46 (0.3) 76 (0.7) 18693 (18.1) 18815 (14.5) 0.000*
. Primary school 873 (5.4) 1225 (11.6) 42430 (41.2) 44528 (34.3)
Eggfat'ona' Secondary school 2321 (14.4) 2017 (19.1) 19277 (18.7) 23615 (18.2)
High school 4890 (30.4) 3508 (33.3) 15241 (14.8) 23639 (18.2)
University 7971 (49.5) 3709 (35.2) 7366 (7.2) 19046 (14.7)
Executives 805 (5) 326 (3.1) 812 (0.8) 1943 (1.5) 0.000%
Professional occupation 3175 (19.7) 1328 (12.6) 2138 (2.1) 6641 (5.1)
Mechapists, technici{ins and assistant 505 (3.1) 219 (2.1) 409 (0.4) 1133 (0.9)
professional occupation
Staff working in office services 1977 (12.3) 1000 (9.5) 2418 (2.3) 5395 (4.2)
. Service and sales staff 1913 (11.9) 1344 (12.8) 6718 (6.5) 9975 (7.7)
Occupation Skilled agricultural, forestry and aquaculture
workers ' 113 (0.7) 131 (1.2) 5314 (5.2) 5558 (4.3)
Artisans and employees in related jobs 467 (2.9) 368 (3.5) 2309 (2.2) 3144 (2.4)
Plant and machine operators and installers 342 (2.1) 292 (2.8) 1739 (1.7) 2373 (1.8)
Workers in elementary occupations 1348 (8.4) 1325 (12.6) 16289 (15.8) 18962 (14.6)
Unemployed 5456 (33.9) 4202 (39.9) 64861 (63) 74519 (57.5)
1*income level (lowest) 843 (5.2) 956 (9.1) 27954 (27.1) 29753 (22.9) 0.000%
2" income level 1581 (9.8) 1498 (14.2) 22639 (22) 25718 (19.8)
Income 3 income level 2811 (17.5) 2309 (21.9) 22890 (22.2) 28010 (21.6)
4™ income level 3498 (21.7) 2418 (23) 16839 (16.3) 22755 (17.6)
5" income level (highest) 7368 (45.8) 3354 (31.8) 12685 (12.3) 23407 (18.1)
TR1 3263 (20.3) 1790 (17) 12662 (12.3) 17715 (13.7) 0.000%
TR2/TR4 2713 (16.8) 1644 (15.6) 15285 (14.8) 19642 (15.2)
TR3 1908 (11.9) 1410 (13.4) 11043 (10.7) 14361 (11.1)
Region TR6 1543 (9.6) 1338 (12.7) 10688 (10.4) 13569 (10.5)
TR5/TR7 2969 (18.4) 1721 (16.3) 16282 (15.8) 20972 (16.2)
TR8/TR9 1741 (10.8) 1259 (12) 13257 (12.9) 16257 (12.5)
TRC 795 (4.9) 535 (5.1) 10393 (10.1) 11723 (9)
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TRA/TRB 1169 (7.3) 838 (8) 13397 (13) 15404 (11.9)

2 and fewer 3372 (20.9) 1947 (18.5) 23577 (22.9) 28896 (22.3) | 0.000°

3 people 4946 (30.7) 2916 (27.7) 20564 (20) 28426 (21.9)
Household size | 4 people 4866 (30.2) 3271 (31) 23715 (23) 31852 (24.6)

5 people 1881 (11.7) 1448 (13.7) 15095 (14.7) 18424 (14.2)

6 and more 1036 (6.4) 953 (9) 20056 (19.5) 22045 (17)

According to the results of chi-square test of independence,
a significant relationship was found between the status of e-
commerce use of individuals and socio-economic and
demographic variables in the study.

B. Estimation of Models

The multinomial logistic regression and multinomial probit
regression analyses were employed to detect the factors
affecting e-commerce use of individuals over the age of 15
years included in the study. Ordinal and nominal variables
were defined as dummy variables to observed the effects of the
categories of all variables to be included in multinomial
logistic and multinomial probit regression models [35].

Whether there was multicollinearity between independent
variables to be included in the multinomial logistic and
multinomial probit regression model was tested. It was
considered that those with a variance inflation factor (VIF)
value of 5 and above led to moderate multicollinearity, and
those with a VIF value of 10 and above led to higher
multicollinearity [33]. As seen in Table Ill, none of the
independent variable included in the model had 5 or more
variance inflation factors. Accordingly, there was no variable
that led to multicollinearity problem among the variables in the
model.

The results of the estimated multinomial logistic regression
and multinomial probit regression model are presented in
Table Ill. In the models, the “never used” category of the
dependent variable was considered as the reference category.
According to test results, multinomial logistic regression model
provides the assumption of independence of irrelevant
alternatives.

When Table Il was examined, it was observed that the
variables of year (2015, 2016, 2017, 2018), age (15-24, 25-24,
35-44, 45-54, 55-64, 65+), educational level (primary school,
secondary school, high school, university), occupation
(executives; professional occupation members; mechanists,
technicians and assistant professional occupation members;
staff working in office services; service and sales staff; skilled
agricultural, forestry and aquaculture workers; artisans and
employees in related jobs; workers in elementary occupations),
income level, region (TR1, TR2/TR4, TR3, TR/6, TR5/TR7
and TR8/TR9) and household size (2 and fewer, 3 people, 4
people, 5 people, 6 and more) were statistically significant.

C. Average Direct Elasticity

The average direct elasticities values of socio-demographic
and economic factors affecting e-commerce use of individuals
in Turkey are presented in Table V.

#p<.01

The comparison criteria of the models used in the study are

presented in Table V. According to Table V, it can be said that

the multinomial probit regression model with the lowest AIC

(Akaike Information Criterion) and BIC (Bayesian Information
Criterion) values was the best model.

According to the multinomial probit regression model
presented in Table IV, while other variables were fixed, an
individual who participated in the study in 2018 was 135.6%
more likely to use e-commerce in the past three months and
74.7% more likely to use e-commerce before three months
compared to 2014. An individual who participated in the study
in 2015, 2016 and 2017 was 31.5%, 57.6% and 92.7% more
likely to use e-commerce in the past three months, respectively,
compared to the reference category.

Individuals aged between 15 and 24 years were 389.3%
more likely to use e-commerce in the past three months and
271.3% more likely to use e-commerce before three months
compared to the 65+ age (reference category) group. The fact
that the individual was in the 25-34, 35-44, 45-54 and 55-64
age group increased the possibility of using e-commerce in the
past three months by 369%, 328.8%, 225.3% and 103.8%,
respectively, compared to the reference group. Females were
19.7% less likely to use e-commerce in the past three months
and 36.4% less likely to use e-commerce before three months
compared to males.

University graduate individuals were 350.5% more likely to
use e-commerce in the past three months and 260.5% more
likely to use e-commerce before three months compared to
those who did not finish a school (reference category). Having
graduated from primary school, secondary school and high
school increased the possibility of using e-commerce in the
past three months by 130.9%, 208.1% and 292.8%,
respectively, compared to the reference group.

Executive individuals were 112.1% more likely to use e-
commerce in the past three months and 50.6% more likely to
use e-commerce before three months compared to unemployed
individuals (reference category). Professional occupation
members, mechanists/technicians/assistant professional
occupation members, staff working in office services,
service/sales staff, artisans/employees in related jobs and plant
and machine operators/installers increased the possibility of
using e-commerce in the past three months by 80.4%, 94.1%,
78.7%, 36.9%, 38.3% and 4.2%, respectively, compared to the
reference category. Skilled agricultural/forestry/aquaculture
workers and the workers in elementary occupations decreased
the possibility of using e-commerce in the past three months by
73.2% and 19.7%, respectively, compared to the reference
category.
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TABLE III. MULTINOMIAL LOGISTIC REGRESSION AND MULTINOMIAL PROBIT REGRESSION MODEL RESULTS

Multinomial Logistic Regression

Multinomial Probit Regression

In the past three

Before three

In the past three

Before three

Variables months months months months VIF
B Std. Error | B Etrdr'or B Std. Error B Etr(i.or
Year (reference category: 2014)
2015 0.265% 0.041 0.182* | 0.043 0.202* 0.030 0.135* | 0.030 1.63
2016 0.485° 0.039 0.314% 0.042 0.374° 0.029 0.234* | 0.029 1.67
2017 0.831° 0.037 0.607* | 0.039 0.631° 0.028 0.447% | 0.027 1.75
2018 1.272° 0.037 0.871* | 0.040 0.961% 0.027 0.643* | 0.028 1.74
Age (reference category: 65+)
15-24 3.376° 0.117 2.733° 0.123 2.447° 0.077 1.899° | 0.076 3.47
25-34 3.149° 0.116 2.641° 0.122 2.278° 0.076 1.829° | 0.075 3.51
35-44 2.726° 0.117 2.372¢ 0.123 1.953° 0.077 1.619° | 0.075 3.64
45-54 1.734° 0.118 1.605* | 0.123 1.226 0.078 1.054* | 0.075 2.98
55-64 0.794° 0.123 0.898% 0.127 0.529% 0.081 0.559° | 0.078 2.35
Gender (reference category: male)
| Female -0.208° | 0.026 -0.358° [ 0.028 -0.161° [ 0.019 | -0.263" | 0.020 1.35
Educational level (reference category: did not finish a school)
Primary school 1.324% 0.172 1.245% 0.137 0.753 0.091 0.693* | 0.072 2.60
Secondary school 2.153° 0.171 1.848° 0.139 1.274° 0.090 1.102* | 0.073 2.59
High school 3.065° 0.170 2.591° 0.138 1.972¢ 0.089 1.678* | 0.072 2.60
University 3.788% 0.170 3.110* | 0.139 2.082% 0.074 2.082* | 0.074 3.04
Occupation (reference category: unemployed)
Executives 1.106° 0.070 0.660° | 0.084 0.510°% 0.061 0.510° | 0.061 1.12
Professional occupation 0.741° 0.046 0.493% | 0.055 0.390°% 0.040 0.390° | 0.040 1.55
F’;’r'g]?:;’:frle technicians and assistant 0.894* | 0.089 0.614* | 0.105 0.478" | 0076 0.478" | 0.076 1.07
Staff working in office services 0.740° 0.046 0.534* | 0.052 0.426° 0.038 0.426° | 0.038 1.21
Service and sales staff 0.334° 0.040 0.286° | 0.044 0.227* 0.031 0.227* | 0.031 1.22
Skaled agricultural, forestry and aquaculture | g ggge | 0113 -0.511° | 0.107 -0.343 | 0.068 -0.343" | 0.068 110
Artisans and employees in related jobs 0.341° 0.070 0.257% | 0.072 0.208? 0.051 0.208* | 0.051 1.09
Plant and machine operators and installers 0.035 0.078 0.109 0.081 0.090 0.058 0.090 0.058 1.08
Workers in elementary -0.212* 0.042 -0.095° | 0.042 -0.068* 0.029 -0.068" | 0.029 1.30
Income level (reference category: 1% income level (lowest))
2" income level 0.367° 0.053 0.282% 0.050 0.203 0.033 0.203* | 0.033 1.59
3 income level 0.746% 0.049 0.574° 0.047 0.419* 0.032 0.419* | 0.032 1.70
4" income level 1.002° 0.049 0.68° 0.048 0.504% 0.033 0.504* | 0.033 1.72
5" income level (highest) 1.543° 0.049 0.937% 0.050 0.700° 0.034 0.700* | 0.034 2.10
Region (reference category: TRA/TRB)
TR1 0.369% 0.050 0.240* | 0.055 0.180% 0.038 0.180* | 0.0381 2.08
TR2/TR4 0.336% 0.052 0.185* | 0.056 0.139* 0.038 0.139° | 0.0384 2.16
TR3 0.291° 0.054 0.370* | 0.057 0.267° 0.039 0.267% | 0.0394 1.88
TR6 0.253° 0.055 0.435% 0.057 0.308° 0.040 0.308° | 0.0398 1.79
TR5/TR7 0.228% 0.050 0.069 0.055 0.058* 0.038 0.058 0.0377 2.15
TR8/TR9 0.297% 0.054 0.323* | 0.058 0.233% 0.040 0.233* | 0.0399 191
TRC -0.062 0.064 -0.157° | 0.069 -0.099 0.047 -0.099° | 0.0469 1.62
Household size (reference category: 2 and fewer)
3 people -0.277* | 0.035 -0.227* | 0.038 -0.160% | 0.027 -0.160% | 0.0272 1.73
4 people -0.533* | 0.035 -0.381* | 0.039 -0.278* | 0.027 -0.278% | 0.0274 1.96
5 people -0.733* | 0.044 -0.525% | 0.047 -0.385* | 0.033 -0.385* | 0.0328 1.70
6 and more -1.196% 0.051 -0.830° | 0.053 -0.614% 0.036 -0.614* | 0.0364 1.98
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MULTINOMIAL LOGISTIC REGRESSION AND MULTINOMIAL PROBIT REGRESSION MODEL RESULTS AND MARGINAL EFFECTS

Multinomial Logistic Regression

Multinomial Probit Regression

In the past In the past
Variables three P E}%ﬁ?{ﬁ:hree Never used three P rl?;]eofr?trﬁsthree Never used
months months
ey/dx (%) ey/dx (%) ey/dx (%) ey/dx (%) ey/dx (%) ey/dx (%)
Year (reference category: 2014)
2015 22.4° 14.1% -4.1° 31.5° 17.6° -4.0°
2016 40.7% 23.6 -7.8° 57.6 29.3% -1.7°
2017 67.9% 45.6° -15.2* 92.7° 55.3% -14.9°
2018 102.0°% 61.9° -25.2¢ 135.6% 74.7° -24.7°
Age (reference category: 65 +)
15-24 293.6° 229.3° -44.0° 389.3% 271.3 -43.2°
25-34 275.9° 225.1° -39.0°% 369.0° 267.0° -38.3°
35-44 242.8* 207.3* -29.8* 328.8° 246.3* -29.0°
45-54 159.8° 146.9° -13.6* 225.3° 175.7° -13.2°
55-64 74.6° 85.0° -4.8° 103.8° 101.3% -4.6
Gender (reference category: male)
| Female | -14.9° | -20.9° 5.8° -19.7° -36.4° 5.9°
Educational level (reference category: did not finish a school)
Primary school 124.8% 116.8% 7.6 130.9° 112.3% -7.28
Secondary school 198.3° 167.7¢ -17.0° 208.1° 166.4° -15.6°
High school 270.8° 223.5° -36.7° 292.8° 229.2° -34.2°
University 3215 253.8° -57.3% 350.5% 260.5° -56.3°
Occupation (reference category: unemployed)
Executives 86.3% 41.77 -24.3° 112.1° 50.6* -24.6°
Professional occupation 58.6° 33.8° -15.5% 80.4* 42.0° -16.2°
Mechanists, technicians and assistant professional 69.8% 41.8° -19.6* 94.1° 50.9% -20.3°
Staff working in office services 58.1°% 33.8° -15.5% 78.7° 47.4° -16.6°
Service and sales staff 26.5% 21.6% 6.9 36.9° 27.7% -1.3
Skilled agricultural, forestry and aguaculture workers | -58.4% -40.6* 10.4° -73.2% -45.2% 9.4
Artisans and employees in related jobs 27.3° 19.0° -6.8° 38.3% 24.6° -7.1%
Plant and machine operators and installers 2.2 9.6 -1.4 4.2 12.9 -1.7
Workers in elementary -18.0° -6.4° 3.1% -19.7% -7.8° 2.6
Income level (reference category: 1° income level (lowest))
2" income level 31.5° 23.1° -5.2¢ 41.7° 271.7° -4.9%
3" income level 62.9° 457 -11.78 82.7 54.9° -11.3?
4™ income level 84.3 52.1° -15.9 109.3° 63.1° -15.4*
5" income level (highest) 127.1° 66.5° 272 163.1° 80.0° -26.5°
Region (reference category: TRA/TRB)
TR1 30.1° 17.2¢ -6.8° 39.5% 21.6% -6.6°
TR2/TR4 27.7° 12.6° -5.8° 37.3% 15.8° -5.7°
TR3 22.2% 30.1° -6.9° 29.2% 36.0° -6.7°
TR6 18.2¢ 36.4° -7.1° 24.0° 42.7% -6.9°
TR5/TR7 19.4° 35 -3.4° 26.6° 5.1 -3.4°
TR8/TR9 23.2° 25.8° -6.5°% 30.1° 31.0° -6.3°
TRC -4.3 -13.9° 1.9° -2.8 -15.2° 1.5
Household size (reference: 2 and fewer)
3 people -20.9 -15.9* 6.7% -27.2% -17.6° 6.6
4 people -41.5% -26.3* 11.8° -54.3% -30.7° 11.6°
5 people -57.8* -36.9° 15.5° -74.2% -43.9° 15.0°
6 and more -96.9° -60.3* 22.7° -128.4° -73.2° 22.1°
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TABLEV.  COMPARISON OF MULTINOMIAL MODELS
Criteria MLOGIT MPROBIT
AIC 119786.06 119670.38
BIC 120548.32 120432.64
Log-likelihood -59815.03 -59757.9
P-value 0.000 0.000
N 129,643 129,643

Individuals with the highest income were 163.1% more
likely to use e-commerce in the past three months and 80%
more likely to use e-commerce before three months compared
to the lowest income group. Being at the 2nd, 3rd and 4th
income levels increased the possibility of using e-commerce in
the past three months by 41.7%, 82.7% and 109.3%,
respectively, compared to the reference category. Individuals
living in TR1 (Istanbul) region were 39.5% more likely to use
e-commerce in the past three months and 21.6% more likely to
use e-commerce before three months compared to TRA/TRB
(Northeastern Anatolia/Middle East Anatolia) region.

Individuals with 3 people in their households were 27.2%
less likely to use e-commerce in the past three months and
17.6% less likely to use e-commerce before three months
compared to those with 2 and fewer people in their households
(reference category). Individuals with 4 people, 5 people and 6
and more people in their households decreased the possibility
of using e-commerce in the past three months by 54.3%, 74.2%
and 128.4%, respectively, compared to the reference category.

IV. DISCUSSION

The shopping methods and habits of users have changed
with the effect of digitalization all over the world. Especially
because of its advantages such as product range, affordable
prices, comparability offered by online shopping, the number
of users who prefer this method is increasing day by day.
Nevertheless, disadvantages of online shopping, such as
inability to directly examine the product to be purchased, the
fact that return and exchange may take time, sharing personal
information (ID number, card number, account, address
information etc.), security vulnerabilities of websites, and
cheating with fake sites, may also affect the shopping
preferences of users.

The aim of this study was to detect the socio-economic and
demographic factors affecting online shopping of individuals in
Turkey. Multinomial logistic and multinomial probit regression
analyses were employed to detect the factors affecting e-
commerce use of individuals in Turkey.

According to the analysis results, it was determined that the
year of survey was an effective variable on e-commerce use.
With the increasing compliance with technology and the
widespread use of technology, individuals' expected possibility
of using e-commerce also continuously increases as the year
increases. In the study, it was determined that the age of the
individuals also significantly affected e-commerce use.
Individuals at a young age were more likely to use e-commerce
than the elderly. Individuals' expected possibility of using e-
commerce decreases as the age increases. Similar results were
obtained in the literature [36-38]. In a study in which the
consumer behaviors of online shoppers in Bangladesh were
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examined, it was observed that most of the e-commerce users
consisted of individuals under the age of 40 for reasons such as
saving time, price flexibility and product range [39]. Another
study confirming the results was conducted in Oman, and it
was indicated that the young population had the most intensive
e-commerce use and that their expectations were slightly
different from other groups of people [40]. In a review
conducted to find out how young consumers learned to do
shopping, adolescence (9-14 years) was stated to be the most
important time period in socialization [41]. Furthermore, it was
stated that the increase in e-commerce preferences of users in
this period resulted from the fact that children and young
people, as online consumers, considered internet as an
important means of socialization due to its two-way
communication ability which helps them use their competence
[42]. 1t is indicated that generations affect e-commerce
attitudes according to the age range of individuals. In a study
conducted in Malaysia, it was stated that e-commerce was
mostly preferred by the individuals of the Y Generation (20-40
years old) and it was detected that the perceived trust in
purchase intentions of this generation members was
determinant [43]. In another study, the statistics of users who
ordered or purchased a product over the internet between 2008
and 2018 were analyzed according to their age groups. In that
study, it was indicated that the most e-commerce activities
were between the ages of 25-54 according to average level of
use, and the 16-24 age group increased above the average
especially after 2014 [22].

In the study, it was detected that females were less likely to
use e-commerce both in the past three months and before three
months compared to males. Similar results were also obtained
in the studies conducted in the literature [44-46]. In another
study in which the effect of gender difference, age and
occupational group on shopping methods was investigated, it
was determined that e-commerce use was more preferred by
men during the research period. It was stated that store
shopping was mostly preferred by women. Furthermore, it was
observed that male individuals generally changed their
shopping methods due to service quality, product range and
pricing [47].

One of the factors affecting e-commerce use is the
educational levels of individuals. In the study, individuals'
expected possibility of using e-commerce increased as the
educational level increased. It was detected that similar results
were found in some studies conducted in the literature [48-50].
In another study supporting the results, it was remarked that
online consumers were more educated (university students)
than the general population and therefore the educational level
was effective on online shopping [51]. A similar study was
conducted in Thailand, and according to the results obtained, it
was determined that the segment who did the most shopping
over the internet consisted of university students [52]. In
another study in which the effects of educational level on
online shopping habit were investigated, it was indicated that
the fact that university students were further affected by family,
friends and social media was decisive in their preference for
this method more [53]. It was also observed that educational
level was more effective on people purchasing tickets online
compared to other factors [54].
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The occupation of individuals is also an important factor
affecting e-commerce wuse. Skilled agricultural/forestry/
aquaculture workers and the workers in elementary
occupations are less likely to wuse e-commerce than
unemployed individuals. It was determined that the possibility
of using e-commerce was higher in other occupational groups
compared to unemployed individuals. In a study, it was
detected that employed individuals were more inclined to use
e-commerce compared to the unemployed [55]. In another
study, it was reported that employees, self-employed
individuals constituted the occupational group who mostly
preferred e-commerce, followed by students, retired, other
inactive and unemployed groups [22].

In the study, it was determined that the expected possibility
of using e-commerce increased as the income increased. It is
indicated that income positively affects online shopping. In the
studies in the literature, it was determined that the increase in
income increased the possibility of online shopping
[56,57,55,58]. In a study in which it was stated that the effects
on consumer behaviors often occurred between external and
internal factors, it was reported that the improvement of socio-
economic conditions, one of external factors, had a significant
effect on e-commerce use [59]. In another study in which the
factors affecting e-commerce motivation were investigated, it
was stated that the fact that individuals living in Greece
especially paid attention to pricing and promotion sensitivity in
their online shopping was affected by income level and
economic conditions [60].

The region of residence also affects online shopping. While
those who mostly preferred online shopping were living in TR1
(istanbul) and TR2/TR4 (West/East Marmara) region, those
who least preferred it were living in TRC (Southeastern
Anatolia) region. As a result of a study conducted with Thai
online shoppers, it was observed that consumers did face-to-
face shopping instead of online shopping because they found
the products they desired in the areas where the population was
relatively more intense [52].

Finally, the size of households that do online shopping is
also an effective variable. It was determined that the possibility
of using e-commerce decreased as household size increased. In
a study, it was stated that the number of children was negative,
small but insignificant in online shopping [48]. In another
study, it was determined that the number of children had no
effect on online shopping. In a study, contrary to that study, it
was determined that the number of children had a positive
effect on online shopping [50].

According to the results obtained in the study, it was
determined that the year of survey, education and income level
increased the possibility of online shopping. It was determined
that age, household size and being a woman decreased the
possibility of online shopping. One of the interesting results of
the study was that the individuals residing in the TRC
(Gaziantep, Adiyaman, Kilis, Sanlwrfa, Diyarbakir, Mardin,
Batman, Sirnak, Siirt) region were less likely to do online
shopping compared to the TRA/TRB (Erzurum, Erzincan,
Bayburt, Agri, Kars, Igdir, Ardahan, Malatya, Elaz1g, Bingdl,
Tunceli, Van, Mus, Bitlis, Hakkéri) region, which is a
relatively less developed region. Another remarkable result
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was that skilled agricultural, forestry and aquaculture workers
and the workers in elementary occupations were less likely to
do online shopping compared to the unemployed.

The results of the study indicated that e-commerce use was
gradually increasing. It was determined that more educated and
young individuals and individuals living in relatively more
developed regions were more inclined to online shopping.
Policies should also be developed to increase e-commerce use
of low educated individuals and individuals over middle age.
In particular, small and medium-sized businesses (SMB)
should pay more attention to the use of e-commerce in order to
increase their activities by taking these situations into
consideration. Indeed, how important e-commerce use is has
been found out in epidemics/pandemics such as COVID-19,
which causes people to lock themselves at home in the
countries.

Considering that e-commerce has become increasingly
widespread and the transaction volume has increased, it can be
said that studies to raise awareness of service providers and
service recipients are important for adaptation to the
digitalization process. As a result of the results, since it was
observed that age, gender, educational level, average monthly
income and the number of households were effective on online
shopping, it is considered that it would be beneficial for service
providers to develop advertising and marketing strategies based
on this data. Moreover, the requests and complaints of the user
can be received directly with real-time field studies in order to
detect the preferred factors (price, promotion, time saving,
diversity, comparability, change, return options etc.). Thus,
competitive advantage can be offered for service providers, and
a customizable shopping experience can be offered for users.

This study had some limitations. The dependent variable
(status of e-commerce use) discussed this study was not
obtained as a result of any commercial registration. The
procedure was performed completely considering the responses
of the participants. Therefore, the answers may be biased. The
variables required for statistical analysis were the variables
included in the Information and Communication Technology
(ICT) Usage Survey in Households microdata set. However,
the variables such as marital status, race, use of social media,
use of mobile/internet banking, may affect individuals' online
shopping, could not be taken into account.
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Abstract—Malaysia’s online retail industry is growing
sophisticated for the past years and is not expected to stop
growing in the following years. Meanwhile, customers are
becoming smarter about buying. Online Retailers have to
identify and understand their customer needs to provide
appropriate services/products to the demanding customer and
attracting new customers. Customer profiling is a method that
helps retailers to understand their customers. This study
examines the usefulness of the LRFMP model (Length, Recency,
Frequency, Monetary, and Periodicity), the models that
comprised part of its variables, and its predecessor RFM model
using the Silhouette Index test. Furthermore, an automated
Elbow Method was employed and its usefulness was compared
against the conventional visual analytics. As result, the RM
model was selected as the finest model in performing K-Means
Clustering in the given context. Despite the unusefulness of the
LRFMP model in K-Means Clustering, some of its variables
remained useful in the customer profiling process by providing
extra information on cluster characteristics. Moreover, the effect
of sample size on cluster validity was investigated. Lastly, the
limitations and future research recommendations are discussed
alongside the discussion to bridge for future works.

Keywords—Customer Profiling; LRFMP; RFM; Data Mining;
K-Means Clustering

I.  INTRODUCTION

The online retail industry in Malaysia is in its growth
trajectory in the past decade and is likely to enjoy strong
growth over the coming years [1-2]. While internet freeing up
the geographical limitations, online retailer now has to
compete with each other directly regardless of their location.
To the local small and medium online retailers, the battlefield
quickly levels to the international level when online retail
giant with economies of scale such as Amazon and Taobao
provides a wide range of product selections and reduced
shipping fare. Furthermore, despite the benefits of being able
to sell online, compared to traditional physical outlets, the lack
of seller-buyer interaction leaving the seller confused about
customer preference and trends. Moreover, customers are
becoming smarter and selective with their spending given the
wide range of selection [3].

Under such circumstances, one retailer could never fulfill
every customer's needs and provide satisfiable service to every
new customer. Hence it is important to identify the most
profitable customer in the long-run, then provide tailored and
customized service to these groups of customers to reduce the
cost while maximizing profitability. Customer profiling is a

potential method of achieving it and resolve the described
issues. Customer profiling is technique retailers or service
providers used in analyzing consumer characteristics and
needs. It increases retailers’ understanding of consumers and
provides a foundation to retailers in making an informed
decision in many business aspects such as product selection or
marketing tactics.

To conduct a customer profiling, two aspect has to be
considered: The theoretical guidance where a theory that
guided which variables to be used to create customer profiles
and the technical calculation aspect focuses on methods and
formulas to calculate the scoring for each variable and
aggregate the result in creating customer profiles.

Theoretical-wise, apart from some grounded theory
development that proposed unique domain-specific variables
to use in customer profiling [4], RFM (Recency, Frequency,
Monetary) analysis is used widely in performing customer
profiling in many domains [5-6]. In the past decade, many
modifications of the original RFM model, either to create a
domain-specific RFM variation or to optimize the RFM model
in general have been done. Some examples are RFQ (Quality)
[7], and LRFMP (Length and Periodicity) [3].

Technical-wise, conventionally, analyst convert the entire
RFM model’s raw data into Likert-scale as it not only eases
understanding but also simplify calculation [8]. Researchers
such as Peker, Kocygit, and Eren [3] and Palaniappan,
Mustapha, and Mohd Foozy [9] had used data mining
techniques while conducting customer profiling due to its
powerful capability and the benefit of no need to skimming
down the data.

The research objectives (RO) are as follows:

RO1: To identify the theoretical model and techniques that
could be used in customer profiling within
Malaysia’s online retail industry.

RO2: To develop a customer profiling model based on
RFM’s variation model and K-Means clustering
within Malaysia’s online retail industry.

RO3: To compare and evaluate the developed customer
profiling models to identify an optimal model for the
given dataset.

The purpose of this paper is to examine the usefulness of
the LRFMP model, and its predecessor RFM model using the
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Silhouette Index (SI) test for customer profiling. In addition,
the work explained in this paper examined the possibility of an
automated customer profiling process where the K-value
decision and optimal variables to be used could be decided
without human intervention such as the conventional EM’s
visual analysis.

This paper is presented by the following sections: Section |
will discuss the general context of the work explained in the
paper. Next, in Section Il, the literature review that presents
the theoretical and conceptual of the study is explained. In
Section Ill, the methodology of the experimentation and
analysis is described. The experimental result is explained in
Section 1V and finally, Section V conclude the work discuss in
the paper.

Il. LITERATURE REVIEW

To identify the current method and technique of
conducting customer profiling, a literature review was
conducted and is summarized into the following subsections:

A. Theoretical Model in Customer Profiling

While some researcher employs grounded theory and
proposed domain-specific variables in customer profiling [4]
[10-13], most researchers favored the use of the RFM model.
The popular usage of RFM or its various models covers many
domains such as banking [14], Hotel industry [15], Small and
Medium Enterprises (SME) [16], grocery retail industry [3],
and online retail industry [5] [11] [17].

Due to the popular uses of the RFM model, many pieces of
research had proposed a variated RFM model with additional
or removal of certain variables, which claimed to improve its
relatedness to a particular industry and better performance in
customer profiling. For instance, Li [18] proposed the uses of
the FM model with recency removed, the model remained
effective in performing customer profiling in the retail
industry. Li argues the uses of the only 2 important variables
could effectively create a matrix of 4 distinctive groups of
customer profiles. On the other hand, Liu, Zhao, and Li [7]
argues the replacement of Quality over the original Monetary
variable (RFQ model) is effective and more relevant in the
mobile apps domain as most mobile apps are freemium
oriented therefore no monetary aspect was involved.
Moreover, Wei, Lin, and Weng [19] suggested the additional
variable of Length (LRFM model) in the dental industry to
improve the quality of customer profiling. They suggested the
length in time a customer has visited since the first visitation
indicates customer loyalty and is an important indicator in
customer profiling. Recently, Peker, Kocyigit, and Eren [3]
proposed the Periodicity variable on top of Wei, Lin, and
Weng [19]’s model LRFM, creating a LRFMP model and was
used in the grocery retail industry in Turkey.

B. Technical aspect in Customer Profiling

The technical aspect of customer profiling refers to the
method and calculation used to aggregate data into useful
insight. Conventionally, analyst tends to convert the RFM
model’s raw data into Likert-scale following by assigning
customer into a certain group (for instance group that has high
in R, low in F, and high in M, etc.) [8]. However, this is not
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the case for the past decade. Recent research shows a trend of
adopting a data mining technique in aggregating and
clustering the consumer group [3] [19]. Given the nature of
customer profiling is to cluster consumers into several
comprehensible groups, the clustering technique from the data
mining domain seems to be the best method of aggregating the
customer data to provide useful insight.

Hung, Yen and Wang [10] employs a Decision Tree and
Neural Network in conducting customer profiling in Taiwan’s
Telecom industry. Similarly, Sankar [11] also employed the
Neural Clustering technique in the USA’s Online retail
industry. Another example of data mining used in customer
profiling has been mentioned by Hu and Yeh [20], which used
constraint-based mining in the food and beverage industry.
Apart from that, the majority of the research had adopted the
K-Means clustering technique in the conjunction with RFM
model or its variation [3] [5-6] [14-15] [17] [18] [21-23].

Among the researchers used K-Means Clustering in
customer profiling, Christy et. al. [23] had attempted to
compare the performance of K-Means clustering with other
clustering techniques. They compare the effect of K-Means
Clustering and Fuzzy C-Means using the RFM model.
Interestingly, they also attempted to include the RM model in
the comparison. The result suggested Fuzzy C-Means gains
better Silhouette width performance at the cost of runtime
while the RM model K-Means Clustering achieved the lowest
runtime and highest Silhouette width, indicating a proper
implementation of K-Means Clustering can be effective in
both clustering quality and runtime. However, their work did
not include the RM model’s Fuzzy C-Means analysis.

Evaluation on K-Means clustering customer profiling is
another aspect that need to be addressed. While classification-
related methods could be benchmarked through the use of
confusion matrix, the K-Means clustering evaluation is
benchmarked through the manipulation of K to measuring the
cluster distances. The cluster distance indicates unique cluster
characteristics and therefore, unique customer profiling result.
Studies regarding validation on cluster distance was
performed in many studies [6][13-14][21][23]. For instance,
Dong, Zhang, and Ye [13] evaluated the consistency of cluster
distances among iterations to justify validity. Another
literature suggested the use of Self Organizing Maps analysis
in identifying the best number of K [15]. Besides, more
researches had employs a cluster distances-related analysis in
justifying cluster validity [6][14][21][23]. For instance,
Maryani and Riana [6] measures the Euclidean distance
among clusters to justify each cluster contains unique
characteristics and is not overlapping with other clusters.
Similarly, both Walters and Bekker [21] and Christy et. al.
[23] used SI in measuring inter-cluster distances while the
former used it to identify the best number of K but the latter
used it in inter-model comparison (FM vs. RFM model). In
addition, Aryuni, Madyatmadja, and Miranda [14] used both
Average Within Cluster (AWC) and Davies-Bouldin Index
(DBI) in measuring cluster distances. Lastly, instead of
employing cluster distance-related formulas in validating
clusters, research such as Chen, Sain, and Guo [5] evaluate the
characteristics of each cluster to justify its uniqueness and
meaningful clustering result. Among the distance-based
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analysis, Sl is much more popular compared with other
methods, mainly due to its better accuracy [24]. However, it is
important to note that one of the disadvantages of using the SlI
is its complex and long computational runtime [24].

C. RFM Model for Customer Profiling

Theoretical wise, the uses of the RFM model is currently a
popular method of conducting customer profiling. While some
studies proposed the removal of some certain variables will
not have a significant impact on cluster quality, some
proposed number of new variables which were believed to be
able to improve the quality of customer profiling. However,
these researches are mostly containing little to no replica
study. Furthermore, most of these studies did not compare the
newly proposed model against its original RFM model,
leaving its improvement in terms of quality beyond the
original RFM model questionable.

Technical wise, K-Means clustering were used frequently
among other data mining technique when it comes to customer
profiling. While most of the studies did not tackle the
evaluation of the clustering result, limited studies suggested
the uses of techniques such as the Sl, Davies-Bouldin Index
(DBI) to validate the clustering results [14] [21]. Furthermore,
it is possible to evaluate the quality and usefulness of the
clustering result by directly evaluating the unique
characteristics of each cluster, which is the combination of
RFM variables in the given context, where unique clusters
indicating successful clustering while similar cluster
characteristics indicating low clustering quality.

To identify the optimal model among the vast proposed
RFM variations in the online retail industry, RO2 and RO3
were coined. K-Means Clustering was implemented guided by
the LRFMP model as proposed by Peker, Kocyigit, and Eren
[3] due to its relatedness and the promising result beyond the
original RFM model. Nevertheless, the LRFMP model
contains all newly proposed variables as reviewed in the
literature review except for Quality, which was created
specifically for the mobile apps industry.

I1l. METHODOLOGY

This research is quantitatively oriented that employs a case
study and experimental approach through data analysis. The
data was provided by an anonymous online retailer located in
Malaysia. The following descriptions record the methodology
conducted in this study.

Step 1: Data Collection: Utilizing convenient sampling
techniques and a list of data requirements as shown in Table I,
a totally of 60 data acquisition approaches were done and one
had accepted to participate in the study anonymously and the
customer and company-related information have to be
protected. Any data that could possibly reveals the company
had been shielded by converting this information into unique
ID prior to any data processing. The participating company is
an online retailer performs sales solely on Facebook and
Instagram and communication between salespersons and
buyers was done through WeChat, WhatsApp, calling, or
direct messenger within the platform. The data provider’s
company focuses on cosmetic product sales with minor
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branches on clothing with about four years of company
history.

TABLE I. DATA REQUIREMENT

Mandatory
Data Details

An identifier for a particular 1 customer, some
Customer 1D alternative includes IC, numbers, name or mailing

address
Date Date of Purchase OR date of the recorded order
Expenses (MYR) Total expenses in 1 receipt
Optional
Demogra}phlcal Mailing Address, Gender, Age, etc.
Information

Step 2: Data Pre-processing: Data aggregation was done to
pivot the raw data table as in Table | into the new LRFMP
table using the following formulas:

Length:
L=lv-fv @

Where Iv represents the date of the last visit, and fv
represents the date of the first visit, and Length (L) measures
in days. This variable reveals the length of history a customer
spent with the company, measuring in day.

Recency:
R=od-lv )

Where od represents observation date, and Iv represents
average days of all visit dates and observation day. This
variable reflects whether a particular customer remained
active recently.

Frequency: Counted in times, the total visit of a particular
customer.

Monetary: The sum of all spending, which is different
from [3] uses of average spending. While not affecting the
pattern and distribution, using sum could directly reflect a
particular customer’s contribution to the company total
revenue.

Periodicity:

P=stdev(IVT, +IVT, +... IVT)) 3)
Where:

IVT,=date_diff(t;,.t;) (4)

Where 1 > 1 and t; refers to the date corresponding to the
ith visit of a particular customer. This variable reflects the
customer consistency in visiting the shop.

Then, both the standardized z-score and normalized value
is calculated based on the output of the 5 formulas. While the
standardized z-score is used to feed into the data mining
pipeline, a normalized score is used in descriptive statistics to
compare dispersion of each variable within the LRFMP model.

Step 3: Model Development and Evaluation Phase: Models
are proposed based on the dispersion measurement. Using a
normalized LRFMP score which all variables will have the
same range between 0 and 1, each variable is compared using
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standard deviation and the one with the lowest dispersion is
removed one by one. This results in a list of models starting
from LRFMP, following by a model with 1 less variable, and
so on, down to when only 1 variable has remained. RFM
model is added exclusively for the baseline comparison
purposes. Then, K-Means Clustering is implemented on each
model using the Scikit-Learn package on Python 3.5 with the
settings as shown in Table Il. The results are evaluated
through an evaluation matrix as shown in Table I11.

As shown in Table Ill, Elbow Method (EM) serves as the
most important rule of thumb in deciding the best number of
K, however, its method tends to be too naive as stated by
Buitinck et. al. [25]. Hence, further validity mechanism has
been set to triangulate the results of the EM. Therefore, SI was
used to justify the EM’s results. The EM’s formula is stated in
the below cited from [26] :

1
sz l1;1 n_r Dr (5)

Where k represents the number of clusters, n, represents
the total number of points in the cluster r and D, is the sum of
distances between all points in a particular cluster.

D= I B lldi-dy 6)

The conventional EM requires human intervention in
deciding the knee jerk through visual analysis of the graph.
However, this can be sometimes confusing and inconsistent.
Therefore, an automated method was suggested by Bertagnolli
[27] and is adopted in this study. It involves calculating the
closest distance of each point of scores to an imaginary
straight line between the first and the last k value as shown in
Fig. 1.

Furthermore, the SI was adopted and the formula is listed
below as discussed by Perera [28]:

~_  b(i)-a(i)
S(l) max(a(i),b(i)) (7)
TABLE Il CLUSTERING SETTINGS
Setting Detail
No. of Cluster 2-10
Method for initialization K-Means++
Max iteration 300
Max centroid iteration 10
Random seed 0
TABLE lIl.  EVALUATION MATRIX
Validation
technique Range Usage Usage
- Decisional
EM 0- K-value Selection method
S| -1 K-value Validation & Supportive
Inter-model Comparison method

Vol. 12, No. 1, 2021

— WSS
----- imaginary line
---- distances

=
o

O N W B L O N ® W

01 2345¢67 8 910
Fig. 1. Automated EM Illustration.

where s(i) refers to the Sl test score, b(i) and a(i) refer to 2
different clusters. The score of the Sl test can range between -
1 and 1 where -1 indicates the clusters are overlapping and 1
indicates the boundaries and distances between each cluster
are clear and distant [28]. While similar to the EM, the SI test
is known to provide a better result with its complex
calculation. Furthermore, unlike the EM, the purpose of
utilizing the Sl is its advantage of extracting a standardized
score (-1 to +1), which is comparable among models, while
the EM could only be used for intra-cluster comparison which
is related to the selection of the best number of K.

Step 4: Customer Profiling: Based on the result of K-
Means Clustering, customer profiling was conducted and
descriptive statistics of each cluster were extracted. Lastly, a
theme was given to each cluster and cluster characteristics
were discussed.

IV. FINDING AND RESULT

A. Descriptive Statistics

The result of the descriptive statistics serves the purpose of
data exploration and suggesting models for the following K-
Means clustering analysis. Table IV records both the summary
statistics and the trimmed version of it on the right. It shows
that with the outliers removed, Length, Frequency, and
Periodicity presents a mean score of 0, 1, and O respectively
with little to no deviation.

To investigate this in detail, the count of identical scores
was conducted and is recorded in Table V, showing that 87%,
87%, and 96% of the variable Length, Frequency, and
Periodicity are the same value (0 for Length and Periodicity, 1
for Frequency). This hinted the 3 variables might not be useful
in K-Means Clustering analysis due to the lack of
heterogeneity.

Furthermore, the standard deviation of normalized scores
was calculated and recorded in Table VI, and model proposal
for K-Means clustering analysis is created based on the
standard deviation scoring, such that: variable with lower
standard deviation values is excluded 1 by 1 in the next model,
starting from the complete LRFMP model.

The complete model proposal is recorded in Table VII.
Apart from that, model 6 which contains the original RFM
model was added.
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TABLE IV. SUMMARY STATISTICS
Summary Statistics Summary Statistics (trimmed)
Var. | Mean Median | Range | SD Variance | Skewness | Kurtosis | Mean Range | SD Variance | Skewness | Kurtosis
L 8.06 0 0-340 | 33.19 | 1101.65 | 5.83 40.00 0 0-0 0 0 0 0
R 109.15 | 89 32-389 | 70.11 | 491580 | 1.75 3.20 105.38 | 32-389 | 68.51 | 4693.38 | 1.89 3.96
F 1.43 1 1-74 3.48 12.11 16.50 306.01 1 1-2 0.06 0 17.58 307.99
M 151.76 | 110 1-4793 | 27279 | 74413.42 | 11.78 173.44 116.99 | 0-1135 | 100.53 | 10105.54 | 4.65 36.06
P 0.81 0 0-76 5.47 29.94 8.95 91.22 0 0-0 0 0 0 0
TABLE V. DATA HOMOGENEITY STATISTICS TABLE VIII. INTER-MODEL COMPARISON
Count (=0) Count (=1) Related Proportion LRFMP LRMP LRM RM R RFM
Length 621 N/A 0.87 K value 4 4 4 3 3 3
Frequency N/A 619 0.87 sl 0.60 0.61 0.61 063 | 059 | 062
Periodicit 680 N/A 0.96 . ..
Y C. The Effect of Sample Size toward Cluster Validity
TABLEVI.  STANDARD DEVIATION. OF NORMALIZED VARIABLES It is expected that as the business grows, the sample size
: could increase dramatically. To investigate its effect towards
Variable S.D. the proposed cluster validity, a t-test was carried out based on
nfrequency 0.003790 the Sl scoring with the following Hypothesis:
nperiodicity 0.013200 Ho: There is no significant difference between the full
nlength 0.085361 sample and half sample group in terms of the
nmonetary 0.253688 Silhouette Index scoring at a 95% confidence
nrecency 0.255671 interval.
H;:There is a significant difference between the full
TABLE VIl PROPOSED MODELS sample and half sample group in terms of the
Count Model Silhouette Index scoring at a 95% confidence interval.
Model 1 LRFMP The data was then split into half and only half of it was
Model 2 LRMP used in the testing. There were two methods used in splitting
Model 3 LRM the dataset which is the random selection among all samples
Model 4 RM and only selects the first half of the dataset based on time
Model 5 R order. The result in Table IX records the result where both
Model 6 = sampling method returns the scoring of p>0.05, indicates
sample size could have a significant effect on the SI test

B. K-Means Clustering — Cluster Evaluation

To identify the optimal K value, the proposed automated
EM was implemented and Fig. 3, 4, and 5 were constructed
where the green line indicating the optimal k-value as
recommended by the automated EM while the red line/shade
indicating the potential K values based on conventional visual
analytics. These models with their respective best K value
based on the automated EM are then compared with other
models to identify the optimal model for the given dataset and
is recorded in Table VIII. The comparison as shown in Table
VIII shows that the RM model provides the highest SI scores
among all following by the RFM model. Therefore, the RM
model is selected as the most relevant model among all and
was used to conduct customer profiling.

scores. The result suggested SI test must be conducted
periodically to ensure cluster validity as the business grow.

D. Customer Profiling based on RM Model

Customer profiling was conducted using the selected
model RM due to its highest SI score among all models. The
mean scores of the remaining variables: Length, Frequency,
and Periodicity were recorded too for discussion purposes and
is shown in Table X.

TABLE IX.  HALF SAMPLE TESTS RESULT
Half Sample Method p-value
Random 0.548
Time-based 0.573

TABLE X.  CLUSTER CHARACTERISTICS AND THEME
Count L R* F M* P M(Sum) Customer Profiling Tag
Cluster 0 581 4.26 81.73 1.17 131.35 0.27 76314.00 The One-Time buyer
Cluster 1 127 21.21 233.08 1.47 160.57 3.19 20393.00 The Loosen one
Cluster 2 3 187.33 175.00 50.67 3730.33 4.05 11191.00 The Loyal Buyer

www.ijacsa.thesai.org

Note: * are variables used in K-Means Clustering.
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Based on the result of the K-Means Clustering, 3 unique
clusters (cluster 0, 1, and 2) were identified, and themes were
given to each cluster: The one-time buyer, the loosen one, and
the loyal buyer after analyzing the characteristics of each
cluster. It can be seen that Cluster 0 and 1 are the typical one-
time buyer, having a mean Frequency around 1 (Cluster 0 =
1.17 and Cluster 1 = 1.47). The obvious difference that
distinguishes Cluster 1 from Cluster 0 is the high level of
recency, showing that Cluster 1 may be the customers that are
losing interest in the shop in the past 1 year. Cluster 2 is a very
unique, yet important cluster to the shop, consisting of only 3
customers, but contributed a significant amount of income
toward the shop. Fig. 2a and Fig. 2b compares the cluster’s
expenses on average and total levels. On average as in Fig. 2a,
customers in Cluster 2 spent extremely more amount of
money when compares with Cluster 0 and 1. On total level as
in Fig. 2b, Cluster 2 contributed 35.3% sales toward the
shop’s total income. Furthermore, customers from Cluster 2
are themed as the loyal buyers due to its high Frequency and
Length, indicating frequent visitations in a long period.

Customer Mean Expenses by Cluster

B Chuster 0103 3%)
- Chuster 1 140%=)
— Cjuster 2 (32.7%]

@

Customer Total Expanses by Cluster

.
X
}1 - Cluster 0 |0.5%)
o B Cluster 1 ]63.2%)
e 3.
=% _— Cluster 2 [35.3%)

(b)

Fig. 2. Mean Expenses Pie Chart, (b) Total Expenses Pie Chart.
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V. DISCUSSIONS

A. Automated Elbow Method vs Silhouette Index

Through the process of K value selection of all proposed
models, the employed automated EM techniques seem to
select a K-value with only acceptable Sl scorings instead of
the one with the highest Sl scorings. This could be due to the
fact that the EM seeks for maximum possible K-value by
selecting the maximum number of K before the diminishing
mean squared distance flattens as the K-value increases. S, on
the other hand, did not perceive such biases, each Sl score for
every K value was calculated independently, resulting in
extremely high runtime when compare to the automated EM
but much objective cluster evaluation [29]. Despite being not
able to select the K-value with the highest SI scores, it is
important to note that the Sl scorings generally served as the
validation and supportive technique in K-Means clustering to
triangulate EM’s decision. On a larger sample size, the benefit
of using the EM quickly outrun the Sl due to the runtime
advantage [29]. However, due to the identified effect of
sample size toward the Sl scores, the customer profiling based
on the automated EM approach has to be validate periodically
using the Sl tests to ensures cluster validity.

On the other hand, when evaluating the result of the
automated EM through visual analysis in Fig. 3, Fig. 4 and Fig.
5, the automated K-value selection seems to work properly on
the obvious model such as RM and LRM. On the model with
more confusing curves such as LRFMP and LRMP, the
automated EM selected the K-value somewhat between the
possible K value based on visual analysis, indicating its
consistency beyond conventional visual analysis due to the
well-defined criteria for the automation. Lastly, the SI
scorings of all selected K-value are around 0.6, with model R
being the lowest at 0.59, indicating the acceptable quality of
the proposed automated EM. Combining the result with the
sample size testing, the automated EM is an acceptable
method of K-Means selection in the long run with the aid of Sl
validity test periodically, instead of purely relying on the SI
test, which is known to be computationally intensive.
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B. Customer Profiling

In the process of conducting the analysis, due to the lack of
dispersion on variable Length, Frequency, and Periodicity, it
was expected these variables will not provide useful
information in customer profiling due to the almost universal
scorings as shown in Table V. This assumption was further
supported by the fact that the SI scorings of the model
including these variables were lower when comparing to RM
model. However, during the customer profiling process,
variables such as Length and Frequency were able to provide
supportive numbers in justifying the differences between some
clusters and providing insight regarding cluster characteristics.

C. LRFMP Model in Malaysia’s Online Retail Industry

Based on the given dataset and testing, the finding
indicates variable Periodicity may not be the best variable to
be used in customer profiling in the online retail industry. This
could be due to fact that most buyers are one-time buyers,
resulting in identical scorings among customers. This is
especially problematic as most clustering technique such as K-
Means clustering requires dispersion to work with when
creating clusters. Due to the same issue of one-time buyers,
both Length and Frequency which utilizes date in calculation
also results in high universal scoring, and only provided a
supportive reference in the customer profiling process.
Variables Recency and Monetary are the two variables that
remained useful in both K-Means clustering and the customer
profiling process. When comparing the Sl scoring for both the
LRFMP model and its original predecessor RFM model, the
latter scores slightly higher than the LRFMP model, indicating
the LRFMP model may not provide extra information beyond

the RFM model in the given dataset and assumingly, the
online retail industry domain, but extensive research has to be
done to test this assumption.

VI. CONCLUSION

In the study, we employed K-Means Clustering and
LRFMP model in conducting customer profiling after the
literature review. The usefulness of each variable in K-Means
clustering was evaluated through descriptive statistics,
following by some test model proposal. These models were
then compared using the Sl scoring, resulting in the RM
model being the finest model in the given dataset.

The study demonstrated the automated customer profiling
process where the K-value decision and optimal variables to
be used could be decided without human intervention such as
the conventional EM’s visual analysis. Moreover, the outlined
process is able to compare and evaluate if the variables are
useful in any new dataset, and automatically select the model
that fits the dataset. Furthermore, the process is expandable to
cover more variables as variables are proposed in the future.
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Abstract—Brain atrophy is the degradation of brain cells and
tissues to the extent that it is clearly indicative during Mini-
Mental State Exam test and other psychological analysis. It is an
alarming state of the human brain that progressively results in
Alzheimer disease which is not curable. But timely detection of
brain atrophy can help millions of people before they reach the
state of Alzheimer. In this study we analyzed the longitudinal
structural MRI of older adults in the age group of 42 to 96 of
OASIS 3 Open Access Database. The nth slice of one subject does
not match with the nth slice of another subject because the head
position under the magnetic field is not synchronized. As a
radiologist analyzes the MRI image data slice wise so our system
also compares the MRI images slice wise, we deduced a method
of slice by slice registration by driving mid slice location in each
MRI image so that slices from different MRI images can be
compared with least error. Machine learning is the technique
which helps to exploit the information available in abundance of
data and it can detect patterns in data which can give indication
and detection of particular events and states. Each slice of MRI
analyzed using simple statistical determinants and Gray level Co-
Occurrence Matrix based statistical texture features from whole
brain MRI images. The study explored varied classifiers Support
Vector Machine, Random Forest, K-nearest neighbor, Naive
Bayes, AdaBoost and Bagging Classifier methods to predict how
normal brain atrophy differs from brain atrophy causing
cognitive impairment. Different hyper parameters of classifiers
tuned to get the best results. The study indicates Support Vector
Machine and AdaBoost the most promising classifier to be used
for automatic medical image analysis and early detection of brain
diseases. The AdaBoost gives accuracy of 96.76% with specificity
95.87% and sensitivity 87.37% and receiving operating curve
accuracy 96.3%. The SVM gives accuracy of 96% with 92%
specificity and 87% sensitivity and receiving operating curve
accuracy 95.05%.
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I. INTRODUCTION

The brain tissues degenerate due to aging a visual
difference between normal and atrophied brain shown in
Fig. 1. Besides age many other factors viz. social and
occupational conditions and family history plays a major role
in the degradation process of brain tissues resulting in the
cognitive skills of the person nosedive.

This effect is measurable during clinical judgment trials in
the form of Clinical Dementia Rating (CDR) score. The CDR
value zero means the person is cognitive normal but more than
zero means the person is with brain atrophy making him
cognitive abnormal.

Another biomarker of brain atrophy is the deterioration of
medial temporal lobe structure of the brain which is a
volumetric detection using Magnetic Resonance Imaging
(MRI) a pathological test. The goal of this study and
experimentation is to find mapping of clinical findings and
corresponding pathological finds using MRI scans. Medial
temporal lobe is that anatomic and physiological part of the
brain which is responsible for memory retention and retrieval
of information. It is that part of the brain where our short-term
memories become long term memories. In a way we can say
its non-volatile memory of the brain which becomes volatile
because of brain atrophy state. That’s why we only remember
only current events and forget as we lose the reference just as
the computer’s volatile RAM loses its contents after power is
switched off.

Next to find the reasons of dimensional loss, the brain
atrophy is characterized by deposits of plaques and neuro-
fibrilliary tangles (NFTs), which cause loss of neurons and
synapses. The loss and deposits are a simultaneous process
which makes it difficult to distinguish and identify.

114|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

(b)

Fig. 1. (a) Normal Adult Brain, (b) Atrophied Brain with Narrow Gyri and
Widened Sulci.

The extent of brain atrophy is determined by its
anatomically distribution i.e. from stage | to stage VI [1],
research and findings shows that major area affected as : stage
I & Il Entorhinal cortex a very small part behind
hippocampus, stage Il and 1V hippocampus and amygdale
stage V and VI neocortex., but the severity of disease is
determined by NFTs. Hippocampus is a very compact area of
the brain in the medial temporal lobe. It consists of cortical
areas and main hippocampus. The cerebral cortex is highly
folded as it has to be accommodated into a limited volume of
brain skull.

Motivation to exploit the machine learning technology and
computer based image processing is that radiologists
sometimes find it very difficult to localize the degradation
patterns because of many above said complicated and compact
structures of the brain secondly Individuals show varied
patterns. The MRI data itself is complicated 3D images. The
3D images consist of several slices of 2D images. It becomes
very cumbersome for the radiologist to scan each slice and get
the correlations. In this study we designed a computer aided
decision support system of automatic detection using machine
learning techniques which is useful for a radiologist for faster
easy and accurate decisions.

Il. LITERATURE REVIEW

The past few decades have proved to be promising in early
experimentation and studies of detection of medical conditions
using machine learning as a tool in combination of image
processing.

The advancement in medical technology has led to
providing data through various modalities of pathology like X
Ray, MRI, fMRI, ultrasound scans and other advanced scans
and availability of software to handle this data.

Image processing techniques play a significant role in the
accuracy of a study. Some earlier studies used (VBM) voxel
based morphometry [2][3][4]. These studies worked on T1
weighted MRI scans on very small groups of subjects, later
they used voxel based relaxometry (VBR) on T2 weighted
scans of same subjects. In VBM specific tissue templates were
used to compare voxel by voxel and they segmented white,
grey and cerebrospinal fluid by comparing with reference
templates well defined by Montreal Neurologic Institute. The
surface reconstruction was done voxel by voxel of size

Vol. 12, No. 1, 2021

1.5X1.5X1.5 mm each. But such procedures were too
complicated and compromise accuracy.

Another voxel based morphometry study [5] used the
comparisons of intensities of white matter, deep white matter
and periventricular deep white matter voxel by voxel.

Another image processing technique, deformation based
image analysis, was used in several studies [6][7][8]. These
studies created a reference space and calculated the
deformation required to transfer the individual image into
reference space. The other deformation based studies[9]
applied Jacobian determinant at each transformation to
measure the volume change patterns. The study [7] applied
Deformation based morphometry to detect brain changes, but
they used the concept of longitudinal DBM where they tried to
measure volume changes of same subjects over the period of
study.

Tensor based morphometry is another image processing
technique used in [10][11]. They designed 3D metrics of
disease base differences in brain structures but again a very
complicated and time consuming process. Other Tensor based
morphometry [12][13] studies created difference tensors of
diseased regions and a common anatomical template, at each
pixel a colour coded Jacobin determinant calculated that gives
a differential change in volumes at region of interest.

A study applied data mining [14] where millions of voxels
are mined to select sufficient no of voxels to predict the
hypothesis with high accuracy.

All the above studies performed on very small datasets,
with changing lifestyle and growing no of cases in brain
atrophy and other brain diseases, related data sets have
increased manifolds giving researchers a wider domain to
work on and yield better results in early detection of brain
diseases using machine learning as a tool for both image
processing and identification of diseases. The author in [15]
applied Machine learning tools on ADNI (Alzheimer’s
Disease Neuroimaging initiative)database. They work on
spatial patterns of abnormalities. It was a massive project and
carried out on 16 CPU parallel processing as AD-PS scores
computation needs overnight processing using parallel
processors. It was extension study of earlier study [16].

The author in [17] used machine learning SVM (Support
Vector Machine) combined with voxel based morphometry for
early detection of brain atrophy using ADNI database. The
classifier is used as an iterator to find the weights associated
with each voxel. Voxels with particular weight values were
selected as features rest are dropped hence voxels as features
are redetermined at every training level. This study finds that
study accuracy depends on number of subjects in the database.

Texture analysis may be defined as “the feel, appearance
or consistency of a surface or a substance”. In our study of
Biomedical Image analysis image texture provides
information about micro and macro structural changes in the
tissues and cells. Radiologist with time train themselves to
drive a relationship between visual patterns indicating
molecular and cellular properties of tissues. Radiologist face
many problems in evaluating and inference the biomedical
images:
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o Diversity in diseases and anatomy.

e Complicated operational physics behind acquisition
tools and dependence on technical staff.

e Non Uniformity image acquisition, interpretation and
Reporting.

Computer aided mathematical biomedical image texture
analysis provides an aid to radiology by interpreting the image
in terms of statistical features and signal variation algorithms
giving a quantitative definition of image. List of latest texture
based studies [18]-[24] on Brain atrophy MRI are listed in
Table 1A.

Limitations of above studies are:

1) These were constrained to very small datasets subject
numbers below 200 subjects except few. Most of the studies
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are on ADNI1 and ADNI2, OASIS1, OASIS2, the latest
published data set OASIS 3 a potential data to be explored.

2) Most of the studies used cross sectional MRI Database
than longitudinal, while brain atrophy is a longitudinal study.

3) Most of the studies are ROI (Region of Interest) based.
But such studies need a prior and in depth knowledge of the
under study disease, means it becomes necessary that one of
co-researcher must be from a medical background. Even when
we segment the image to get ROI, the classification accuracy
will depend on the accuracy of segmentation. Most studies
used SPM or free surfer software to get ROI. Most of the
above studies consider only the shrinkage of the hippocampus
and cerebral cortex and enlargements of ventricles. But brain
atrophy is not localized to some segments of the brain but it
affects the brain as a whole, hence the whole brain MRI needs
to be analyzed slice by slice as most Radiologists do.

TABLE I. (A) EARLIER STUDIES ON THE BRAIN DEGENERATION DISEASES CLASSIFICATION USING TEXTURE ANALYSIS FEATURES
Reference Dataset No. of Subjects Method Accuracy Sensitivity Specificity
ADNI AD218 Content Based Visual 87%
NC250
Olfa Ben Ahmed Features from . .
- Not Available Not Available
2014 [18] AD16 Hippocampus ROI
Bordeaux NC21 SVM, 1.5 T1 Weighted 85%
Amulya E.R. Texture Base o . .
2017[19] OASIS 2 235 GLCM. SVM 75.5% Not Available Not Available
Hybrid features
Tooba Altaf S Texture + Clinical Data 79% 79% 92%
Anwar, Feb 2018 ADNI ROl and Complete
[20] Brain, KNN 97.8% 95.65% 100%
AdaBoost
Texture plus Voxel 78.8% 78.8% 77.4%
Loris Nanni ADNI AD 137 Bosed R%I
May 2019 [21] Salvator NC 162 ' .
SVM, 1.5 T1 Weighted 87.6% 84% 90.3%
Texture Based
KW Kim June GLCM, GLRLM, o o o
2019 [22] ADNI2 ROI. SVM 73% 65% 100%
3T1 weighted
Jia-Hui Cai Jan 2020 ROI, Texture Based . . .
23] ADNI GLCM. GLRLM Not Available Not Available Not Available
Cortical Thickness
M. Gattu Feb ADNI 1167 Measurements left and 75% Not Available Not Available
2020 [24] ] .
right hippocampal

I1l. DATA PRE-PROCESSING

The baseline of sustainable research and development is
the infrastructure, data, software and algorithms. This work
used the best image analysis environment which provided
computational tools and facilitated the reproducible research
and data. The Jupyter notebook is used to provide a flexible
and well documented workflow. The Python 3.0 gives the
very interesting and useful library modules, which make
image processing implementation work very easy, like
SimplelTK [25] and Nibable, Sklearn.

The study used OASIS-3 latest release December 2019
MRI dataset. Its retrospective data over the period of 15 years
consists of 1098 subjects and more than 2000 sessions. The

link to the data is www.oasis-brains.org. The dataset is
accompanied with clinical and cognitive assessments. The
Table 1B lists the Demographic Details of the Subjects.

In our study we took the patients CDR status at a particular
time stamp, and tried to classify for early prognosis of brain
atrophy causing cognitive impairment which may lead to
Alzheimer.

TABLE. | (B) DEMOGRAPHIC DETAILS
Female Subjects Male subjects Total
Number 487 611 1098
Average Age 43-95 42 -91
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Machine learning approach is data based approach
accuracy of study strongly based on data clarity and details
because data is the building block of such studies. Besides
data acquisition process is not perfect, the MRI scanning
results into images which have to pre-processed to improve
the accuracy of final results, because the MRI scanning
process got affected due to static magnetic field strength, coil
variations, tissues penetration difference, eddy currents etc. in
MRI machine. The study used Freesurfer [26] open access
specialised software for neuroimaging analysis and
interpretation of Brain MRI data. The study performed a set of
scripts using Freesurfer software to implement preprocessing
pipeline procedures as described in Fig. 2.

A. Skull Stripping

It is a process to remove non-skull tissues from the brain
MRI Images to improve accuracy of brain image processing to
be used for early diagnosis and prognosis of various brain
related diseases. Many techniques of brain stripping are used
in biomedical image studies.

e Mathematical Morphometric Method: This method
uses edge detection and thresholding criteria to remove
non skull tissues from brain MRIs. It is highly
dependent on initial parameters like threshold values.

e Intensity based Method: This method uses the intensity
of the basic feature of image that is pixel to
differentiate non brain tissues from brain tissues by
using histogram or region growing method.

e Deformable surface based Method: An active contour
which works like self growing contour based on energy
components of a desirable brain mask is used to
separate out brain tissues. It's a very robust method.

B. Inhomogeneity Correction

Inhomogeneity means similar tissues of brain have
different pixel intensity during MRI scan of brain, while
similar tissues of brain should have approximate same pixel
intensities hence this problem is known as inhomogeneity. It is
because during MRI scanning process signal intensity is not
uniform because different tissues of brain require different
magnitude of signal to penetrate so signal is not kept uniform
throughout the scan, but this change in signal may result into
spikes and inhomogeneity in pixel intensities of same tissues,
to correct it signal is convolved with a bias signal using two
models additive or multiplicative model. This process is called
inhomogeneity correction. If T(x) is the observed image signal
with bias field b(x) and noise n(x).

Then two models to represent the observed image signal
are:

Vol. 12, No. 1, 2021

| Additive Model

T(x) = Sx) + b(x) + n(x) (1)
11 Multiplicative Model

T(x) = S(x).b(x) + n(x) 2
T(x) = log S(x) + log b(x)

T(x) = S&) + b(x) ®)

(multiplicative model transferred to logarithmic signal).
Inhomogeniety Corrections methods used in this study are:

1) Modified fuzzy C means: Modified Fuzzy C means
segments the brain into three segments background, white
matter and gray matter. To improve the quality of
segmentation it adds two more parameters that is Spatial
coherence of tissue classes t, tissues can be white matter, Gray
matter, cerebrospinal fliuid muscle, fat skin or skull or
background (as signal penetration depends on type of tissue).
And bias field b used to smooth the output image signal.
Fuzzy C means jointly segments and estimate the bias field to
minimize the inhomoginity and the joint objective function is
written as under.

PN ~ 2
0(k) = thc=1 ergridpoint Skx |T(x) -b(x) - tk| +
A ~ 2
i Zi:l ergridpoint Slrclx (ZreNx|T(T) —b (T) - tkl ) (4)

‘t’ is the number of tissue classes, a is the neighbourhood
influence and Ny is the number of neighbours, Syis the voxel
X belonging to k™ tissue class. The parameters to be estimated
for the minimization of O(k) are the class centres {t,} and
biasfield estimates {b,}.

2) Non parametric non uniform intensity normalization
(N3): Freesurfer scripts uses N3 method of inhomogeniety
correction. N3 is a histogram based non uniform intensity
correction method. If S = (51,5,,....5x)" be instensities of N
voxels of a MRI scan and b =(by,.by..by)" are the
corresponding bias field. The histogram of S will be blurred
version of actual true image due to convolution of bias part b.
The objective of this algorithm is to minimize this blurriness
by de-convolution method using an iterative way to estimate a
smooth bias model. The metric to be estimated is known as

ol+o2
CJv = lu1—p2| ©)

Homogeneity
K C

4>

Correction

M Co-Registration

S o

Normalization

c‘~ Skull Stripping t: and

I

Smoothing

S

Fig. 2. Data Preprocessing Pipeline.
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where (ul,01) and (u2,62) are the mean and standard
deviation of two different tissue types. This metric will be
optimized if the standard deviation with in one class of tissues
is minimum, hence the objective that one type of tissues
should approximately should have same intensity values. It is
done iteratively in particular value of bin K = 200, we try to
estimate the CJV for the values.

ul = min(S — b) to pk = max(S — b) (6)

C. Co-Registration

Registration is the most crucial stage of pre-processing
because it helps to control the changes in data acquisition
because of rotational transformational changes in brain
position and even the size of brain may be different in
different subjects. It helps to quantify the anatomical and
morphometric alterations related to an individual (longitudinal
studies) and a group of individual (both longitudinal as well as
cross sectional studies).A common reference space or template
is used to compare the source image and the template by
applying optimal geometric transformations. The template can
be the brain image of the same subject in case of longitudinal
studies or common available templates.

D. Normalization

A technique to have uniform intensity distribution
throughout the group of MRI images of a group to improve
the accuracy of study using histogram equalization method.

E. Smoothing

It is a technique to remove unwanted noise from the MRI
image which may result in incorrect results and affects
accuracy of the study.

IV. PROPOSED METHOD

But during study we observed after applying Freesurfer
scripts of registration, the slices of inter subjects does not
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contain the similar information, means the slices of different
subjects are not exactly parallel as shown in Fig 3, as our
study is slice by slice study the Nth slice of X subject should
contain almost same contents as the Nth slice of Y subject.
Even the brain size of all subjects not same. We deduced a
method to synchronize the inter subject slices. The steps of
this method are listed below:

Mid_Slice_brainsize_Equalzation_Method:

e Find the actual slice number of data acquisition, means
first nonempty slice the actual start of MRI scan.

e Find the actual slice number of data acquisition ends,
means first empty slice of MRI scan.

o Take the mid of first non-empty slice number and first
empty slice of MRI scan., that is actual mid slice of
each MRI scan, also calculate the length of scanning in
each MRI scan, means Number of Nonempty slices in
each MRI scan.

e From Mid Slice and actual size of brain which is
actually the Number of Non empty slices we
synchronize the Nth slice of X subject to the Nth slice
of y subject as shown in Fig. 3.

A. SWMA Slice Wise Multivolume Analyse (SWMA) Design

Multivariate Approach considering Whole Brain Slices
instead of Region of Interest (ROI). Earlier studies used ROI
because of small sample size. As our sample set is sufficiently
large so our study experimented with whole brain slices
without compromising loss of information due to
segmentation and approximation. Each MRI image is a
volumetric representation which is flattened to 256 slices. In
computation each slice is a two dimensional matrix of order
256X256. Slice Wise Multivolume Analysis described in
Fig. 4.

Data Analysis - Intra Subject Registration

i glice of different subjects

130

1

Intra \ulnul Registration using Mid \llu Location

I - -
T
w

actually scanuning different positional location of the brain

Fig. 3. Mid Slice Brain Size Equalization Method.
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250 slices in each MRI Image for each subject

130

140
™

JL

Fig. 4. Slice Wise Multivolume Analysis.

B. Feature Extraction

This study uses biomedical texture analysis for feature
extraction. Texture analysis is a way of extracting image
signatures pixel by pixel in terms of intensities, intra and
inters pixel relationship and spectral properties. These can be
calculated using mathematical statistical tools. Image analysis
using this gives consistent, fast and accurate results. The
features generated using texture based statistical distribution
of pixel intensities give quantitative measures of image which
are easily differentiable from each other hence helping image
comparison easily. Each element of the matrix is the value of
intensity at a particular pixel. We calculated the simple central
tendencies statistics of these image slice matrices. These gross
values are very much helpful in providing wide characteristics
of image slice contents.

1) Mean: it gives a measure of concentration of data
around the central distribution of data. But it is affected by
extreme observations.

2) Standard Deviation: It is the measurement of how well
the mean is able to represent the whole dataset. It gives the
dispersion of the data.

3) Skewness: It is the measure of lack of symmetry. It
helps us to determine the concentration of observation towards
the higher and lower side of the observed data.

4) Kurtosis: It measures the convexity of the distribution
curve.

These statistics give only intensity based information.
These do not provide repeating nature of pixel values.

Gray Level CO-occurrence Matrix (GLCM) gives texture
analysis of the image by measuring the spatial relationship
among the pixels. At each pixel value we calculate a Gray
Level co-occurrence matrix around it which calculates the
number of pixels having the same pixel value. The GLCM
matrix is calculated in four major directions. The directions
are horizontal, vertical, diagonal up and diagonal down (at
angles 0°, 90°, 45°, 135°, respectively).

Steps to create GLCM:
e Letx is the pixel under consideration.

e Let M is the set of pixels surrounding pixel x, which lie
under the considered region M.

o Define each element mn of the GLCM as the number
of times two pixels of intensity m and n occur in
specified spatial relationship. Sum all the values with
the specified intensity around that pixel x.

e To get symmetric GLCM make a transpose copy of
GLCM and then add it to itself.

o Normalize the GLCM, divide each element by the sum
of all elements.

If we have a slice of 256X256, GLCM will be too much
data, we use some descriptive quantities from GLCM
matrices. Each descriptor is calculated in four directions.

N-1
Energy = Z (an)z
mn=0
N-1
Contrast = Z X (m — n)?
mn=0
N-1 ¥
. mn
Homogeneity = m
mn=0
N, m—pe-p
Correlation = Z X’”"T
mn=0
N-1
Entropy = Z —In(X ) Xomm
mn=0

Xmn is the element of the normalized symmetrical GLCM
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N is the number of gray levels

N-1 N-1
n= Z Xy 0% = Z Xonn (M — p1)?
mn—0 m,n=0

Total Number of features from Texture analysis are 28.
The most impotent and unique property of these statistical and
GLCM features is that these are invariant to geometrical
transformations of surfaces like translation horizontal or
vertical, rotation, etc. The features should follow the rule of
invariance. Features are volumetric signatures of microscopic
structures of Brain: The most affected microstructures of the
brain are hippocampus, amygdale and temporal horn. Studies
show the volume of these structures decline with age but if the
rate of change of the volumes over a certain time is more than
normal change, it indicates some non-cognitive developments
may cause brain diseases in future.

C. Feature Selection

Feature extraction and selection and classification share
very thin line boundaries, a good feature extractor and
selection technique surely makes the classification very easy
and correct, but a good classifier would not need a good
feature extractor or selection technique. As the features are the
input to the classifiers so either we should have the best
features so the classification should be with least error or the
classification algorithm should be such that even the features
provide least information but the algorithm is smart enough to
extract the correct piece of information with least
classification error.

Every classifier works on a discriminate function Fci (X),
the classifier as described in Fig. 5 will assign a feature vector
Xto asaid class ¢l if Fg(X) > F(X) for all k<>j.

Obijective of this function is that create a boundary or
hyper plane in feature space which distinguishes the n No of
classes. The hyper plane can be represented with the equation

Fu(X) = wiX +wy )
Wherew = wj — pk

but the classifier function’s discriminability gets affected
by decision bias degrading Classification accuracy and other
scores. The variance ¢ is also biased. The means the variance
of a sample feature is not as expected.

Theoretically when we extract features we hope that each
feature help up to some extent to the discrimination function
means all are independent but practically it’s not true many
times. Table Il shows discriminatory performance of basic
statistical features in the concerned study and Table 111 shows
the discriminatory performance of GLCM Features. The
classification accuracy also depends on dimensionality. After
applying a set of feature the accuracy performance may be
inadequate we may think to add more no of features to
improve the performance at the cost of computational cost but
practically as we add the new features generally it increase the
performance but up to some extent only after a point as we
increase the features the performance decreases. Our study
applied Fisher Linear Discriminant It is based on simple
criteria if the mean of two sample space features differ than its
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variance then it will definitely provide better discrimination
ability to classify two sets of classes. The vector w in decision
function is a scalar dot product with X as in equation vii,
results into a vector the direction of this vector is important,
not the magnitude. The FLD employs the linear function W;*X
such that

|mq-my|?

Jw) = ToTror (8)

Should be maximum where m; and m, are mean of the
feature in two different classes and ¢1 and 62 are the standard
deviation of features in two classes of the same feature. This is
called Feature Discrimination Ratio (FDR). FDR is applied in
each classifier, by keeping on adding the features if the
classifier shows improved accuracy, if the accuracy or other
scores decrease stop adding the features. By applying FDR on
our extracted features we find that Mean, standard deviation,
skewness, homogeineity in two directions and energy in all
four directions are the best FDR values by adding other
features the accuracy and specificity sensitivity decrease. But
it’s not true in all the classifiers. The AdaBoost, Randomforest
and Bagging Classifier based on ensemble techniques are
more efficient classifiers and almost give similar accuracy
with or without feature selection but SVM and K neighbours
accuracy increase a lot after applying FDR.
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Fig. 5. A Generic Classifier.
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V. CLASSIFICATION

A. Support Vector Machine

As the objective of a classifier is to find a hyperplane
which divides the sample space into desired set of classes with
least error, SVM tries to find this hyperplane by processing
the input data transferring into higher dimension plane using
suitable kernel function so that sample data can be easily
classified which cannot otherwise classified in lower
dimension plane. The solution vector hyperplane may not be
unique. The objective is to find the optimal hyperplane.

If L is the optimal hyperplane and two hyperplanes S and
T passing through the nearest vectors in two classes from the
optimal hyperplane. Then the distance between the optimal
hyperplane L and S or L and T is called margin. The points on
the hyperplane S and T are called support vectors, as shown in
Fig. 6. These are the vectors which are the most informative
for the classifier. The algorithm implements such that the
controlling parameters are C and gamma and the kernel.
Kernel is the function which converts the input features from
lower dimensional plane to higher dimensional plane. C is a
regularity parameter which changes the width of margin and
gamma decides how much stringent is the classifier to the
outliers. The training the data with SVM is that we want the
hyperplane margin big enough to generalize the classifier. The
C is the costing factor also, if C is large then it gives a large
penalty and margin will be small but if C is small less penalty
hence margin will be big. But the behavior change also
depends on the particular size of sample set, the
hyperparameter tuning results vary from model to model. The
hyperparameter  tuning do have limitations like,
hyperparameters values change from dataset to datasets. The
best parameters for one dataset may not work perfectly with
other datasets. Moreover it is a time consuming process. But
Data Processing and classification model evaluating scores
really affected by hyperparameter tuning. It gives practical
experience of algorithms. The classifier behaviour under
various parameters gives an insight of its design. Fig. 7A
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depicts the hyperparameter tuning C and Gamma to optimize
accuracy, Fig. 7B depicts the hyperparameter tuning to
optimize specificity and Fig. 7C depicts the hyperparameter
tuning to optimize sensitivity.

1) SVM classification with full features: First the
experimentation was carried out with full features, Table IV
shows the results of GridsearchCV method, which internally
applies 10 fold cross validation under a given set of
parameters. The best value of accuracy is 92.95% with
specificity 84.22% and sensitivity 79.28%. The results are
again checked with 10 fold cross validation with hold out data,
the results are comparable with receiving operating curve area
showing accuracy as shown in Fig. 8.
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(a) Effect of C and Gamma in SVM Classifier Accuracy
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(b) Effect of C and Gamma on SVM Classifier Specificity
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(c) Effect of C and Gamma on SVM Classifier Sensitivity

Fig. 7. (a) Hyper Parameter Tuning to Optimize SVM Accuracy, (b) Hyper
Parameter Tuning to Optimize SVM Specificity, (c) Hyper Parameter Tuning
to Optimize Sensitivity.
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2) SVM Classification with FDR Selected Features: The
Table V are results of Gridsearch CV exploring SVM under
varying C and gamma, using a subset of features after
applying FDR. The highest value of Accuracy is 96.09% with
specificity 92.63% and sensitivity 87.21%.The results are
again checked with 10 fold cross validation with hold out data,
the results are comparable with receiving operating curve area
showing accuracy as shown in Fig. 9.

B. Random Forest

The Random Forest algorithm is a meta-process which
internally works on N no of decision trees to keep the
information. Unlike decision tree the result is based on a
multiple decision trees, here the algorithm based on divide and
conquer approach means it divides the samples among N no of
decision trees randomly and then enumerates the decision of
all these trees to give the final result. Its way of taking advice
of N experts rather than single. It’s an ensemble approach
hence time consuming but because today the technology is
advanced to handle parallel processing so mean time to fit is
not that important criteria to evaluate a classifier. One more
important thing the study observed, Feature selection process
does not much affect accuracy as Random forest itself chooses
both sample divides as well as feature vector divides. The
results with FDR or without FDR are almost the same. The
Random Forest classifier is a very stable classifier which the
study found during the GridsearchCV method. The Accuracy
range does not change much even after tuning hyper
parameters.

1) Randomforest classification with full features:
Table VI are results of GridsearchCV with all features, the
best accuracy is 89.98% with specificity 88.23 and sensitivity
56.39%. The results are again cross validated with hold out
data and compared with receiving operating accuracy as
shown in Fig. 10.

2) Randomforest classification with FDR selected
features: The random forest hyperparameters tuning after
applying FDR, results are listed in Table VII, with maximum
accuracy 90.6% with specificity 87.13% and sensitivity
61.55% with criterion entropy max_depth None and No of
estimators 100. The results are cross validated on hold out
data and results are comparable for receiving operating area
accuracy using 10 fold cross_validation algorithm shown in
Fig. 11.

C. AdaBoost

Boosting is a process which is designed to deal with the
problem of weak learning classifiers. Weak learning results in
higher detection errors and low decision accuracy of the
classifier. Weak classifiers are the moderate classifiers which
give a bit better insight of the problem than random guesses.
AdaBoost is a classifier which deals with a set of weak
classifiers iteratively. Logic of using same weak classifiers on
same data does not lead to a better results, but AdaBoost is
designed in such a way that during each iteration the weak
classifiers work with subsets of data, not full data as whole,
these subsets of data may give different results with weak
classifiers, initially all the classifiers are assigned equal
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weights, but after each iteration the classifiers are judged on
the basis of classification error, the classifiers with less error is
given higher weight. AdaBoost is a kind of greedy algorithm
with the objective of minimizing the classification error by
improving the learning model after each iteration. AdaBoost is
an adaptive boosting algorithm because it has no error bound
and no bounds on the number of weak classifiers.

1) AdaBoost classification with full features: The
AdaBoost algorithm works better with full features.
Table VIII shows results of AdaBoost with all parameters
GridsearchCV results with maximum average accuracy
96.76% with specificity 95.87% and sensitivity 87.37% using
learning rate 1 and No of estimators 150. AdaBoost wins over
all the classification method. The results are cross validated on
hold out data using ROC curves shown in Fig. 12.

2) AdaBoost Classification with FDR Slected Features:
The FDR degrades the accuracy of AdaBoost. Table 1X shows
AdaBoost with Gridsearch CV results With 10 features the
best accuracy is 91.6% with specificity 86.15% and sensitivity
68.59% using no of estimators 150,learning rate 1. The results
are cross validated on hold out data using ROC curves shown
in Fig. 13.

D. Bagging Classifier

It is also an ensemble technique classifier very similar to
random forest classifier, as in such classifiers the subsets of
samples are randomly chosen in random forest, in which the
previously selected samples are replaced with new samples.
This is also used to improve the accuracy and other
performances of decision tree classifiers.

1) Bagging classification with full features: Gridsearch
CV results for different parameters are tabulated in Table X.
The best accuracy is 86.86% with specificity 87.25% and
sensitivity 38.95% which is using maximum samples selected
from the bag are 200 and No of estimators 200, which are
cross verified using hold out data using receiving operating
curve accuracy as shown in Fig. 14.

2) Bagging classification with FDR slected features:
Table XI lists the results of GridsearchCV using FDR selected
features the accuracy is 86.1% with accuracy sensitivity 38.95
and specificity 85.9%, the results are cross verified on hold
out data using Receiving Operating Curve accuracy as shown
in Fig. 15.

E. Nearest Neighbours

KNN is a non parametric classifier, it is a lazy algorithm
but very simple. Like to predict a vector X, it will look k
Vectors which are nearest to X, the distance is generally
calculated using Euclidean or Manhattan metrics which
measure the distance between two observations Xsand X; for j
features.

fZ}’zl(ij — Xy)? Euclidean Distance

¥¥_1|xsj — x| Manhattan Distance

122|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 1, 2021

SVM Parameter Tuning

TABLE IV.

SVM GRIDSEARCH CV: BEST RESULTS WITH C=1, GAMMA =

10, ACCURACY 92.9% WITH SPECIFICITY 84.22% AND SENSITIVITY 79.28%
WITH ALL FEATURES

TABLE V.
0.0001, ACCURACY 96.09%, SPECIFICITY 92.63% AND SENSITIVITY 87.21%

AFTER APPLYING FDR FEATURE SELECTION

SVM GRIDSEARCH: BEST RESULTS WITH C 1000, GAMMA =

param_C :::sm a | mean Specificity mean_Sensitivity mean_Accuracy c Gamma Specificity Sensitivity Accuracy
1 0.01 78.829923692182 0.11613339896628 | 0.81879816935894
1 0.01 83.344442332466 0.2578847438557 0.8432073329718
1 01 83.853087796136 | 0.7178562638444 | 0.9168477040299 1 0.1 80.532799121772 0.26162054780071 | 0.84146940167288
1 1 83.607909582329 | 0.7727646707218 | 0.9250390969494 1 1 81.817542579539 0.11196863682711 | 0.81979236849456
1 10 84.223396084093 | 0.7928993354664 | 0.9295074469075 10 0.001 88.608313139021 0.32035793396856 | 0.85760425396721
L 100 86.272333827734 | 06822210892725 | 0.9156894483427 10 0.01 91.338500106760 0.75266692451039 | 0.93703631428743
10 0.001 80.241227828115 0.2457156921345 0.8390699034284
10 0.1 86.861630821078 0.76898843219296 | 0.93124339254706
10 0.01 82.878571005636 0.7677437502197 0.9226396671760
0 o1 03.314746871451 | 0.7845168284518 | 0.9262807503327 10 1 69.457820713316 0.26581343834605 | 0.83137526772166
10 100 80.511885530581 0.7245385183362 0.9108060955636 100 0.0001 87.785798941696 0.35392039661052 0.86256915572499
100 0.0001 | 74.584867980930 0.1567930100910 0.8226860220531 100 0.001 92.636598407176 0.85619703948525 0.95805075345504
100 0.001 81.966054078167 | 0.7610386413979 | 0.9195780542180 100 0.1 87.117762600668 0.8310273900355 0.942247780169698
100 0.01 82.705260558913 0.7882880348792 0.9254527988212
100 1 69.4578207133165 | 0.2658134383460 0.831375267721668
100 100 78.643503364618 0.7148939910692 0.9051800376864
1000 1605 | 66.975494228749 | 0.1136176646390 | 0.8133371266275 1000 1E-05 83.781206927729 0.32413768854822 | 0.85396365010763
1000 0.0001 80.486585304024 0.7350462360676 0.9122973257960 1000 0.0001 92.634766545677 0.8721229914559 0.96094570796290
1000 0.001 82.692441319188 0.7891318870644 0.9255359226332 1000 0.1 86.32964031705 0.8314387679758 0.9405924933857
1000 100 78.568888719043 0.7148939910692 0.9050144747725 1000 1 69.457820713316 0.2658134383460 0.83137526772166
10000 1E-06 | 65.472364610713 | 0.1224359199746 | 0.8132545505836
10000 1E-06 81.859571838812 0.3203614500193 0.85156380950815
10000 1E-05 | 77.250521741845 | 0.6331598748285 | 0.8905360047984
10000 1E-05 90.934324474569 0.8540979571745 0.95424397044243
10000 0.0001 81.697496074876 0.7861836784923 0.9228044769088
10000 | 10 81.119868761615 | 0.8155233641573 | 0.9257005954239 10000 ) 01 86.32964081705 0.8314367679758 | 0.9405924933857
10000 100 78.568888719043 | 0.7148939910692 | 0.9050144747725 10000 1 69.457820713316 0.2658134383460 0.83137526772166
100000 | 1E-06 | 72.383866822978 | 0.4713178158292 | 0.8597560925509 100000 | 1E-06 88.029537238048 0.8021166625646 0.93918527708850
100000 1E-05 80.296232630667 0.7656569740867 0.9164344129842
100000 | 0.1 86.32964031705 0.83143876797581 | 0.9405924933857
100000 10 80.506045797683 0.8079726451249 0.9231350549685
100000 | 1 69.457820713316 0.26581343834605 | 0.83137526772166
100000 100 78.568888719043 0.7148939910692 0.9050144747725
. . . 10 Fold Cross Validation ROC curvas
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Receiving operating Curve Accuracy:

0.8937792926314483
0.9179476564187485
0.9226346488033448
0.9157707603773151
0.9162423970273819
0.9149871321207529
0.9027465236824136
0.913242903607333
0.912467964860967
0.9134321596900

Receiver operating Curve accuracy:0.9617590965184548
Receiver operating Curve accuracy: 0.942635941021788

Receiver operating Curve accuracy: 0.949475534894809

Receiver operating Curve accuracy: 0.947978539771402

Receiver operating Curve accuracy: 0.9452122348088005
Receiver operating Curve accuracy: 0.9480958157900996
Receiver operating Curve accuracy: 0.9542638074464368
Receiver operating Curve accuracy: 0.9523513244133015
Receiver operating Curve accuracy: 0.9523604360217566
Receiver operating Curve accuracy: 0.9549160237865637

Fig. 8. The Cross Validation of Table 1V Results with Receiving Operating
Curve with Hold out Data with SVM and All Parameters.

Fig. 9. The Cross Validation of Table V Results with Receiving Operating
Curve with Hold Out Data with SVM with Selected Features.
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Random Forest Parameter Tuning

TABLE VI.

RANDOM FOREST GRIDSEARCHCV RESULTS MAXIMUM

TABLE VII. RANDOM FOREST CLASSIFIER WITH FDR FEATURES USING
GRIDSEARCHCV, BEST ACCURACY 90.6% WITH SPECIFICITY 87.13% AND

ACCURACY 1S 89.98% WITH SPECIFICITY 88.23% AND SENSITIVITY 56.39%

USING CRITERION ENTROPY AND MAX_DEPTH NONE AND N ESTIMATORS 100

SENSITIVITY 61.55% USING ENTROPY CRITERION MAX_DEPTH NONE AND NO
OF ESTIMATORS 100

criterion depth estimator specificity sensitivity Accuracy criterion depth estimators Specificity Sensitivity Accuracy
gini 5 20 84.888824121 | 0.230188679245 | 0.839400708997 gini 5 20 82405557662 0.281761006289 0.846102822131
gini 5 30 81.753935627 0.268343815513 0.843537761369
gini 5 30 85.850144850 0.234800838574 0.840972734829 gini 5 50 82.324952592 0.278825995807 0.845440810251
gin : . 24784164752 0231027253668 0839648984540 gini 5 100 83.218901214 0.272955974842 0.84527555538
: : : gini 15 20 85.672104091 0.594549266247 0.900131854834
gini 5 100 84.905496091 0.218867924528 0.837828477838 gini 15 30 86.027370483 0.596226415094 0.900959224243
— gini 15 50 86.273793287 0.592452830188 0.900793866714
gini 15 2 86.667233743 | 0.522012578616 | 0.889706767578 gini 15 100 86.892389272 0.600838574423 0.903110377861
gini 15 30 87.691345970 0.540880503144 0.894257419101 gini 20 20 85.894661091 0.596226415094 0.900793661385
— gini 20 30 86.037359156 0.598742138364 0.901373234050
gini 15 50 88.032210687 0.539203354297 0.894505626502 gini 20 50 86.312500959 0.594549266247 0.901207568529
gini 15 100 88.341303086 | 0.543815513626 | 0.895664190068 gini 20 100 86.680282575 0598742138364 090244829753
gini 25 20 85.894661091 0.596226415094 0.900793661385
gini 20 20 86.353249455 0.516142557651 0.888217694282 gini 25 30 86.037359156 0.598742138364 0.901373234050
gin 2 . 87101982059 0529140461215 0891507411466 gini 25 50 86.312500959 0.594549266247 0.901207568529
: : : gini 25 100 86.688653578 0.599161425576 0.902531044746
gini 20 50 87.815480695 0.540880503144 0.894423118844 gini None | 20 85.894661091 0.596226415094 0.900793661385
— gini None | 30 86.037359156 0.598742138364 0.901373234050
gini 2 100 86.034856531 | 0538364779874 | 0894340440079 gini None | 50 86.312500959 0594549266247 0901207568529
gini 25 20 86.502917560 0.517400419287 0.888631430318 gini None 100 86.688653578 0.599161425576 0.902531044746
— entropy | 5 20 86.4218333770 0.220125786163 0.838656326345
gini 25 30 87.233662182 | 0.529559748427 0.89177565308 entropy | 5 30 84.4299042506 | 0.218448637316 0.837332644799
gini 25 50 87.989689597 0.540880503144 0.894671360466 entropy | 5 50 83.3893286936 0.222641509433 0.837415084015
entropy | 5 100 82.6401550351 0.244444444444 0.840228009963
gini 25 100 88.215312778 0.538364779874 0.894588613258 entropy 15 20 86.3301678223 0.599580712788 0.90195201962
gini None | 20 86.502017560 | 0.517400419287 | 0.888631430318 entropy | 15 3 86.7762836186 | 0.60377358490 0.90344116136
entropy | 15 50 87.1423000822 0.607547169811 0.904682369472
gini None | 30 87.233662182 0.529559748427 0.891775653088 entropy | 15 100 87.3657096503 0.615094339622 0.906336766076
— N o 47 939689507 0520880509144 0394671360406 entropy | 20 20 86.1350772246 0.603773584905 0.90236568721
gt one : : - entropy | 20 30 86.4527911908 | 0.600838574423 0902448160654
gini None 100 88.215312778 0.538364779874 0.894588613258 entropy 20 50 86.9335626954 0.607547169811 0.904351483307
entropy | 20 100 87.1309161889 0.615513626834 0.906006051017
entropy | 5 20 86.565016992 | 0.179454926624 0832533409441 entropy | 25 20 86.1350772246 | 0.603773584905 0.002365687217
entropy 5 20 85.625514909 0198322851153 0.835015688774 entropy | 25 30 86.4527911908 0.600838574423 0.902448160654
entropy | 25 50 86.9335626954 0.607547169811 0.904351483307
entropy 5 50 85.087555336 0.198322851153 0.834850160138 entropy 25 100 87.1309161889 0.615513626834 0.906006051017
entropy 5 100 85.445716966 0.189517819706 0.833443389172 entropy | None | 20 86.1350772246 0.603773584905 0.902365687217
entropy | None | 30 86.4527911908 0.600838574423 0.902448160654
entropy 15 B0 88.583992309 0.566037735849 0.899966497305 entropy | None | 50 86.9335626954 0.607547169811 0.904351483307
entro None | 100 87.1309161889 | 0.615513626834 0.906006051017
entropy 25 20 88.823140395 0.563941299790 0.899883715876 By
entropy None 20 88.823140395 0.563941299790 0.899883715876 10 Fold Cross Validation ROC curves
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Receiving Operating Curve accuracy: 0.8635070069526353 Avrea under the ROC curve: 0.8772840343735866
Receiving Operating Curve accuracy: 0.8768584331740022 Area under the ROC curve: 0.889214912760619
Receiving Operating Curve accuracy: 0.9081541453199207 Avrea under the ROC curve: 0.8947546991251121
Receiving Operating Curve accuracy: 0.8475329655992669 Avrea under the ROC curve: 0.9128083521162034
Receiving Operating Curve accuracy: 0.9046812480763313 Area under the ROC curve: 0.883718402186543
Receiving Operating Curve accuracy: 0.8626087454212453 Area under the ROC curve: 0.8945758258258258
Receiving Operating Curve accuracy: 0.8753501140194329 Area under the ROC curve: 0.9118374548334127
Receiving Operating Curve accuracy: 0.8639699552341596 Area under the ROC curve: 0.8821687953919359
Receiving Operating Curve accuracy: 0.8887315511961502 Area under the ROC curve: 0.8938542616531675
Receiving Operating Curve accuracy: 0.8852172129377727 Area under the ROC curve: 0.8887535609191084

Fig. 10. Random Forest the Cross Validation of Table VI Results with Hold
out Data Results Comparable with ROC Area Accuracy.

Fig. 11. GridsearchCV Results of Random Forest Verified with Hold Out
Data Results Verification with FDR Features.
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AdaBoost Parameter Tuning

TABLE VIIl. ADABOOST WITH ALL PARAMETERS GRIDSEARCHCV RESULTS
WITH MAXIMUM AVERAGE ACCURACY 96.76% WITH SPECIFICITY 95.87%
AND SENSITIVITY 87.37% USING LEARNING RATE 1 AND NO OF ESTIMATORS

TABLE IX.  ADABOOST WITH GRIDSEARCHCV RESULTS WITH 10
FEATURES THE BEST ACCURACY 1S 91.6% WITH SPECIFICITY 86.15% AND
SENSITIVITY 68.59% USING NO OF ESTIMATORS 150,LEARNING RATE 1

150
Learning rate Estimators Specificity Sensitivity Accuracy
Learning rate Estimators Specificity Sensitivity Accuracy 0.001 20 100 0 0.80266
0.001 20 100 0 0.80266 0.001 30 100 0 0.80266
0.001 30 100 0 0.80266 0.001 50 100 0 0.80266
0.001 50 100 0 0.80266 0.001 100 100 0 0.80266
0.001 100 100 0 0.80266 0.001 150 100 0 0.80266
0.001 150 100 0 0.80266 0.005 20 100 0 0.80266
0.005 20 100 0 0.80266 0.005 30 100 0 0.80266
0.005 30 100 0 0.80266 0.005 50 100 0 0.80266
0.005 50 100 0 0.80266 0.005 100 100 0 0.80266
0.005 150 100 0 0.80266 0.01 20 100 0 0.80266
001 20 100 0 0.80266 0.01 30 100 0 0.80266
0.01 0 100 0 0.80266 0.01 50 100 0 0.80266
0oL = 100 0 080266 0.01 100 100 0 0.80266
0oL 100 100 0 080266 0.01 150 100 0 0.80266
0.2 20 87.06042 0.05912 0.81193
0.01 150 100 0 0.80266 0.2 30 76.39592 0.14046 0.82169
0.2 20 88.73902 0.05073 0.81094 0.2 50 74.62386 0.19161 0.82749
0.2 50 77.35336 0.19078 0.82914 0.2 150 77.70321 0.29811 0.84420
0.2 100 78.42884 0.24780 0.83791 0.3 20 75.59483 0.13962 0.82054
0.2 150 80.73031 0.29392 0.84660 0.3 30 73.17302 0.20377 0.82790
0.3 20 76.08379 0.12872 0.81996 0.3 50 75.07925 0.22683 0.83220
0.3 30 75.20920 0.18449 0.82682 0.3 100 77.68116 0.30650 0.84528
0.3 50 76.16444 0.23438 0.83419 0.3 150 79.09073 0.36646 0.85562
0.3 100 79.68608 0.31614 0.84883 05 20 73.78344 0.20042 0.82798
0.3 150 84.43293 0.40084 0.86704 0.5 30 75.12703 0.24277 0.83452
05 20 75.60548 0.19706 0.82873 0.5 50 76.43679 0.28889 0.84180
05 30 75.98205 0.24235 0.83493 05 100 80.70590 0.41216 0.86422
05 50 7910773 0.30818 0.84726 0.5 150 83.68746 0.48428 0.87936
05 100 36.60799 0.46289 0.87970 0.9 20 74.64103 0.31572 0.84321
05 150 90.92653 058742 0.90692 09 30 7862205 036394 0.85396
0.0 20 490717 0.30734 084147 0.9 50 80.12446 0.45241 0.86952
0.9 100 85.14953 0.56239 0.89740
0.9 30 78.71854 0.36520 0.85454
oS = 8659273 029853 88574 0.9 150 85.99633 0.66373 0.91221
1 20 74.37228 0.32788 0.84478
0.9 100 91.11120 0.70021 0.92727 1 0 =5.05477 0.38365 0.85793
0.9 150 93.94760 0.81426 0.95284 1 50 8045211 0.48344 0.87457
1 20 75.97621 0.34214 0.84759 1 100 85.07785 0.62558 0.90435
1 30 81.68857 0.40545 0.86249 1 150 86.15287 0.68595 0.91618
1 50 89.30735 0.53627 0.89566
1 100 91.18001 0.76394 0.93861 10 Fold Cross Validation ROC curves
1 150 95.87176 0.87379 0.96765 10 ]
10 Fold Cross Validation ROC curves
10 _ § 0.8 1
o
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4
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Falne Pouikive Hate False Positive Rate

Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:

96.16587687161517
96.5823773693516

96.0141773646603

96.67279696025804
95.86224658961727
95.83158385817588
96.7128517189369

96.66772665818672
96.71101941785082
95.79305816277098

Average Accuracy: 96.30137149714237

Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:
Receiving Operating Curve Accuracy:

92.24488989792022
91.67784243641628
90.8119193588127
91.23084331888616
91.548607052406
92.37635017691973
89.59660719974514
92.29814330924668
92.1426847303852
91.57330098242107

Average Accuracy: 91.55011884631591

Fig. 12. GridsearchCV Results of adaBoost of Table VIII Verified with Hold
out Data Results Verification with full Features with Average Accuracy 96.3.

Fig. 13. GridsearchCV Results of Table 1X Cross Validated on Hold out Data
Average Accuracy 91.55%.
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Bagging Classifier Parameter Tuning

TABLE X.

BAGGING CLASSIFIER GRIDSEARCHCV RESULTS MAXIMUM

ACCURACY 86.86% WITH SPECIFICITY 87.35% AND SENSITIVITY 39.16 USING
MAX_SAMPLE FROM BAG 200 AND ESTIMATORS 50 WITH ALL FEATURES

TABLE XI.

BAGGING CLASSIFIER GRIDSEARCHCV RESULTS MAXIMUM

ACCURACY 86.1% WITH SPECIFICITY 85.90% AND SENSITIVITY 35.72 USING
MAX_SAMPLE FROM BAG 200 AND ESTIMATORS 100 WITH FDR FEATURES

max estimator specificity Sensitivity accuracy :;?: estimators specificity Sensitivity accuracy
sam S
5 20 61.9225812999993 | 0.163941299790356 | 0.777922819236364 g gg ;gggggggéggg;iz ggggggggiggigggi ggggggizgggggggi
5 30 76.6148382202139 | 0.038993710691824 | 0.802995223042736 5 50 10'0 0' 0.802664234213609
5 50 88.641975308642 0.014255765199162 | 0.801671267726228 -
5 100 100 0 0.802664234213609
5 100 100 0 0.802664234213609
s 200 100 0 0.802664234213600 5 200 100 0 0.802664234213609
10 20 573384277875513 | 0.075471698113208 | 0.799933507930625 10 20 57.5746807492888 | 0.108176100628931 | 0.800346114662716
10 30 52.7995652542967 | 0.090146750524109 | 0.802498021150843
10 30 72.9626890756303 | 0.049056603773585 | 0.803988189530117
10 50 65.9676052770524 | 0.059538784067086 | 0.805394447176448
10 50 84.7058823529412 | 0.015094339622642 | 0.803739776801557
10 100 66.8473163105784 | 0.092662473794549 | 0.806221987691952
10 100 82.1759259259259 | 0.015513626834382 | 0.804319144137901
10 200 68.5488230149631 | 0.089727463312369 | 0.808621554039094
10 200 79.1273054430949 | 0.035220125786164 | 0.806636031720447
20 20 60.6883730203888 | 0.09601677148847 0.808455101426927
20 20 54.7680693719426 | 0.153878406708595 | 0.804814737626674
20 30 67.2984063572946 | 0.09727463312369 0.81019286122253
20 30 56.1579806137808 | 0.158909853249476 | 0.805724751578716
20 50 75.5615700089384 | 0.105241090146751 | 0.813088637042619
20 50 62.5900805494047 | 0.121174004192872 | 0.809365902469857
20 100 68.6563164386452 | 0.124947589098533 | 0.813585325614367
20 100 61.3947033358798 | 0.130398322851153 | 0.810607247464455
20 200 73.2714047214799 | 0.116981132075472 | 0.815074912230811
20 200 62.4301942004478 | 0.127463312368973 | 0.811600453501237
30 20 67.4581412473286 | 0.153039832285115 | 0.815736171240862
30 20 58.7801119010948 | 0.20335429769392 0.811764715947454
30 30 67.1873053086082 | 0.167295597484277 | 0.817060674098858
30 30 64.798210923243 0.183228511530398 | 0.817226065849393
30 50 71.3315605294971 | 0.148846960167715 | 0.816729582605702
30 50 68.8224646380291 | 0.146750524109015 | 0.817805090972307
30 100 70.0808632215366 | 0.179874213836478 | 0.81896365453828
30 100 65.4505831704934 | 0.170649895178197 | 0.815654211124469
30 200 72.0420630600271 | 0.174842767295598 | 0.819956826353719
30 200 66.3242335725634 | 0.161844863731656 | 0.816647143390507
50 20 65.7035032574865 | 0.183228511530398 | 0.820700695685681
50 20 64.2439406993273 | 0.187421383647799 | 0.819293719391148
50 30 71.6890309539053 | 0.165199161425577 | 0.823100878016996
50 30 68.5296108891203 | 0.165199161425577 | 0.819873839597037
50 50 77.848966366415 0.135010482180293 | 0.821115321477007
50 50 74.0037009529775 | 0.167295597484277 | 0.82376261612585
50 100 76.7065896952809 | 0.178197064989518 | 0.825500512806824
50 100 71.4577484693443 | 0.19874213836478 0.825252100078264
50 200 76.6562019744781 | 0.184067085953878 | 0.825417834042228
50 200 74.6157054563379 | 0.19832285115304 0.827072470195777
100 20 73.3607674212325 | 0.238993710691824 | 0.832533717433687
100 20 70.1266494647095 | 0.228092243186583 | 0.828561577713419
100 30 74.5578503120475 | 0.241090146750524 | 0.833857604307509
100 30 71.4837866188963 | 0.238574423480084 | 0.83063046322352
100 50 79.7696255447569 | 0.212159329140461 | 0.833608780922833
100 50 75.0823274419283 | 0.259538784067086 | 0.836587988377063
100 100 80.6639735923208 | 0.242767295597484 | 0.838408187387861
100 100 79.7148769872991 | 0.252830188679245 | 0.839731184506766
100 200 79.3784316065887 | 0.256603773584906 | 0.839814376591506
100 200 81.2326043291691 | 0.258700209643606 | 0.841800001574182
200 20 84.2752589651809 | 0.341719077568134 | 0.857438984201032
200 20 85.3025104450034 | 0.368553459119497 | 0.862898554593137
200 30 83.8258450469914 | 0.321174004192872 | 0.853632304673985
200 30 86.8260797310868 | 0.390775681341719 | 0.868111286438458
200 50 84.6664830924616 | 0.29643605870021 0.850488081903993
200 50 87.3511737282356 | 0.391614255765199 | 0.868608111895578
200 100 85.9051302031996 | 0.357232704402516 | 0.861492502274864
200 100 87.2558236365198 | 0.389517819706499 | 0.868194273195141 200 200 584.017160328305 0.358490566037736 | 0.859755016250004
200 200 87.8557218134902 | 0.381551362683438 | 0.867532158651515 - - -
10 Fold Cross Validation ROC curves 10 Fold Cross Validation ROC curves
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Receiving Operating Curve Accuracy: 88.6077212947019 Receiving Operating Curve Accuracy: 89.2582028251113
Receiving Operating Curve Accuracy: 86.13601530743381 Receiving Operating Curve Accuracy: 83.30865172606707
Receiving Operating Curve Accuracy: 86.47772069666797 Receiving Operating Curve Accuracy: 87.38146156666258
Receiving Operating Curve Accuracy: 87.59216258055226 Receiving Operating Curve Accuracy: 86.89730009557185
Receiving Operating Curve Accuracy: 86.9632627583638 Receiving Operating Curve Accuracy: 82.10881903855447
Receiving Operating Curve Accuracy: 83.67623048741638 Receiving Operating Curve Accuracy: 87.17537108726057
Receiving Operating Curve Accuracy: 85.90495419479267 Receiving Operating Curve Accuracy: 86.77546994821599
Receiving Operating Curve Accuracy: 86.5789072039072 Receiving Operating Curve Accuracy: 86.68428919178224
Receiving Operating Curve Accuracy: 87.16157031374424 Receiving Operating Curve Accuracy: 86.57772635034999
Receiving Operating Curve Accuracy: 85.93123904332582 Receiving Operating Curve Accuracy: 85.90527854724532

Average accuracy: 86.50297838809061

Average accuracy: 86.20725703768213

Fig. 14. Bagging Classifier GridSearchCV Results of Table X Verified using
ROC on Holdout Data, Average Accuracy 86.5%.

Fig. 15. Bagging Classifier GridSearchCV Results of Table X1 Verified using
ROC on Holdout Data, Average Accuracy 86.2%.
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First do the prediction for k nearest point, the predict of X
point will be 1 if most of k nearest points predict as 1
otherwise -1. The k generally is odd.

1) KNN classification with full features: The Gridsearch
results of KNN with Full features listed in Table XII
maximum accuracy 82.65 % with specificity 60.01% and
sensitivity 36.85%, same is verified using hold out data as
shown in Fig. 16, with K equals to 5.

2) KNN Classification with FDR Selected Features: The
accuracy is increased noticeably using FDR, the results are
listed in Table XIII showing maximum accuracy 91.5% with
specificity 81.54% and sensitivity 74.04% with K equal to 5.
The results of Table XIII are verified in Fig. 17 using hold out
data using ROC curve.

Vol. 12, No. 1, 2021

F. Gaussian Naive Bayes

It is a probability based classifier that works on Bayes
theorem that states the outcome of an event can be measured
from the past probability of events. It's a non parametric
algorithm. As there are no major parameters to vary so
GridsearchCV testing is not done for Naive Bays.

1) Naive bayes classification with full features: Naive
Bayes results average accuracy 71.23614190687361specificity
85.95%sensitivity 32.78%.The results are cross validated with
ROC accuracy on hold out data as shown in Table XIV.

2) Naive Bayes Classification with FDR Selected
Features: FDR helped to improve average accuracy 74.86
specificity 86% sensitivity 37%. The results are cross
validated with ROC accuracy on hold out data as shown in
Table XV.

| KNN Parameter Tuning

TABLE XIII. GRIDSEARCHCV RESULTS OF KNN USING FDR SELECTED
FEATURES SHOWS GREAT ACCURACY OVER FULL FEATURES, ACHIEVED
ACCURACY OF 91.56% WITH SPECIFICITY 81.54% AND SENSITIVITY 74.04%

TABLE XII.  KNN GRIDSEARCHCYV RESULTS WITH ALL FEATURES
MAXIMUM ACCURACY 82.65%, SPECIFICITY 60.01% AND SENSITIVITY
36.85%
param_n_ mean_test_spf mean_test_recall mean_test_accuracy
neighbors
5 60.012901927092 0.368553459119497 | 0.826576089616115
9 61.358111609077 0.284696016771488 | 0.822934904503632
21 61.6474825441166 0.148427672955975 0.81317206867676
43 63.6911556294288 0.072536687631027 | 0.807959610602183
77 66.9705668401321 0.037735849056604 0.805890998862825
89 62.4337623814821 0.025576519916143 | 0.804401754459811

10 Fold Crozz Validation ROC curves

1o  —
o T ——

Troe Fos tre Fae

no n2 na na on 10
Fales Positive Rats

param_n_neighbors | mean_test_spf mean_test_recall mean_test_accuracy
5 81.5485312602163 0.740461215932914 0.915604590177174
9 82.1180030569542 0.706918238993711 0.911715437213589
21 82.7013558282025 0.614675052410902 0.898477013352826
43 83.3771383841857 0.472117400419287 0.877047950603545
77 83.644701871265 0.293920335429769 0.849247010680139
89 85.1447572468791 0.254088050314465 0.843951326299478
10 Fold Cross Validation ROC curves
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Receiving Operating Curve Accuracy: 82.15695827072376
Receiving Operating Curve Accuracy: 81.93653392513502
Receiving Operating Curve Accuracy: 82.06034314209442
Receiving Operating Curve Accuracy: 82.36647671448222
Receiving Operating Curve Accuracy: 83.22803372846145
Receiving Operating Curve Accuracy: 80.14621887137308
Receiving Operating Curve Accuracy: 82.74669279949138
Receiving Operating Curve Accuracy: 82.62315515141213
Receiving Operating Curve Accuracy: 81.78181660072175
Receiving Operating Curve Accuracy: 82.76304217006896
Average Accuracy: 82.18092713739642

Receiving Operating Curve Accuracy: 91.94355482489823
Receiving Operating Curve Accuracy: 91.51060955102596
Receiving Operating Curve Accuracy: 91.51995101107273
Receiving Operating Curve Accuracy: 91.61473850079078
Receiving Operating Curve Accuracy: 89.30411280393969
Receiving Operating Curve Accuracy: 91.84231716559303
Receiving Operating Curve Accuracy: 90.42768397578847
Receiving Operating Curve Accuracy: 90.06755508898804
Receiving Operating Curve Accuracy: 92.16000862063807
Receiving Operating Curve Accuracy: 90.09826182197293
Average Accuracy: 91.04887933647078

Fig. 16. Table XII Results Cross Validated on Hold out Data using ROC
Curves Average Accuracy 82.18%.

Fig. 17. Table XIII Results are Cross Validated on Hold out Data using ROC
Curve Accuracy with Average Accuracy 91.04%.
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Naive Bayes Parameter Tuning

TABLE XIV. NAIVE BAYES RESULTS WITH FDR FEATURES

L0 Fold Crem v sz 2 FCC carem

n g ;’,,,9‘6'

v 2 [

o [ v
Bheed b

Rece!v@ng Operat!ng Curve Area: 73.0420156638747 %ggggl';gggzaggsgef’um
Receiving Operating Curve Area: 74.59497369959087 75.83148558758315
Receiving Operating Curve Area: 75.55024765078923 76.88470066518846’
Rece!ving Operat!ng Curve Area: 71.22811693813246 72.9490022172949 ’
Rece!v!ng Operat!ng Curve Area: 72.60734679369789 74.5011086474501'1’
Receiving Operating Curve Area: 70.84770490893375 73.72505543237251
Receiving Operating Curve Area: 73.88755641719222 76.05321507760532’
Rece!ving Operat!ng Curve Area: 71.54190774670525 74.00221729 490022’
Rece!v!ng Operat!ng Curve Area: 73.6775428734368 75.221729 49002217:
Receiving Operating Curve Area: 71.54451369652202 74.55654101995566
Average Accuracy : 72.85219263888752 average accuracy 74.86
specificity 86%

TABLE XV. NAIVE BAYES RESULTS WITH ALL FEATURES

L

10 Fald Crone Wabdwsan FCC e

—

Receiving Operating Curve Area: 73.06162904924089 Sggggiggigggg
Receiving Operating Curve Area: 69.24110542922423 7134146341463 415’
Receiving Operating Curve Area: 69.2456922888916 72.00665188470067’
Receiving Operating Curve Area: 71.07592012214722 71.61862527716187’
Receiving Operating Curve Area: 70.92692772917177 7156319290 465632:

Receiving Operating Curve Area:
Receiving Operating Curve Area:

71.17445054945055
69.77037389976137
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input parameters. The evaluation results using different
classifiers with GridsearchCV method are listed in following
tables. The experiments are done twice using feature selection
with Fisher Discriminate Ratio method.

VII.RESULT COMPARISONS CHARTS

The results of different classification models are compared
in Fig. 18, 19 and 20.

Accuracy Comparssan of Different Classihars
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Fig. 18. Accuracy Comparison of different Classifiers with FDR as well as
Full Features.

ACC Curves for Different Classifiers with FDR features
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71.17516629711751,

Receiving Operating Curve Area: 69.92784514336239 ;222313283%232
Receiving Operating Curve Area: 73.56140187784698 71.61862527716187Y
Receiving Operating Curve Area: 71.41525024323444 Average accuracy 71.23614190687361
Average Accuracy : 70.94005963323315 specificity 85.95%
sensitivity 32.78%

SVM ROC Accuracy 95.88491108807841

Random Forest ROC Accuracy 89.03526077312283
AdaBoost ROC Accuracy 91.3290828085577
Bagging ROC Accuracy 85.61042208468754

KNN ROC Accuracy 90.32602391010393

Naive Bayes ROC Accuracy 71.80806968262688

V1. RESULTS AND MODEL EVALUATION

The Model is evaluated on the basis of Accuracy,
Specificity and Sensitivity and accuracy from Receiving
Operating Curve. It’s a screening test so more priority is to
optimize the Specificity than sensitivity. The formulations of
these metrics are: The confusion matrix is defined as

[ True Positive False Positive ]
False Negatives True Negatives

Accuracy- True Positive+True Negatives
yTrue Positives+False Positive+False Negatives+True Negatives

True Positives

Specificit

\/.
Y True Positives+False Negatives

True Negatives

Sensitivity: - —
True Negatives+FalsePositives

We tried to optimize the accuracy sensitivity and

specificity using GridsearchCV method which applied 10 fold

Stratified method for a given classifier with a given set of

Fig. 19. ROC Accuracy Comparison of different Classifiers with FDR
Features.

ROC Curves for Differant Classifiers with Full Features
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SVM ROC Accuracy 92.1662431476976
RandomForest ROC Accuracy 89.92557071323482
AdaBoost ROC Accuracy 96.39966479308009
Bagging ROC Accuracy 84.95671446702912

KNN ROC Accuracy 80.56178731319386

Naive Bayes ROC Accuracy 69.52003889699243

Fig. 20. ROC Accuracy Comparison of different Classifiers with Full
Features.

128 |Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

VIIl. CONCLUSION

The objective was to design a Decision support system for
the Radiologist which help them for fast and correct
predictions for the early detection of brain atrophy which can
result into Alzheimer in future, we are able to deduce a system
where radiologist can input the middle 25 slices from slice_no
110 to 140 of MRI to the system as input and on the basis of
data in these slices the system can results the prediction about
atrophy of brain. The accuracy of results can be achieved the
best with AdaBoost classifier 96.7% and specificity and
sensitivity. This study has achieved a better accuracy than the
earlier research works because correct registration method and
better classifiers that is AdaBoost. It will definitely going to
support the radiologist for better decision of brain atrophy.
This is a screening test so it’s more important to have more
specificity than sensitivity. This is an academic research with
a purpose to explore machine learning classifiers and their
parametric studies. The study also gives a hands out
experiences for Image processing, how biomedical texture
analysis helpful to extract image signatures which can be used
for classification. It’s a comparative study on the basis of
different classifiers and further how classifiers results can be
improved using feature selection criteria, but it also give an
insight how some of classifiers are strong classifiers where
feature selection criteria does not affect much its performance.

IX. FUTURE WORK

The Support system lacks the front end, in the future work
we can design an automated system which automatically
extract middle slices with proper frontend system where
radiologist can feed the DICOM image slices and the system
should give a report about the slices. Many other texture
features can be explored to improve the performance. Many
other feature extraction methods as well as classification
techniques can be explored for better results. The study
consumed much time in preprocessing of data, a fast and error
data preprocessing steps can be explored in future work.
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Abstract—In this paper, we proposed the Full Direction Local
Neighbor Pattern (FDLNP) algorithm, which is a novel method
for Content-Based Image Retrieval. FDLNP consists of many
steps, starting from generating Max and Min Quantizers
followed by building two matrix types (the Eight Neighbors
Euclidean Decimal Coding matrix, and Full Direction Matrixes).
After that, we extracted Gray-Level Co-occurrence Matrix
(GLCM) from those matrixes to derive the important features
from each GLCM matrixes and finishing with merging the
output of previous steps with Local Neighbor Patterns (LNP)
histogram. For decreasing the feature vector length, we proposed
five extension methods from FDLNP by choosing the specific
direction matrixes. Our results demonstrate the effectiveness of
our proposed algorithm on color and texture databases,
comparing with recent works, with regard to the Precision,
Recall, mean Average Precision (mAP), and Average Retrieval
Rate (ARR). For enhancing the image retrieval accuracy, we
proposed a novel framework that combined the image retrieval
system with clustering and classification algorithms. Moreover,
we proposed a distributed model that used our FDLNP method
with Hadoop to get the ability to process a huge number of
images in a reasonable time.

Keywords—Content-Based image retrieval; full direction local
neighbor patterns; local neighbor pattern; gray-level co-occurrence
matrix; ensemble classifiers; k-means clustering; hadoop

l. INTRODUCTION

In the latest decade, the number of digital photos and
videos accessible has increased dramatically. Although
software and hardware are available to digitize, archive, and
compress multimedia data, there are no clear ways to retrieve
the kept info. In traditional Text-Based Image Retrieval
(TBIR), metadata that describes the image contents are
manually added to image files. This metadata is used to
retrieve similar images by word matching. TBIR has two
major difficulties: (a) labeling the images manually, therefore,
a significant volume of time is required, and (b) human
sensitivity for images is not precise and unique. Content-based
image retrieval (CBIR) [1-5] is an alternative to traditional
TBIR that overcomes the above limitations because images
are retrieved based on their content such as color, texture,
shapes, and contour.

CBIR is a very vital area, specifically in the latest era due
to the increasing essentials to retrieve images from a
multimedia datasets. It intersects with many areas such as
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Professor in Computer Science and Engineering Dept.
JNTUH College of Engineering, Hyderabad
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image segmentation, machine learning for classification and
clustering, big data for processing huge databases, and deep
learning for extract semantic features. For that, CBIR has
several applications in different areas. For example, CBIR
systems are utilized in satellite imagery to discover ground
natural resources, aerial surveys, monitor agriculture, and
create climate reports and path surface objects. Medical
imaging is a prominent area of CBIR application, which
utilizes to monitor patient health reports, to assist in diagnosis
by detecting related previous studies [6], etc. Fingerprint
matching images that lead to a distinct verification is another
domain that can use in the banking area, universities, business
companies, and scientific laboratories [7-9].

A. Problem Statement

Image search engines are very important tools for
searching similar images from huge databases, which depend
on the CBIR field to automatically retrieve the best matching
images by extracting the information from the query image.
However, many studies in the CBIR focus on the low feature
extraction from the images. Therefore, there is still a semantic
gap between the low-features extracted using those algorithms
and how the human can understand the images. This is the
first problem of the CBIR domain, whereas the second main
problem is retrieving similar images from a huge database in a
reasonable time.

B. Contribution of our Work

To address the above problems, we proposed a new
framework that combined image processing, machine
learning, and big data, as the following:

First, we reduced the semantic gap between the low-level
and high-level feature extraction by proposing a novel and
efficient method for feature extraction, namely Full-Directions
Local Neighbors Pattern that focused on the color changes of
minimum and maximum image blocks, fused with the texture
features that extract the relationships of the center pixel with
its neighbors.

Second, to get the ability to process a huge number of
images, we reduced the size of FDLNP’s feature vector by
proposing extended versions of our proposed method.

Third, we studied the importance of using the machine
learning algorithms to enhance the effectiveness of the system,
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by using our proposed FDLNP for training the classifier and
retrieving the top k images from the classifier’s output class.

Forth, we applied our proposed method in the Map Reduce
framework to get the ability to process a large image database.

Il.  RELATED WORK

Low-level features are very popular in image
representation and pattern recognition technologies that also
proved powerful in image classification and retrieval [10-13].
Many methods discussed the using of the color feature in
CBIR, some of them are color histogram, color moments [14],
color correlogram [15], and color co-occurrence matrix [16].

Xiaoyin [14] proposed a new technique for improving
color features extracted from the image that is color moment
invariant. The color feature was extracted for each color
component (red, green, and blue) to make an accurate features
vector of the image. Color co-occurrence matrix (CCM) [17]
is another approach that is interested in the spatial relationship
between color channels. Where the image can be considered
as an appropriate composition for "elementary structures". The
elements of these pixels have visible properties of colors and
relationships between the colors.

Jhanwar et al. [18] have employed another approach in the
CBIR domain, known as motif co-occurrence matrix (MCM),
which is conceptually near to the CCM. Where the image is
subdivided into blocks, and each block replaced by a scan
motif. Guoping [19] has proposed block truncation coding
(BTC) which is a type of image compression method. The
authors used the features extracted using BTC for retrieving
the images. The main idea of BTC is to build two types of
features used to retrieve both texture and color images. Those
features are block color co-occurrence matrix and block
pattern histogram. Many researchers used this idea to propose
another BCT variants [20, 21]. The dominant color descriptor
(DCD) [22] has proposed as one application of MPEG-7 to
use it for extracting color features from the image with
important merits that are small feature vector size with good
performance.

The texture is another important feature in the CBIR
domain that is interested in extracting the spatial arrangement
from an image. Many researchers worked on the texture
features for enhancing the image retrieval area, some of them
are: Gabor filters, Wavelet transforms, gray-level co-
occurrence matrix (GLCM) [23], Markov random field (MRF)
[24], edge histogram descriptor (EHD) [25], steerable pyramid
decomposition (SPD) [26], and Tamura features [27].

Some researchers have turned to merge feature types to
make a robust descriptor of the image as Xingyuan and
Zongyu [28] whose combined color and texture features in
their proposed method namely a structure element descriptor
(SED). Liu et al. [29] proposed a micro-structure descriptor
(MSD) that extracts edge orientation and fused with color
features to represent the image, whereas Chatzichristofis et al.
[30] represented the image by fuse the fuzzy color and texture
histograms. His method generally is suitable for dealing with
large databases due to the small size of image representation.
Lai et al. [31] proposed a framework that combined the
features extracted from the image and genetic algorithm for
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getting the robust features that rely on the fusion of both color
and texture features.

Shape feature is another important descriptor of the images
that is used in many fields like image segmentation, object
detection, and image retrieval. Many researchers have a focus
on extracting the shape descriptors that characterize rotation,
translation, and scaling invariant. Some proposed methods
proved an accurate shape descriptor such as shape context
SIFT, HOG, and SURF descriptors [32-35]. The SIFT and
SURF descriptors rely on extracting interest points from the
image and extract the features from those points. And because
of the large size of those descriptors, many researchers
proposed methods for reducing the size of those features by
using a bag of visual word techniques that used in many vision
applications [36-39].

In recent years, deep learning domain has been proved a
very efficient way to use in vision tasks like object detection,
image recognition, image segmentation, and image analysis
[40-47]. Convolutional neural networks (CNNSs) had used in
image retrieval to extract semantic features by training the
network and using it to extract features that consider somehow
high-level features in image retrieval [40, 43-45].

I1l.  METHODOLOGY

The general architecture of CBIR system consists of
several steps as shown in Fig.1:

Query Request: the user inputs an image as a query image.
Feature Extraction: extracts the features from the query image
using our proposed method FDLNP.

Similarity Measures: measure the similarity between the
feature vector of the query image and all feature vectors in the
feature database; which made in the offline phase of the CBIR
system by repeating the feature extraction step for all the
image in the database, using this equation (1) [48]:

fDle-_le-

— V1L
DL(QJDB) - 4i=1 1+fDB]'i+le‘

(1)

Where fpp, is the ith feature of the jt* image in the
database, and fj,is the feature vector of the query image.

Sorting and Retrieving: Sort the distance in a rising way
and retrieve the top k images as the output of the system.

Somlar fmsy

On-Line Plave S
ooEmn
y Off-Line Phase & 1111
Image — gEnEn
Database | ;f""‘ n EREER
Feature Extraction I
FDLNP Feature Extraction
Features | Similarity
Database | Measures
Fig. 1. The Architecture of CBIR System.
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The feature extraction step considers the most important
step in the whole system because the accuracy and
effectiveness of the CBIR system depend mainly in this step.
A novel and efficient visual feature descriptor, namely, Full
Direction Local Neighbor Pattern is proposed for image
representation and retrieval as shown in Fig.2, which consists
of the following main steps:

Step 1: Min and Max Quantizers: Suppose a color image
of size M x N is partitioned into multiple non-overlapping
image blocks of size m x n. Let

fOoy) ={fx(x,¥), fc(x, ), fo(x, y)} be an image block,
wherex=1,2...mandy =1, 2...n. The minimum and

maximum value of the image block for each RGB color space
are computed as equation (2), (3):

Qmin (x' Y) =
{min\'/x,yfR (x' J’). mian,ny (x, )’), mian,ny (x, }’)} (2)

Qmax (x' }’) =
{maxVx,yfR (x' }’), maxVx,ny (x' }’). maxVx,ny (x: }’)} (3)

Step 2: Right Neighbor Euclidean Coding (RNEC): For
each pixel in min and max quantizers, we calculated the RNEC
matrix using the right neighbors (RN;, RN,, RN;) of the
center pixel (cp) as shown in Fig.3, using this equation (4):

RNEC(cp) = /(RN; = cp)? + (RN, — cp)? + (RN3 — cp)?)
(4)

Step 3: Eight Neighbors Euclidean Decimal Coding:
Calculated Eight Neighbors Euclidean Decimal Coding
(ENEDC) matrix using the equations (5), (6):

ENEDC = %5, 27V X f,(g, — gc)

(®)

i ={§ ®)

Where g. is the RNEC value of the center pixel, g, is the
RNEC value of its neighbors, and p is the number of neighbors.

x=>0
otherwise

Step 4: Directions Matrix: Calculated the direction of each
pixel and stored it in dir_Matrix, by using the right neighbor
pattern as illustrated in Fig.1. The direction of the center pixel
defined as the direction from the smallest element in the
pattern to the largest element in the pattern. In the case of the
existing more than one minimum (maximum) element, we
take the first minimum (maximum) element as the smallest
(largest) value. Moreover, if the pattern has the same value,
then we consider the direction of the pattern is “one”. We have
eight directions derived from right neighbor pattern as shown
in Fig.4.
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ENEDC Full Direction
Matrix Matrixes
A 4 L 4
GLCM
GLCM feature
! .

Combination Weighting features

l

Final FV

Fig. 2. Flow Chart of our Proposed Feature Extraction Method (FDLNP).
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Fig. 4. Eight Directions in Neighbor Pattern.
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Step 5: Full Directions Matrixes

From dir_matrix, derive Full Directions Matrixes, which is
a set of 64 matrixes corresponding to the pair
(dir_value, Nbr_value) where:

dir_value is the direction value of the center pixel of 3 x
3, and its value ranges from one to eight.

Nbr_value is the direction value of the 3 x 3 neighbors
around dir_value, and their values range from 1 to 8.

To illustrate the calculation of the Full Directions Matrixes,
we use this example like the following:

Suppose we want to derive the matrix corresponding
to dir_value = 5, and Nbr_value = 2.

First, we found each pixel in dir_value = 5. Second, look
at Nbr_value = 2 in the eight neighbors around the center
pixel, and if it is found, replace its location by one, otherwise
zero. Third, replaced the center pixel by the decimal value of
the eight neighbors starting from the top-left pixel, using these
equations (7), (8):

Var

LEE R Fal) «0
TATHL A2 -0
QOIS 84

ENEM

b ot patiernl 4 b smalew  vuler

hrection s §

P2 ‘ (g Brnt 4 b N b Dargest sadir,

W touk dir suine « 5 &4
Nbr_valdue = 2

The valae of the howwn 3 » l.ll"l.:

decimal Value = 18J:1 2p-1 fdirfvalue (l) (7) Orne matrin uf 64 durvctioms matmes
N _ (1 ;1 = Nbr_value 8 Fig. 5. Example of Calculating RNEC, ENEDC, Direction Matrix, and One
fdir_value(l) o Otherwise ®) Matrix of 64 Directions Matrixes.

Where the value of fg;, paiye determines if the value of
the neighbor pixels equals Nbr_value or not.

At the end of the fifth step, we have 65 matrixes (1 for
ENEDC, and 64 matrixes for Full Directions Matrixes) for
each Min quantizer and Max quantizer. Fig.5 is an illustrating
example of step 2 to step 5 in our proposed method.

Step 6: Gray-Level Co-occurrence Matrix (GLCM): This
step is for deriving the GLCM matrix for each of the 65
matrixes, where we calculated the GLCM [49] matrix with
distance d = 1, and direction & = 0°. From each GLCM
matrix, we extracted 10 feature values [49] as follows:
Contrast, Cluster prominence, Entropy, Sum of Square
Variance, Sum Average, Sum Entropy, Difference Variance,
Difference Entropy, Information Measure of Correlation, and
Inverse Difference Moment Normalized. Finally, we
combined those values to get the first feature vector FV;
whose size is 1300.

Step 7: Local Neighbor Pattern (LNP): This step starts
with converting the query image to a grayscale image and then
finds the Local Neighbor Pattern (LNP) histogram [48] to get
the second feature vector FV,, whose size is 256. Fig.6
illustrates the mechanism of building the LNP matrix.

Step 8: Fusion Features: For getting the final feature vector

of our proposed method, we fused FV; with FV, using the 0 | 0 0 0
equation (9) as follows: 0 211 183 0
FV =axFV, + B X FV, 9 0 83 145 33 0

Knowing that, we used « = 1, and § = 0.1, and the size of 0 233 229 242 i
the final feature vector is1300 + 256 = 1556, where “+” 0 0 0 0 0

represents the concatenating operator.

Muatrix

._.
e
ek

oy | =

=1 = | O

(= =]
L = =t

8+1+3-3x5=-3-=10
541+6-3x3=3 =1
34+1+5-3x6=-9-=10
1+46+4-3x5=—4 -0
1+45+4-3x4=-2-=0
14+43+4-3x4=—4 -0
8+1+4-3x3=4-=1
3+41+3-3x8=-15-=10
0100 0010 = 66

I NP matrix

Fig. 6. Example of Calculating Local Neighbors Pattern Matrix.
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IV. PERFORMANCE MEASUREMENT
Precision and Recall [50] consider the main performance
measures in the image retrieval system, which defined as
equations (10-12):

P(Iq,n) = %ZLZ?' 1) (y([l-),y(lq)) ;Rank(li,lq) <n (10)

_(1;x=y
o) =, oo 11

Where n is the number of retrieved images, |DB| is the
size of the database, y(x) is the class of the image x, and
Rank(1;,1,) returns the rank of the image I; for the query
image I, among all images in the database.

R(Ig,n) = llmil @ (Y(Iz).y(lq)) ;Rank(I,1,) <n (12)

Where N, |nd|cated the max number of images in the
database’s class.

Average Retrieval rate (ARR) and the mean Average
Precision (mAP) are another performance measures [50],
which mathematically reflects the efficiency of CBIR. ARR
and mAP defined as equations (13), (14):

mAP = — Y1P5Ip([, n) (13)

1DB]

ARR = o= SR, sn = N, (14)
A higher value of the previous measures reflects a better
efficient retrieving system.

V. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. First Experiment: Image Retrieval using FDLNP

We used two types of databases for evaluating our
proposed method that are color databases (Corel 1k and Corel
10k) and Texture databases (Brodatz and Vistex).

Corel 1k database [51] considers as standard database for
color image retrieval that contains ten different categories, and
each category consists of hundred color images. Some of those
categories are African, Beach, etc.

Corel 10 k database [52] used for evaluating the methods
that are interested in color features extraction. Corel 10k
consists of hundred categories, and each category contains a
hundred images. Therefore, it is one of the important large
retrieval databases. The images in the same category contain
similar semantic information. Some of the categories included
in Corel 10 k are flowers, birds, beaches, buildings, etc.

Brodatz texture database [53, 54] used mainly for
evaluating the methods of texture image retrieval. Brodatz
database consists of 116 grayscale images, 109 images
gathered Scale images from the USC database. The dimension
of every image is 512 x 512, which separated into 16 non-
overlapping images of size 128 x 128. Thus, the total number
of images in this database are 1856.

Vol. 12, No. 1, 2021

Vistex database [55] contains 40 images. The dimension of
every image is 512 x 512, which separated into 16 non-
overlapping images of size 128 x 128. Thus, the total number
of images in this database are 640. Vistex database used for
evaluating the methods of color texture retrieval.

For color databases, we are interested in Precision (top 10
images), Recall (top k; where k is the maximum number of
images in the database’s class, i.e. k=100), and mAP (mean
Average Precision). The mAP measure calculated as follows,
for each image in the database, we consider top 10, top 20...
top 100, then take the average, and repeats this procedure for
all images in the database.

For texture databases, we are interested in Precision (top
10 images), Recall (top k; k=16), mAP (mean Average
Precision) by taking the average of top 4, top 8, top 10, top 12,
and top 16 for all images in the database, and Average
retrieval rate (ARR). The ARR calculated by taking the
average of top 16, top 32, top 48, top 64, top 80, top 96, and
top 112 for all images in the database.

We compared our proposed method with the following
methods:

1) Methods that used specifically for texture image
retrieval like LDP [56], LTrP [50], LOtP [57], LHDP [57],
and LNP [48]. Those methods work on the pixels' values
directly and encrypt the relationship between the center pixel
and its neighbors.

2) Histogram of oriented gradient method [34], which is
interested in the shape of the object, by calculating the
gradient orientation for each block in the images, and used
mainly in object recognition.

3) Bag of Visual Words method [36], which relies on
detecting the interest points and extracts the features from
these points.

4) EDBTC [58] and MIFM [59] methods, which depend
on extracting both texture and color features. Our proposed
method gave better performance than previous methods
regarding Precision, Recall, mAP, and ARR for all databases,
because it works on extracting the color changes of minimum
and maximum intensities of images blocks, in addition to the
texture features of the images.

We used Desktop with Intel Core i7 CPU, 8 GB RAM, and
Matlab R2020a program to produce those results. The results
of the method compared to other methods for both color and
texture databases illustrated in table I.

Fig.7 illustrates examples of retrieving similar images
using our proposed method, for all the databases, where the
top left images are the query images. In the color databases
(Corel 1k and Corel 10k), we consider top 20 images as the
output, whereas top 16 images as output for texture databases
(Brodatz and Vistex). We observe that the precision of those
examples are 100%.
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TABLE I. COMPARISONS BETWEEN OUR PROPOSED METHOD WITH OTHER METHODS REGARDING PRECISION, RECALL, MAP, AND ARR FOR ALL DATABASES.
Corel 1k Methods
F,\’/‘fg;(s’l:rr"‘eame LDP LTrP LOtP LHdP LNP HOG BOW EDBTC MIFM FDLNP
Precision 55.10 57.20 60.80 62.40 61.30 61.24 62.43 79.70 71.20 83.20
Recall 31.20 34.90 36.30 37.42 36.44 37.42 38.45 59.20 57.24 62.80
mAP 42.40 43.60 44.80 47.10 4520 46.25 47.61 66.50 61.20 73.50
Corel 10k Methods
F,\)/Ieg;‘;;';;a”ce LDP LTrP LOtP LHdP LNP HOG BOW EDBTC MIFM FDLNP
Precision 31.89 33.41 36.71 37.21 36.39 39.12 43.04 68.24 59.60 7411
Recall 11.86 1217 13.22 13.98 13.56 16.20 18.25 45.42 40.24 50.31
mAP 1711 18.25 19.87 2121 20.31 22.46 26.16 56.98 49.26 66.27
Brodatz Methods
';/Ieg‘s’l:’?eame LDP LTrP LOtP LHdP LNP HOG BOW EDBTC MIFM FDLNP
Precision 818 82.8 845 86.0 85.8 827 83.1 85.6 86.1 88.4
Recall 735 752 76.9 78.4 775 74.4 75.1 80.8 814 84.2
mAP 82.8 84.6 85.4 86.7 86.5 83.8 84.4 88.8 89.6 90.9
ARR 86.8 87.8 88.8 89.7 88.8 86.1 86.6 90.2 91.2 93.2
Vistex Methods
F,\)/Ieg;‘;;';;a”ce LDP LTrP LOtP LHdP LNP HOG BOW EDBTC MIFM FDLNP
Precision 87.9 88.7 90.8 918 926 89.0 89.4 93.1 93.4 95.8
Recall 77.3 78.8 80.3 818 825 80.2 813 84.7 85.0 87.1
MAP 88.3 89.5 90.7 91.9 92.7 90.2 916 945 94.7 97.2
ARR 90.6 90.9 913 921 925 914 92.7 95.9 96.3 98.8
Corel 1K Corel 10K Brodatz Vistex
B2 M N s e s
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Fig. 7. CBIR Examples for all Databases using our Proposed Method.

B. Second Experiment: Feature Selection Method

Our proposed method extracts the visual information from
the images, and gives an efficient performance for the
standard databases. However, the feature vector length
considers a bit high. Our aim is to reduce the feature vector
dimensions and therefore reducing the complexity of FDLNP.
For that, we proposed extended versions of FDLNP by
generating partial direction matrixes instead of full direction
matrixes via selecting specific directions for generating
GLCM and those directions are shown in Fig.8. The extended
versions of FDLNP are:

1) Top Right Direction Local Neighbors Pattern
(TRDLNP): we take the upper main diagonal directions
of dir_matrixto to get 36 matrixes for each quantizer instead
of 64 matrixes. Therefore, the size of feature vector 2 x (10 +
(36 x 10)) + 256 = 996.

2) Down Left Direction Local Neighbors Pattern
(DLDLNP): by taking lower main diagonal directions of

dir_matrix to get 36 matrixes instead of 64 matrixes and the
size of feature vector is 2 x (10 + (36 x 10)) + 256 = 996.

3) Odd Direction Local Neighbors Pattern (ODLNP): by
taking odd directions numbers from dir_matrix to get 32
matrixes instead of 64 matrixes and the size of feature vector
calculates as follows: 2 x (10 + (32 x 10)) + 256 = 916.

4) Even Direction Local Neighbors Pattern (EDLNP): by
taking even directions number from dir_matrix to get 32
matrixes instead of 64 matrixes and the size of feature vector
i52 X (10 + (32 x 10)) + 256 = 916.

5) Diagonal Direction Local Neighbors Pattern
(DDLNP): both main and secondary diagonal from
dir_matrix was taken to get 16 matrixes instead of 64
matrixes and the size of feature vector calculates as follows:
2 X (10 4 (16 x 10)) + 256 = 596.

In this experiment, we used the same four databases and
mAP and ARR performance measures. We perceive, as shown
in table II, that all extended versions of FDLNP gave very
good accuracy closed to FDLNP and all the result better than
comparing methods.
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Fig. 8. Illustration Scheme for the Directions of Extended Versions of

FDLNP.
TABLE II. COMPARISON BETWEEN EXTENDED VERSIONS OF FDLNP
REGARDING MAP AND ARR FOR COREL 1K, COREL 10K, BRODATZ, AND
VISTEX DATA
Databases
Methods Vistex Brodatz Corel 1k Corel 10k
mAP | ARR | mAP | ARR | mAP mAP
FDLNP 97.2 98.8 90.9 93.2 735 66.27
TRDLNP | 96.8 980 | 89.1 92.6 731 65.9
TLDLNP | 96.8 98.2 | 89.0 92.5 732 66.0
EDLNP 97.0 | 976 | 98.2 91.8 72.6 65.1
ODLNP 96.8 97.7 | 983 91.9 724 65.3
DDLNP 96.6 97.2 | 976 910 | 720 64.5

C. Third Experiment: Image Retrieval using Machine
Learning Classification

In this experiment, we studied the role of machine learning
algorithms in the image retrieval system, and its ability for
enhancing the retrieval accuracy. We can use the classification
algorithms in the CBIR system in two ways:

First, supporting image retrieval outputs, where both
classification and content-based image retrieval share in the
feature extraction step. Then the retrieval system uses those
features for measuring the similarity, whereas in the
classification algorithms, we feed those features to the
classifier to recognize the class of the query image. In this
way, the classification task only provides the class of the
query image, alongside the retrieval outputs.

Second, retrieval

following:

enhancing the image outputs as

Step 1- Extract the features (using the proposed method)
from training images to train the classifier.

Step 2- Predict the class of each image using the trainer
classifier.

Vol. 12, No. 1, 2021

Step 3- When the user inputs the query, the system will
extract the feature vector from this image, and then feed it to
the classifier, which in its turn predict the class of the query
image, let us say S1.

Step 4- Measure the similarity distances between the
features of the query image and features of all images whose
prediction; in the step2, is S1, to retrieve top k images.

In this experiment, we used the second way that has the
following advantages, enhancing the accuracy of the CBIR as
we proved in our previous work [48], reducing the number of
comparisons, and make it confined in a specific class. Finally,
the output of the classification-based image retrieval system
always retrieves similar images, unless the classifier
misclassifies the query image, which leads to output
completely wrong results, and this is the main disadvantage of
this way. For solving this disadvantage, we introduced the K-
Means Based Decision Maker as shown in Fig.9, which aims
to check if the classifier correctly classifies the query image,
then it forwards the system to use the classification-based
image retrieval, otherwise use the similarity-based image
retrieval.

The algorithm of the K means based decision maker
summarized with the following steps as shown in Fig. 10:

e Cluster the features database to K clusters using K-
Means algorithm [60], where K refers to the number of
classes in the database.

« Add label to each cluster's centroid.

e Measure the distances between the features vector of the
query image and centroid of each cluster.

e Sort these distances ascendingly.

o |f the class of the minimum distance matches with the
classifier's label, then use classification-based image
retrieval, otherwise use similarity-based image retrieval.

In our work, we use our proposed method FDLNP with
different ensemble classification methods, for all databases.
The description of used classifiers illustrated in table Il1.

Query Image

K Means-Based
Declsion Maker

P st b
Ratrieval Image Retrieval

Fig. 9. Illustration Scheme of Decision Maker in Image Retrieval System.
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Fig. 10. The Scenario Scheme of the K-Means based Decision Maker in the
Retrieval System.
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TABLE IlIl.  ENSEMBLE CLASSIFIER DETAILS USED IN OUR STUDY
Model Name Ensemble | Learner Number of
Method Type Learners

Bagged Trees [61] Bag Decision Tree 30

Booted Tree [62] Adaboost | Decision Tree 30
Subspace Discriminant Subspace Discriminant 30

[63]

Subspace KNN [64] Subspace Nearest Neighbors | 30

In this experiment, we used our proposed method to train
the classifiers with and without PCA (Principal component
Analysis) [65], and compared between both methods. For
training and testing the classifiers, we used k fold cross-
validation [66], and in our work k=10. The results of using
FDLNP with ensemble classifiers summarized in table 1V.

As we observe from the table 1V, FDLNP with Ensemble
Bagged Trees classifiers gave the best accuracies for all
databases, and we can observe that FDLNP with PCA gave
also very good results however, those results are less than
using the complete feature vector. The reason for that is being
the PCA reduces the feature vector dimension by preserve
95% information from the complete vector.

Using classification based image retrieval system
improved the accuracy of the system from (62.80, 50.31, 84.2,
and 87.1) to (97.9, 93.2, 99.3, and 99.7) for Corellk, Corel0k,
Brodatz, and Vistex databases respectively. Moreover, we
notice that the enhancements are greater in color databases
than texture databases.

D. Fourth Experiment: Image Retrieval using Hadoop
Distributed Framework

Hadoop [67-69] has two major layers namely: Processing
Computation (Map Reduce), and Storage layer (Hadoop
Distributed File System). Our proposed Hadoop framework
consists of two phases as shown in Fig.11, off line phase for
building the feature database, and online phase for retrieval
task.

TABLE IV.  CLASSIFICATION ACCURACIES OF ENSEMBLE CLASSIFIERS
WITH OUR PROPOSED METHOD FOR BOTH COLOR AND TEXTURE DATABASES
Accuracy Accurac
Databases Classifier without with PC/{
PCA
Bagged Trees 97.9 97.2
Booted Tree 95.9 935
X
S Subspace 97.7 96.7
T Discriminant
8 Subspace KNN 97.6 96.1
Bagged Trees 93.2 925
Booted Tree 91.4 90.8
S Subspace
= pspace 92.8 926
= Discriminant
8 Subspace KNN 92.6 92.1
Bagged Trees 99.3 98.8
Booted Tree 98.0 97.7
N Subspace
8 Discriminant 9.0 %86
s Subspace KNN 98.7 98.3
Bagged Trees 99.7 99.4
Booted Tree 98.2 97.4
Subspace
§ Discriminant 99.4 91
2 Subspace KNN 99.0 98.6
Twwge
Datdave Off-Line Prase On-Line Mhase lov Jan
sgRmm
A TILL
Sequence File ey aEoRn
Map Reduce Jrane n EREER
Feature Extraction ‘

Succecshe Map Rednce ' Pt
eavure Extrac i
B PP = = e
B o @

Simtlarity Mearures
Map Reduce

Fig. 11. The Architecture of our Proposed Hadoop Framework.

The aim of the offline phase is converting the image
database; that loaded to HDFS, to the features database that
stored in the HDFS, using the following steps:

1) Sequence file map reduce: The is the first Map Reduce
job for converting a large number of small image files into a
small number of large files, each containing a number of key-
value pairs where the key is an image number and the value is
the image data. The size of each large file is 64 MB.

2) Successive map reduce jobs: The aim of this step is to
distribute our FDLNP method for extracting the features from
sequence files by executing successive map-reduce jobs, and
building the features database. The function of each job
illustrated in the Fig.12. The output of each map reduce job is
the input of the next one, and the output of the last job is the
feature database in form of <image number, feature vector>
that stored in the HDFS.
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* HDFS Sequence File

* Caleulate the following: Min Q.
Job 1  of LNP histogram

tizer, Max Quantizers, weighted

Calculate the following: Min RNEC Matrix, Min Direction
Job 2 Matrix, Max RNEC Matrix, Max Direction Matrix

Calculate the following: Min ENEDC Matrix, Min Full Direction
Job 3  Matrixes, Max ENEDC Matrix, Max Full Direction Matrixey

Caleulate GLOCM for each matrix, devive GLOM Features,
Job 4 Weighted Features, Fused with NP histogram

* HDFS Feature Database <Imuge Number, Feature Vector>

Fig. 12. Our Proposed Method in mAP Reduce Model.

In this experiment, we are interest in measurement the
execution time of offline and online phases, on the Hadoop
cluster that contains one master node and two slave nodes.

We used partial Corel 10 k database, by taking 5 images
from each class, then 10, 20 and so on, for measuring the time
of executing the proposed system in the cluster comparing to
the time of executing the proposed system in local node.

The Fig.13-4a, illustrated the comparisons of executing the
proposed method on local and cluster nodes in the offline
phase. We noticed that the time of proposed method in the
local node less than cluster for small number of images (until
3000 images) because the Hadoop start with preprocessing
step for generating Sequence File. Whereas the Hadoop
cluster spends less time for processing large number of images
comparing with the local node.

In the online phase, the aim of the cluster is to calculating
the similarity distance, whereas extracting features from the
query image done by server node. The Fig.13-b, illustrated the
time comparison between local and cluster nodes in similarity
measuring. As in the offline phase, the local node better than
the Hadoop for less number of images, whereas the need of
the Hadoop be in processing large number of images for
reducing the execution time as much as possible. The online
phase connects directly with the user who inputs the query
image and waits the similar retrieving images, so we are much
interested in reducing the processing time in online phase, and
this the reason for using map-reduce in measuring the
similarity distances.

Vol. 12, No. 1, 2021
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Fig. 13. Comparison of the Execution Time between Local and Cluster Nodes
for the Offline and Online Phases in CBIR System.

VI. CONCLUSIONS

In this work, we proposed a novel method for retrieving
color and texture images, known as FDLNP that start with
generating the min and max Quantizer, followed by Eight
Neighbors Euclidean Decimal Coding matrix and Full
Directions Matrixes. After that, we extract GLCM matrix from
previous matrixes to derive the features from each GLCM.
Finally, we fused those features with the LNP histogram to get
the final feature vector, which is a bit long feature vector. For
reducing the feature vector length, we proposed five extended
versions of FDLNP, by generating partial directions matrixes
instead of full directions matrixes. Our proposed methods
improved the performance measures in terms of Precision,
Recall, mAP, and ARR comparing with some recent works.
For enhancing the image retrieval accuracy, we combined our
proposed method with machine learning algorithms.
Moreover, we proposed a distributed framework to execute
our method in map reduce model to get the ability to process a
huge number of images in a reasonable time.
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VII. FUTURE WORK

In the future, we can enhance our proposed methods to
give efficient outcomes for special characterization images as
satellite, thermal, and medical images. Moreover, we can use
CBIR with the SPARK framework for decreasing the
processing time and comparing the spark framework with the
Hadoop framework in terms of scalability, fault tolerance,
performance, and response time.
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Abstract—Poetry covers a vast part of the literature of any
language. Similarly, Hindi poetry is also having a massive
portion in Hindi literature. In Hindi poetry construction, it is
necessary to take care of various verse writing rules. This paper
focuses on the automatic metadata generation from such poems
by computational linguistics integrated advance and systematic,
prosody rule-based modeling and detection procedures specially
designed for Hindi poetry. The paper covers various challenges
and the best possible solutions for those challenges, describing
the methodology to generate automatic metadata for “Chhand”
based on the poems’ stanzas. It also provides some advanced
information and techniques for metadata generation for
“Muktak Chhands”. Rules of the “Chhands” incorporated in this
research were identified, verified, and modeled as per the
computational linguistics perspective the very first time, which
required a lot of effort and time. In this research work, 111
different “Chhand” rules were found. This paper presents rule-
based modeling of all of the “Chhands”. Out of the all modeled
“Chhands” the research work covers 53 “Chhands” for which at
least 20 to 277 examples were found and used for automatic
processing of the data for metadata generation. For this research
work, the automatic metadata generator processed 3120 UTF-8
based inputs of 53 Hindi “Chhand” types, achieved 95.02%
overall accuracy, and the overall failure rate was 4.98%. The
minimum time taken for the processing of “Chhand” for
metadata generation was 1.12 seconds, and the maximum was
91.79 seconds.

Keywords—Chhand;  computational Hindi;
metadata; poetry; prosody; stanza; verse

linguistics;

I.  INTRODUCTION

Hindi (‘&) is known as a prevalent language. According
to India’s 2011 census, there were 322 million native speakers
with Hindi as their first language [1]. The script is required to
write any language. For the Hindi language, the writing script
is Devanagari (=ar’), which is fourth in the world when it
comes to the most widely adopted writing systems [2]. With
the help of the Devanagari script, more than 120 languages are
written all over the world. As per The Unicode Standard,
Version 13.0, the Devanagari Unicode range is 0900-097F [3].

Poetries hold an irreplaceable place in the world of
literature in every language. Any poem’s creation usually
follows some specific patterns or rules known as prosody or
poetics. Based on the prosody rules, it can be detected and
decided that what kind of poem or part of the poem is, but the
patterns may differ from language to language, and even in the
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same language, there can be plenty of prosody rules-based
patterns [4].

There are two types of language processing approaches in
the computational linguistics research domain: the text-based
and speech-based approaches [5]. Both methods are required
and play a vital role in research in the context of poetry. The
text-based system is for working with the significant part of
text-oriented rules, and for speech-related practices and
patterns, the speech-based approach can be useful to fulfill the
research demands. These approaches are adopted and followed
based on the need and the nature of the research problem [6].

This research work revolves around Hindi poetry and its
different prosody related rules. A significant part of the
prosody rules is composed of the order of letters and their
frequency. With the text-based approach of computational
linguistics, the practices of the composition of stanza were
initially systematically classified. Furthermore, the rules were
used in the best possible way to carry out the rule-based
modeling for the generation of the metadata automatically. In
this research work, A proper classification structure will be
introduced for Hindi verses. The research will also attempt to
detect and identify the Hindi verse based on their appropriate
formation rules.

Many verses are written in the Hindi language. This
composition of verses in Hindi has been from ancient times.
The knowledge hidden behind the rules of the creation of
verses has inspired us to do this research work. The authors
strongly believe that this research work will prove a milestone
to preserve these verses’ composition and give a new direction
in computational linguistics research.

The rest of the paper has five major sections: literature
review, the knowledge base about the Hindi stanza,
Methodology, Results, and Conclusion. One can get a better
idea of current research need or gap by going through the
literature review first. The next part explains the systematic
classification of the stanza specially introduced by this research
work. Further, to understand the methodology, formation, and
calculation, details of the stanzas are discussed in depth. Based
on the various test and experiments, the result section focuses
on the outcomes. Finally, based on the complete research work,
the overall conclusion is discussed in the last conclusion
section, consisting of all significant findings, developments,
and results during the research journey.
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Il. LITERATURE REVIEW

A literature review is a fundamental part of any research
work. For the same, best efforts had been given to find out the
relevant research works. Research work directly related to the
metadata generation, related to the Hindi Prosody, and
precisely basis on the Computation Linguistics not found.
Some nearby research work related to computational linguistics
or metadata generation were seen, which are enlighten here.

Efforts were made to find Indian regional languages related
research works to know the research’s standing specifically in
the Indian languages segment. Moreover, it was found that
different research work focusing on the various aspects of
problems in Indian language-based studies. Audichya and Saini
[7] introduced a way through computational linguistics
approach for the automatic metadata generation based on the
unified rule-based technique for Hindi poetries. They achieved
nearly 98% of correct results. Rest errors were due to some
input and provided data-related issues. Joshi and Kushwah [8]
did research studies that emphasize the detection of ‘wurg’
(Chaupai — A type of Hindi verses) and achieved more than
85% accuracy in detection. They found the issues because
some poets usually increase or decrease the ‘Matras’ to
maintain the rhythm or flow due to some different structured
but similar sounding words in the end. They also did some
research on another Hindi verse named %=r” (Rola — A type of
Hindi verses) detection and were able to achieve around 89%
of accuracy [9]. The remaining accuracy was not gained due to
assumptions of the poets while creating and because of the
higher sum value of ‘“wmsr (Matras — Quantity) than the
expected threshold.

Bafna and Saini [10] tried to classify the Hindi verses based
on the various Machine Learning algorithms. They did a
comparative study of SVM, Decision Tree, Neural Network,
and Naive Byes on 697 poem classification. In another
research work, they did Hindi poetry classification using Eager
supervised machine learning algorithms and evaluated using
the misclassification error [11]. Research work to predict the
Hindi verse class using concept learning done by these
researchers in which they found that K-nearest neighbors
performed better [12].

Kaur and Saini [13] worked on Punjabi Poems’
classification using ten different Machine Learning algorithms.
In several other research works, they worked on various
Punjabi poems using poetic features, linguistic Features, and
Weighting [14-15]. They designed a content-based Punjabi
poetry classifier using WEKA using different machine learning
algorithms in another research work. They found that the
Support Vector Machine algorithm was the best performing
accuracy of 76.02% [16-17].

Pal and Patel [18] researched the development of a model
based on the nine ‘Ras’ and tried to classify it using Machine
Learning modeling. Saini and Kaur [19] also did emotion
detection-based research focusing on ‘Navrasa’ using machine
learning algorithm Naive Bayes (NB) and Support Vector
Machine (SVM), SVM performed better with 70.02% overall
accuracy.

Vol. 12, No. 1, 2021

Bafna and Saini [20] also worked for the Hindi and Marathi
language Prose and Verse application-based researches. Apart
from that, research work from the same researchers introduced
in which they have given a technique for Hindi Verses and
Proses to identify context-based standard tokens [21].

Some research work in the Sanskrit language based on
Computational Linguistics was also found [22]. Apart from
that, other research works for automatic metadata generation
[23], text-based document classification [24-25], and
computational linguistics-based metadata building research
(CLiMB) works were explored too [26].

The internationally well-known foreign language-based
research was analyzed to see the research works, current
trends, and progress related to the different language-based
works. While reviewing, some excellent foreign language-
based research works were found. In a research work of Arabic
poetry, emotion classification using machine learning was
carried out by Alsharif, AlShamaa, and Ghneim [27]. Hamidi,
Razzazi, and Ghaemmaghami [28] researched using Support
Vector Machines for the Persian automatic meter classification.
In some other research works, researchers have explored
Arabic, Bengali, Chinese, English, Hindi, Marathi, Oriya,
Persian, Punjabi, and Urdu languages [29-31].

Based on this literature review, it was realized that there is
still a lack of essential research for the Hindi poem’s automatic
metadata generation. Before that, a special effort to structure
the combination of the universal unified Prosody (‘Chhand’)
rules systematically is the need of the hour. Furthermore, a
robust method based on those rules for metadata generation is
the demand of this research wing.

I1l. IDEA TO SYSTEMATIZE HINDI PROSODY RULES

To know the core idea to systematize the Hindi poetry
rules, one needs to know about the Hindi poetry first so let us
know about the same in brief. This research work is dealing
with the various aspects of Hindi poetry. Let us first know
what the essential elements of the construction of the Hindi
poems are. There are three necessary parts which are: =g’
(‘Chhand’ - Prosody or Verse), ‘swsr’ (‘Alankar’ - Figure of
speech) and ‘@’ (‘Ras’ - Sentiment). This research work covers
the prosody or verse (‘&g’) part in-depth, including the proper
systematic collection of prosody rules and standardizing the
classification for future research purposes. The term ‘Chhand’
or ‘Chhands’ is used to address the Hindi verse or stanza in this
research paper.

To understand the ‘Chhand’ better, one must know about
the parts of ‘Chhands’ that need to be taken care of while
writing a poem. The six central components for various types
of ‘Chhand’ writing are 1. Stanza (“=rwr 1 wre’-‘Charan ya Pad’),
2. Characters and Quantity (‘avf @ wenr’-‘Varn Va Matra’), 3.
Flow (‘nfi’-‘Gati’), 4. Pause (afe’-‘Yati’), 5. End of Stanza
(‘¥’-‘Tuk’), 6. Predefined Sequence of Characters (mr’-
‘Gana’) [32-34].

These components play a vital role in different rules, and
some are having other aspects as well. Let us see each one by
one very quickly. Stanzas usually have a fixed number of
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characters and quantity based on those characters. There are
two types of characters 1. Short (‘s=’-‘Hrasva’) and 2. Long
(‘de’-‘Dirgha’). ‘Hrasva’ is denoted from the symbol ()
while counting quantity is considered one (1). These (‘=7’, ¥
(fz), 9 (=), = (:3)) characters are regarded as ‘Hrasva’
while calculating quantity. ‘Dirgha’ holds two (2) quantities at
the time of quantity calculation and is represented by the
symbol (‘s’). These (‘= (), € (@), & (9), T (0), ¥
(o), ol (o), o (2ad), ‘o (243), ‘et (o)) are considered
as ‘Dirgha’. For which knowledge of quantity calculation rules
(‘amm e fm’)[35-37] is required, that is covered in section
3.1.1 of this paper. The predefined fixed sequence of characters
group made up of three character’s (‘av’-‘Varna’) combination.
There are eight such groups which are known as ‘Gana’
namely: 1. ‘YaGana’ (‘@mr’), 2. ‘MaGana’ (‘amr’), 3. ‘TaGana’
(‘emr), 4. ‘RaGana’ (‘vmr’), 5. ‘JaGana’ (smr’), 6. ‘BhaGana’
(‘wmr’), 7. ‘NaGana’ (<wmr’), 8. ‘SaGana’ (“emr’). Let us see the
quantity calculation’s different rules to understand the further
analyses better and know more in-depth about the ‘Chhands’.

A. Quantity Calculation Rules Simplified

Plenty of poetry rules were tested and authenticated to
found appropriate stanza formation rules. Some manual
calculations were carried out to know the rules and figure out
the facts out of those calculations results. To validate the
identified and authenticated rules information from various
sources such as advice from some experts, the notes provided
by them, some ancient books [32,33,40], online articles, some
books which contain some or very minimal parts of ‘Chhands’
were also considered [38-41]. The research work designed and
carried out is a very smooth and systematic way to adopt the
new or missing rules if some additional information or practice
is found in the future that can also be incorporated easily. Here
mentioning the only rules considered for the calculations, and
there may or may not be the chance of some new or old rules to
be found in the future.

To perform the research work as a researcher or become an
influential ‘Chhands’ writer, one must know the rules for better
results to know more about the poems and understand the
‘Chhands’ from the core. Let us see basic simplified rules of
‘Matra Ganna’ or quantity calculation for Hindi.

The ‘Chhand’ rules are identified, verified, and modeled in
the computational linguistics aspect very first time in this
research area. It requires a lot of effort and time to scrutinize
and model something that not already standardize. Along with
that, the special exceptional rules were incorporated.

1) Common Rules

a) Each ‘Hrasva’ Vowel (‘g&a w@’) which are (‘#1, 3, 3,
=) is counted as one quantity and are called Small (‘=g -
‘Laghu’).

b) Each ‘Dirgh’ Vowel (‘& ') which are (‘am, ¥, 3, T,
T, a7, 3f, ¥”) is counted as two quantity and known as Large
(“r’- ‘Guru’).

¢) Each Consonant is also counted as one at the time of
quantity calculation and considered ‘Laghu’. The following

Vol. 12, No. 1, 2021

are the consonants: ‘%, @, 71, 9,8, 9,3, 9, &, 9, , 3, §, &, 7, T, ¥,
g, 9,9,9,% 9 983,144 77Y437. Example: =@ = 11, ™ =
111, =ema = 1111,

d) On applying diacritics of ‘Hrasva’ Vowel (‘gw &’)
which are (‘f:’, ‘¢3’, “<;”) on any consonant does not change
the quantity count and considered as ‘Laghu’ only so counted
as one quantity only. Example: fra=11, fq@=11, fm=11, ga=11,
gager=1111, =f=11.

e) On applying diacritics of ‘Dirgh’ Vowel (& ')
which are (“o’, ‘cofY, ‘oo, fod?, fodd?, foo, ool ‘oo,
‘3¢x’) on any consonant change the quantity count and
considered as ‘Dirgh’ so counted as two quantity instead of 1.
Example: sen=22, =w@m=122, fen=12, &en=22, =21,
=211, wam=1122,

2) Special - Exceptional Rules:

a) A special rule of the ‘Anunasik’ or ‘Ardh
Chandrabindu’ (‘<2”) is that if ‘Anunasik’ (‘:3”) is applied to
consonants which are considered as ‘Laghu’ and are not
applied with any ‘Harsva’ Diacritic than quantity is regarded
as one only as it is treated as ‘Laghu’. If used on the ‘Harsva’,
no changes in quantity and considered as two quantities.
Example: g=12, =ie=21.

b) Ligature or Joint Character at the starting of any
word is considered ‘Laghu’ and counted as one quantity only.
Example: sw=11, wm=121, =ma=21.

c) Ligature or Joint Character at the starting of any
word is along with ‘Dirgh’ Vowel diacritic than considered
‘Guru’ and counted as two quantities, and Half Characters
value becomes 0. Example: ymar=22, sm=21, =am=21.

d) Before ligature, the <‘Laghu’ characters are
considered ‘Guru’, and quantities become two instead of one.
Example: g=21, =ig=21, mi=21, gu=21, sremg=221, fw=221.

e) Before the ligature, the ‘Guru’ characters are
considered ‘Guru’, and quantity is counted as two quantities.
Example: stem=22, ywis=221, wrerremi=21221.

f) If the next character after the ligature is ®” and
‘Dirgh’ Vowel Diacritic, then half the Characters value
becomes zero. Example: s=a=121, seer=121, grer=122.

g) If the next character after the ligature is ‘¥ with
‘Laghu’ Vowel Diacritic or Laghu Character, there will be no
change in calculation rules. Example: geer=211, srees=211.

3) Most affecting exceptions: Sometimes at the end of the
stanza, if there is ‘Laghu’, it is considered ‘Guru’ as per the
pronunciation. Also, some poets usually increase and decrease
the diacritics to maintain the flow or their own choices. Some
poet usually takes references from the existing ‘Chhand’
creation rules but does not follow those rules completely,
which affects the automatic detection. Apart from the poorly
formatted and junk characters added by avoiding the
formation rules such as emojis, universal special characters,
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special characters from other languages considered as the junk
characters, and lower down the result accuracy.

After applying these rules, once one gets the allocated
guantity, one needs to sum those quantities on a different basis
as per the requirement. One example is here for the sum of the
word-level quantity sum.

Example: warm =2221=2+2+2+1=7,9a=21=2+1=3

4) ‘Gana’ Sequence: For ‘Varnik’ verses the ‘Gana’ is
used in sequence-related rules, one needs to know more about
the ‘Gana’, so Table I will show more about ‘Gana’. Table | is
representing symbolic representation along with the example
of all eight ‘Gana’.

That is all about the calculation-related rules and ways,
which will help us understand the research work better and
surely help future research works. These rules were needed to
simplify, and a proper standardized flow by putting massive
efforts and experiments were required. It was more challenging
to manage everything because no such pertinent standard
research-level articles or bases were found.

B. Structure Creation of Hindi’ Chhands’ from a Research
Perspective

When the authors started finding the information related to
the ‘Chhands’, it was found that only a tiny amount of properly
arranged information is available [34], and whatever is
available is also having some contradiction at different sources.
For instance, Different rules and creation information of
‘Bujangi Chhand’ were found at various places [42-43]. It has
been observed that the available data cannot be used with the
research perspectives. With whatever information collected
from the different sources which are mentioned in Section 3.1,
manually analyzed, validated and once after proper
authentication, this decision is made that whatever is available
needs to be systemized first and for which an adequate
structure creation is required, so this is an effort towards the
same.

There are two mainstream types of ‘Chhands’, which are
‘Vedic Chhands’ and ‘Laukik Chhands’. ‘Vedic Chhands’ are
coming from Vedas’ ancient times and mostly written in the
Sanskrit language, as mentioned in the ‘Agni Purana’ [44]. A
saint and mathematician named Pingala [45] have written
‘Chhandshastra’ based on the ‘Chhands’ only in ancient times.
One of the best and trendy examples of ‘Vedic Chhand’ is a
‘Chhand’ named ‘Gayatri Chhand (et ®2)°. Gayatri Mantra,
written in the Sanskrit language, is the best example of the
‘Gayatri Chhand’. ‘3% vy @ qeafoqed Wit doe: dfmfe el ar =
yeigarg” (‘om bhur bhuvah svah tat savitur varenyam bhargo
devasya dhimahi dhiyo yo nah prachodayat’ — Let us pray to
God who had produced this universe, may He enlighten us with
spirituality) [46].

Vol. 12, No. 1, 2021

‘Laukik Chhands’ are the verses written by people and are
not a part of Vedas. These are reported in both Sanskrit and the
Hindi language. As the research work focuses on Hindi poetry,
only Hindi ‘Chhands’ will be discussed. These verses can be
classified into three classes based on the nature of rules of
‘Chhand’ writing, which are: 1. ‘Matrik Chhands (= 7)°, 2.
‘Varnik Vrutt/Chhands (afifs  F@/s=)’, 3. ‘Mukt/Muktak

Chhands (/7w 83)°.

1) ‘Matrik Chhands’: Hindi verses written with the fixed
number of quantities in all the four stanzas based on the
different predefined ‘Chhand’ creation rules are known as
‘Matrik Chhand’. In this kind of ‘Chhands’, the sequence of
characters discussed earlier, ‘Laghu Varna’ and ‘Guru Varna’
or ‘Gana’, does not matter. Some most popular ‘Matrik
Chhands’ were managed and structured in systematic classes.
There are several classes of ‘Matrik Chhands’: 1. ‘Sam Matrik
Chhand’, 2. ‘Ardh Sam Matrik Chhand’, 3. ‘Visham Matrik
Chhand’. Let us see in a managed and specific structured
manner in Table II.

Table 11 shows the names of ‘Chhand’, classification type,
and subtypes of ‘Chhand’ along with the ‘Matra Counts’ used
for the detection at the time of rule-based modeling. Apart
from these classifications and ‘Matra’ count, some more rules
are associated with the specific verses, and these rules change
for every verse. A few ‘Sam Matrik Chhand’, some ‘Ardh Sam
Matrik Chhand’ and ‘Visham Matrik Chhand’ are shown in
Tables Il and IV.

Table 1l shows the information about the ‘Ardh Sam
Matrik Chhands’ in which it can be seen that ‘Matra’ count of
even and odd stanzas are different. Let’s see something about
‘Visham Matrik Chhands’ as well.

Table IV representing ‘Visham Matrik Chhand’, the remark
of ‘Kundliya’ says that it can be authored by combining two
verses named ‘Doha’ and ‘Rola’. This section was the most
about the ‘Matrik Chhands’. Let us see the next primary class
of ‘Chhands’.

TABLE I. ‘GANA’ WITH THEIR RESPECTIVE EXAMPLES
Sr. No. Gana Symbolic Representation Example
1 o ss5 St
2 o Il IRA
3 SO sll qrad
4 Bu) Iss AT
5 Sl N Spr
6 [T sis fugcal
7 oy s STt
8 o ssi TR
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TABLE II. SOME ‘SAM l\l/\l/IATRIK ((::HHANDS’ WITH THEIR RESPECTIVE not seem to be appropriate as the list goes on and on and the
ATRALOUNT remaining ‘Chhands’ are not having much information
Sr.No. Chhand Type SubType | Matra Count available. Mgnaged |r_1format|on consisting of these verses how
the relevant information of already written poems and if some
1 e iR ge | e g3 24 new types follow specific rules, such new classes can be
2 efofifa [ eufifee | WOE @S | wwhe o 28 organized in systematic management. If research demands new
3 Sl mhwEe | G ge 16 or additional information blocks for each ‘Chhand’ can also be
4 T (@) i ss | whE gs 26 added, it was not possible until now due to cluttered and
s —— pr——— r— m unmanaged raw information.
6 e b ee | wwhE ae 12 One more point to be noted here is that this information is
7 . S [ — 32 just the core detailing of the verse creation structures. Along
3 —— 2% with that, there are still some more things are there which need
to be managed and differs from one verse type to another verse
TABLE Il SOME “ARDH SAM MATRIK CHHANDS® WITH THEIR typf_. The conceptual part will be discussed in the methodology
RESPECTIVE MATRA COUNT section.
Even Odd TABLE V. SOME “VARNIK CHHANDS’
Sr.No. | Chhand Type Sub Type Matra | Matra
Count | Count Sr. Sub Varna Symbolic
1 T o e PSP 11 13 No. Chhand | Type Type Count Sequence Representation
2 et i B | STSEwHIRE Be 13 11 1 Eecel aftter grafies | 11 E’ ::UT% SSSSSISSISS
3 FTAA(STSEHTE) wfhge | sgwEmbEm e | 15 13 W;TUTQ
2 SIS vl wrafies | 11 T ISISSIISISS
4 Eic nhwer | sdwmbEmes | 7 12 ST, T, T
- wfm g | sdembEe | 14 1 T,
5 s 0 3 aEdfdesr | aftfs guafts | 14 ST, S, SsIsllisIIsISs
6 Giced sk @8 | STSEHHIEE 98 16 14 T®TE
7 FF o @8 | STEEHwIh B9 16 14 T, T,
e afte | wEhiE
8 frefsmrei/mbe wder b | wgwmhm e | 16 15 4 15 m o, | ISSSIssIss
TATOT, T,
TABLE IV.  SOME ‘VISHAM MATRIK CHHANDS’ 5 wemmen | At | s | 17 st o, ssSSIIllISSISsISS
Sr.No. Chhand Type Sub Type Remark oL T T
1 Faferm it B3 ey s &2 et + e IV. METHODOLOGY
9 — P e i . Based on the systemized rules, the best attempts were made
to provide the best possible concrete concept for the automatic

2) ‘Varnik Chhands ":In the creation or writing of ‘Varnik
Chhands’, the ‘Gana’ plays a vital role as these verses are
based on the characters or ‘Varnas’. The predefined sequences
as per specific rules need to be maintained for each ‘Chhand’
according to the different arrangements of ‘Gana’, ‘Laghu’,
and ‘Guru’ characters. Table V shows some of the ‘Varnik
Chhands’ and the rules and the symbolic representation of the
different regulations.

Here it can be seen that the characters’ sequence matters
the most and is based on those eight ‘Gana’, ‘Guru’, and
‘Laghu’ characters. Here a few ‘Matrik’ and ‘Varnik’ verses
are included only. Similarly, ‘Ardh Sam Varnik’ and ‘Visham
Varnik’ information can be managed and organized.

There are plenty of verses available. So, telling how many
‘Chhands’ exist is impossible now, but that does not mean that
the remaining possibilities should left, so the significant rules
and classification-related information were added for many
‘Chhands’, including the ‘Chhands’ for which examples or
information are less available. Fifty-three different verses
information were added here, but to add all the verses is does

metadata generation for Hindi poetries by incorporating the
rules-based unified modeling. This research work consists of
multiple existing Hindi verses and trying to cover up every
poetry that has been already written and having a systematic
writing rule but is not found or missing until now and will be
written in the future.

A. Data Pre-Processing

UTF-8 standard encoded data for Devanagari was chosen to
work with as input for automatic metadata generator to use and
integrate with the latest technologies will be more comfortable
in the future. The automatic metadata generator expects the
information in the form of the UTF-8 based complete poems or
a few lines or part of poems [3]. These lines are further
processed for the pre-processing of the input for passing it for
the further calculations after some necessary trimming and
cleaning operations. Once the pre-processed data is ready after
the cleaning operation, the cleaned data can be passed for the
next separation-related operations. There are several levels of
the separation-related processes that occur as per the demand
of this research work. The first stage of the separation of data is
for the line-level break based on the new line character ‘\n’ as
the standard delimiter for separating the lines. After separating
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the lines, the lines need to be split further into the parts known
as ‘Charans’ or stanzas of the verse. Separation consists of a
few delimiters (°,’, ‘|| %, ‘| ©). If there is any remaining delimiter
that needs to be used, it can be used too easily. After the
‘Charan’ separation, the separate stanzas need to chop into the
words by performing word-level separation. Each separated
word further needs to be divided into the characters and
diacritics.

B. ‘Chhand’ Detection based on the Classification

One might wonder why this much separation is required, so
the straight forward answer to the curiosity going on here is
that these different separations are needed at different phases.
Based on these separated data, the calculative operations can be
performed efficiently and in an organized manner. Several
kinds of separated data consisting of the line, stanza, words,
and character level separation helps in getting so much
meaningful information such as word count, character count,
diacritic count, stanza count, the sequence of the words and
characters, and these pieces of information help retrieve the
more meaningful data while processing the data further.

Let us now understand this concept with an example for
better conceptual clarity. Here is an example of one of the
Hindi verse type ‘Doha’ from ‘Hanuman Chalisa’ by a well-
known poet-saint Tulsidas [47]: ‘Tema"a dee &, #ret Wq &9 | T
@@ i afed, gea s@g @ 99 ||° (‘Pavan tanay sankat harana,
mangala murati roop. Ram lakhana sita sahita, Hriday basahu
soor bhoop - Oh! conqueror of the Wind, Destroyer of all
miseries, you are a symbol of Auspiciousness. Along with Shri
Ram, Lakshman and Sita, reside in my heart. Oh! King of
Gods’).

Here if this text is inputted into metadata generation, the
separation takes place in different forms after cleaning
operations, which are as follow:

Line Separation: (2 Lines)

Line 1: ‘veraa e &, wret 40fd &9,

Line 2: 't o diar wied, &e s6g 9 9

Stanza / ‘Charan’ Separation: (4 Stanzas)

Stanza 1: ‘vema He &

Stanza 2: 'wet qifa w9

Stanza 3: 'tw TR i |fed’

Stanza 4: 'ged swg g AT

Words Separation: (14 Words)

1. ‘v, 2. W=, 3. 7, 4. W, 5. mi, 6. =, 7. T,

8. @a, 9. ", 10. ufed’, 11. ===, 12. =g, 13. ¥, 14. '@

Stanza Wise Words Separation:

1. i vaa, ii. e il s

2. 1., i i e

3. i, i, ii. i, iv. et

4. iz, =g, il gy, v

Character Wise Separation: (53 Characters)

R R P O R BRI < O R o O E i SO O
LR < c R - R O R O O E S B < O SRR - RS
i

[N

[N 1

ll

These are the type of different separations. Separation of
the diacritic count, ‘Guru’ and ‘Laghu’ diacritic counts for the
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diacritic count stats were done. To add how many times half
characters were used the count of the ‘:: is used. After this, all
the main parts come into the implementation, which is the
calculation based on all the rules which can be seen under 3.1
Quantity Calculation Rules Simplified. Let us know the
calculation mechanism for detecting the verse, type, subtype,
and much more. Let us see stanza wise ‘Matra’ allocation and
counting for the given input:

A e T, e R 7|
111111 211 111 211 211 21
1+1+1+1+1+1  2+1+1 1+1+1 2+1+1 2+1+1 2+1
6 4 3 4 4 3
6+4+3=13 4+4+3=11
W™ & e wfy, kS g T Tl
21 111 22 111 111 111 11 21
2+1 1+1+41 242 14141  1+1+41  1+1+1 141 2+1
3 3 4 3 3 3 2 3
3+3+4+3=13 3+3+2+3=11

The ‘Matra’ allocation and the ‘Matra’ Count will be used
further to detect verse after the rule-based modeling of verse
rules automatically. The ‘Matra’ allocation is also used after a
few modifications and merging for character sequence
mapping, specifically for “Varnik” verses.

After this allocation and ‘Matra’ counting, the input passes
through the different set of rule-based methods specifically
designed for the specific verse-based rules. Each verse follows
its own unique set of rules. The 53 verses were rule-based
modeled, which can be detected in a bottom-up approach in
which the verse is seen first. Later on, the verse type and
subtype can be mapped with the already available and
systematically managed list of types and subtypes
relationships.

The provided input must follow all the associated rules of
that particular verse to detect a verse automatically. Let us see
about the given input after the different parts of the processing.

The automatic metadata generator still does not know
which kind of verse it is. However, the metadata generator is
modeled with rule-based modeling. The rules for the verse
named ‘Doha’ are already available, so once it will process the
data, it is capable enough to say that the provided input was
‘Doha’. Let us know more about how it can be said
automatically. For ‘Doha’ writing, it is a rule that the odd
stanzas’ Matra’ count must be 13, and even stanzas ‘Matra’
count must be 11.

Along with that, even stanzas should end with the ‘Laghu’
character. Now when the ‘“Matra’ count operation is performed
on the 1st and 3rd stanzas, ‘Matra’ counts are 13,13 and 2nd
and 4th stanzas ‘Matra’ counts are 11, 11 respectively, also you
can see that at the end of 2nd and 4th stanza there is ‘Laghu’
character. After this much modeling, the metadata generator is
aware of the input and can say that it is a ‘Doha’. A
systematically organized hierarchy from which ‘Doha’ can be
mapped as ‘Matrik’ type and ‘Ardh Sam Martik’ subtype.

Similarly, for the ‘Varnik’ verses, there are different
character sequence-based rules that work on the sequences
related rules specified for the particular verses and are based on
the ‘Gana’, ‘Guru’ and ‘Laghu’ sequences only. In ‘Varnik’
verses, each of the verses has its own unique rule and needs to
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be managed separately. Similarly, after detecting each ‘Varnik’
verse, its type and subtype can be seen form the mapping with
the systematically organized hierarchy of verse.

Even after this much processing, if any verses are not found
or detected, they are considered the ‘Muktak’ verses.

C. Advance ‘Muktak’ Detection

Thought of  advancement  concerning  research
computationally means something which does not exist or
available yet. During research, the need for this was felt the
most, usually whenever the ‘Chhand’ detection takes place,
and the input gets detected as ‘Muktak’. In that case, the input
gets chopped into several parts again until it is possible to till
‘Charan’ level separation. Those separated parts are processed
again from scratch as separate input and from which the results
get recorded. At last, Metadata Generator can tell us that in
‘Muktak’ verses also it tried to find out if any part of the
‘Muktak’ verses is using any ‘Matrik’ or ‘Varnik’ verse rules
than that will also be detected. That can be one or more than
one ‘Chhand’ rules combination.

Apart from this, while processing the individual input,
which uses only one type of ‘Chhand’ rules, some specific part
was having some issues. Because of this mechanism, the input
first goes into the ‘Muktak’ part. Except for the faulty/issue
part, all remaining parts get detected as the specific ‘Chhand’,
so metadata generator can generate data as the input is having
this particular ‘Chhand’ and is the primary reason for the
higher accuracy success rate of this metadata generator.

D. Stop Words Filtering

After this, to add a few more advancements into this
metadata generator, detecting stop words from the given input
is one of those advancements. Stop words are filtered through
the list of already carried out hybrid research work [48],
specifically on the stop words for Hindi's stop words. Filtering
the stop words is essential because in the next stage, when the
terms are processed through wordnet, stop words should not be
processed. This filtering gives the metadata generator ability
not to process the stop words while getting meanings from the
wordnet. It saves a lot of execution time as well as improve the
overall efficiency of the metadata generator.

E. Wordnet Integration for Meaning and another Example of
Words

Sometimes a user might want to know the meaning of the
words used in verse, for which after removing the stop word,
the Hindi wordnet named ‘pyiwn’ for the meaning of the words
and the examples were integrated [49]. The wordnet integration
makes the metadata generator more worthy because if a
beginner wants to learn and understand Hindi Poetry should be
aware of the meaning of the poem's words. The user also gets
one another similar example of that work, capable enough to
make sure that how specific word should be used.

The wordnet integration helps the wordnet advancement
too. As it separates, the list of the word does not exist in the
wordnet still, or the meaning of the word is yet not
incorporated in the wordnet. This list can be considered for the
improvement of the ongoing wordnet research works as well.
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F. Example Suggestions of Detected ‘Chhand’

This mechanism is integrated with keeping the scenario in
mind that a user who wants metadata about the input might be
interested in the same types ‘Chhand’ example of the detected
‘Chhand’ type. It gives the user more ability to know and
understand the ‘Chhand’ formation better by comparing the
input with the suggested example. The example sets were
stored in key-value pair in the JavaScript Object Notation
(JSON) file from which any random example gets populated
whenever the specific ‘Chhand’ type gets detected.

G. Additional Several Utilities

Data collection issues were faced during the research work
as the dataset for such research work is not available as of now
directly. A systematic approach was required to avoid
redundant data, to maintain and manage the collecting data in a
decent form. A utility for data collection was also designed to
store and check if the entered data already exists or not, and if
not, it will add the inputted data. The data collection utility is
capable enough to get the single and the multiple inputs from
the Comma Separated Value (CSV) files or Text Files.

A utility to generate some random text-based ‘Chhand’
from the collection of words on the given parameters of the
character set was also developed to test the metadata
generator’s ability to ensure the capacity to handle the
‘Chhand’ types which do not exist currently or can come up in
future. The metadata generator generates the data about the
provided input by combining all the mentioned methodology
parts, gives robust metadata, and strengthens the metadata
performance.

V. RESULTS

Hindi poems can be written using any ‘Chhand’ or any
combination of ‘Chhands’. The research work is sufficient
enough to help in the automatic generation of the metadata
from the Hindi poetries by covering the majority of ‘Chhands’
already and having the capability to incorporate new kinds of
‘Chhands’ in a very systematic manner with ease. Along with
the detection of ‘Chhands’, the metadata generator provides
several meaningful and useful information. Information
includes Word Count, Character Count, Diacritic Count,
Quantity (‘Matra’) Count, Symbolical String Representation,
stop words, Meaning of the words, along with an example of
the use of the word for better understanding. So, the approach
which is followed can be understood better as per this
automatically generated metadata. The result is an example of
metadata output generated by the metadata generator. The
same example discussed in this paper since the beginning for a
better understanding of the metadata generator’s working.

The metadata generator is modeled based on the rules of
the 111 different ‘Chhands’ classification types, subtypes, and
subtypes of subtypes. The 53 different types shown in Table
VI, ‘Chhands’ data were collected for testing and validation.
Each class has at least 20 and a maximum of 277 records based
on the data’s availability, which may vary for different types.
Total 3120 records were found from various sources and
tested, from which 2992 records were detected successfully.
One hundred twenty-eight records were not detected due to
some reasons such as poorly formatted data, some grammar-
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related issues, manipulated words from regional languages,
unnecessary uses of the special symbols, and junk character.

The overall accuracy rate based on the results is 95.02%,
and the failure rate is 04.98%. Fig. 1 represents a graph of the
‘Chhand’ data found, detected, and not found along with the
individual accuracy and failure rates of different ‘Chhands’.
Fig. 1 shows that the various ‘Chhands’ accuracy rate varies
between 84% to 100%, and the failure rate lies between 0%
and 16%. Out of all the 53 different types of ‘Chhands’ data,
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only 5 ‘Chhands’ were having an accuracy rate below 90%,
and the rest all were between 90 and 100%, and in that also 29
were having 95 or more than 95 and 100% accuracy rate. The
lowest accuracy percentage is 84% of ‘Chhapay Chhand’,
which is made up of two different ‘Chhands’, which makes its
construction and detection complex, and due to that, only the
error or issues occurs more. The six best performing ‘Chhands’
with 100% accuracy rate, were ‘Aansu’, ‘Bhujangprayag’,
‘Janak’, ‘Mandakranta’, ‘Muktak’ and ‘Tilka’.

TABLE VI.  PROCESSED ‘CHHAND’ DATA DETAILS

Not Success Failure Time Time Time
Chhand Found Detected Detected | Rate Rate (Min.) (Avg.) (Max.)
1.Aansu 30 30 0 100.00 0.00 1.35 1.53 1.80
2.Ahir 46 43 3 93.48 6.52 1.23 2.32 16.37
3.Barvai 36 35 1 97.22 2.78 1.28 1.58 6.33
4.Bhujangi 78 77 1 98.72 1.28 1.36 6.50 17.29
5.Bhujngprayag 42 42 0 100.00 0.00 1.44 2.84 19.10
6.Chandrika 34 33 1 97.06 2.94 1.30 1.95 5.60
7.Chaupai 100 98 2 98.00 2.00 1.26 1.67 14.66
8.Chhappay 25 21 4 84.00 16.00 1.72 7.24 36.99
9.Chopaiya 20 17 3 85.00 15.00 1.32 2.20 5.26
10.Dhar 35 34 1 97.14 2.86 1.22 4.57 14.65
11.Digpal 40 37 3 92.50 7.50 1.44 2.25 14.96
12.Dodhak 47 45 2 95.74 4.26 1.36 6.85 31.41
13.Doha 277 265 12 95.67 4.33 1.21 1.62 6.40
14.Drutvilmbit 162 161 1 99.38 0.62 1.20 5.53 25.81
15.Durmil Savaiya 58 56 2 96.55 3.45 1.47 7.36 25.54
16.Harigitika 83 80 3 96.39 3.61 1.46 28.16 76.94
17.Janak 36 36 0 100.00 0.00 1.27 1.53 1.98
18.Krupan Dhanakshari 29 27 2 93.10 6.90 1.29 2.08 5.72
19.Kukubh 35 33 2 94.29 5.71 1.34 2.30 14.08
20.Kundlia 35 33 2 94.29 5.71 1.48 3.57 35.59
21.Madira Savaiya 60 56 4 93.33 6.67 1.45 13.48 91.79
22.Malini 105 103 2 98.10 1.90 131 6.45 22.10
23.Mandakrnta 153 153 0 100.00 0.00 1.31 10.60 68.96
24 Manharan Dhanakshari 43 40 3 93.02 6.98 1.27 1.45 2.60
25.Manoram 48 46 2 95.83 4.17 1.40 2.85 13.83
26.Marhatha 25 23 2 92.00 8.00 1.40 2.01 5.45
27.Muktak 58 58 0 100.00 0.00 1.56 11.03 21.65
28.Nidhi 75 72 3 96.00 4.00 1.50 1.90 7.11
29.Nishchal 30 28 2 93.33 6.67 1.36 247 14.52
30.Panchamar 43 41 2 95.35 4.65 1.35 5.16 15.94
31.Piyushvarsh 50 49 1 98.00 2.00 1.29 1.70 13.75
32.Pramanika 39 38 1 97.44 2.56 1.27 7.29 18.65
33.Ras 33 31 2 93.94 6.06 1.29 1.70 5.45
34.Rola 147 140 7 95.24 4.76 131 3.68 38.87
35.Roopmala 20 19 1 95.00 5.00 1.59 7.58 15.55
36.Sagun 24 22 2 91.67 8.33 1.28 2.68 14.92
37.Sar 28 25 3 89.29 10.71 1.28 5.76 2.08
38.Sarsi 38 36 2 94.74 5.26 1.30 1.68 5.61
39.Shankar 30 26 4 86.67 13.33 131 3.28 14.61
40.Shardul Vikridit 32 29 3 90.63 9.38 1.62 17.29 32.02
41.Sindhu 34 32 2 94.12 5.88 1.36 2.62 15.57
42.Sortha 52 51 1 98.08 1.92 1.26 1.49 5.22
43.Sur Dhanakshari 38 37 1 97.37 2.63 1.29 1.63 5.63
44.Swagta 25 23 2 92.00 8.00 1.42 8.32 17.01
45, Tantak 30 27 3 90.00 10.00 1.53 4.60 23.64
46.Tilka 54 54 0 100.00 0.00 1.22 3.65 15.19
47. Tomar 45 41 4 91.11 8.89 1.53 2.82 13.14
48.Tribhangi 27 25 2 92.59 7.41 1.23 4.07 16.86
49.Trotak 52 51 1 98.08 1.92 1.36 3.43 15.37
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50.Ullala 31 30 1 96.77 3.23 1.28 1.82 7.45
51.Vanshasth 109 108 1 99.08 0.92 1.28 12.66 55.10
52.VasantTilka 238 222 16 93.28 6.72 1.20 3.99 22.64
53.Vidhata 56 53 3 94.64 5.36 1.25 1.67 5.34
Total 3120 2992 128 5035.21 264.79 71.69 256.45 1020.07
Maximum 277 265 16 100.00 16.00 1.72 28.16 91.79
Minimum 20 17 0 84.00 0.00 1.20 1.45 1.80
Average 58.87 56.45 2.42 95.00 5.00 1.35 4.84 19.25
Chhand Detection Results
Detection Data, Success and Failure rates
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Fig. 1. Graph Showing ‘Chhand’ Detection Results.

Execution Time Results

Metadata Generation Execution Time
B Time (Min.} @ Time (Max) Time {Avg.)
125
100
5
g 5
L)
E 25

&

BEESEREE BEErpErune et bhocEr BEEREE
L L R
B a1 iU L I

Fig. 2. Graph Showing Execution Time Results.
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Metadata Generator for Hindi Poetry
Content of file:
T EeFE B, T TRI & |
T i e, e ey o ||
Number of characters (Including Space): 74
Number of characters (After Cleaning and With Spaces): 53
Number of Total Diacritics: 13
Number of Total Guru Matra: 8
Number of Total Laghu Matra: 5
Number of Total Half: 0
Number of Words: 14
Number of Lines: 2
Number of Charans: 4
Charan Wise Matra (QTY) Count:
[M1,1,1,1,1,1],[2,1,1], [, 1, 10, [[2, 1, 1], [2, 1, 1], [2, 111,
([2,1],11,1,1],[2, 2], [1, 1, 1], [, 3, 1], [1, 3, 1], [1, 1], [2, 1111
Charan Wise Matra (QTY) Sum: [13, 11, 13, 11]
Charan Wise Varna: [111111211111', '21121121', '2111122111'
'111111112117
Charan Wise Varna Sum: [12, 8, 10, 10]
Found Stop Words: []
Words Meaning & Examples:
dere (Meaning) : freft sfe srem & Scaet B areft el Reerfar forend st wnf 2 et 2
Examples: e & fommt shm e o 2 3 @ |
= (Meaning) : S, Te a1 S &9 & S o o 1
Examples: wraur 3 st s gor feha o |
et (Meaning) : feeft o gra am s el sehr & 81 Tt shig st &1
Examples: &t m st fowert wee foa 2 |
w7 (Meaning) : foret fera, o am v 7t i ford Reafa
Examples: i i srereen & fm o s dien 7 S sweh i R |
Tw (Meaning) : T aerer % T St sATaT fsy o STard qr S &
Examples: f&g +f w st e # § |
e (Meaning) : TS zewe 3 o Sit gl & mF & 3o gu
Examples: crzwor Siereram art s ¥ |
et (Meaning) : T s 1 it qorr 7 Y 7ol
Examples: it w strest aedt of| Hi st ST ST SPTess shi &9 ST S R |
7@ (Meaning) : T i 7z srifes s am et woi-sx i 3 ST 7y 9 2ar &
Examples: siatrean & fepeft stmarst @ 2t 2 1
g (Meaning) : wrt anfe & e a1t 3 1R oft S g5 7 ST §
Examples: z& #few % e #r affat wonfia # 1
a7 (Meaning) : fereft 21 7 s sk i sl
Examples: 3w # s sriven 3 asm 9 |
Words Meaning Not Found: [‘af’, ‘swg’, i, ‘weraar]
Type: mf g2
Sub Type: orf gomites g2
Chhand: @t
Chhand Example:
T AT N FT G, S I W
St i ST T, w i
Time Duration (In Seconds): 3.0534138679504395

N

The authors were unable to find much-existing work in this
area, so comparing research work and the results is not
possible. Any exactly similar work related to the Hindi verses
classification identification was not find that only makes this
work innovative through novelty. There were only two very
nearby research works were found. The first research work was
based on identifying ‘Chaupai’ with 85% accuracy, while this
research gives 98% accuracy. Similarly, another research work
based on ‘Rola’ was seen with 89% accuracy, where this
research provides 95.24% accuracy.

Execution time is also one of the significant aspects of any
research work. Hence execution time was tracked. Fig. 2
represents the execution time graph for the tracked time of
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average, minimum, and maximum time taken by each
‘Chhand’ for the metadata generated by the metadata
generator. It can be seen that the Minimum time taken by
different ‘Chhands’ is between 1.12 seconds and 1.72 seconds,
and the average time taken for execution is between 1.45
seconds and 28.15 seconds. The maximum time is 1.80
seconds to 91.79 seconds. By analyzing all the time-based
results, it was figured out that the inputs which were having
more data took more time. ‘Chhands’, which have a smaller
number of lines, words, or characters, gets detected quicker
than the ‘Chhands’, which have a more significant number of
lines, words, and characters.

V1. CONCLUSIONS AND FUTURE WORK

The authors did a thorough literature review and found that
no research study worked for the classification of Hindi verses
out of all the research works, detection and identification is still
missing. Even the main thing required initially for this type of
research works, the taxonomical hierarchical structure of Hindi
verses was absent.

To conclude, the authors taxonomically structured the
Hindi verse hierarchy initially to begin the research, later the
‘Chhand’ rules were identified, verified, and appropriately
structured with the aspect of the computational linguistics-
based research works, which are managed very well by this
research work. ‘Chhands’ were classified in the standard
classes for better and smooth hierarchical management in this
research work. It was experienced that ‘Chhand’ detection
based on the rules is a complex process. ‘Chhands’ made up of
complicated rules, takes more time to detect. Special exception
rules slow down the execution time as it takes more time to
process and check the data. ‘Chhands’ made up of the
combination of the one or more ‘Chhand’ rules, also takes
more time as they need to be gone through more than once
while detection and metadata generation processing for the
detection. Additionally, this research can extract stop words by
filtering from the existing list of stop words. Wordnet was
incorporated for the meaning and example uses of the phrase.

111 ‘Chhands’ rules were found and modeled, out of which
53 ‘Chhands’ were having at least 20 examples, so 53
‘Chhands’ example data was considered for this research study.
It was concluded that ‘Aansu’, ‘Bhujangprayag’, ‘Janak’,
‘Mandakranta’, ‘Muktak’ and ‘Tilka’ were the six best
performing ‘Chhands’ out of 53 ‘Chhands’ with 100%
accuracy. ‘Chhapay Chhand’ was the lowest performer with
84% accuracy. The examples of the detected ‘Chhand’ were
populated, making it easier to understand the ‘Chhand’ creation
rules with access to another example of the same type of the
detected ‘Chhand’. After carrying out this much research work,
it can be powerfully conveyed that systematized Hindi Prosody
Rules and the concept of automatic metadata generation for
Hindi poetry are capable enough to automatically generate
meaningful metadata. The research work done so far is
sufficient to open a new path for upcoming researchers to think
of some other relevant aspects and further contribute to Natural
Language Processing and Computational linguistics research
domain. For future works to continue this research work in
more in-depth automatic grammatical correction, a speech-
based approach for inputs can be explored and integrated.
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Abstract—Research in object recognition has lately found that
Deep Convolutional Neuronal Networks (CNN) provide a
breakthrough in detection scores, especially in video applications.
This paper presents an approach for object recognition in videos
by combining Kalman filter with CNN. Kalman filter is first
applied for detection, removing the background and then
cropping object. Kalman filtering achieves three important
functions: predicting the future location of the object, reducing
noise and interference from incorrect detections, and associating
multi-objects to tracks. After detection and cropping the moving
object, a CNN model will predict the category of object. The
CNN model is built based on more than 1000 image of humans,
animals and others, with architecture that consists of ten layers.
The first layer, which is the input image, is of 100 * 100 size. The
convolutional layer contains 20 masks with a size of 5 * 5, with a
ruling layer to normalize data, then max-pooling. The proposed
hybrid algorithm has been applied to 8 different videos with total
duration of is 15.4 minutes, containing 23100 frames. In this
experiment, recognition accuracy reached 100%, where the
proposed system outperforms six existing algorithms.

Keywords—Convolution Neural Network (CNN); Kalman
filter; moving object; video tracking

I.  INTRODUCTION

The problem of detection and recognition of moving
objects in deep learning lies in detecting the location of the
object and segmentation with removing its background [1].
The recognition model requires object’s image without
background and a correct categorical label that enables the
model to predict the correct location and label the moving
object [2].

When addressing the recognition mission, the first
important issue to consider is to arrange the class that can be
recognized. It is very important to organize knowledge at
various levels, and this issue has taken a great interest in
Cognitive Psychology, for example in Brown's work, a cat
cannot only be thought of as a cat, but a quadruped, boxer, or
in general an animated being. Cat is the term in the level of
semantic hierarchy that comes to mind most easily, which is
by no means accidental [3, 4]. Experimental results revealed
that there is a basic level in human categorization. The trouble
of object-recognition in digital images have been in the core of
computer-vision research a lot of time ago [5]. Past Pascal
VOC challenge and ongoing Image-Net wide Scale Visual-
Recognition Challenge (ILSVRC) have united significant
operations required for the solution of this matter in video
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Professor, School of Engineering, Edith Cowan University
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scenes. Growing methods in learning with applications in
patient’s monitoring and health care such as in [6, 7].

This paper is motivated by the need for higher accuracy in
the process of finding objects and components within a video,
despite obstacles like the distance being detected by the
camera or blurring of the image while the object is moving,
where these factors contribute to errors in existing techniques.

This paper is organized as follows: Section 2 deals with
related work, while the Section 3 focuses on special details
required for theoretical background. Section 4 discusses the
dataset, and Section 5 explains the proposed work, with results
in Section 6.

Il. RELATED WORK

The problem addressed consists of two directions: object
localization and object recognition. In [8] (2019) the authors
presented a deep neural network algorithm based on the effect
of visual variation applied on iLab 20M dataset of toy vehicle
objects under variations of lighting, viewpoint, background,
and focal setting. The experiment results on 1.751 million
images from iLab 20M showed significant improvement in
accuracy of object detection: DenseNet: 85.6% to 91.6%,
86.5% to 90.71%, AlexNet: 84.5% to 91.6%). CNN improves
variation learning as it is capable of noticing special features
and has better learning of object representations, where it
decreased detection error rate of ResNet by 33%, Alexnet by
43%, and DenseNet by 42. The author in [9] presented a
method for recognizing video objects of interest by applying
the global Label Distribution Protocol (LDP) then applying
the Speeded up Robust Features (SURF) detector. Finally, the
objects in the videos are compared and matched with the
objects of interest. In [10] the Authors presented the low
performers (developmental prosopagnosics (DP)) by the
Cambridge Face Perception Test (CFPT) and Cambridge Face
Memory Task (CFMT) as signification methods for detection
and matching of human face in real time video based on VG
factor in visual domain, where they examined the performance
of 14 individuals whom were contacted because they are more
experienced than their peers at detection and recognizing faces
who scored over 90% correct on the online version of CFMT
Aus. In [11] the Authors presented a tool for detection and
recognition of new object sample in a video by applying the
Hybrid-Incremental Learning method (HIL) with Support
Vector Machine (SVM), which can improve the recognition
ability by learning new object samples and new object
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concepts during the interaction with humans. This hybrid
technique improves the recognition quality by minimizing the
prediction error. In [12] they worked on removing the
background of an image for enhancement of detection and
recognition using CNN model of recognition.

I1l. BACKGROUND

Machine learning is about patterns study that gives
computers the capability to learn without being explicitly
programmed, where during the training phase the machine
learns how to build models and algorithms to predict new
data. The most important type of neural networks in deep
learning is convolutional neural network (CNN), which is
specifically designed for recognition and detection of images.

The author in [13] shows that the performance of various
pooling methods used in detecting pictorial objects can be
obscured by several confounding factors such as the link
between the sample cardinality in the spatial pool and the
resolution at which low-level features have been extracted.
The authors provide a detailed theoretical analysis of max
pooling and average pooling, and give extensive empirical
comparisons for object recognition tasks. The author in [14]
explains Restricted Boltzmann machines using binary
stochastic hidden units, where these can be generalized by
replacing each binary unit by an infinite number of copies all
having the same weight but have progressively more negative
biases. The learning and inference rules for these “Stepped
Sigmoid Units” are unchanged. They can be approximated
efficiently by noisy rectified linear units (ReLU’s). Compared
with binary units, these units learn features that are better for
object recognition on the NORB dataset and face verification
on the Labeled Faces in the Wild dataset. Unlike binary units,
rectified linear units preserve information about relative
intensities as information travels through multiple layers of
feature detectors.

CNN contains many layers of networks that extract
features of an image and detect the class for which it belongs;
of course, after it is trained with a set of standard images. The
architecture and work of CNN is detailed in [15,16].

CNN contains layers, in every layer we convert one size to
another through a differentiable procedure. Three types of
layers construct a CNN: Convolutional Layer, Pooling Layer,
Fully Connected Layer. The first stage is the convolutional
layer which processes the image to extract only salient
features in it. Filtering the input image to produce the feature
map or activation map [17]. Convolution is pure mathematical
method achieved in three stages: the first stage is sliding mask
feature and image matching patch, second stage is to multiply
each input image part (of size equals the mask size) with
mask, third stage is the sum of all these multiplications to find
the average, then filling the result in a new matrix of features
[18].

The second part in the structure of CNN model is the pool
operation to shrink the input image matrix for every feature
acquired from previous step (convolutional). This is achieved
by first selecting appropriate mask size 2 or 3, then selecting a
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stride moving area of image pixels, usually 2, then sliding the
mask over convoluted images [19]; and finally, picking the
maximum value form every mask. The third part in the
structure of CNN model is the ReLU activation function,
through which we pass the pooling result where every pixel
that is less than zero will be nulled.

The final part in the structure of CNN model is the
classification layer, which is a fully connected layer in which
we decide the label of the input data, decided based on the
highest voted category [20]. The layers of the convolution
network can decrease the error of classification using back
propagation to produce best prediction. Layers are passed
through multiple times (in iterative fashion) [21].

IV. THE DATASET

In this work we build a dataset containing 1000 images
from animal and human images from CIFAR-10 database,
where each image has the size of 100*100 pixels.

V. THE PROPOSED APPROACH

In this work we build a dataset containing 1000 images
from animal and human images from CIFAR-10 database,
where each image has the size of 100*100 pixels.

A. Detection of Moving Object with Kalman Filter

The approach uses repetitive prediction and correction to
compute the correct location of the object by comparing the
current state with previous state of the object recorded in the
history of guessing. Kalman filter algorithm is simply the best
tool here as it is based on recursive procedure. Kalman filter
has a measurement relation and a state model as shown in the
following equations:

s(t) = O(t-1) s(t-1) + w(t) Q)
z(t) = H(®) s(t) + v(t) )

where v(t), w(t) are noise processes of Gaussian
distribution with zero average, H(t) is measurement matrix,
and O(t-1) is the state transition matrix. After collecting
videos of multiple objects, the following Algorithm for
detection and tracking of objects is presented. Table I clarifies
the details of the steps used in this algorithm.

TABLE I. DETECTION AND BACKGROUND REMOVAL ALGORITHM

Stepl: | prediction and correction by the Kalman filter.

A) Compute the variation of intensity between current frame and

Step2: | pext frame.
B) Select a threshold.
Step3: | |f threshold is less than variation between frames, continue.

Step4: | Compute the centroid of object.

Steps: | Create mask of detecting and acquire the position of match and
move to analysis.

Move the object vertically or horizontally based on certain
Step6: dimension, where the movements of object in anticlockwise or
clockwise.

Step7: | Return the location of object.
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The threshold operation helps in separation of foreground
and background form the frame, where it is enabled to build a
mask for moving objects. It is a requisite to distinguish
between noisy clutters motion and real motion of objects.
Object to be tracked and detected have features like shape,
edge, color, and boundaries. Procedure of tracking movement
of object based on observed point in current frame using the
previous frame is shown in Fig. 1.

P

P

Input Sequence frame

oo i motion
J (TM) Protection mask true/fal

B+ B(K) } &
Background L
frame |

Fig. 1. Detection and Background Removal of Moving Objects.

farme —> detection objec:‘

B. Recognition of Moving Object by CNN

After detecting the object and cropping by Kalman filter,
the CNN is applied for training and building a model capable
of predicting the new object. In this work each color image
consists of three bands (red, green, blue), where the CNN size
can be arranged to handle color images; for example, when the
color image is of 50*50 size, the hidden layer in CNN model
would be of size 50*50*3. When we scale the color image to
100*100, then we need 100*100*3=30000 weights in the
hidden layer. CNN input can solve scalability problem. The
Layers of CNN have neurons arranged in three dimensions
(Height, Width, and Depth) as shown in Fig. 2.

Fig. 2. Operation of CNN.

VI. EXPERIMENTS AND RESULTS

To validate the proposed system, we downloaded 8
different videos from Google, the total video time is 15.4
minutes, each consists of 23100 frames, contains animals and
humans. Two basic steps are applied, the first step is for the
detection and tracking of the object then removing background
by Kalman filtering, the second step is applying the CNN to
recognize the object.

Vol. 12, No. 1, 2021

A. Detection and Tracking of an Object by Kalman Filter

We apply Kalman filtering for detecting the moving
objects. Kalman filter help in three functions: guessing the
future location of object, decreasing of noise coming from
faulty detections, and facilitating the operation of associating
multiple objects to their tracks. The first step is to load the
video by using vision.Videoplayer function of MATLAB.
After extracting frames of a video, we find the prediction
(future position) and correction (error) by the Kalman
filtering, then we compute the variation of intensity between
current frame and next frame, and select a threshold (the
threshold should be less than variation between frames). After
that we compute the centroid of object and create a mask of
detection and position of matching, move to video
components and define object movement, where the object
moves vertically or horizontally based on center dimension,
where movements are in anticlockwise or clockwise.

B. Recognition of Moving Object by CNN

After detecting the location of object and removing the
background of frame, then CNN is introduced for a training
model. The size of object is 100%100*3 and the training setup
of CNN is as follows. Learning rate is 0.001 and momentum is
0.9. The network architecture consists of four convolutional
layers and four pooling layers, followed by two fully
connected layers. Each convolutional layer is followed by a
ReLU layer, which is an effective activation function to
improve the performance of the CNNs. Regularization with
the weight decay 5x10—4 is used in the network training. The
dropout ratio is set as 0.5. The learning rate is initially set as
0.001 and the training is stopped after 1000 epochs. After
building the network architecture, then we train CNN model.
After building the CNN training model, the video will be
processed for detection and background removal. The last
process is to classify the moving object using the hybrid
technique of Kalman filtering followed by CNN, which
achieved (in this experiment) accuracy of 100%. The proposed
system has been shown to outperform six other works, as in
the Table I1.

TABLE II. COMPARISONS WITH EXISTING METHODS
Authors tools accuracy
This work CNN + Kalman filter 100%
Muhammad [22] SVM classifier 97.95%
Bruno et al. [23] ANN and k-NN 97%

94%KTH Human
Action Dataset

Hierarchical Filtered

Tian et al. [24] Motion

94%KTH Human
Action Dataset

Modarres et al.

[25] Body Posture Graph

HOG Feature Directional 94.99 % KTH Human

Shengetal. [26] | ..o Action Dataset

96% KTH Human

Kuma et al. [27] Action Dataset

Gabor-Ridgelet Transform
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VIl. CONCLUSIONS

This paper proposed a hybrid system of Kalman filtering
and CNN for detection (with background removal) and
recognition of moving objects in videos. The algorithm shows
an increase in accuracy of guessing new cases when tested
using 8 different videos with total video time of 15.4 minutes
and 23100 frames. In that test, the rate of accuracy 100% has
been reached for identification and recognition of moving
objects. Experimental results show the superiority of the
proposed detection and recognition approach as compared to
existing algorithms, especially in presence of occlusions,
making it more appropriate for many applications such as
airport control.
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Abstract—Performance evaluation of Mobile Ad-hoc Network
(MANET) routing protocols is essential for selecting the
appropriate protocol for the network. Many routing protocols
and different simulation tools were proposed to address this task.
This paper will introduce an overview of MANETSs routing
protocols as well as evaluate MANET performance by using
three reactive protocols—Dynamic Source Routing (DSR), Ad-
Hoc On-demand Distance Vector (AODV), and Dynamic
MANET On-Demand (DYMO)—in three different scenarios.
These scenarios are designed carefully to mimic real situations by
using OMNET++. The first scenario evaluates the performance
when the number of nodes increases. In the second scenario, the
performance of the network will be evaluated in the presence of
obstacles. In the third scenario, a group of nodes will be suddenly
shut down during the communication. The network evaluation is
carried out in terms of packets received, end-to-end delay,
transmission count or routing overhead, throughput, and packet
ratio.

Keywords—Ad-hoc network; performance evaluation; network
simulation; MANET; DSR; AODV; DYMO; routing protocols;
Omnet++

I.  INTRODUCTION

Wireless networks have reduced the use of wired networks
by enabling devices to communicate easily without using
cables and wires. The free mobility that is provided by
wireless networks has overcome some of the challenges of
wired networks such as being difficult, time-consuming, and
expensive to install and maintain. These networks have
become more popular and secure with new technologies and
security protocols [1].

A wireless network is divided into two main types:
infrastructure-based and infrastructure-less. An infrastructure-
based network is one in which all wireless devices
communicate and share information through infrastructure
units such as access points, routers, or PCs running access
point software [2]. Infrastructure-less or ad-hoc networks are
direct connections between wireless devices with no
infrastructure units such as a router or access point. Fig.1
compares how devices are connected in an infrastructure
network versus an infrastructure-less network. In ad-hoc
networks, the network can be set up easily with no aid from
infrastructure units, such as access points. In this network,
each node has a transmission range. When the destination is
out of this range, the connectivity between the transmitter and
the receiver will depend on the intermediate nodes. In the
aforementioned case, the intermediate node will act as a
router. This independence in an ad-hoc network offers free
deployment and low cost for the network. Ad-hoc networks

can be classified into three types: Mobile Ad-hoc Networks
(MANETS), Wireless Sensor Networks (WSNs), and Wireless
Mesh Networks (WMNSs).

A MANET is a temporary auto-configuration network that
supports users continuously and dynamically changes its
network topology. This means the nodes communicate without
administration and may connect to the Internet or operate as
standalones. In MANETS, routing protocols are essential to
finding the right path between the source and the destination.
There are many challenging factors for the routing protocols
of MANETSs. In some situations, the mobility of the nodes
may create a significant challenge to the routing protocol
because some of the nodes will be out of the transmission
range, which will require finding an alternative path to the
destination. In a real network, the node is affected by power
constraints, as the node is operating with a limited battery,
which will affect the lifetime of the nodes [3].

This paper will evaluate the performance of three reactive
protocols in three different scenarios. These scenarios are
designed to evaluate the network performance under varying
situations. The first scenario resembles a standard case,
without shutdowns or obstacles. The scenario captures the
MANET performs as the number of nodes in the network
increases. The second scenario tests the three protocols in the
presence of obstacles. The third scenario evaluates protocol
performance under random shutdown conditions. In the
following sections, the protocols are discussed in more detail
and existing literature is reviewed. Following this is a more
detailed discussion of the simulation used, the different
scenarios, and finally the results and conclusion.

Infrastructure less or Ad-hoc Network Infrastructure Based Network

Access Point

Fig. 1. Ad-hoc Network and Infrastructure Network.
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II. MANET ROUTING PROTOCOLS

MANET routing protocols may classify into three
categories, as shown in Fig. 2: Reactive (On-demand),
Proactive (Table-driven), and Hybrid [4],[5]. This work will
focus on evaluating the performance of three types of reactive
protocols: Dynamic Source Routing (DSR), Ad-hoc On-
Demand Distance Vector (AODV), and Dynamic MANET
On-Demand (DYMO).

A. Dynamic Source Routing

The DSR is one of the reactive protocols based on source
routing algorithms. The selection of a path is the source’s
responsibility. It does so by initiating a request packet and
sending it to its neighbors. The packet header will contain the
information of all intermediate nodes or hops in the route until
the destination is reached. The route that was recently
discovered will be stored in the cache route of the node. The
control message that is periodically exchanged in proactive is
no longer used because it relays on the MAC layer to discover
the failure of the link. Consequently, it has two advantages
over proactive protocols, i.e., in terms of battery consumption
and network overhead [6].

Two processes are used in the DSR protocol. The first is to
discover the route from the source to the destination. The
second is to maintain the route. Route discovery takes place
when the source needs to communicate with a specific node.
First, the source starts searching in its cache route for the route
to the destination. If the source finds the route, it will
communicate immediately. If it does not find the route in its
cache route, the source will start to discover the route by
flooding or broadcasting the route request packet to all
neighboring nodes within the transmission range, and the
source will add its information in the header of the request
packet; the neighbors will search in their caches for the
destination node. If one of them finds the path, the replay
packet will be created and send to the source. If no such route
is found in their cache route, each node will add its address to
the request packet and rebroadcast to neighboring nodes
within their transmission range until it reaches to the
destination or the intermediate node that has information about
the route to the destination. If the destination is not found
within time to live (TTL), the packet will be expired, and the
source will generate a new route request with an increased
TTL value. Fig. 3 shows the process of route discovery,

A
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starting with initiation of the Routing Request (RREQ) and
broadcasting it to the neighbors, finishing when it reaches the
destination [7].

When the Routing Request (RREQ) packet reaches its
destination, the destination node will create the Route Reply
(RREP) and search for the route information to the source. If
the destination finds the route, it will use it in the RREP. If
there is no information about the path to the source in its cache
route, it will use the same accumulation path in the RREQ.
When the RREP reaches the source, it will save the route of
the destination in the cache route and start communicating.
The RREP could return in various ways and save each route
information in its cache route [7].

Fig. 4 illustrates the RREP process. In the second process,
which maintains the route, each node in the route is
responsible for receiving and sending the data to the next hop.
An acknowledgment can confirm the link capability to carry
the data. The acknowledgment already exists in MAC
protocols such as IEEE 802.11, which is a link layer
acknowledgment frame. If no acknowledgment has been
received, the sender node will consider the link to be “broken”
and will remove this link from its route cache. It will then
create the Route Error (RRER) and send it to each node that
has sent a packet. Furthermore, the source will start to create
RREQ and flood it again to select another path.

Fig. 5 illustrates the broken link between 3 and 6. In this
case, node 3 receives the packet and transmits it to node 6; the
acknowledgment is still not received in node 3. Thus, node 3
will send an acknowledgment request to node 6. If the
acknowledgment is still not received, the node will consider
the link broken and create the RRER to send it to the source.
The DSR protocol has an advantage over the proactive
protocols because it requests the route only when it is needed.
This feature will reduce the overhead of the network caused
by the control messages and the bandwidth consumption will
reduce. However, increasing the number of hops will increase
the header of the Routing Request (RREQ) packet. It is
possible to have so many routes to the destination in the cache
route of the source when the number of nodes in the network
is extensive. This may increase collisions of packets, which
could cause congestion at the nodes in the case of sending a
reply. This problem is called reply storms [8].

Hybrid Protocols Proactive Protocols

Reactive Protocols

DYMO AODV DSR

Fig. 2. Protocols Categories of MANETS.
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Route Discovery

Fig. 3. Route Discovery Process (RREQ).

Route Discovery

Fig. 4. Route Discovery Process (RREP).

Maintain the route

Fig. 5. Maintain the Route Process (RRER).

B. Ad-hoc On-Demand Distance Vector

The AODV is designed to follow the principle of the
distance vector algorithm, which means each node has a
routing table that is used to store the active paths. The ADOV
mechanism is based on the same two processes as DSR, which
are route discovery and maintaining the route. Moreover,
AODV does not require the node to maintain the idle route. In
AODV guarantee loop-free because each request packet has a
unique ID number for each packet. This will result in
eliminating the distance vector problem counting to infinity.
In the route discovery process, the routes are determined when
needed. When the source needs to communicate, it examines
its own routing table for the route information of the
destination. Each routing table consists of information, as
shown in Table I.

Vol. 12, No. 1, 2021

TABLE I. ROUTING TABLE

Routing Table

Destination Address

Next Hop Address

Destination Sequence Number

Hop Count

The destination sequence number is used to indicate the
recent path and is created by the destination once RREQ is
reached in the destination [9]. If a route is found in the routing
table, then the source will start to send the packets to
distention. Otherwise, the source will hold the message in the
message queue and initiate RREQ; the RREQ will be flooded
within the network until the RREQ reaches the destination.
The RREQ contains information as shown in Table 11 [9].

The destination sequence number used to identify the new
path and RREQ ID to avoid the loops. The source sequence
number is a unique number used in the new RREQ. When
RREQ arrives at an intermediate node, the routing table will
be checked for route information. If there is none, the RREQ
will continue the process, but the number of hops will be
increased one to the previous hops until reach the destination.
If the destination is not found within the TTL, the packet will
expire and be deleted. The new packet will increase the TTL
value. The source sequence number will be higher, and the
nodes will update their routing table once they receive a
higher source sequence number. In this case, the route is not
part of the packet header. When the destination receives the
RREQ, the RREP will be generated and sent back to the
source. Each intermediate node will store the forward path to
the routing table. The destination will be added to the list of
active neighbors. Fig. 6 illustrates the route discovery process
for AODV [10]. In maintaining the routing process, this
process helps to preserve the routes when the topology
changes by sending a Hello message between the nodes in the
active route to verify the route's validity. When the response is
missing, the node reports on the affected node by sending
RRER contains unreachable node in the desired route. Then
the route replay error will be sent to the source. When the
source node receives the RRER, it will compare it with its
routing table; the broken route will be deleted from the routing
table and the source will generate a new RREQ to discover a
new path [11].

TABLE II. ROUTE REQUEST PACKET (RREQ)

Route request (RREQ)

RREQ ID

Source IP Address

Source Sequence Number

Destination IP Address

Destination Sequence Number

Hop Count

Time to Live (TTL)

160|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

Route Discovery

Fig. 6. Route Discovery Process (RREQ and RREP) for AODV.

C. Dynamic MANET On-Demand

The Dynamic MANET On-Demand (DYMO) is a
combination of AODV and DSR features. The DYMO has
two main processes: route discovery and route maintenance.
The route discovery process is used when there is no
information about the route between the source and the
destination in the routing table of the node. After the path is
found, the maintain route process will take place. In route
discovery, the source will search for the route information of
the destination in the routing table. The routing table contains
the destination address, the sequence number of the
destination, the next hop address, and the hop count, with the
same information as the routing table in AODV. When there is
no information about the destination's route, in the routing
table of the source, the Routing Request (RREQ) will be
generated and broadcast across the network. When the
intermediate node receives the RREQ, the node will search in
the routing table; if the node did not find the target, will add
itself to the RREQ and broadcast it. The idea of adding each
node to its information in RREQ is to update the routing table
of the next node. This guarantees that each routing table is
updated in intermediate nodes. The route reply RREP will be
created and sent back to the source once the destination or
intermediate node finds the route to the target or the
destination, as shown in Fig. 7. In maintaining the route
process, DYMO uses the Hello message or beacon message to
check the link validity as in AODV if the broken link is
detected, the node will create a RERR message, add all the
nodes in the broken link, and broadcast back to the
intermediate nodes. The nodes that received the RRER will
compare the record list in RRER with their routing table. If the
sequence number of the destination is equal to or higher than
the sequence number in the routing table, the information of
the route will be deleted [12].

Route Discovery

RREQ: (5.3)

Fig. 7. Route Discovery Process (RREQ and RREP) for DYMO.
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I1l. RELATED WORKS

Many published works have evaluated and tested the
performance of MANET protocols in different scenarios and
metrics. These works have used different simulation tools.
Table 11l shows the recent research. In [13], two reactive
protocols, DSR and AODV, were evaluated using the NS-2.35
simulator. The performance was evaluated under two metrics:
packet delivery ratio and remaining energy in two scenarios.
The scenarios used were changing the number of nodes in the
network from 10,20,30,40, and 50 with increasing node
velocity. The performance of DSR is better than that of
AODV in both scenarios.

TABLE Ill.  RELATED WORKS
Year Author Simulation Scope of Work
Tool
Comparison between DSR
Jamilah. Amnah and AODV when the number
2020 and K I‘brahim " | NS-2.35 of nodes changed from 10,
’ 20, 30, 40, and 50 with
increasing node velocity
Comparison between AODV,
Russell, Nan DSR, OLSR, and DSDV
2020 Wang, and NS-3 when the velocity of the
Daniel nodes and the area size
increased
g/la ?;v%e;n, Comparison between three
Hairuln’izam protocols—AODV, DSDV,
2020 . A NS-2 and AOMDV—in terms of
Aida, Azizul, f . .
metrics packet delivery ratio
Mustafa, and and throughput
Mohammed ghp
A. S. Mustafa, Comparison between GPSR
M. M. Al-Heeti, and AODV when the size of
2020 M. M. Hamdi, NS-2 network varied in terms of
and A. M. packet ratio, end-to-end
Shantaf delay, and throughput.

In [14], the work showed a comparison of four different
routing protocols—AODV, DSR, OLSR, and DSDV—in two
scenarios. The two scenarios were varying the velocity of the
nodes and the area size and comparing their performance in
packet delivery ratio and end-to-end delay. The AODV has
higher performance in packet delivery ratio in the case of a
high velocity of nodes, while DSDV has the lowest packet
delivery ratio. In terms of end-to-end delay, DSR has the
largest end-end end delay, while the OLSR has the lowest
end-to-end delay in both scenarios.

In [15], the authors presented a comparison between three
protocols—AODV, DSDV, and AOMDV—in different
metrics packet delivery ratios, throughputs, end to end delays,
and packet loss ratios. The simulation time was in the range of
600 to 3400 seconds. The AOMDYV performs better than the
other protocols in terms of metrics packet delivery ratio,
throughput, and packet loss ratios. However, the DSDV has
the lowest end-to-end delay among the other protocols.
Meanwhile, [16] presented a performance evaluation between
Greedy Stateless Routing Perimeter (GPSR) and AODV when
the size of network varied 500x500, 750%750, 1000%1000,
1250x1250, and 1500%1500 in terms of packet ratio, end-to-
end delay, and throughput. The number of nodes was 50, with
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a mobility of 20 m/s. GPSR performed better than AODV in
terms of all three metrics. AODV suffered from high delay
when the size of the network is 1500x1500. However,
increasing the network size will degrade the performance of
the protocol.

IV. SIMULATION

This work evaluated and compared the performance of
three protocols by using OMNET++. OMNET++ is an open-
source that provides a free simulation environment for
educational use with a wide variety of platforms. It has
received a great amount of attention from researchers and
developers. OMNET++ has different frameworks, modules,
and components based on C++; these are used primarily to
build the networks. INETMANET provides modules in
various layers that help to build the network and have
additional modules and protocols, especially for MANETS, as
compared to other frameworks [17].

A. Node Implementation

The node was implemented with a wireless network
interface controller that supports 54 Mbps, as shown in Fig. 8.
The MANET protocols are in the network layer, and the
“manetrouting” module was used as a routing protocols pool
with DSR, AODV, and DYMO, which will help to configure
the network. In the transport layer, the UDP was used as a
transport protocol. The UDPApp is the application providing a
data packet that is 512B in size. The node has a transmission
range that is coupled with a transmission power of 2mW; the
receiving sensitivity is -85dBm.

B. Network Implementation

The network dimensions are 1000m x1000m. The carrier
frequency is 2.4GHz and each node has a transmission range
that is coupled with the transmission power and receiving
sensitivity of the node. The nodes have mass mobility with a
velocity varying from 0.01 to 15 meters per second. Table IV
summarizes the simulation setup of the network.

revd: 0 pks
sent: 0 pks

wrld@ 23608
rou

Zmlfgm

|
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Fig. 8. Node Configuration.
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TABLE IV.  SIMULATION SETUP
Parameters Values
Network Dimensions 1000m X 1000m
Carrier Frequency 2.4GHz
Radio Bitrate 54 Mbps
Radio Transmission Power 2mw
Receiving Sensitivity -85dBm

Routing Protocols DSR, AODV, and DYMO

Number of Nodes 25, 45

Message Size 512 Byte

Node Mobility Mass mobility (0.01 to 15) m/s

Simulation Time 500s

V. SCENARIOS

The simulation setup was applied to three scenarios. These
scenarios are designed to evaluate the network performance in
different situations. The first scenario is to test the three
reactive protocols—DSR, AODV, and DYMO—when the
number of nodes increases. The second scenario is to evaluate
the performance of the network in the presence of obstacles.
The idea of the third scenario is to simulate a real network. A
group of nodes will be shut down suddenly during
communication.

A. First Scenario

In the first scenario, the network performance was tested
by using three reactive protocols, when the number of nodes
increased from 25 to 45. The network was implemented in two
cases—the first case with 25 nodes and the second case with
45 nodes. Fig. 9 shows the diagram of the network with 25
nodes, which is configured with the specifications listed in
Table V. The source started to send the RREQ to the nodes in
its transmission range, where only one node received the
RREQ. Fig. 10 shows the network with 45 nodes. The
performance of the protocols was evaluated and examined
when the number of nodes increased. The idea behind this
scenario is to determine which protocol performs well when
the number of nodes increases with fast mobility. The network
was implemented with a fixed transmitter (senderl) and
receiver (reciverl). The rest of the nodes move with a velocity
varying from 0.01 to 15 meters per second. Each node has a
transmission range coupled with its transmission power and
receiving sensitivity.

B. Second Scenario

MANET is a network that is designed to operate in critical
situations such as battlefield, emergency, and rescue missions.
Thus, it is important to test the network in difficult situations.
This scenario implemented three obstacles that were used to
block the signal. The obstacles took the shape of black rocks,
as shown in Fig.11. The network has 25 nodes with fast
mobility varying from 0.01 to 15 meters per second. Each
node has a transmission range coupled with its transmission
power and receiving sensitivity. The transmitter and receiver
network are fixed nodes in the network. The simulation setup
in Table IV was used in this scenario to compare the results
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with those of the first scenario in the case of 25 nodes. This
will indicate how obstacles affect network performance.

Fig. 11. The Network during Simulation with 3 Obstacles.

Vol. 12, No. 1, 2021

C. Third Scenario

In this scenario, the network was tested when a group of
nodes is shut down suddenly. In the real network, the nodes
have a limited battery, which will shut down the node during
the communication. The node will shut down due to the
battery or may experience any malfunction. In this scenario,
the network has 45 nodes. When the simulation time reaches
250s, the group of nodes (Node [33] to Node [44]) will shut
down. Therefore, the network must respond quickly and
recover the path between the source and the destination. The
transmitter and receiver were fixed in the network. The rest of
the nodes move with a velocity varying from 0.01 to 15 meters
per second. The simulation setup in Table IV was used in this
scenario, as well as the first and second scenarios. Fig. 12
shows the nodes that are shut down at 250s.

Fig. 12. The Network during Simulation with Shutdown 12 Nodes.

VI. RESULTS

The network evaluation is carried out in terms of packets
received, end-to-end delay, transmission count or routing
overhead, throughput, and packet ratio.

A. Packet Received

Packets received is the number of packets that the
destination successfully received. The higher the number of
packets received, indicates the effectiveness of the protocol
used. Fig. 13 shows the comparison between the three
protocols in the first scenario for two cases when the number
of nodes increases from 25 to 45. DYMO is proven to be an
efficient protocol when the number of nodes is high, with fast
mobility. When the number of nodes is 25, DYMO works
better than DSR and AODV. Moreover, when the number of
nodes increases to 45, the number of received packets
increases in DYMO. The performance of AODV improves
when the number of nodes increases as well. DSR
performance was degraded when the number of nodes
increases, which means DSR did not work well when the
network has high-speed mobility nodes resulting in a high
packet drop. Fig. 14 shows the results of the second scenario
for the three protocols. The network in the second scenario
suffered from packet loss for all three protocols; the loss in
packets was due to the obstacles. Thus, the three protocols did
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not perform efficiently in the presence of obstacles. Compared
to the first scenario with 25 nodes, DYMO lost 540 packets
more, AODV lost 35 more packets, and DSR lost 138 more
packets, and all of this was due to the obstacles. Although
DYMO saw the biggest decrease in received packets
(compared to the first scenario in case of 25 nodes), it still
outperformed its peers in the second scenario.

In the third scenario, as shown in Fig. 15, the network
reopened quickly and recovered the path between the source
and destination by using DYMO. AODV had a moderate
performance. DSR had the worst performance as compared to
the other protocols. However, all three protocols experience a
performance degradation if one compares their performance to
the first scenario with 45 nodes. Since the third scenario was
fixed with 45 nodes, comparing the third scenario to the
second part of the first scenario shows the effect of dropped
nodes on received packets. If the protocol is robust, it should
be able to quickly recover the connection, which directly
results in more packets successfully received.

B. End-to-End Delay

End-to-end delay is the time interval that it takes to send a
packet between the source and destination, including
processing and queuing time. A smaller end-to-end delay
indicates a fast, high-quality network.
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In the first scenario, the three protocols were compared for
a varying number of nodes, and the results appear in Fig. 16.
In first case, AODV has the smallest end-to-end delay as
compared to DYMO and DSR. However, when the number of
nodes increases, the end-to-end delay increases by using
AODV. DYMO and DSR perform better, in terms of end-to-
end delay, when the number of nodes increases.

The second and third scenarios are shown in Fig. 17 and
Fig. 18. In the second scenario, AODV has the largest end-to-
end delay, while DSR has the smallest end-to-end delay.
DYMO maintains the same performance as compared to the
first scenario with 25 nodes, which shows that obstacles did
not increase the end-to-end delay with DYMO.

In the third scenario, all three protocols experience an
increase in the delay as compared to the first scenario with 45
nodes. The number of nodes decreases suddenly, affecting all
three protocols performance. However, AODV has the largest
end-to-end delay.

C. Transmission Count or Routing Overhead

Transmission count is one of the routing metrics designed
for MANETSs. It represents the number of transmissions
required to send a packet over a link, including the
retransmission. A smaller transmission count means less
network overhead, which leads to less bandwidth
consumption. The results of routing overhead or transmission
count are shown in Fig. 19, Fig. 20, and Fig. 21.

End to End Delay
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Fig. 16. End to End Delay of First Scenario.
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Fig. 21. Transmission Count of Third Scenario.

AODV has the largest transmission count among the three
protocols in all three scenarios. AODV uses periodic messages
to maintain the routes between the nodes, which increases the
routing overhead. DYMO has less routing overhead than
AODV, as DYMO uses an accumulation path function.
Therefore, DYMO allows the nodes in an active route to use
the information of intermediate nodes to the destination to
update their routing tables, which helps to reduce the
retransmission packets and the RREQ numbers when
communication is needed in the future. DSR has the lowest
routing overhead except for the second scenario, due to the
lack of a periodic message used to maintain the route process.
DSR uses an acknowledgment that confirms the link
capability to carry the data, which already exists in MAC
protocols. This acknowledgement gives DSR an advantage
over the other protocols in terms of routing overhead.

D. Throughput

Throughput is the number of packets successfully received
at the destination per unit of time and is measured in bits per
second.

> Number of bit received
Throughput - Simulation time (1)
Throughput is considered the most important metric
identifying the quality of a network. Fig. 22 shows that
DYMO is an efficient and reliable protocol when the number
of nodes increases and have fast mobility. DYMO has the
largest throughput in both cases of the first scenario. AODV
has an average performance, but the performance increases
when the number of nodes increases. DSR has the worst
performance; when the number of nodes increases, the
throughput decreases.

The second scenario results are shown in Fig. 23. The
network suffered from high packet loss in the presence of
obstacles. However, DYMO still has the highest performance,
while DSR has the worst performance. In the third scenario, as
shown in Fig. 24, the use of DYMO will help the network
respond and recover the connection between the nodes faster
as compared to DSR and AODV. AODV has average
performance, while DSR has the worst performance. This
leads to the conclusion that DSR is not suitable for difficult
situations.
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Fig. 24. Throughput of Third Scenario.

E. Packet Ratio

This is the ratio of the number of data packets delivered to
the destination and the total number of data packets sent by
the source. DYMO has the largest number of delivered
packets, as discussed before in Fig. 13, Fig. 14, and Fig. 15.
Therefore, DYMO has the highest packet ratio, making it a
more reliable protocol among the three in the case of
increasing the number of nodes. Fig. 25, shows the
comparison when the number of nodes increases from 25
to 45.

Vol. 12, No. 1, 2021
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Fig. 25. Packet Ratio of First Scenario.

In the second scenario, as shown in Fig. 26, DYMO has
the highest packet ratio of 25.3%, which means 74.7% of the
transmitting packets were lost. AODV received 23.95%
packets from the total number of packets sent by the
transmitter node means 76.05% of transmitting packets were
lost, and DSR received only 9.61% which means 90.39% of
the total packets were lost. In summary, all three protocols did
not perform well in the second scenario.

In the third scenario, as shown in Fig. 27, DYMO achieved
a packet ratio of 60.7%, which is the largest packet ratio as
compared to the other protocols. AODV and DSR achieved
packet ratios of 43.88% and 7.65%, respectively.
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Fig. 27. Packet Ratio of Third Scenario.
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VII. CONCLUSION

MANETSs are used in different applications, especially in
critical applications, due to their features and characteristics
that make the networks very flexible. In this paper, DYMO
proved to be an efficient and reliable protocol compared to
DSR and AODV when the network is large and has fast
mobility. DSR performs worst when the number of nodes
increases. AODV has average performance, but when the
number of nodes increases, the performance increases. Also,
AODV has the largest routing overhead due to the periodic
messages that are used to maintain the link between the nodes
in the active route. Overall, DYMO has the highest
performance in the three scenarios and works better under
challenging situations than DSR and AODV.
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Abstract—Heart monitoring is important to deter any
catastrophic because of heart failure that may happen.
Continuous real-time heart monitoring could prevent sudden
death due to heart attack. Nevertheless, the major challenge
associated with continuous heart monitoring in the traditional
approach is to undertake regular medical check-ups at the
hospital or clinic. Hence, the aim of this study is to develop a
mobile app where patients can real-time monitor their heart rate
(HR) and detect abnormal HR whenever it occurs. Caregivers
will be notified when a patient is detected with abnormal HR.
The mobile app was developed for Android-based smartphones.
A wearable HR sensor is used to collect RR data and transmitted
to the smartphone via Bluetooth connection. User acceptance test
was conducted to comprehend the intention and satisfaction level
of the prospective users to use the application. The user
acceptance test shows compatibility, perceived usefulness,
perceived ease of use, trust, and behavioral intention to use had a
high acceptance rate. It is expected that the developed app may
provide a more plausible tool in monitoring HR personally,
conveniently, and continuously at any time and anywhere.

Keywords—Personalized  healthcare;  heart
wearable sensor; mobile; android

monitoring;

I.  INTRODUCTION

The heart is one of the most important organs in the human
body. Heart monitoring is important to deter any catastrophic
because of heart failure that may happen. There are many
factors that will cause abnormal heartbeat rhythms such as
injury from a heart attack, the healing process after heart
surgery, coronary artery disease, and many more. One of the
unfortunate incidents that could occur is a sudden heart attack
while driving, having chest pain, feeling faint, dizzy, or light-
headed feeling faint, dizzy, or light-headed. The number of
deaths annually due to heart disease is projected to increase to
22.2 million by 2030 [1]. Hence, continuous heart monitoring
and its condition is important to actualize suitable preventive
measures. Nevertheless, some individuals are busy with work
until they do not have time to undertake annual medical check-
ups at the hospital or clinic.

The use of mobile technology and wearable devices
focusing on heart disease prevention is rapidly growing [2]. It
is expected that 62% of smartphone users use phones to gather
health facts and gain knowledge about diseases and health
issues [3]. Main technology companies such as Apple Inc.,

Universiti Teknikal Malaysia Melaka research grant
(PJP/2019/FTMK(7B)/S01681).

Google Inc., and Samsung Group (SAMSUNG, Suwon, South
Korea) have incorporated modern styles for health monitoring
in designing their smartphones [4], [5]. Mobile technology
offers inbuilt applications such as Global Positioning System
(GPS) and location-enabled services which is useful for health
monitoring. Moreover, current progress in  wireless
technologies including short-range (Bluetooth) and wide-area
(GPRS, UMTS) have made promising progress in the
innovative era of health care systems that should offer portable,
wearable and flexible health monitoring systems.  These
systems will empower continuous monitoring of health data
and endless access to the patient despite the patient's recent
location or activity. Wearable technology is used in HR
monitoring, with high levels of accuracy in both smartphone
[6] and wrist-based setups [7]. Recently, mobile cloud
computing approaches gained huge popularity for real-time
heart monitoring and analysis due to the possibility of utilizing
the large data storage and abundant computing power [8]-[12].

The aims of this study are to design, develop, and test a
Real-Time Mobile Heart Monitoring (RTHM) application. The
android-based mobile apps enable HR monitoring by using
wearable HR sensors and consequently notify the HR result in
smartphones. The app notifies the caregiver or medical center
through WhatsApp when an abnormal HR is detected.
Moreover, the HR result will automatically save in a cloud
database.

1. RELATED WORKS

QardioCore (Qardio®, San Francisco, CA, USA) is a chest
strap ECG device targeted for daily continuous ECG
monitoring [13]. It is worn below the sternum. In addition to
heart data, QardioCore monitors body temperature, stress
levels, respiratory rate, and activity tracking. The device is
compatible with iOS smart devices only. Cardio App is used to
visualize live ECG recorded from CardioCore, view charts, and
graphs to analyze the trends of the heart data. Besides, patients
can email 30 seconds of ECG records to their doctors.

The AliveCor KardiaMobile ECG device (AliveCor®,
Mountain View, CA, USA) is one lead ECG that can be used
for 30 seconds to five-minutes of ECG recording [14]. Users
are required to lightly place their two or more fingers on the
KardiaMobile’s electrodes prior to ECG recording. The device
uses Bluetooth energy technology to wirelessly transmit the
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heart information to the Kardia app installed in iOS or Android
smartphone or tablet. Kardia app is used to collect, view, and
save ECG recordings. With a minimum of 30 seconds of ECG
recording, the device is able to detect atrial fibrillation,
bradycardia, tachycardia, or normal heart rhythm. The
automatic algorithm has exceptional sensitivity (96.6%) and
specificity (94%) for correctly interpreting atrial fibrillation
versus physician-interpreted ECGs [15]. KardiaMobile ECG is
recommended as an effective and safe device to detect irregular
HR [16]. Users shall be notified of their heart status within the
Kardia app once the ECG recording is completed.

Zenicor-ECG (Zenicor EKG® thumb, Stockholm, Sweden)
is a handheld ECG device aiming for effective cardiac
arrhythmias investigation [17]. It enables patients to repeatedly
record their ECGs over a long period of time. Registered
patients need to place their thumbs on two electrodes of the
Zenicor-ECG to record 10 to 30 seconds ECG reading and
press a button to transfer the reading to a central ECG database
via a mobile network. Zenicor-ECG Doctor System is a web
service that enables doctors to store, process, and view their
patients’ ECG recordings. The system supports ECG
interpretation for a quicker and safer diagnosis. Hendrikx et al.
[18] conducted a study to compare the efficiency of short ECG
recording with 24-hour Holter ECG, in detecting arrhythmias
in patients with palpitations and dizziness symptoms. Zenicor-
ECG was used to record 30 seconds of ECG recording twice a
day during a four-week period. The results proved that short
ECG recording at regular time intervals and when having
symptoms is more effective than 24-hour Holter ECG in
discovering atrial fibrillation and paroxysmal supraventricular
tachycardia.

Previous studies showed that handheld and wireless ECG
devices are effective and safe for continuous HR monitoring in
detecting arrhythmias [15], [16], [18]. However, patients
should contact their doctor to review their ECG recordings.
Patients may also email or print the ECG recording or doctors
may have accessed the recording via the web service provided
by the manufacturer. Moreover, the systems do not include a
patient’s location detection when abnormal HR occurs. On the
other hand, an alert notification to the caregiver or medical
center is highly important when abnormal HR occurs
especially for cardiac patients. Consequently, immediate action
or treatment can be taken to save a patient’s life. Hence, Real-
Time Mobile Heart Monitoring (RTHM) application is
designed to notify the caregiver or medical center through
WhatsApp when an abnormal HR is detected.

Ill. SYSTEM DESIGN

Section Il explains RTHM system design including system
architecture, activities involved in the real-time mobile heart
monitoring, and graphical user interface (GUI) design.

A. System Architecture

The system architecture of RTHM is three-tier that consists
of (1) HR wearable sensor, (2) android smartphone, and
(3) cloud server as illustrated in Fig. 1. The first tier is the
user’s interface which contains HR wearable sensors. The
sensor is used to collect the heart data of the patient. Real-time
heart data is transmitted wirelessly from the wearable sensor to

Vol. 12, No. 1, 2021

the user's smartphone via Bluetooth Low Energy (BLE). The
second tier encompasses android smartphones. HR extraction
and detection are done on this tier. The third tier comprises
cloud servers. The results of HR monitoring are sent to the
cloud server via wireless communication such as Wi-Fi, 4G,
and 5G connections. The information saved in the cloud server
can be accessed by doctors, patient, and their family members.
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Fig. 1. RTHM Architecture.

B. Activity Diagram of RTHM

The activities involved in the real-time mobile heart
monitoring is presented in Fig. 2. A patient is required to create
an RTHM account. Then, he is required to edit his profile and
caregiver’s profile and contact number. An alert notification is
sent to the caregiver when abnormal HR is detected. To check
or monitor HR, a patient has to wear a wearable HR sensor.
The HR sensor needs to be connected to the smartphone via a
Bluetooth link prior to the HR monitoring. In the case of an
abnormal HR being detected, a permission request to send an
alert notification including his location to the caregiver in the
contact list will be displayed for 30 seconds. If the patient
agrees to send the alert notification or does not respond in 30
seconds duration, the alert notification will be sent to his
caregiver via WhatsApp. Finally, the results of the HR
monitoring are saved to a cloud database.

C. Graphical User Interface (GUI)

Fig. 3(a) and Fig. 3(b) represent the graphical user interface
(GUI) of RTHM. It is an android-based application. Fig. 3(a)
shows the login interface. The patient needs to be authorized
by entering a username and password to login into the
application. If a patient is a new user, he needs to click the
create account button to register to the system. Fig. 3(b) shows
the main menu. For profile, a patient can update his profile
such as phone number and address. The question mark in Fig.
3(b) is the user guideline to use RTHM. The patient needs to
wear a Polar H1 Sensor to check HR. Otherwise, no sensor
connected will be shown as Fig. 3(b).

Fig. 4 shows the GUI to check HR. The patient needs to
touch the start button to check HR or the touch stop button to
stop. The default duration to check the reading is three minutes.
Fig. 5(a) shows request permission to send abnormal HR alert
notification interfaces when abnormal HR is detected. The alert
notification will be sent to his caregiver if the patient clicks on
the ‘OK’ button. The request permission interface appears for
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30 seconds and automatically sends an alert notification to its
caregiver if the patient does not respond. Fig. 5(b) shows the
alert notification that is being sent to his caregiver. The
message includes the patient’s name, his HR, and current

location.
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Fig. 2. Activity Diagram.
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Fig. 4. Check Heart Rate.
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IV. IMPLEMENTATION

The implementation of RTHM including data acquisition
and detection of abnormal HR are explained in Section B.
Android studio 3.4 or higher was used to develop RTHM.

A. Data Acquisition

Polar H10 (Polar Electro Oy, Kempele, Finland) was used
in this study to acquire RR intervals data and then transferred
to a smartphone. Polar H10 is a chest-strap HR monitor sensor.
The sensor is chosen due to its recording being highly accurate
and offers continuous measurement [19], [20]. Polar has
implemented wireless Bluetooth Low Energy technology
(BLE) for data communication between the sensor and mobile
app.

Polar mobile SDK (software development kit) was used to
implement the connection between Polar H10 sensor and
RTHM app and data acquisition from Polar H10 [21]. Polar
H10 transferred RR intervals data (unit of 1/1024 seconds) to a
smartphone via Bluetooth communication link. R is the peak of
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the QRS complex in the ECG wave and RR is the interval
between successive Rs. Fig. 6 shows the implementation to
load the default Polar BLE APl with only FEATURE_HR
enabled and add callback. The code snippet only presents some
of the override methods of the PolarBleApiCallback
abstract class.

Fig. 7 shows the implementation to automatically connect a
nearby Polar device. -50 represents the Received Signal
Strength Indication (RSSI) value in dbm. The value is typically
from -40 to -60, depending on the used Bluetooth chipset
and/or antenna tuning. "180D" represents service in hex string
format and null represents any polar device.

B. Detection of Abnormal Heart Rate

RTHM records HR in three minutes. The mean HR and
other HRV features such as SDNN, RMSSD, CV, pnn50, VLF,
LF, HF and LF/HF ratio is calculated in the RTHM apps based
on the RR transferred from Polar H10. Mean HR in beats per
minute (bpm) is calculated from RR (ms) as shown in Equation

) [22].

Zn_ 60%1000
=1 .
HR = RRi (1)

n

PolarBlelpi api = PolarBlelpiDefaultImpl.
defanltImplementation (this,
PolarBleRpi .FERTURE HE):

apli.sethpifallback(new FPolarBleApiCallback() {
@Cverride

public woid
polarDeviceConnected (PolarDeviceInfo
polarDeviceInfo) {

Log.d("MyApp", "CCHNECTED: ™ +
polarDeviceInfo.deviceId) :

@0verride

public woid
polarbDeviceDisconnected (PolarDeviceInfo
pelarDeviceInfo) {

Log.d("MyRpp", "DISCONNECTED: " +
polarDeviceInfo.deviceId)

i
@0verride

public void hrMotificaticnReceived (String
identifier, PolarHrData data)

{

J/hr is HR in bpm, rrsMs is ERa in
milliseconds.

Log.d(TAG,"HE wvalue: " + data.hr + " rrsMs:
" + data.rrsMs):}

Fig. 6. Polar BLE API.

api.autoConnectTolevice (=50, "180D",
null) .subscribe () ;

Fig. 7. Connect to a Polar Device.

Vol. 12, No. 1, 2021

An adult HR is normal when the ranges between 60 and
100 bpm. The abnormal HR is below 60 bpm is classified as
bradycardia or above 100 bpm is classified as tachycardia [23].
An alert notification is sent to the caregiver when abnormal HR
detected via WhatsApp application. The implementation to
send an alert notification is shown in Fig. 8.

Google Location Services API is used to get a patient's
location. It provides the best accuracy, simplicity, availability,
and power-efficiency [24]. The code snippet in Fig. 9 shows
the implementation to assess Google API. The Google API
Client provides a common entry point to the Location Service
API,

Firebase is the cloud database used to save all the patients’
data including profile, HR and HRV. The implementation is
shown in Fig 10.

tryi
String url =
"https://api.what=app.com/send?phone="+
phonelo +"&texc=" +
URLEncoder.encode (message, "UTF-8") ;

i.zetPackage ("com.whatsapp")
i.zetData (Uri.parseurl)):;

if (i.resolvelActivity(packageManager) !=
null) {
thiz.ztarchetivity (i) ;
finish{):
}
} catch (Excepticn e){
e.printStackTrace ()

Fig. 8. Alert Notification via WhatsApp.

meoogledpiClient = new

GoogleRpiClient.Builder(this
.8ddConnectionCallbacks (this
.addtnConnecticnFailedLiatener (this)
.addApi (LocaticnServices . API)
Lbuild();

locationManager =
{LocaticnManager) getSystemService
(Context.LOCATICN SERVICE):

Fig. 9. Google API Location Service.

FirekaeDatabasze.getInstance ().
getBeference ("Data") .
child{FirekbaseRuth.getInstance () .
getCurrentUszer () .getUid() ).

child {currentDateTime) .=2ectValue (hrv) .
addCnCompletelistener (new
OnCompletelistener<Veoid:s() {

BOverride
public void ocnComplete (ENonMNull
Task<Void> task) {
if (task.iszSuccessful()){
Tcast.makeText (ER Check.this, "Data Saved
Succeasfullv"™, TDEst.LENSTH_LONG].shcwtj;
}
else{
Toast.makeText (ER Check.this,
"Failed to Data
Saved"+task.getExceptioni() .
getMessage (), Toast.LENGTH LONG).showi):
}
P

Fig. 10. Save data to Firebase.
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V. USER ACCEPTANCE TEST

A user acceptance test was conducted to comprehend the
intention and satisfaction level of the prospective users to use
RTHM. An online survey was conducted to test the user's
acceptance. The online survey was created using Google
Forms.

Table | presents the user acceptance questionnaire items. It
consisted of 12 questions, using a 5 point Likert scale. The
questionnaire items were adapted from [25], [26]. The
questionnaire items were divided into six constructs named
compatibility, perceived usefulness, perceived ease of use,
trust, perceived financial cost, and behavioral intention to use.
Participants were asked to use the RTHM app for five to ten
minutes before they answered the questionnaire. Participants
wore the Polar H10 sensor while using the app.

TABLE I. QUESTIONNAIRE ITEMS

Constructs Questionnaire Items
Compatibility Using RTHM app is suitable for my lifestyle.
Using RTHM app can improve my heart rate.
. Using RTHM app can enhance my heart rate
Perceived monitoring.
usefulness

Using RTHM app can assist me in alerting abnormal
heart rates to my caregiver or emergency medical
center.

| find that the graphical user interface of RTHM app is
clear and easy to understand.

I find that the display character of RTHM apps is clear
Perceived ease of | and easy to watch.

use I find that the display color of RTHM app is clear and
easy to differentiate.

| find that the information display of RTHM app is not
too complex.

As | understand it, | believe the RTHM app can help me

Trust with continuous heart monitoring.

Vol. 12, No. 1, 2021

Participant's age

6%

=11-20
=21-30
41-50
51-60

19% '

Fig. 11. Patient’s Age Distribution.

Education level

X

13%

25%

= High school = Diploma = Bachelor = Master = PhD

Fig. 12. Patient’s Education Level.

Perceived
financial cost

I think a smartphone required to deploy RTHM app is
expensive.

Behavioral
intention to use

I am willing to keep using RTHM app.

I would recommend my friends to use RTHM app.

VI. RESULTS

Sixteen participants were involved in the user acceptance
test. About 56% of the participants were female. The
participant’s age was between 18 and 65 years old. More than
half of the participants were between 21 and 30 years old as
illustrated in Fig. 11. The participants' education level ranged
from high school to PhD. A quarter of the participants had
bachelor’s degrees as shown in Fig. 12.

Table Il indicates user acceptance results. Compatibility,
perceived ease of use, trust, and behavioral intention to use had
more than a 90% satisfaction level. Most of the participants
believed that the app is suitable for their lifestyle, easy to use,
and useful for continuous heart monitoring. Besides, the
majority of the participants had an intention to continuously
use RTHM Nevertheless, half of the participants perceived the
financial cost to deploy the app is expensive. They believed
that the app required an expensive smartphone.

TABLE II. USER ACCEPTANCE RESULTS

Construct Satisfaction (%)
Compatibility 93.75

Perceived usefulness 89.58

Perceived ease of use 95.31

Trust 100.00
Perceived financial cost 50.00
Behavioral intention to use 90.63

VII.LIMITATIONS AND FUTURE WORKS

This study merely focused on the design and
implementation of RTHM. System validation and comparison
with other similar products should be conducted in the future.
The validation includes the accuracy, reliability, efficiency, and
energy consumption of the proposed app. Large scale
feasibility study involving different age ranges and patients
shall be conducted to verify the viability of the app. Besides,
the RTHM concentrated on users’/patients’ perspectives on
continuous heart monitoring. The system can be enhanced in
the future by developing a web-based system for doctors to
view and diagnose their patients’ heart data stored in a cloud
database.
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VIIl. CONCLUSION

A real-time mobile heart monitoring application on android
platforms has been proposed to enhance continuous heart
monitoring and subsequently reduce death due to heart failure.
An alert notification is sent to the caregiver when abnormal HR
is detected. The app uses a wearable HR sensor to transfer RR
data to the smartphone via a Bluetooth communication link.
The HR data is saved to a cloud database and can be accessible
to the hospital management system web portal. The user
acceptance results showed that compatibility, perceived
usefulness, perceived ease of use, trust, and behavioral
intention to use had a high acceptance rate. Overall, the results
indicated a positive influence on the readiness to use RTHM.
The proposed app innovates patient-centered healthcare. It is
expected that the RTHM may provide a more plausible tool in
monitoring HR personally, conveniently, and continuously at
any time and anywhere.
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Abstract—Objectives: To compare significant position-based
routing protocols based on their underlying techniques such as
junction selection mechanisms that provide vehicle-to-vehicle
communications in city scenarios. Background: Vehicular Adhoc
Network is the most significant offshoot of Mobile Adhoc
Networks which is capable of organizing itself in an
infrastructure-less environment. The network builds smart
transportation which facilitates deriving in-terms of traffic safety
by exchanging timely information in a proficient manner.
Findings: The main features of vehicular adhoc networks
pertaining to the city environment like high mobility, network
segmentation, sporadic interconnections, and impediments are
the key challenges for the development of an effective routing
protocol. These features of the urban environment have a great
impact on the performance of a routing protocol. This study
presents a brief survey on the most substantial position-based
routing schemes premeditated for urban inter-vehicular
communication scenarios. These protocols are provided with
their operational techniques for exchanging messages between
vehicles. A comparative analysis is also provided, which is based
on various important factors such as the mechanisms of
intersection selection, forwarding strategies, vehicular traffic
density, local maximum conquering methods, mobility of
vehicular nodes, and secure message exchange.
Application/Improvements: the outcomes observed from this
paper motivate us to improve routing protocol in terms of
security, accuracy, and reliability in vehicular adhoc networks.
Furthermore, it can be employed as a foundation of references in
determining literature that are worth mentioning to the routing
in vehicular communications.

Keywords—Position-based; inter-vehicular; urban scenario;
algorithms; reliability

. INTRODUCTION

The Vehicular Adhoc Network (VANET) is a branch of
Mobile Adhoc Networks (MANET). It is also called network
on wheels which accomplishes communication between
vehicles and among nearby vehicles. The vehicular nodes in
VANETSs are self-organized. They exchange information with
each other in an infrastructure less environment [1-7]. VANET
is a significant cost-effective tool for building an intelligent
transportation system (ITS). It plays a vital role in traffic
security and safety enhancement. It advances traffic
management, and vehicles control. It is a significant way of
providing the most recent applications to the on-wheel
community. However, it is an outstanding challenge for the
ITS industry to build vehicle to vehicle (V2V) and vehicle to
infrastructure (V2I) interactions. The US FCC realises its

* Corresponding Author

intensifying benefits and allotted 75-MHz spectrum for
dedicated short-range communications (DSRC) for the
deployment or exploitations of WLAN Technology for making
vehicular communications a reality [1], [2], [5], [8], [10].
DSRC provides connectivity in a range of about one thousand
meter [3], [8]. DSRC is an appropriate and vital technology for
building vehicular communication. There are varieties of
services that can be accomplished by using VANETS. These
include accident avoidance, facilitating internet access inside
vehicles, monitoring traffic flow regulations, locating parking
lots, finding restaurants, and gas stations [29]. Inside vehicles,
it is also useful in managing entertainment applications like
playing games, watching movies, and listening music [10],
[13].

The afore-mentioned applications cannot be accomplished
without a competent routing protocol. The existing literature
provides topology-based routing protocols and position-based
routing protocols [3]. Topologies based routing protocols are
ineffective in VANETSs because of intermittent connectivity
[13]. The position-based routing category is considered more
effective in VANETs [10]. In position-based routing,
particularly Junction selection-based routing is considered the
most efficient routing mechanisms in city scenarios for
addressing routing problems [3], [8], [9], [27], [29]. In the
existing literature or surveys [7], [[11], [12], [15], [[17] only
certain aspects like forwarding strategies or local optimum and
mobility are considered. The study focuses on different
methods of junction selection mechanism and their significance
along with other aspects. The most prominent features or
aspects of efficient routing protocols are tabulated. The
working of different routing protocols is described with
diagrams. It also provides some missing aspects like security,
accuracy, and reliability which if added can further improve the
latest junction selection-based routing protocols like DMJSR
[28], and RPSPF [29]. Secure, accurate, and reliable exchange
of messages is very important in VANETs for a message
dissemination routing protocol.

The remaining portion of paper is arranged as follows. The
vehicular adhoc network structural paradigm is elaborated in
Section Il. The detail about the position-based routing
approaches particularly junctions selections based working in
inter-vehicular communication environment for the urban
scenarios is given in Section Ill. This section is also equipped
with brief comparative analysis of position-based protocols
from existing literature. The last Section 1V concludes the
paper and provides the future research directions.
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Il.  ARCHITECTURAL PARADIGMS OF VANETS

In VANETS, each vehicle is equipped with devices called
onboard units. Each onboard unit is enabled with wireless
communication links and computational capabilities. Vehicles
communicate through these wireless links. The vehicular nodes
in VANETs act as members and as well as a router of the
network. A node communicates directly with other nodes that
are present inside its transmission range. The node uses an
intermediate node for exchanging information with the nodes
that are beyond its transmission range [4], [10], [27]. Due to
self-organizing nature of VANET, its structural design
categorized into three Kinds: i) Pure adhoc networks ii) Pure
cellular wireless local area network iii) Hybrid networks
[12],[23].

Pure ad-hoc vehicular network design also hamed as inter-
vehicle ad hoc network is presented in Fig. 1. It provides
communication between vehicles and nearby vehicles. In this
type of architecture, the collection and propagation of road
associated information is carried out in the absence of any
fixed infrastructure. Due to its infrastructure-less nature, it is
cost-effective and easy to deploy [4], [14]. On the other hand,
the vehicular nodes are set free to move at high speed. The
highly mobile vehicular nodes frequently alter the network
topological connections. The frequent topology changes cause
network fragmentation [13]. In this kind of architecture, the
network fragmentation due to high mobility makes routing of
data more challenging [20], [28].

A cellular structural design of VANTS is provided in Fig. 2.
It consists of cellular gateways and wireless access points
which provide internet access to the vehicular nodes. The
cellular architectural paradigm assists in giving information
related to traffic jams and traffic flow control. Furthermore, it
gives different types of other services which include data
downloading, parking information, advertisement, and latest
news [10], [24], [28]. It is very difficult to deploy because of
the rising cost of cellular towers, geographical restrictions, and
wireless access points [12], [14].

The hybrid structural design of VANETSs is shown in
Fig. 3. It is the mixture of both, infrastructure based domain
and pure adhoc based domain. The adhoc domain furnishes
V2V interactions. The infrastructure domain provides the V2l
communications. This kind of architectural paradigm is
supportive in giving more affluent content [8], [9]. It also
provides better flexibility in contents sharing [26], [24].

G
1 %
N NS

>

A

Fig. 1. Ad-hoc Networks Design.

Vol. 12, No. 1, 2021

Fig. 2. Pure Cellular Design.

Fig. 3. Hybrid Design of VANETS.

IIl.  POSITION-BASED ROUTING IN VEHICULAR NETWORKS

There are two general categories of baseline routing
protocols in vehicular adhoc networks. Topology based routing
protocols and position-based routing protocols [1]. The
instances of topology based routing protocols include Adhoc
On-distance Vector (AODV), Optimized Link State Routing
(OLSR), and Dynamic Source Routing (DSR) [3]. In vehicular
adhoc communication network, the protocols that belong to
this category of routing are not feasible due to their path
discovery mechanism [2], [19]. Also, their end to end routing
path maintenance mechanism faces difficulties in VANETS.
The reason is that irregular distribution of vehicular nodes and
their highly mobile nature in adhoc domain cause regular path
breakages in these routing protocols [9], [13], [21]. This
increases routing overhead and makes VANETSs ineffective.
The second category of routing is position-based routing.

The existing literature shows that the position-based routing
mechanisms are appropriate than topology based routing
technique for handling routing problems in vehicular
communications [8], [2-4], [13], [6], [17], [18]. The vehicular
nodes in this category of routing protocols use their locations
for communication. The communication between the source
vehicular node and the destination vehicular node is either
direct or through intermediate vehicular nodes. Each vehicular
node in the network possesses GPS for locating its own
position. When the source vehicle desires to interact with the
destination vehicle, the source vehicle accomplishes its own
position using GPS. The location of destination vehicle is
established with the help of location services. The source
vehicle or the intermediary vehicle keeps the latest positions of
its one hop neighbors in its neighbor table using beacon
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exchanges. If the destination wvehicle is inside the
communication range of source vehicle, in this case, both
directly communicate with one another. If the destination
vehicle is outside of its direct reach than it relays the packet
through an intermediary neighbor vehicle that is nearest to the
destination node [8], [2-5], [21], [15]. In this way, the indirect
communication between the source vehicular node and the
destination vehicle is carried out by intermediate nodes.

Basically, the vehicular adhoc network has two
environments. These are highway and urban environments
[16]. The highway is composed of mainly straight and curvy
roads having no obstacles. On the other hand, the urban
environment contains streets with junctions. This environment
is rich in impediments such as tall buildings.

The intersection of two or more streets is called junction.
The packet passes through a set of junctions and relayed
towards destinations. The obstacles around the streets and
junction create problems in establishing an optimal routing
path connecting source and destination [23]. As both the city
and high environments have different structures and
characteristics, the researchers designed protocols separately
for each environment. In the existing literature, there are
different types of position-based routing protocols. Fig. 4
presents the classification of position-based routing protocols.
According to the figure, the position-based routing has two
main classes i.e. urban environment based routing and highway
environment based routing. The protocols are either proposed
for V2V communications or V21 communications or for both
the environments.  This study mainly provides a brief
description of routing schemes that are develop for V2V
interactions in city scenarios. V2V based routings protocols are
classified into two types i.e. static junction selection based
routing protocols and dynamic junction selection based routing
protocols. The dynamic junction selection based routing
protocols are further classified into two classes i.e. dynamic
one hop junction selection based routing protocols and
dynamic multi hop junction selection based routing protocols
[3], [17], [19], [28], [29]. A few of these routing proposals are
traffic-aware while others are not. The protocols that are
designed on the basis of traffic awareness concepts perform
better in terms of packet delivery ratio, end to end delay,
routing overhead and hop count as compared to other routing
protocols [7], [9], [11], [12]. The description of V2V based
routing protocols is given below.

......

Fig. 4. Classification of Location based Routing Protocols.

Vol. 12, No. 1, 2021

A. Greedy Perimeter Stateless Routing (GPSR) [22]

GPSR is proposed for providing vehicle to vehicle
interactions in a highway scenario. The description of GPSR
provides us facts about the limitation of highway V2V based
routing in a city scenario. GPSR finds source vehicle locations
with the help of GPS. It locates neighboring nodes with the
help of beacons exchange. The location service (likes GLS or
HLS) [21] trace the location of the destination in this routing
protocol. There are two working phases of GPSR. These are:
i) the greedy phase, and ii) the perimeter phase. During greedy
phase, the packet sender or forwarding node chooses its one-
hop neighbor that is the nearest to the destination for relaying
packet towards the destination. The Greedy phase suffers from
a local optimum problem that occurs if the forwarding node
has no neighbor node that is nearest to the destination node
than itself. The working of the greedy phase is presented in
Fig. 5.

In this figure, Source vehicle Sv chooses neighbor vehicle
Bv among its entire one-hop neighboring vehicles because of
its nearest position to the target vehicle Dv and dispatches the
packet to it. If GPSR meets the local optimum problem during
the greedy mode, it overcomes this situation by using the
perimeter phase. There are two steps in the perimeter phase. In
the first step, the relative neighborhood graph (RNG) is used to
accomplish graph planarization. In the second step, GPSR
finds the next forwarding neighbor vehicular node by using
right hand rule which is responsible for relaying packet toward
destination. GPSR is ineffective in the city environment
because of two main reasons. Initially, graph planarization fails
due to impediments [3], [29]. Furthermore, the perimeter phase
accomplishes long routing paths while dispatching packet
towards a destination which causes an increase in the end to
end delay. It also generates more routing overhead due to
formation of routing loops [19], [18], [25].

Fig. 6 describes the operation of the perimeter phase. The
source vehicle S intends to communicate by sending a packet
to destination vehicle D. The source vehicle S forwards the
packet to the neighbor vehicle A using greedy phase as it is
closest to destination vehicle D. At vehicle A, greedy phase
stuck in local optimum as A itself is the nearest vehicular node
to destination vehicle D as compared to all of its neighbors.
The position of destination vehicle lies beyond the direct
communication range of vehicle A. Vehicle A uses right hand
rule of perimeter phase and overcomes this problem by
choosing vehicle X for forwarding packet. In the same way, at
vehicle X packet is sent to vehicle Y, GPSR will continue to
use perimeter phase until it finds a vehicle to switch back to
greedy phase.

1 Vehicle Cv
<l X0
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Fig. 5. Function of Greedy Mode.
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Fig. 6. Perimeter Mode of GPSR.

B. Geographic Source Routing (GSR) Protocol [18]

This protocol is developed for the urban setting to conquer
the limitations of GPSR. It is position-based routing protocol.
It accomplishes the position of destination vehicular node
using reactive location service. It employs the Dijkstra shortest
path algorithm to finds out the shortest route between source
and destinations. The shortest route accomplished by GPSR
consists of a sequentially arranged set of intersections. The
packet moves from source vehicle to destination vehicle
through the set of intersections. In between intersections,
greedy forwarding is employed to forward the packet from one
node to another node. The simulation results, with reasonable
traffic density in city scenarios, shows that GSR outperformed
the existing topology based DSR and AODV routing protocols
pertaining to end-to-end delay and delivery ratio [9], [19]. This
protocol is suffered from one main problem that it chooses
intersections statically without the consideration of traffic
density. It is not traffic aware. Traffic awareness in between
junctions during junctions' selection is necessary, as it provides
connectivity for moving packet towards destination [3, 8, 28].

C. Greedy Perimeter Coordinator Routing (GPCR) [25]

It is developed for urban scenarios. This routing protocol is
an integration of restricted greedy forwarding phase and
perimeter phase. It does not use a digital city map. In the
restricted greedy phase, the concept of coordinator node is
introduced which is in charge of making routing decisions. The
node located at the intersection is named as the coordinator
node. Fig. 7 shows the working of the restricted greedy
forwarding strategy.

According to this strategy, it is compulsory for the packet
carrier node to select a coordinator at the junction for
forwarding a packet. It bounds the packet carrier node to avoid
packet forwarding to those nodes that are present across the
junctions. Restricted greedy forwarding phase sometimes
trapped in local optimum problem. GPCR overcomes this issue
by applying the perimeter phase. In this phase, it is supposed
that the city environment has natural planner graphs. Unlike
GPSR, it ignores graph planarization. Making a planer graph in
the city environment split the network into parts. The perimeter
phase employs right-hand-rule to dispatch packet toward
destination. There are certain demerits of this routing protocol.
The restricted greedy phase always stops packet at the junction
and increase the number of hop counts as compared to simple

Vol. 12, No. 1, 2021

forwarding which deteriorate the performance of the network
[14]. Fig. 8 shows the ineffectiveness of restricted greedy
forwarding. The perimeter phase in GPCR delays in relaying
packet towards a destination which diminishes the network
performance [8, 2 and 11]. It is also not a traffic-aware routing
protocol [3].

Fig. 7 demonstrates that vehicle A receives a packet from
vehicle B. If wvehicle A wuses greedy forwarding, it
communicates the packet to vehicular node C that is nearest to
the destination. If vehicle A uses restricted greedy forwarding,
it sends the packet to a coordinator vehicle, located at the
junction instead of vehicle C.

The incompetence of restricted greedy forwarding is
demonstrated in Fig. 8. In this figure, the source vehicle is
marked with yellow color and the destination vehicle is marked
with blue color. In case of simple greedy forwarding, the
packet passes just 13 hops while traveling from its source
vehicle to the required destination. On the other hand, in case
of restricted greedy forwarding, it takes 17 hops for the packet
to be transferred to the destination. This proves that restricted
greedy forwarding is ineffective in terms of the number of hop
counts [10].

D. Anchor-based Street and Traffic-Aware Routing (A-STAR)

[23]

This protocol is a position-based routing protocol. It
accomplishes an anchor path by using statistically rated maps
contain information pertaining to urban bus routes. The anchor
path is based on connectivity. The packet passes through the
anchors and relayed towards the destination. In the case of
local optimum, it uses a route recovery strategy for the
formation of a fresh path based on anchors. The outcomes of
simulation and analysis indicate that A-STAR gives better
performance than GSR and GPSR. The main reason is its
competency of establishing an end-to-end route accomplishes
connectivity even in low traffic density scenarios. However, its
routing paths follow anchor path based on long city bus routes
that may not be optimal and result in greater delays [3], [9],
[13], [19].
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Fig. 7. Restricted Forwarding Mechanism of GPCR.
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Fig. 8. Ineffectiveness of GPCR.

E. Greedy Traffic-Aware Routing (GyTAR) Protocol [9]

It is a position-based routing strategy that accomplishes
optimal routes in city scenarios for relaying packet toward
destination. It contains two phases. These are: i) dynamic
junction selection method, and ii) an improved greedy
forwarding technique for forwarding route in between
junctions. In junction/intersection selection method, it decides
the subsequent junction considering vehicular traffic density
and the shortest distance to the destination. Its dynamic
junction selection method moves the packet through city streets
providing connectivity and the shortest distance to the
destination. GyTAR outperforms the previous routing schemes
like GSR and GPSR in terms of end to end delay, routing
overhead, and packet delivery ratio. The main drawback of this
routing protocol is that during the selection of the next
junction, it ignores the vehicular nodes direction. Due to this, it
suffers from the local optimum problem in some city scenarios
which degrade the network performance [8].

F. Enhanced Greedy Traffic-Aware Routing Protocol (E-

GYTAR) [8]

This protocol is an enhancement of GyTAR. It comprises
of pair of modes. These are dynamic junction selection mode
and an improved greedy forwarding for forwarding packets in
between junctions. The dynamic junction selection mechanism
selects the subsequent junction based on directional traffic
density and the shortest routing path to the destination and
thereby route the packet. Sometimes, its improved greedy
forwarding stuck in local optimum situation. It exploits carry-
and-forward scheme to conquer this problem. The main
negative aspect of E-GyTAR is that on multi-lane roads, it
ignores non-directional traffic density. In case of absence of
directional density, it is unable to select the next junction and
the packet cannot be relayed towards the required destination
node. The consideration of non-directional traffic density is
very important in such scenarios for relaying packet towards
the destination [3].

G. Dynamic Multiple Junction Selection based Routing
Protocol (DMJSR) [28]

DMJSR is composed of multiple junction selection
mechanism. The difference between DMJISR and existing
approaches is its new dynamic multiple intersection selection
method. Its novel junction selection mechanism establishes
route by considering multiple junctions and thereby route data
towards the required destination vehicle. It employs an
enhanced greedy forwarding that maintains one-hop neighbor
information instead of two-hops between the junctions.

Vol. 12, No. 1, 2021

DMJSR outperformed the existing one hop junction selection
based routing schemes such as TFOR and E-GyTAR in case of
packet delivery ratio and the end to end delay. The main
dilemma associated with DMJSR is that its forwarding strategy
ignores the link reliability while forwarding the packet. It is
unable to sustain the frequent link ruptures caused by high
speed vehicular nodes which degrade the network throughput
[29].

In Fig. 9, the dynamic multiple junction selection technique
of DMJSR routing protocol is presented. According scenario
presented in the figure, the source vehicle S is present at the
current Junction J;. J; has three two-hop neighbor junctions J,,
Js and J;. The source vehicle S selects two hop neighbor
junctions J, instead of Js and J; because of its higher traffic
density which provides more connectivity and thereby
dispatches the packet to the required destination vehicle D.

H. Traffic Flow Oriented Routing Protocol (TFOR) [3]

It is a position-based routing approach for the city
surrounding. It accomplishes the routing path based on traffic
flows. It has two modes: i) the junction selection mode which
is based on the concentration of traffic density and shortest
path. ii) A forwarding technique that maintains two-hop
neighbor information. It selects the next junction on the basis
of directional and as well as non-directional traffic flows. If
directional traffic flow on the multi-lanes road is missing, it
uses non-directional flow for routing the packet towards the
destination. It concentrates on the urban streets containing
higher traffic flows because higher traffic flows offer more
connectivity in relaying packet towards a destination which
enhances the network performance. Simulation results based
on a realistic traffic city environment indicate that TFOR
achieves higher performance in terms of packet delivery ratio
and the end to end delay as compared to GSR, E-GyTAR, and
GPSR. The problem with this routing protocol is that its
improved greedy forwarding mode suffers from sudden link
rupture problem. Also, its dynamic one-hop junction selection
mechanism suffers from a local optimum problem at street
level [28].

In Fig. 10, the intersection selection technique of traffic-
flow oriented routing protocol is presented. According to the
figure, the source vehicular node is present at the current
intersection J;. J; has two neighbor intersections J, and Js. The
source vehicle node selects intersection J; instead of J, because
of its higher traffic density and the shortest distance to the
destination vehicle and thereby route the packet towards the
destination.

X

Destination
Vehicle D

Dead Street

Fig. 9. DMUJSR Junction Selection.
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I. Reliable Path Selection and Packet Forwarding Routing
Protocol (RPSPF) [29]

RPSPF is composed of multiple intersection selection mode
and reliable packet forwarding mode. The difference between
RPSPF and DMJSR is its novel reliable packet forwarding
mechanism. It accomplishes route by considering multiple
junctions and thereby route the packet towards destination. Its
reliable packet forwarding approach forwards the packets to
the next neighbor based on link life-time and link stability to
avoid packet-drops because of rapid link ruptures. Simulation
outcomes exhibit that RPSPS performs better than the existing
one-hop junction selection based routing approaches like
TFOR, GPSR, and E-GYTAR in terms of packet delivery ratio,
end-to-end delay, and routing overhead. The problem with this
routing protocol is that it cannot exchange message securely.

Vol. 12, No. 1, 2021

J. Directional Geographic Source Routing (DGSR) [27]

It is an improvement of GSR with a directional forwarding
approach. This protocol consists of static junction/intersection
selection mechanism of GSR. Instead of simple greedy
forwarding, it uses a directional greedy forwarding strategy for
forwarding packet in between the junctions. In this routing
scheme, the shortest routing path between source and
destination is accomplished based on the Dijkstra shortest path
algorithm. The shortest routing path consists of a sequence of
intersections. The packet passes through the sequence of
intersections and reaches the destination. In the situation when
this routing scheme suffers from local optimum problem, it
uses a carry and forward approach. This protocol suffers from
link sudden link rupture problems as its directional forwarding
does not consider link reliability while forwarding [29].

K. Enhanced Greedy Traffic-Aware Routing Protocol-
Directional (EGYTAR-D) [27]

In this routing scheme, E-GYTAR is enhanced with
directional forwarding and named it as EGYTAR-D. It
comprises of two phases. These are: i) the intersection selection
phase and ii) the directional greedy forwarding phase. This
protocol locates the position of destination vehicle using
location service. Like E-GYTAR, It chooses the next junction
considering directional traffic density and the shortest distance
to the required destination. Directional forwarding is used to
accomplish the forwarding of packets in between the junctions.
Simulations results that consider city scenarios exhibit that E-
GyTAR improves packet delivery ratio and reduces the end to
end delay as compared to DGSR and E-GyTAR. The
directional forwarding of this protocol suffers from sudden link
rupture problem [29]. Table | outlines the relative features of
all the above mentioned inter-vehicular routing protocols.

TABLE I. COMPARATIVE FEATURES OF SIGNIFICANT POSITION-BASED ROUTING SCHEMES FOR CITY SCENARIOS
Inter- Comparative Features
vehicular
Position . Dynamic | Dynamic - Local -
Aware Secure Traffic Statlc_ One hop Multi hop | GPS Digital Optimum L Hop Reall_s'm
Uni Message X Junction . . . Map Reliability Mobility
nicast Exchande Density Selection Junction Junction Require Require Recovery Count Elows
Routing 9 Selection Selection a Technique
Schemes
GPSR[22] - v o fneoré?eter hogpe "
Switch back to One-
GSRJ[18] 4} &) “ greedy ho [}
technique P
A-STAR[23] o o o Qﬂgﬁgﬁﬁﬁron hoc?; _ “
GPCR[25] o S'Ji'e“ rand hoc?pe |
GyTAR[9] @ o o o %?%%”d hoc?pe |
E-GTAR[S] v v o v Eg:xaig ‘ hoc?; _ “
TFOR[3] o v v o E?:vaafg ‘ m} -
DGSR[27] it o v ?S‘Im ‘ hoc?pe _ “
D-EGYTAR " o o o] Carry and One- o
[27] Forward hop
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IV. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In this study, the most vital inter-vehicular communication-
based routing protocols designed for urban scenarios are
presented. An overview of structural designs of the vehicular
adhoc network is presented at the beginning of study. After
that, a systematic discussion about the working of various
position-based routing protocols along with their limitations is
presented. It also presents a qualitative comparative
investigation of the above-mentioned routing protocols based
on the consideration of several significant parameters. These
parameters include vehicular traffic density, forwarding
strategies, mobility of vehicles, the mechanisms of junctions'
selection which include static junction selection or dynamic
one-hop junction selection or dynamic multi-hop junction
selection, the techniques to handle local optimum situations,
location services, and the ways of accomplishing the shortest
routing path. There is a significant impact of all these
parameters on the throughput of VANETS.

The designing of an effective optimal routing algorithm for
an efficient inter-vehicular communication system faces several
technical challenges. Even though, the routing of data for
building an efficient ITS through VANETSs received a lot of
interest from worldwide wireless network research
communities and organizations but yet there is a need for
further vigilant investigation on some challenges associated
with routing. For example, one of them is to design and
develop a routing protocol that securely exchanges information
in inter-vehicular communication system. The main and crucial
component of VANETS is to have a protocol that is capable of
quickly and timely disseminating accurate and secure messages
about life intimidating incidents like traffic accidents and
traffic jams. The dissemination of such critical messages in
highly dynamic VANETs in the presence of malicious
vehicular nodes is a challenging task. These malicious
vehicular nodes normally temper the critical messages which
result in devastating consequences in the form of collateral
damage to neighboring vehicular nodes and drivers. With
security and accuracy of messages, there is a need for reliability
and stability of the links through which message travel to other
vehicular nodes. In VANETS, high mobility of vehicular nodes
makes the network intermittently connected. The intermittent
connectivity induces sudden link breaks in the network at the
time of forwarding or routing of packets. The induction of
sudden link rupture increases packet loss which makes the
network  unreliable and  ineffective.  Inter-vehicular
communication also needs a scheme of presenting accurate and
well-timed information about the vehicular traffic density on
the road. An optimal routing protocol that relays the packets
considering the shortest distance and vehicular traffic density
cannot be accomplished without an effective traffic density
estimation mechanism. The traffic density determines the
strength of connectivity in VANETSs and the accomplishment
of such a mechanism is also challenging. The vehicular
communication system has two environments, highway, and
city. Both have the different architectural designs. Developing
a routing protocol that works in both the environment is
another research challenge for the research communities.

In conclusion, the way of establishing a most robust routing
path to the required destination determined by the mechanism
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exists in a protocol. However, for effective inter-vehicular
communication, current routing protocols, unable to reflect
properly the real-life city scenario characteristics. Therefore,
VANETS need a routing protocol that is secure, reliable, stable,
and accurately exchange the information between the vehicles.
It must incorporate the actual-life urban environment
characteristics like high mobility, intermittent connectivity,
obstacles, dense and sparse nature of the networks to make
VANETs effective in building an efficient transportation
system.
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Abstract—Financial planning plays an important role in
people’s lives. The recent COVID-19 outbreak has caused sudden
unemployment for many people across the globe, leaving them
with a financial crisis. Recent surveys indicate that financial
matters continue as the leading cause of stress for employees.
Further, many millennials overspend and make unfortunate
financial decisions due to their incapability to manage their
earnings, which forbids them from maintaining financial
satisfaction. Financial well-being as defined by The American
Consumer Financial Protection Bureau (CFPB) is a state where
one fully meets current and ongoing financial obligations, feels
secure in their financial future, and is able to make choices to
enjoy life. This work proposes a Personal Finance Management
(PFM) system with a new architecture that aims to guide users to
reach the state of financial well-being, as defined by CFPB. The
proposed system consists of a rule-based system that provides
users with actionable advice to make informed spending
decisions and achieve their financial goals.

Keywords—Artificial intelligence; rule-based; deductive
reasoning; forward chaining; personal finance; financial well-
being

l. INTRODUCTION

Money plays a crucial role in people’s lives. Managing
one’s financial life can be challenging due to the increased
commitments and spending, hence it may become difficult to
achieve the desired financial goals. An employee financial
wellness survey that took place in USA in 2020 revealed that
54% of stress is caused by financial matters, and 41% of
millennials are unprepared for unexpected expenses [1]. In
Saudi Arabia, a recent survey suggests that the average family
expenditure is greater than the average family income [2].
Making conscious financial decisions plays a key role in
financial well-being. According to Zaltman [3], however, 95%
of purchase decisions that people make every day are
subconscious. The author suggests that purchase behavior are
driven by emotions, and hence may not be logical. Therefore,
one may decide to purchase an item as long as he has money to
pay for, without considering his overall financial state and
future commitments.

The American Consumer Financial Protection Bureau
(CFPB) defined financial well-being as “a state of being
wherein a person can fully meet current and ongoing financial
obligations, can feel secure in their financial future, and is able

to make choices that allow enjoyment of life”[4]. Further, the
CFPB identified four main elements of financial well-being, as
follows:

1) Having control over day-to-day, month-to-month
finances.

2) Having the capacity to absorb a financial shock.

3) Having the financial freedom to make the choices that
allow one to enjoy life.

4) Being on track to meet your financial goals. [4].

As shown in Fig. 1, these elements span over two
dimensions; time (future or present) and goal (security or
freedom of choice). The first and second elements pertain
securing the present and future, respectively, and the third and
fourth elements pertain having freedom of choice in the present
and future, respectively [4]. An individual who has control
over daily and monthly finances is able to pay bills and all
periodical expenses with no delay. Also, an individual, who
has the capacity to absorb financial shock, owns personal
savings that enable him to deal with future emergencies. One
who has the freedom to make financial choices can afford not
only what they need but also what they want. Finally, someone
who is on track to achieve financial goals has a financial plan
and continuously making progress toward achieving their
financial goals.
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Freedom of
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Fig. 1. Elements of Financial Well-being [4].
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The aforementioned elements of financial well-being
represent the privileges that an individual who reached the state
of financial well-being enjoys. However, they do not define
how someone may reach that state. In other words, the
elements do not answer the question: what are the main
practices that one should strive to do in order to reach financial
well-being? Many Personal Finance Management (PFM)
software are available, but none was designed with the
definition of financial well-being in mind, and hence are
unable to guide the user to reach the state of financial well-
being. This work seeks to fill this gap by proposing three
practices and a new architecture for PFM that guides users to
adopt them.

The remainder of this paper is organized as follows.
Section 2 reviews related work in PFM and financial well-
being. Section 3 explains the system model, while Section 4
explains the proposed rule-based system. Finally, a summary
with concluding remarks are provided in Section 5.

1. RELATED WORK

A wide range of PFM and budget tracker software exist that
help users plan and manage their finances such as Mint [5],
Money Pro [6], Wally [7], Wallet [8], Masareef [9], Masareefy
Pro [10], Money Coach [11], Spendee [12], Albert [13],
Moneyriser [14], Qapital [15], Twine [16], Coin Keeper [17],
Moneycontrol [18], and ClarityMoney [19]. We performed an
analysis of the main features that these applications offer, and
we present our findings below.

All existing applications share three main common
features, which are providing current balance, allowing users to
categorize their transactions manually into different categories
such as family, fitness, and insurance, and providing
visualization of user’s financial behavior trends using different
charts. The next common features are to allow the user to set
up and track saving goal, which is offered by Mint [5], Money
control [6], Qapital [15], Masareef [9], Money Coach [11],
Moneyriser [14], Albert [13], and Twine [16], to present the
user’s total spending, offered by Money control [18], Money
Coach [11], Coin keeper [17], and Masareef [9], Masarify Pro
[10], Wally [7], Wallet [8], and ClarityMoney [19], and to
allow the user to set up a budget for a specific purpose, which
can be found in Mint [5], Wally [7], Money Pro [6], Spendee
[12], Wallet [8], Money Coach [11], Albert [13], and Coin
keeper [17].

Although important, only some software allow users to set
a periodical/recurring transaction such as bills, available in
Masareef [9], Masareefy Pro [10], Mint [5], Qapital [15],
Money Coach [11], and Moneyriser [14]. In addition, creating
multiple accounts and displaying the user’s net worth is offered
in Mint [5], Spendee [12], and Money Coach [11]. The
software Wally [7] and Wallet [8] synch user’s account with
the bank account and import transactions automatically. Wally
[7], Money pro [6], and Moneyriser [14] track user’s progress
toward paying off their loans. Investment goals are also
considered in some software such as Qapital [15], Albert [13],
and Twine [16].

Money pro [10] and Qapital [15] offer some unique and
exclusive features. The former show the user not only the
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current balance, but also his expected balance after paying off
all periodical expenses. The latter allows the user to set up
customized rules, such as save part of the paycheck
automatically each payday or save an amount when you buy
what you are trying to resist.

Although many PFM software are available, none was
designed with the definition of financial well-being in mind,
and hence are unable to guide the user to reach the state of
financial well-being for several reasons. First, existing software
do not provide actionable advice to users. This is important
especially due to the fact that majority of users’ purchase
decisions are subconscious. Second, some users may have
ambitious saving goals that might not fit his financial state, and
hence cannot maintain and make progress toward it. This may
impact the user’s overall attitude toward saving. Further,
majority of existing software requires the user to enter every
transaction manually, which is not practical.

I1. SYSTEM MODEL

A. Definitions
The system uses the following terms.

¢ Inflow: Money going into the bank account.
e Outflow: Money going out of the bank account.

e Periodical expenses: Monthly outflow transactions
such as bills and rent.

e Budget: Amount of money saved once and available to
spend for a specific purpose with no time frame.

e Saving amount: Amount of money to be saved in
monthly installments.

e Saving installment: a monthly amount to be paid
toward a saving goal.

e Saving plan: A long-term or short-term plan to save a
specific amount of money within a time frame.

e Commitments: the total amount of the user’s periodical
expenses, saving installments, debts monthly
installment, and current budgets.

e Balance: Total amount of money available in the bank
accounts.

e Available balance: Amount of money remained after
deducting commitments.

B. Financial Well-being Inspiration

As mentioned previously, the definition and elements of
financial well-being proposed by CFPB only represent the
privileges that one who reached the state of financial well-
being enjoys. However, they do not define the main practices
that one should strive to do in order to reach financial well-
being.

The main goal of this work is to inspire and guide users to
reach a state of financial well-being, as defined by CFPB.
Therefore, based on the definition and elements of financial
well-being mentioned previously, we propose three main
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principles that a PFM must follow in order help users reach
financial well-being. A PFM shall:

1) Build experience by making users aware of their
financial activities such as how much they spend or earn over
a specific period of time.

2) Provide insights into user’s finances, i.e. how much,
when, and where they spend their money.

3) Help users with actionable advice to achieve their
financial goals.

The first principle is inspired by the first element of
financial well-being, i.e. having control over day-to-day,
month-to-month finances. As explained previously, this
principle denotes that one is able to pay bills and all periodical
expenses with no delay. We argue that one must be first aware
of such periodical expenses and their total cost, even before
they are paid or deducted from the account. Therefore,
allowing the user to set up periodical expenses is an essential
requirement for PFM. Further, we propose that periodical
expenses are to be deducted from the balance on payday, hence
one is well aware of how much he really own, shown in the
available balance. These periodical expenses include rent, bills,
saving installment, and loan installment. Showing the available
balance after deducting periodical expenses supports the third
element of financial well-being, i.e. having the financial
freedom to make the choices that allow one to enjoy life. Since
saving installment is included in the periodical expenses, this
principle also supports the forth element, which is being on
track to meet one’s financial goals.

The second principle focuses on allowing the user to
understand his/her financial behavior. In PFM, this can be
achieved by categorizing user’s transactions automatically and
providing different types of charts that convey spending trends
and informative insights. Therefore, the user can see when and
what he/she spends his money the most on, which enables him
to adjust his behavior to reduce spending. This principle can
indirectly contribute the third element of financial well-being
that is having the financial freedom to make the choices that
allow one to enjoy life. Moreover, based on these insights, a
PFM shall be able to evaluate the user’s financial performance,
i.e. on track or over budget.

The third principle consists of two sub-principles: saving
principle and advice principle. The former suggests that a PFM
system shall allow the user to set up a saving goal and a saving
plan. This supports the forth element of financial well-being by
keeping the user on track to achieve financial goals and
continuously making progress toward achieving their financial
goals. It also supports the second principle since the user may
set up a saving goal for emergency, hence is able to absorb
financial shock. The latter sub-principle signifies that a PFM
shall also advice the user on different financial issues. For
instance, a user may have an overambitious saving goal, which
does not fit his current financial situation. Therefore, the user
may fail in maintaining and making progress toward it. This
may impact the user’s overall attitude toward saving if he fails
in his first saving plan. Therefore, a PFM shall advice the user
on the saving plan and further recommend one that fits his

Vol. 12, No. 1, 2021

financial state. This support the second and forth principles. A
PFM shall also advice the user on purchasing decisions, since
as explained previously, most of them are subconscious, which
supports the third principle.

C. System Architecture

The main goal of this work is to design a PFM system that
helps users maintain a healthy financial life and guide them to
reach the state of financial well-being. The proposed system
uses Artificial Intelligence to achieve this goal and consists of
three main modules; awareness module, insight module, and
advice module, as shown in Fig. 2. Each module corresponds
to one of the proposed principles in the previous sub-section.
The following points explain each module in further details.

1) Awareness Module: This module supports the first
proposed principle; that is to build experience by making users
aware of their financial activities such as how much they
spend or earn over a specific period of time. This is achieved
by offering the following features:

e Tracking user’s financial activities (inflow and outflow
transactions) automatically by either accessing the
SMS messages sent for each transaction or synching
with the user’s bank account to add the corresponding
transactions.

e Allow users to track their spending over a customized
period of time, e.g. month or week.

o Allow users to set up periodical expenses.

e Deduct periodical expenses on payday and show both
actual balance and available balance.

2) Insight Module: This module supports the second
principle, which is to provide insights into user’s finances, i.e.
how much, when, and where they spend their money. Th
following features are provided by this module:

e Categorize transactions automatically by vendor,
location, and time/day to help discover user’s spending
patterns.

e Allow the user to create custom categories such as
education, food, and medical where transactions fall
into.

e Create a dashboard for visualizing the user’s financial
performance using different types of charts.

e Monitor and notify the user of his/her financial
performance, i.e. on track or over budget. The aim is to
help low-income users avoid situations where they
spend most of his income when it is first received,
which leaves them with no enough money for the rest
of the month, and also help high-income users avoid
situations where they spend too much on unnecessary
things by setting a limit to his/her spending.
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Fig. 2. PFM System Architecture.

3) Advice Module: The advice module facilitates the
realization of the third principle, which suggests that a PFM
shall help users with actionable advice to achieve their
financial goals. This module consists of two main sub-
modules:

e Spending advice sub-module, where the user can ask
the system if he should spend a specific amount of
money on an item.

e Saving advice sub-module, where the user may ask
about the feasibility of a saving plan, given the amount
and target duration of time.

In addition, this module suggests an alternative plan if the
current plan is not feasible, by increasing the target duration of
time or reducing the target amount of money to be saved.
Therefore, the module creates a saving plan according to the
user’s current financial status and also allows the user to track
its progress.

In this work, Rule-Based Reasoning, specifically Forward
Chaining, is used to design the two advice sub-modules
included in this module. In the sections below, we present the
proposed rule-based system for this purpose.

V. RULE-BASED SYSTEM

Reasoning is a form of deductive learning where rules are
provided to the system by a domain expert and the system then
reasons about individual cases using the provided rules. Rule-
based reasoning relies on facts and rules to solve problems.
Deductive reasoning is defined as “the process of inferring
conclusions from known information (premises) based on
formal logic rules” [20]. The system can use user's information
such as his transactions and his standard of living to suggest a
spending lifestyle for the user. There are mainly two inference
methods; forward chaining and backward chaining. In this
work we use Forward Chaining, which starts from then given
facts and uses inference rules to produce more facts until the
goal is proven.

As shown in Fig. 3, the main component of a rule based
system is rule set, working memory, and inference engine. The
rule set contains the rules, which will be explained in the
following sub-sections. The working memory includes the
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facts used by the rules and intermediate results. The inference
engine is in charge of performing the forward chaining. The
inference starts with matching the rules set with the known
facts in the working memory. If there are rules to match, the
engine selects a rule and matches its antecedents (left-hand
side) with the assertions (facts in working memory) and
substitute any variables.

If the match succeeds, the rule is fired and variables in the
rule’s consequences (right-hand side) are substituted. Then, the
result conclusions are added to the patterns. When all rules are
matched, the inference engine adds all patterns, if any, to the
working memory. If the working memory is updated, another
cycle of inference will be performed. This continues until the
working memory is not updated after an inference cycle.

In the sub-sections below, we present the proposed rules set
for both the spending advice and saving advice components.

A. Saving Advice

This component allows the user to find out if he/she can
afford a specific saving goal. The user enters the amount he
wants to save (AMOUNT), the saving duration (DUR). The
system analyzes the entered values according to the user’s
financial situation and determines whether the saving goal is
feasible or not feasible using the rule-based system explained
below.

If the goal is not feasible, the system suggests other feasible
saving plans by increasing the value of parameter DUR or
decreasing AMOUNT. The proposed solution to give a saving
advice to the user works as follows.

v
hare nies 20 —
P -
manch?
Rules ot

Selec: a rule to
examine

Wy | v
Match amecedents w/'
B3Sations a0
Suldliule

A4
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Add conclusions 1o
patems

Fig. 3. Forward Chaining Flow Chart.
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The monthly saved amount (MAMOUNT) is calculated as
the total saved amount (AMOUNT) divided by the duration
(DURY), as shown in Eqg. (1) below.

AMOUNT
DUR (l)

MAMOUNT =

Where:

AMOUNT = the target amount of money to be saved, entered
by the user

DUR = the target duration of time in months

The available user’s balance (BALANCE) from which the
MAMOUNT will be deducted from is calculated as the
subtraction of the total commitments from the current balance,
asin Eq. (2).

BALANCE = INCOME - COMMIT 2)
where:
INCOME = The user’s total income

COMMIT = the total amount of the user’s total saving plans,
current periodical expenses, budgets, and debts.

The values MAMOUNT and BALANCE will be compared
as shown in the rule set in Table I.

B. Spending Advice

The spending advice enables the user to ask whether he/she
should buy an item. The user enters the price of the item
(PRICE), choose whether it is necessary or not. The system
infers whether the purchase is needed, advisable, not worth it,
or troublesome, according to rule-based system described
below.

First, the available balance for the user (ABALANCE) is
the current balance of the user (BALANCE) deducted from it
the total commitments (COMMIT) associated with the user
account, as shown in Eq. (3) below.

ABALANCE = BALANCE - COMMIT 3)
where:
BALANCE = The current balance of the user

COMMIT = The total amount of the user’s total saving plans,
current periodical expenses, budgets, and debts.

The system then reasons about the whether the item should
be purchased, according to the rule set shown in Table II.

TABLE I. SAVING ADVICE RULE SET

Vol. 12, No. 1, 2021

TABLE II. SPENDING ADVICE RULE SET

Rule | IF THEN

The user affords the purchase

&

Calculate percentage of the price to the
user’s total income
PRICE_INCOME_PER =
(PRICE/INCOME) *100

&

Calculate percentage of the price to the
user’s available balance

PRICE_ ABALANCE _PER =

PRICE
——— %100
ABALANCE

R1 PRICE < ABALANCE

The user cannot afford the purchase

&

Calculate percentage of the unaffordable
portion of price to the user’s total income
PRICE_INCOME_PER=

PRICE—ABALANCE
— x 100
INCOME

R2 PRICE > ABALANCE

The purchase is needed

&

An emergency budget is created by
allowing the user to reduce amount
allotted to one or more future commitment
for the current month, i.e. periodic,
budget, or saving plan.

The user cannot afford
R3 the purchase

&

the item is necessary

The user cannot afford
R4 the purchase &

the item is not
necessary

The purchase is troublesome

R5 The user affords the
purchase &
the item is necessary

The purchase is advisable

The user affords the
purchase &

R6 the item is not
necessary &
PRICE_INCOME_PER
>10

The purchase is not worth it

Rule IF THEN

MAMOUNT
BALANCE

R1 The plan is feasible

The plan is not feasible.
An alternative plans is
suggested with longer
duration and less
MAMOUNT that fits the
user’s current situation.

MAMOUNT >=
BALANCE

R2

V. CONCLUSION

The main goal of this work was to propose a personal
finance management system with new architecture that builds
on the fundamental principles of financial well-being as
defined by the American Consumer Financial Protection
Bureau (CFPB).

This work has presented the main components of the
system architecture and how they guide users to adopt financial
practices that help them reach the state of financial well-being.
Further, we proposed a rule-based system that provides
spending and saving advice that enable the user to make
informed spending decisions and achieve their financial goals.
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Abstract—This paper presents the design principles of sliding
mode controller, which is implemented in the coupled tank
system. The Sliding Mode Control (SMC) controller exhibited a
robust stability which can overcome nonlinearities, reduce
disturbances and noise that occur in the coupled tank system.
The work start with mathematical modelling the coupled tank
system using second order single input single output (SISO)
technique. Then, the sliding mode controller design began by
deriving the sliding surface according to the second order
coupled tank system. The control variables in this system, which
are C1 and C2 are manipulated to obtain the best performances
of the SMC. From the simulations, the performances
characteristic of the SMC is analysed and investigated. The
output response is obtained by implementing the SMC on the
plant and compared with the proportional, integral, and
derivative (PID) controller as a benchmarked controller. The
results show that the robust SMC has better output response
compared to the PID controller.

Keywords—Sliding Mode Control; PID controller; robustness;
coupled tank system

. INTRODUCTION

Coupled Tank System (CTS) playing important roles in the
industrial sector due to the process in the coupled tank which
stored, pumped, restored, and pumped the liquid continuously.
The industries demand regarding the coupled tank is very high
especially in food processing, pharmaceutical industries,
mixing process, refilling devices, and the chemical processing.
Modern utilization of coupled tanks system (CTS) is broadly
utilized as a part of the chemical process. There are a few
procedures of CTS, for example, single input single output
(SISO) or multiple input multiple output (MIMO) that has been
utilized generally as a part of the industrial area. Moreover, the
control procedure for multiple input multiple output (MIMO) is
more convoluted than SISO in light of the fact that there is a
communication between other control circles of MIMO
procedures. However, the control structure implemented in the
SISO system is less complex as compared to the control of the
MIMO system.

However, according to the previous study, it was stated that
the problems always occur in controlling the level of the liquid
and the flow between the tanks [1],[2], this is due to the
industrial demand for the liquid to be pumped, stored, and to be
pumped again to another tank. It is very important to monitor
the level of the liquid, the flow between tanks and the
interaction of the liquid levels. In [3] there are two

*Corresponding Author

configurations of CTS that are single input and single output
(SISO) and multiple input multiple output (MIMO) which has
different ways of controlling the liquid level.

The Sliding Mode Control (SMC) controller has been
introduced and is known as a robust stability which will reduce
the external disturbances and eliminates the chattering effect
[4]. By referring to the Lyapunov’s method, that approach
using the lots of variable designs that create sliding mode on
the intersection of a few switching surfaces. To ensure that the
system trajectory always reaches the sliding surface, the
control laws are designed. On top of that, the study shows that
for SISO coupled tank system, the 2nd tank act as disturbance
while the 1st tank act as a control variable. Meanwhile, a
mathematical model for the coupled-tank system and the
design of SMC for liquid control in the systems is presented. In
this study, it’s focussed on the nonlinear SISO mathematical
model which is developed in order to use the SMC controller.
It was stated that the tracking performances of the SMC
controller [5] are tested using different input signals such as
step, sinusoidal, and saw tooth. The controller showed that it
has a strong robustness when some realistic situations are
inserted in the plant. Moreover, the use of SMC can overcome
nonlinearities, reduce disturbances and noise. The SMC need
to use a suitable sliding surface for the system to slide to its
desired final value.

Authors in [6] stated that the SMC controller was initially
adopting the concept of variable structure control system which
consists of two steps. The first step is to gain a sliding surface
for desired stable dynamics and the second step is to get the
control law to reach to the sliding surface. In this paper, the
comparison between SMC and PID has been made, it shows
that the external disturbances will affect the PID controller but
not the SMC. The SMC is proven to be robust to parametric
uncertainties and external disturbances [7].

Researchers [8] verified that the SMC nonlinear control
have a capability to maintain the stability in the control of
various different classes of model which are exposed to the
disturbances and variations in the system parameters [9]. Thus
it has been extensively used in various applications such as
active suspension system [10], pneumatic systems [11] and
active magnetic bearing systems [12]. Moreover, when a
controller designed by the conventional approaches, The SMC
controller can be easier to design, to tune and to implement
[13] because in [14] it was stated that the Sliding Mode Control
controller is the best method for a nonlinear system with
uncertainties.
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Despite the advantages in various applications of the
coupled tank system, it suffers from nonlinearities and
parameter uncertainties which cause the performance
deterioration. Recently, numerous control techniques have
been reported for the coupled tank system in the literature. It
can be divided to linear control, nonlinear control and
intelligent control [15][16][17]. However, Sliding Mode
Controller (SMC) has been proven to be outstanding over other
controllers in providing robust performance for the nonlinear
dynamic system [18], [19]. Therefore, SMC was chosen for the
coupled tank system.The objective is to tune the best controller
parameters in SMC in order to get the desired output
performance of coupled tank system. According to [20], the
tuning problem of controller gains can be considered as an
optimization problem.

Il.  MATHEMATICAL MODELLING

Based on the previous research [1][2], Fig. 1 shows the
coupled tank system for the SISO system with the definition of
parameters in the coupled tank system.

The area for the SISO coupled tank system can be
expressed as,

A an = Qil —Qo, -Qo,

dt O
AT ~qi, ~Qo, ~Qo,
)
where:
Hi, H, = Height of fluid in tank 1 and 2.
Ay, A, = Cross-sectional area of tank 1 and 2.

Q3= The rate flow of fluid between tanks.
Qi1, Qi =Pump flow rate into tank 1 and 2.
Qo1, Qo2 = Flow rate of fluid out of tank 1 and 2.

By using the Bernoulli’s equation, the flow between the
two tanks is proportional to the square root of the head
differential.

Tank-1- Baffle  Tank-2-
n_ 4+
v H
Qll Q|2
H H
1 2
/AR RN
Qol Q QUZ

Fig. 1. Coupled Tank System with SISO Structure.
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Q01 = al\/H_l (3)
Qoz = az\/H_z (4)
Q03=0{3\/H1—H2 (5)

where a4, a,, a3 are proportional constants that depends on
the coefficients of discharge, cross sectional area of each tank
and gravitational constant.

By substituting the equations (3), (4) and (5) into equation
(1) and (2),

dH

A~ 0, ey P, e,
dH,

AZT:Qiz_az\/Hz_as\/Hl_Hz "

By linearized perturbation model, consider a small
variation in each inflow g; in Qi; and g, in Qi,. And let the
perturbation level be h; and h; respectively.

A&d(H”h)=(Qi1+q1)—%«/m—'“

(6)

dt
..._a3\/(H1—H2)+(hl_h2) (8)
AIW:(QQ +q2)_a2m_m
c—agyJ(H,—H,) + (h —h,) 9)

For small perturbations,

AT - /H1£1+ H j
: (10

_ A~
m \/H_1~2\/H_l

(11)
JH,+h, —H, zL
2\/H, (12)
h _
SR F (R —JF, —H, ~ e
2\H, —h (13)
Then, assume that
h1:h2 :OUtpUt
01=02 = Input
dh, a a;
g _ _h
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dh,
% dt

(hl
2\/_ 2, (15)

From equation (14),

[27
h, =g, - —2
Ail ql 2\/H_1

And equation (15),

(h -
2\/H —H, (16)

AN, =
ZJ_ V 17)

The manipulated variable is the perturbation to the inflow
of tank 1. Assume that, mutually variables are at their steady

state value.
a, ]
H,—H, (18)

. .
Azhlzzqz_[ 2 hz+ = J
ZJH2 2yH, —H, (19)

where h; is the process variable and q; is the manipulated
variable. The case will be considered when ¢, is zero. The
equations (18) and (19) will be expressed between the
manipulated variable, q;and the process variable, h,.

Rewrite the equation (18) and (19),
Tlhll+ hl =Ky, + K12h2

[P a,
Alhl_ql [2\/H_1hl

(20)

T,h',+h, =K,q, + K, h (21)
where,
T, = A

i)l

+

2JH, | | 2{/H,-H, (22)
T, = al

P

2JH, | |2JH,-H, (23)
K, = L

Exie

2JH, | |2{H,-H, (24)
K, = 1

a, + [28)
2JH, | |2JH,-H, 25)
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- [2%] n (28
2JH, | | 2|/H,-H, 26)

2\H,—H,
Ky =
2\H, 2yH,—H, @7)

For SISO (Second order, Single Input), consider g, = 0.
From equation (21),

h, = T,h',+h,
K, (28)
b Tt
1
K21 (29)
Substitute equations (28) and (29) into (20),
Tlh '1+ rﬁ = Klql + K12h2
Tl(Tzh ,+h 2J+[T2h ,+h, j K+ Ko
K21 K21
T1T2h"2 +T1h P +T2h bt hz =KigK; + Ky, K21h2
h" = K1q1K21 + K12 K21h2 _Tlh I2+T2h I2+ hz
’ 1T,
h T [K1q1K21+K12K21h hlz(r1 +T2)_h2]
112
" 1 .
h*, = —[-h", (T, +T,) + h, (K, K,, D)+ K, K, ]
TT, 30)

I1l.  SLIDING MODE CONTROLLER DESIGN

In this paper, the SMC has been utilized to manipulate the
operation of coupled tank system. The block diagram of
coupled tank system integrated with SMC implemented in the
Simulink environment is demonstrated in Fig. 2. The SMC
controller brings a new solution to overcome nonlinearities,
disturbances, and measurement noise. The most important
characteristics of SMC is to deal with nonlinear and time
varying systems.

The sliding surface is designed according to the second
order coupled tank system which is expressed as below:

s=Ch, +C,h,
s'=Ch",+C,h",

When s’ =0, assume C, = 1.
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Fig. 2. Simulink Model for Coupled Tank System with the Assistant of SMC.

Generally, the control structure of SMC consists of
switching and equivalent control as expressed,

Usme = Ugw + Ugq

U,, =—Ksign(s) :—K[ 5 ]

s+¢|
Ueq:ql
Taking £ =0,
h', C
= +T _ 2 T)—---
a KHKJ(E - )

h
"'_ﬁ(Klelz)}
217N (31)
Table I and Il composed of parameters that will be utilized

in the model.

All the parameters in Table | and Il will be substituted into
the equation (22), (23), (24), (25), (26), (27). Then, the value of
Ty, Ta, Ky, and Ky will be substituted into Uy, as follow,
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TABLE II. THE VALUE FOR THE(ZIE7C)QUAT|0NS (22), (23), (24), (25), (26),

Symbols Value

T 6.15

T, 6.011

K1 0.1962

Kz 0.1878

K1z 0.749

Koy 0.7325

TABLE I. THE VALUE OF SELECTED PARAMETERS
Parameters Value
Hi (cm) 17.00
Ha (cm) 15.00
ay (cm*?/sec) 10.78
a, (cm*?/sec) 11.03
as (cm*?/sec) 11.03
A; (cm) 32.00
Az (cm) 32.00

0=-Ch',(T,+T,)+Ch, (K, K, 1)+
+C1K21K12q1 +C1K21K12q1

(32)
C1K21K12q1 =h '2—((C2T1T2 +C1(Tl +T2) -
"'_C1h2(K21K12 _1)) (33)
hl
0, = K |2< (Cl(l'1 +T2)—C2T1T2)—C1h2(K21K12 -1
21™12 (34)
[ CZ [
q, =86.469h",—262.85=2h',—3.21h,
< (35)

From the equation (30),
1
2~ (6.15)(6.011) -
-+, (0.7325(0.749) —1) + (0.7325)(0.192), |
=-0.329h"',—0.0122h, +3.8mq,

h',(6.15+6.011) +---

IV. RESULTS AND DISCUSSION

The analysis of the performances of SMC in the coupled
tank system toward disturbances is shown in Figures 3, 4, 5
and 6. The value of C; and C, are adjusted through two set up.
First, the value of C; is constant and the value of C, is adjusted.
Then for the next set up, the value of C, is constant and the
value of C, is adjusted. Both performances are observed to get
the best value of C; and C, which shows the sliding motion and
the best performances in term of settling time and percentage
of overshoot.

Sliding motion with the best performances. When C; = 1
cm? and C, = 2 cm? The sliding motion in Fig. 3 with the
respected values of C; and C, show the performances of the
sliding motion in the system. It’s showing how the system
slides across the section of the system until reaching to the
zero.

Fig. 4 and Table Il show the performances of SMC
towards disturbances with a constant value of C; and the value
of C, is adjusted. The settling time increase as the value of C,
increase. This is due to the area of the orifice that allows the
flow of liquid increase which simultaneously increase the
disturbance.
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Fig. 3. The Sliding Motion of the System.
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the PID controller including K, = 14.28289, K; = 0.88983, and
Kq = 38.21613, while the best performance of SMC consist of
the parameters of C, = 2 cm? and C, = 1 cm?

The SMC response in Fig. 6 shows that it is free from the
overshoot unlike the PID controller. The desired level of error
correction has been attained by the SMC within short time
frame compared to the PID controller. The comparisons
between SMC and PID controller are shown in Table V.

Comparison of Sliding Surface Performances

0.01,

=

—SMCI
—SMC2j~
—SMC3

T
/)

Comparison o Siding Surface Performances
001
0 /
—3ct
u —sic) |
’ / / —
']
T
2
R
£
<
0 / /
il
15 —l
0 5 0 5 il 5 Kl K Ll 5
i sec)

Fig. 4. Comparison of Sliding Surface Performances with a Constant Value

of C1 and the Value of C2 is adjusted.

005 J

o+ 1/

time (sec)

Fig. 5. Comparisons between Sliding Surface with different Value of c1 and

TABLE Ill.  COMPARISON BETWEEN SMC WITH CONSTANT VALUE OF C;
Shaing Ci (cm?) C (cm?) 0 (%) T(sec)
SMC 1 2 1 0 23
SMC 2 2 5 0 37
SMC 3 2 10 0 40

Referring to the Fig. 5 and Table 1V, the settling time
decreased when the area of C, = 2 cm? and C; = 5 cm?
However, the settling time increase again when the area of C;
=10 cm? Even though the settling time for C, = 2 cm? and the
area of C; = 5 cm? shows better performances compared to
settling time when C, = 2 cm? and C; = 1 cm? but the sliding
motion for C, = 2 cm? and C; = 1 cm® show better
performances when it is slide across the system’s normal
behaviour to zero.

Then the performances of the Sliding mode control using
the best performances are compared with the PID controller
using auto tuned method as shown in Fig. 6. The parameters of

c2.
TABLE IV. COMPARISON BETWEEN SMC WITH DIFFERENT VALUE OF C;
AND C,
Slldlng 2 2 0
Surface C;i(cm?) C,(cm?) OS (%) Ty(sec)
SMC 1 1 2 0 23
SMC 2 5 2 0 16
SMC 3 10 2 0 43
Comparison of SMC and PID
—SNC
—PD
001 / \
0 / 7
) 0 0 0 0 5 [ 0 0 0
time (sec)

Fig. 6. Comparison between SMC and PID.

TABLE V. PERFORMANCES COMPARISON BETWEEN SMC AND PID
CONTROLLERS
Character SMC PID
OS (%) 0 1.52
Ts (Sec) 23 105
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V. CONCLUSIONS

We have succesfully demonstrated the sliding mode
controller to the coupled tanks system. The mathematical
modelling of the coupled tank system has been derived
thoroughly. The sliding surface has been designed to suit the
second order coupled tank system. The simulation results using
MATLAB for the coupled tank system proves that the SMC
work very well and is robust to change in the parameters of the
system as well as to external disturbances acting on the system.
SMC gives a better response than a standard PID controller
when applied in the CTS system. This work provides a simple
and effective optimization method for selecting the most
optimal controller variable of the SMC specifically for the
coupled tank system. This method is based on single input and
single output coupled tank system. In future multiple input
multiple output system could be considered to improve the
accuracy. Besides, it could be applied to other industrial
applications such as hydraulic, pneumatic and suspension
system for future works.
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Abstract—Text coherence analysis is the most challenging
task in Natural Language Processing (NLP) than other subfields
of NLP, such as text generation, translation, or text
summarization. There are many text coherence methods in NLP,
most of them are graph-based or entity-based text coherence
methods for short text documents. However, for long text
documents, the existing methods perform low accuracy results
which is the biggest challenge in text coherence analysis in both
English and Bengali. This is because existing methods do not
consider misspelled words in a sentence and cannot accurately
assess text coherence. In this paper, a text coherence analysis
method has been proposed based on the Misspelling Oblivious
Word Embedding Model (MOEM) and deep neural network.
The MOEM model replaces all misspelled words with the correct
words and captures the interaction between different sentences
by calculating their matches using word embedding. Then, the
deep neural network architecture is used to train and test the
model. This study examines two different types of datasets, one in
Bengali and the other in English, to analyze text consistency
based on sentence sequence activities and to evaluate the
effectiveness of this model. In the Bengali language dataset, 7121
Bengali text documents have been used where 5696 (80%b)
documents have been used for training and 1425 (20%o)
documents for testing. And in the English language dataset, 6000
(80%) documents have been used for training and 1500 (20%o)
documents for model evaluation out of 7500 text documents. The
efficiency of the proposed model is compared with existing text
coherence analysis techniques. Experimental results show that
the proposed model significantly improves automatic text
coherence detection with 98.1% accuracy in English and 89.67%
accuracy in Bengali. Finally, comparisons with other existing text
coherence models of the proposed model are shown for both
English and Bengali datasets.

Keywords—Coherence analysis; deep neural network;
distributional representation; misspellings; NLP; word embedding

I.  INTRODUCTION

Text coherence analysis is a very well-known key term in
natural language processing for a text with multiple sentences
[1]. According to Mann and Thompson (1988), a text is
coherent in explaining the role that each paragraph plays in the
whole field. Text coherence measures the degree of logical
consistency for text which is a key property of any well-

organized text document. With the rapid development of digital
communication mediums such as social networks, mobile
devices, or online news portals it is more complex to identify
which information is consistent or inconsistent. Recently,
paperless assessment has increased rapidly and computers have
been used to evaluate assessment. It is very difficult to check
the consistency of text among sentences with sort time without
automatic evaluation. In social networks or mobile
communication, users usually use short text for their
communication or use their mobile devices for any type of
online assessment. During digital communication or online
assessment or reporting news sometimes a naive user may
misspell some word or couple of words in their whole text [2].
Common errors such as grammatical mistakes, vocabulary, or
syntax errors can easily be determined, but finding text
coherence between paragraphs is very difficult both in the
manual and computerized systems. It is very important to
automatically identify which news or information is valid or
coherent regarding other information. The following examples
show text coherence and news inconsistency. One example is
shown in Table | where Text 1 has logical consistency, but in
Text 2, the first sentence and the second sentence are logically
coherent but the second sentence with the third sentence is not
logically consistent.

Text coherence analysis is very important for many
reasons. For example, they can be used as the logical bridge
between different words, sentences, and paragraphs. Readers
easily detect ideas within each sentence and paragraph. Text or
paragraph without coherence not only makes it difficult to
determine the main idea but also reads the full text. Text
coherence checking in a short portion of the text is very easy
for humans, but in a large document that has thousands of
paragraphs or more is also difficult and time-consuming.

Dealing with text coherence using a machine is very
difficult. Foltz in 1998 [3] proposed the first text coherence
evaluation method using a machine. Later, many researchers
proposed several text coherence methods, but unfortunately, no
method is perfect for finding text coherence between words or
sentences or paragraphs. Many automatic summarization
methods that can extract summaries from a paragraph can also
check grammatically correct but are limited for text coherence
analysis. Considering coherence needs to check discourse
relations [4], finding common patterns during sentence
connection [5].
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TABLE I. EXAMPLE OF LOGICAL CONSISTENT AND INCONSISTENT
AMONG SENTENCES
Bengali English
ISR (XIS FICT G O O I A footballer broke his left leg

Mt (ST (T | TIER SIF 9o M &=y
R sfarnf ey | awey, S s
RS SgAEm AR ST o 7% S|

while playing for the national
team. The doctor advised him to
rest for 30 days. Because of this,
he stopped his regular practice for
a while.

Textl: label=1(coherent)

GIOTMCST (A0S T 9F e FHIeTd OF I
7l (ST (FCEW | TSR SIF vo M7 &=y
fRe st s | aerce, fof g
SISl Rl (A Sram «32 710 s

ST FCE |

A footballer broke his left leg
while playing for the national
team. The doctor advised him to
rest for 30 days. Because of this,
he gets out of bed very early and
practices regularly in the morning.

Text2: label = 0 (incoherent)

Recently, proposed coherence analysis methods [1, 6] have

been based on a deep learning framework that uses recurrent
and recursive neural networks for computing word vectors in
sentences. They capture the interaction between sentences by
identifying a set of coherence features and computing the
similarity between words which is useful for coherence
assessment but the main limitation is finding the right word to
measure similarity or interaction between sentences. If we
identify misspelling sentences and determine word vectors for
correct words from a misspelled word, it is a new dimension
for coherence analysis. Here is another example of text
coherence with misspelling words shown in Table 1I.

TABLE Il.  TEXT IN CONSISTENT WITH MISSPELLED WORDS
Bengali English
5% o bY@ =A% w43 oge (orres) | Tom is very dissatified (dissatisfied)

fof sl (5RA®) =i cxrw @
A FACS TT FLIH O3 (TS *ARE
SR P Al o, i A I ol
e «RAfE SRew w41 Shol

with his fat body. He likes to eat
fatty food and drink beer but has not
done any phygical (physical)
exercise. So, | think she should do
regular physical exercise.
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The above example contains some misspelled words such
as “oge”, “vivger, “dissatified”, “phygical” which is logically
inconsistent based on existing text coherence analysis methods.
The composition is logically consistent between sentences
when the correct word is used for each misspelled word such as
(ergE => wpge), (5ikge => vfiyw), (dissatified => dissatisfied),
(phygical => physical). Existing text coherence analysis
methods convert each word into multidimensional word
vectors using pretrained word embedding vectors such as
Word2vec [7, 8] and Glove [9] and calculate the text set by
considering the semantic and syntactic relationship between
sentences. However, they did not work on out of vocabulary or
misspelled words, and sometimes their results show that any
composition is locally inconsistent between the sentences that
are logically coherent.

Finding correct word from misspelling word is very
challenging work both in Bengali and English language
processing task. In Bengali language there have lot of variation
in word formation. Changing single character in a word can
modify the meaning of a single sentences. In this paper, a
modern text coherence analysis method using Misspelling
Oblivious Word Embedding Model (MOEM) and deep neural
network has been proposed to overcome the above limitation.
A set of commonly misspelled words is identified with their
correct words to find similarities between sentences and study
the coherence problem with a set of coherence features. First,
misspelling oblivious word embedding methods generate a
sentence matrix with the correct word vector and then apply a
deep neural network with a set to cohere to compute the
similarity among sentences. Finally, the proposed method
estimated the text coherence by combining word vectors and
similarity scores. The main contributions of this study are as
follows:

e Develop a corpus of 12000 text documents for English
and 8000 text documents for Bengali with misspelling
words from different social media and newspaper;

e Label each document as coherent and incoherent after
performing cleaning, stemming, stop-words removal,
normalization and tokenization;

o Identify misspellings with the correct spelling using the
MOEM model from the misspelled word dictionary set.

e Design a coherence model to identify English and
Bengali documents into coherent and incoherent
categories.

e Compare the performance of the proposed text
coherence model with the existing models.

The rest of the paper is organized as follows: Section 2
introduces a review of recent work in this field; A detailed
explanation about the proposed model is presented in Section
3. Section 3 describes the development of a data corpus for
Bengali and English with misspelled word models and
calculates their word metrics; Section 4 discusses the
experimental setup and performance analysis results of the
proposed model; Finally, Section 5 concludes the paper and
highlights the importance of text analysis in both English and
Bengali, including summaries and future opportunities.
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1. RELATED WORK

In this section, the main categories of existing text
coherence analysis methods are reviewed and described. In
1998 Flotz [4] proposed the first text coherence evaluation
model. In his model, text coherence is defined by checking
semantic relatedness between sentences that are adjacent to
each other where lexical meaning is used to compute semantic
relatedness which is a vector-based representation. Since
1998, many researchers proposed several text coherence
analysis models such as entity-based model [10-16], syntactic
pattern-based models 17], discourse relation-based models
[18], content-based model via Hidden Markov Model [19, 20],
coreference resolution-based model [21, 22] and cohesion-
driven based model [23]. These models use a supervised
learning approach to obtain text coherence by computing the
relationship between adjacent sentences based on the lexical
chain [13, 24] which is the lexical cohesion structure
representation of a text.

The entity-based text coherence analysis model is one of
the most popular methods that analyses the grammatical role of
words in adjacent sentences and evaluates the local coherence
[25] by extracting a pattern from adjacent sentences. Initially,
R. Barzilay, M. Lapata [12, 14, 26] proposed the model but in
recent years some modern approaches such as neural network
models [27] and original bipartite graph [28] models, were
proposed to overcome the limitation ability of entity grade to
detect consistency in just neighbor sentences [29].

Petersen and Simonsen [30] proposed another novel
method based on graph theory and the entropy method for
measuring the consistency between sentences in a document. In
their model they increased more nouns in the document which
increases adverse information in text focusing and is the
limitation of the lower score for global coherence analysis.
Another graph theory-based novel model was introduced by M.
Mesgar [31] for coherence features based on frequent
subgraphs where texts are consistent with particular patterns in
extracted subgraphs and compare their ability to measure the
readability of Wall Street Journal articles [31] using an entity
graph coherence model.

Another popular text coherence evaluation [32-34]
approach is based on statistical machine translation algorithms
such as the EM and IBM Algorithms [12, 24], where the
meaning of each word in the target language represents several
words and each word establishes a link into multiple sentences
and finds coherence using this link word. However, these
algorithms cannot overcome semantic feature limitations.
Modern approaches such as neural networks [3], deep neural
models [1, 3], recurrent neural networks (RNNs) [35, 36], etc.
overcome semantic feature limitations and sentence ordering
problems by using distributed representation and extracting
syntactic representation of discourse coherence [3]. A deep
neural network tries to calculate local and global coherence
[37] and the RNN network is used to obtain distributed
representation [3] of the sentences and sequence modeling
tasks [34]. Sennan [42] proposed a text coherence model based
on the sentence ordering task, but they did not discuss words
outside of vocabulary or misspellings. Nevertheless, there are
some limitations because text coherence analysis is a very
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challenging task in natural language processing. Different from
the above studies, a new text coherence model has been
proposed where the deep neural network is to find sentence
discourse coherence and Misspelling Oblivious Embeddings
[2] used to obtain the correct format and actual meaning of
several words in a document.

I1l. PROPOSED MODEL

The main goal of this work is to develop an architecture
based on a deep learning network that can predict text
coherence in both Bangla and English text documents. Fig. 1
shows a simple process of the proposed system consisting of
four main phases: preprocessing, feature extraction, training,
and prediction. The following subsections outline detailed
explanations for each level of the proposed system.

A. Collecting Data and Preprocessing

The two most widely used corpora [12, 17, 20, 22, 41], one
is a collection of aviation accident reports, and the other corpus
is American earthquake-related news has been used for English
text coherence analysis. The accident reports-related dataset
contains 4500 compositions, where per composition have 11
sentences on average and American earthquake-related news
has 3000 compositions, with an average of 10 sentences in
each composition.

However, for the Bengali language, no dataset is available
to identify the textual consistency of any text document. In this
study, data was crawled from several social media, online
newspapers, etc. A total of 7121 text documents have been
crawled where 3565 texts are consistent and 3556 texts are in
inconsistent class. Crowd-sourced data are initially labeled
according to coherent and incoherent class. Table Il
summarizes some of the features of the developed dataset.

Preprocessing is used to convert raw data into a state where
the machine can easily parse it. Several techniques were used
for data preprocessing. The tokenization technique is used to
convert data from sentences to words by dividing the sentence
into sets of tokens. The text clear and stop word removal
technique is used to remove special characters, punctuation,
numbers and unnecessary words. In this research The Natural
Language Toolkit (NLTK) is used to complete preprocessing
where NLTK provides all text processing libraries, such as
tokenization, stemming, parsing, tagging, and semantics

reasoning.
Testing
‘I{n‘:‘\' | =
ik @ ‘o& Coberent
AL
il
et T Deep Learnine .Ll m
Input texts S  Clifers | | T8
Modat
PREPIOCESSINE  Sentence Matrix Trammng ~ Prediction

Fig. 1. Simple Process of the Proposed Text Coherence Detection System.
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TABLE Ill.  DATASET SUMMARY

Properties Bengali Data Corpus English Data Corpus

Coherent | Incoherent | Coherent | Incoherent
Total documents 3565 3556 3780 3720
Number of words 122345 | 233558 148388 | 225952
Unique words 15450 18490 16735 21687
Avg. words per doc. | 34.32 65.68 39.25 60.74
Max. text length 340 2310 510 2690
Min. text length 4 10 1 5
Number of

1500 2500 1200 2000
misspelling words

B. Sentence Matrix

Each sentence contains a combination of several
meaningful words that must be translated into true-value
feature vectors, and the combination of all vectors is used to
form a sentence matrix. Some words in a sentence may be
misspelled words or even out of vocabulary that cannot be
directly translated into feature vectors. The misspellings
embedding (MOE) [2] model is used to find the correct word
from misspelled words.

C. Word Embedding with Misspelling Word Model

Facebook introduces a new word embedding method
named Misspelling Oblivious Embeddings (MOE) [2] which
extends fastText [38] architecture to handle out-of-vocabulary
(O0V) [2] limitations during natural language processing.
fastText was built by extending Word2Vec architecture which
uses skip-gram models with negative sampling and the
SoftMax activation function.

Popular pretrained word embedding methods such as
word2vec [7, 8], GloVe [9], fastText [38], etc. provide word
vectors during training but fail to produce word embedding
when words are out-of-vocabulary (OOV). MOE word
embedding methods work by considering slang, misspellings,
or abbreviations. The MOE calculated the weighted sum of
two-loss functions which are the semantic loss and spell
correction loss functions. The semantic loss function captures
the semantic relationship between words denoted by Lgr and
spell correction loss function map words to find the correct word
embedding denoted by Lsc. The MOE [2] is defined as follows:

IT]
Lyor == (1 — a)Lpr + amLsc 1)
where a is the hyperparameter, T is the text corpus and M
is the misspellings dataset. Define abbreviations and acronyms
the first time they are used in the text, even after they have
been defined in the abstract.

The misspelling model has a large vocabulary [2] and a set
of pairs (misspelling, correction) for the spell correction word.
This network model is used to process the first part of our
datasets, where there are misspelled words, out-of-vocabulary
words, etc. Then we apply the fastText [38] model to obtain
word embedding vectors of our corpus.

Vol. 12, No. 1, 2021

Fig. 2 shows the word embedding generation process using
a fastText model where the N-gram method splits the word into
subwords. For example, “orange” word can be split into “ora”,
“nge”, “ang”, “OI’an”, “rang”’ “ange?,’ “Orang” and “range”
subwords, and the sum of all subword embedding vector is
considered as the embedding of “orange” word.

Similarly, Fig. 3 shows the misspelled word embedding
generation process where each word consists of pairs (X, C) of
a word where X denotes all possible misspelled words as
shown in Table IV for a specific correct root word C. If a word
is combination of two, three or more root words as shown in
Table V then MOE [2] use N-gram method to split the word
into all root words then find the correct root word from
misspelled word and calculates word embedding by
performing doc products between the sum of input vectors of
the misspelled word and correct word.

Sub-words Lavens ) .
[ Sub-word Veclors Word Vectm
7N
Xt | - )
v X, =1010...01 =
Word m | 5 -\..':0“0.‘11
" 2 z
\\/ = % -Z | —
: | :
1 Xo =10010...10 5

®

Fig. 2. Generating Word Embedding using FastText.

TABLE IV. SoME ROOT WORD WITH MISSPELLED WORD

Misspelled Subword(X) Correct Spelled Subword(C)

SGE, STE, SFTEE, WG, SHE, etc. PIEE

ufd, 45, 45, 7, W, etc. bl
gof, 5ifef, 51afd, 519, etc. 2535

TABLE V. SOME COMBINE WORD WITH ROOT WORD
Combine Root words Combine Word Root words
Word
PEHIS 3, ST ERIREEIEa) Al o, 3, R
SpefaT off, T TE ST 3%, 567, o, W

D. Proposed Coherence Detection Architecture

Coherence can be detected by considering all text or
paragraphs in a composition or considering two consecutive
paragraphs. However, there can be another way to find text
coherence that considering any two or three paragraphs makes
the whole article semantically coherent which is applied in our
model. For example, if one chooses the first sentence and last
sentence from multiple sentences in composition and finds
coherence then it will be said that the composition is
semantically consistent.
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1) Model inputs: Since this study considers words out of
vocabulary, misspelled words, etc. therefore, the input of the
proposed coherence model will be the output of the
misspelling word embedding model which are word vectors of
different types of words. Every time the proposed architecture
considers three paragraphs as input into the model from the
composition. Then determine the word vector of the selected
paragraph and iterate the process until all paragraphs are
selected.

2) Proposed text coherence methods: A deep learning
[1,39,40] network is used to process the current word
embedding output and train the model based on a large
Bengali and English data corpus. Fig. 4 shows the proposed
model where each time processes three paragraphs to find text
coherence among three sentences. A word embedding matrix
with a 50-dimensional size is formed by concatenating all
word vectors in a finite size vocabulary. Convolutional neural
networks have been applied to the proposed model and
various filters have been used which is a matrix of weights to
extract useful patterns from input sentences. The global max
pooling layer and rectified linear (ReLU) function defined as
max (0, x), are used to increase the accuracy after the

Misspelled

Vol. 12, No. 1, 2021

convolution layer. Then, the first sentence is concatenated
with the second sentence and second sentence with the third
sentence and third sentence is concatenated with the first
sentence to compute sentence-to-sentence similarity. This
model used several hidden and softmax layers which are a
series of convolutional and pooling operations, to find
coherence the probability of these three sentences.

3) Prediction: Sigmoid activation function is used to
calculate coherence probabilities of three sentence in output
layer. This activation function also used as threshold on
testing set. The trained classifier model has been used for
coherence prediction based on testing set. If the threshold is
Th and predicted probability is P then predicted class C can be
defined as:

_ {Incoherent, ifP<T, P
“ | Coherent, if P>T,

Since the proposed text coherence model classifies coherent
and incoherent classes as binary classifications, the sigmoid
activation function is used without changing the default
threshold value.

Sub-words Lavers Misspelled Misspelled
; Sub-word Vectors Word Vector
¥ X;=1010...01 =
Z : :
@ z »=0110...11 :
> [~ :
- .
— — : Final
- =D E =
g F— e Word
~- : = - Vector
s : = S s
P Xu=10010...10 =) =
(] — —
() » > =)
Word - :
>, = :
e Pair of Correct = —
e Y Correct - =)
' Sub-words Layers Correct S S
('_); Sub-word Vectors Word Vector /R =
i o > :
~— — (—]
[ y A 5
b g C,=1010...01 ;
T & C,=0110...11
== :
' = [ —— 1.
; = =
=
: i . 2
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Fig. 3. Misspelling Word Embedding Generation Process using FastText.
198 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 12, No. 1, 2021

...01001, 100...]

Hidden Layers

Word Embedding
Matrix for Paragraphl

[1011

h 4
ConviD Laver
v
GlobalMaxPoolingl D

Layer

A

Concatenation

Dense Laver

Word Embedding
Matrix for Paragraph2
L00111, 111..

v
ConvlD Laver
v
GlobalMaxPooeling1 D

[1101..

Laver

Concatenation

Dense Layer

Word Embedding
Matrix for Paragraph3
01101, 101...)

¥
ConvlD Laver
4
GlobalMaxPooling1D

[1001..

i
=
-
1 = =
- £ Z g
= - = - -
2 s - ~ =
= o - — =
> < » " = 8 e M =
= - S - ~
= = -9 a =]
- 5 s 5
> =
a =}
o
o ~

>

Fig. 4. Proposed Text Coherence Model.

IV. EXPERIMENTAL SETUP

The goal of the experiments is to evaluate the proposed
model for two types of datasets and make a comparison
between the proposed model and other coherent analysis
models. The open-source Google Colab platform was used to
conduct the test experiment where the Python version was 3.7,
TensorFlow was 2.2.1, Pandas 1.3.3, and Scikit-learn version
was 0.22.2. Panda data frame is used for data set preparation
and Scikit-learn for training and testing purposes. This study
initially examined the dataset from each original document by
setting the dimension size of the matrix to 50, the size of the
convolution filter to 4, the batch size to 500, and the total
number of epochs to 20. Datasets for testing and training, the
proposed model uses 80% of the total data for the train and
20% of the total dataset as the test dataset. Every dataset
contains  misspelled words, out-of-vocabulary  words,
punctuation, etc. fastText and MOE model used to compute the
word embedding matrix for each data corpus. fastText
pretrained Bengali word embedding vectors and MOE models
are used for misspelling words to construct a word embedding
matrix for Bengali text documents. A collection of pairs
(misspellings, corrections) with 2,746,061 vocabulary sizes has
been used for Bengali and English language datasets to obtain
the proper word vector of the misspelled word or out of the
vocabulary word in a data corpus. For both the Bengali and
English lingual datasets, positive samples are labeled with 1,
and 0 is labeled for all negative samples.

A. Measures of Evaluation

Statistical and graphical measure are used to show the
performance of the proposed system based on Accuracy,
Precision, Recall and F1-score.

1) Accuracy: A mathematical measure that indicates that a
classifier correctly classifies or prohibits a condition. This is
known as the symmetry of the actual results in the amount of
samples tested.

TP+TN
TP+TN+FP+FN (3)

Where, TP = True positive; FP = False positive; TN = True
negative and FN = False negative.

Accuracy =

2) Precision: is the ratio of how many text documents are
actually coherent among the whole documents. Precision is
defined by.

TP
TP+ FP

Precision =

4)

3) Recall: is the ratio of how many text documents are
classified correctly as coherent among total coherent text.

TP
TP+ FN (5)

4) F1-Score: The weighted average of accuracy and
precision. This mathematical assessment metric is used to
decide which of these different classifications needs to be
chosen.

Recall=
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Precision x Recall
F1-Score = 2 X ———rol X 22000 (6)
Precision+ Recall

B. Result of Proposed Model on English Data Corpus

For the training and evaluation of the English data corpus,
positive cliques have been used as coherent documents from
the original training document, and other documents contain
sentences that were replaced by each other in a set of negative
clique datasets. The proposed model has been applied on the
English data corpora and made a comparison of proposed
results with other existing methods such as DCM [1],
Recursive [3], Recurrent [3], Entity Grid [14], HMM [17],
HMM + Content [17], Conference + Syntax [14], and Graph
[29] as shown in Table VI. According to Table VI proposed
model achieves better performance than all other existing
coherent frameworks.

TABLE VI.  COMPARISON OF DIFFERENT COHERENCE MODELS ON
ENGLISH DATA CORPUS
Model Name Accident Earthquake Average
Proposed Model 0.986 0.977 0.981
DCM 0.950 0.995 0.973
Recursive 0.864 0.976 0.920
Recurrent 0.840 0.951 0.895
Entity Grid 0.904 0.872 0.888
HMM 0.822 0.938 0.880
HMM + Content 0.742 0.953 0.848
Conference + Syntax 0.765 0.888 0.827
Graph 0.846 0.635 0.741

Compared with the DCM model, proposed model generates
a strong semantic relationship between sentences by using the
misspelling oblivious word embedding model which is missing
in other text coherence analysis methods. The deep coherence
model uses a convolutional neural network for text coherence
assessment and word2vec as pretrained word embedding
vectors for matrix construction of each sentence so that out of
the context word, it cannot calculate and sometimes constructs
an incorrect sentence matrix. Proposed model used fastText as
pretrained word embedding vectors to compute the word
embedding for sentence matrix construction and used the
misspelling oblivious word embedding model to calculate out
of vocabulary words and produced a better result than the
DCM model.

HMM and Entity Grid require manual feature engineering
and sentence representation where the proposed model can
automatically learn sentence representation. The recursive and
recurrent models use syntactic parsers to construct a syntactic
tree and then calculate semantic coherence, which requires
expensive preprocessing time. Proposed model uses a deep
neural network for automatic preprocessing and makes the
effort required of feature engineering unnecessary.

Fig. 5 shows the text coherence analysis accuracy result as
a pie diagram of accidental data corpus and the accuracy of the
text coherence on the earthquake data is shown in Fig. 6. In
Fig. 5, proposed model produces 13% accuracy which is higher
than other coherence models on accidental data in the English

Vol. 12, No. 1, 2021

language. In the accidental data corpus, there are some
misspelled words so existing models cannot evaluate these
error words. As a result, their accuracy score is lower than the
proposed model. However, the proposed model shows 12%
accuracy in Fig. 6 which is equal to the accuracy of other
models named DCM, recursive, and HMM + content text.
Because there is no misspelled word in the test data set. So, the
proposed model produces equal accuracy likes other coherence
models.

ACCIDENT DATA CORPUS

Proposed
Graph Model
11% 13%

= Proposed Model
Conference+Sy
uDCM ntax

10%
DCM

Recursive 12%

m Recurrent

HMM-+Content
= Entity Grid 9%

HMM
mHMM-+Content

m Conference+Syntax
Recurrent

Entity Grid 11%

= Graph 12%

Fig. 5. English Text Coherence Analysis on Accidental Data.

EARTHQUAKE DATA CORPUS

Proposed
Graph Model

8% 12%

Conference+Sy

ntax

H Proposed Model 11%
uDCM DCM

Recursive 12%

= Recurrent
. _ HMM+Content
u Entity Grid 12%

HMM
mHMM-+Content
m Conference+Syntax
m Graph

Recurrent
Entity Grid 11%
11%

Fig. 6. English Text Coherence Analysis on Earthquake Data.

C. Result of Proposed Model on Bengali Data Corpus

There is no single standard method for analyzing Bengali
text consistency. Five separate classification algorithms are
used to evaluate the proposed system to find the best method
for analyzing Bangla text continuity. To calculate for the best
accuracy, the first Bengali dataset was created without
considering misspellings and applied the experiment of all text
coherence models to the datasets. Table VII reports the results
of the proposed model and a comparison of other existing text
coherence methods, such as DCM [1], Recursive [3], entity
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grid [14], and HMM [17], for the Bengali data corpus. The
proposed model has achieved maximum accuracy of 80.46%
where the maximum precision value from HMM model is
85.30% and the maximum recall value of 95.87% obtained
from the fastText model.

Table VIII shows a comparison of performance between
different text coherence models on misspelled words. First, the
fast text model has been applied to the Bengali dataset, but the
training datasets have a lot of out of vocabulary and
misspellings words. Fast text word embedding vectors cannot
generate an actual sentence matrix for all Bengali words, and
text consistency accuracy is very low in Bengali. Then the
proposed model with MOE method has been applied in Bangla
data corpus and achieved better results than the fast text model.
Using the MOE method, significant changes have been made
and more accurate accuracy has been shown for the Bangla
data corpus. Other text integrated methods, such as DCM,
Entity Grid and HMM models, are applied to the Bangla data
corpus and produce lower results than the proposed model.

Fig. 7 depicts the fl-score of different text coherence
technique without considering misspelled words where
proposed model achieved maximum of 83.38% f1-score and
lowest fl-score is 20.37% obtain from HMM text coherence
method.

Similarly, Fig. 8 shows the f1 scores of various coherent
models applied to the dataset containing misspelled words. The
F1 score suggests that the proposed model is more suitable for
text consistency analysis than other existing models. This is
because the proposed model has achieved the highest F1 score
for both coherent (90.06%) and inconsistent (88.57%) classes.

TABLE VII. COMPARISON OF DIFFERENT COHERENCE MODELS ON
BENGALI DATA CORPUS WITHOUT CONSIDERING MISSPELLEING WORDS

Model Name Accuracy (%) Precision (%) Recall (%)
Proposed model 80.46 76.29 91.90
fastText Model 79.40 73.66 95.87
DCM 78.67 78.99 80.52
Recursive 73.37 68.41 92.87
Entity Grid 62.47 59.83 89.84
HMM 56.46 85.30 21.54

TABLE VIIl. COMPARISON OF DIFFERENT COHERENCE MODELS ON
MISSPELLEING WORDS

Model Name Accuracy (%) Precision (%) Recall (%)
Proposed model 89.67 89.68 90.46
fastText Model 78.94 74.28 93.66
DCM 72.24 67.14 93.24
Recursive 75.82 73.84 84.42
Entity Grid 64.08 77.36 45.83
HMM 52.39 93.69 11.43
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Fig. 8. F1-Score of different Text Coherence Model with Misspelling
Words.

The Receiver Operator Characterization (ROC) curve is an
important evaluation metric that plots the probability of True
Positive Rate (TPR) as opposed to the False Positive Rate
(FPR) of different Threshold values and shows the Area Under
the Curve (AUC) of various machine learning classifiers. The
ROC curve analysis of the various text coherence models
shown in Fig. 9 and 10. The ROC curve in Fig. 9 is drawn from
a general data set where misspelled words are not considered
here. Proposed model obtained the maximum AUC value of
79.7% where the AUC value of other text coherence model is
lower than the proposed model. The Fast Text model and the
DCM model provide similar AUC values of 78% but HHM
Text coherence model shows 58.70% AUC values which is too
poor for text coherence classification.

201|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

10 4
09 A1
0.8 1
& 07 -
o
~ 06
=
‘g‘ 05 1
‘:J 0.4 Proposed Modei:AUC= 0.797
=4 | fastText: AUC=0.781
= 03
— DCM AUC=0.786
0.2 7 —— Recursive: AUC=0.720
0.1 1 Entity Grid: AUC=0.606
0.0 - — HMM: AUC=0.587

00 01 02 03 04 05 06 07 08 09 10
False Positive Rate

Fig. 9. ROC Curve of different Text Coherence Model without Considering
Misspelling Words.

The proposed method gives better results when misspelled
words are considered during the test and AUC value is 89.30%
as shown in Fig. 10 where accuracy is much higher than the
previous AUC value of 79.70% shown in Fig. 9. However, the
AUC value of other text-based models remains the same as the
previous AUC values. The AOC values of the existing model
in Fig. 10 are slightly different but not like the proposed model.
This presents that the proposed model performs more
accurately during the classification of coherence classes in the
dataset.
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Fig. 10. ROC Curve of different Text Coherence Model with Misspelling
Words.

The test data contains some misspelled words and the
proposed model gives better results than other text coherence
models because other methods may not work on misspelled
words which is the main imitation of all other methods. This
presents that the proposed model performs more accurately
during the classification of coherence classes in the dataset.

V. CONCLUSION

In this research paper, the main objective of this study was
to calculate the text consistency with misspelled words in
Bengali language. A model has been proposed based on a deep
neural network and MOE method for text coherence analysis.
For experimental analysis, both Bengali and English data
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corpora have been tested and the proposed model shows
significant improvement in text coherent assessment. The
proposed model shows an average accuracy of 98.1% in
English text coherence analysis for datasets considering
misspelled words which is higher than the existing models. For
the analysis of Bengali text coherent, this study experimented
on two types of datasets. One type of dataset contains common
words and another type of dataset contains out-of-vocabulary,
misspelled words, etc. The proposed model prediction for
general datasets shows 80.46% accuracy and misspelled
datasets 89.67%. The accuracy of othe