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Editorial Preface 

From the Desk of Managing Editor… 

IJACSA seems to have a cult following and was a humungous success during 2011. We at The Science and Information 

Organization are pleased to present the January 2012 Issue of IJACSA. 

While it took the radio 38 years and the television a short 13 years, it took the World Wide Web only 4 years to reach 50 

million users. This shows the richness of the pace at which the computer science moves. As 2012 progresses, we seem to 

be set for the rapid and intricate ramifications of new technology advancements. 

With this issue we wish to reach out to a much larger number with an expectation that more and more researchers get 

interested in our mission of sharing wisdom. The Organization is committed to introduce to the research audience 

exactly what they are looking for and that is unique and novel. Guided by this mission, we continuously look for ways to 

collaborate with other educational institutions worldwide.  

Well, as Steve Jobs once said, Innovation has nothing to do with how many R&D dollars you have, it’s about the people 

you have. At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. 

Nevertheless, the promise of increased engagement requires that we consider how this might be accomplished, 

delivering up-to-date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

We would like to remind you that the success of our journal depends directly on the number of quality articles submitted 

for review. Accordingly, we would like to request your participation by submitting quality manuscripts for review and 

encouraging your colleagues to submit quality manuscripts for review. One of the great benefits we can provide to our 

prospective authors is the mentoring nature of our review process. IJACSA provides authors with high quality, helpful 

reviews that are shaped to assist authors in improving their manuscripts.   

We regularly conduct surveys and receive extensive feedback which we take very seriously. We beseech valuable 

suggestions of all our readers for improving our publication. 

Thank you for Sharing Wisdom and a very Happy New Year! 
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Recognition Based on a Micro Wearable Device 
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Abstract—More and More researchers concerned about designing 

a health supporting system for elders that is light weight, no 

disturbing to user, and low computing complexity. In the paper, 

we introduced a micro wearable device based on a tri-axis 

accelerometer, which can detect acceleration change of human 

body based on the position of the device being set. Considering the 

flexibility of human finger, we put it on a finger to detect the 

finger gestures. 12 kinds of one-stroke finger gestures are defined 

according to the sensing characteristic of the accelerometer.  

Feature is a paramount factor in the recognition task. In the 

paper, gestures features both in time domain and frequency 

domain are described since features decide the recognition 

accuracy directly. Feature generation method and selection 

process is analyzed in detail to get the optimal feature subset from 

the candidate feature set. Experiment results indicate the feature 

subset can get satisfactory classification results of 90.08% 

accuracy using 12 features considering the recognition accuracy 
and dimension of feature set.  

Keywords—Internet of Things; Wearable Computing; Gesture 

Recognition; Feature analysis and selection; Accelerometer.  

I. INTRODUCTION 

Internet of Things (IoTs) has become a hot topic in the 
computer science field, which indicates that all objects in the 
environment like human, home appliances, building, and 
service equipment can be sensed, identified, even controlled via 
the internet. IoTs will promote many development of 
application system, such as health supporting system for elder. 
Many countries are facing a serious society issue of population 
ageing. One common trend is more and more elders living alone 
and less able to benefit from the care and supporting that might 
be available in a large household. Investigation from World 
Health Organization indicates, in Japan, the proportion of 
people living in 3-generation households has fallen from 46% in 
1985 to 20.5% in 2006. Health care both physical and mental 
becomes an important problem in current society.  

Health supporting system has been studied widely in recent 
years [1] [2]. Two kinds of main supporting way focus on 
speech-based communication and activity-based recognition. 
The former provides a direct and effective way to know users 
intension, which has been used in the hospital and household [3] 
[4]. However, voice signal is sensitive to environment sound 
such as a TV being on, so that sometimes hard to pick out useful 
speech signal made by a user. Even under certain circumstance, 

the user may too weak to make a voice to call for a help. 
Activity recognition provides an active and undisturbed way for 
elderly care. For example, if an elder person falls down, the 
system of falling recognition can send message automatically 
asking for help.  

Among the human activities, finger gestures are the most 
flexible ones. In our daily life, most of works are performed by 
hands. Gesture recognition is significant for learning user 
behavior, realizing for device control, and getting user 
intention. In the paper, we designed a wearable device with an 
accelerometer to detect finger gestures. Based on the 
accelerometer characteristic, a variety of finger gestures are 
defined in a 3D space.  

Particularly, gestures features are studied both in time 
domain and frequency domain considering the paramount 
importance of feature generation in recognition task. Each kind 
of candidate features and their combination are analyzed based 
on stepwise regression algorithm to form a feature vector for 
accurate gesture classification and computing complexity 
control.  

The paper is arranged as follows. The section Ⅱ introduces 
the related work about activity recognition and feature analysis. 

The section Ⅲ  outlines the prototype system of gesture 
detection, and gives the gestures definition and data collection. 

The section Ⅳ describes the feature analysis method in detail 
including features generation process and features selection 

algorithm based on stepwise regression. The section Ⅴ gives 
the experiment and evaluation on feature generation and 
selection. Conclusion is given in the last section. 

II.  RELATED WORKS 

Two types of system are mainly used for activity 
recognition. One is fixed device-based recognition system, and 
the other is wearable device-based detection system.  

Fixed device-based techniques have been applied widely 
into various fields by different devices such as camera, 
computer vision system, and so on [5] [6]. The kind of system 
provides an application way of no burden to users. However, 
some people do not like the way of being supervised, and some 
private spaces are inconvenient to be set a camera like in 
bathroom. Moreover, some issues have to be considered 
including whether environment factor is fit for monitoring or 
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not such as surrounding light and blind corner of a camera, 
image processing speed and delay, information loss of 3-D 
object projecting to a 2-D image, and confusion of multiple 
users in same background and so on [5].  

With the development of micro-electrical technology, micro 
wearable devices are penetrating into our life. They can be 
attached on human body to obtain user information directly, 
typically using RFID and sensor. RFID technology is attractive 
for many applications since it can detect user’s situations by 
simple ID and location information [7]. But it is difficult to 
detect motion. Wearable sensors have shown their capability for 
activity recognition. Some research set sensors in different 
position of body to detect human daily activities. In [8] the 
system sets five accelerometers on hip, wrist, arm, ankle, and 
thigh for classifying 20 daily activities such as walking, sitting 
& relaxing, brushing teeth, bicycling, etc, and got the 
recognition accuracy ranging from 41% to 97% for different 
activities. In [9] a large realistic data are collected from many 
different sensors (accelerometers, physiological sensors, 
environment sensors, etc.) to recognize 7 activities like lie, row, 
walk, etc. with accuracy of 80% over. However, to our 
knowledge, most of the researches seldom focus on the tiny 
activity recognition like finger gesture.  

Finger is one of the most flexible body parts. Most of works 
in our daily lift are accomplished by it. Therefore, detection of 
finger gestures not only helps to know user current behavior, but 
also reflect user intension and carry on some operations. Data 
glove, as an interactive device worn on the hand to sense 
gestures, has been applied in the environment of virtual reality 
[12]. However, the gestural interface required user to wear a 
cumbersome device to connect with external. It is inflexible and 
inconvenient for daily operation.  

Moreover, most of above researches have no explained on 
the process of features generation and selection while the 
features are of paramount importance in any recognition works. 
Based on different sensing device, some researches get features 
directly from time-varying signal [10] [11] and with frequency 
analysis [8] [9]. Some prefer to wavelet analysis to obtain both 
spectral and temporal information [13] [14]. However, it is not 
be illustrated why the features are necessary, if they can be 
substituted on others, what will happen if adding or deleting one 
of them.  

In this paper, we introduce a wearable device in our previous 
research named Magic Ring. It can be used to detect 12 kinds of 
predefined one-stroke finger gestures based on a 3-axis 
accelerometer [15]. A verity of gesture features are extracted for 
classification evaluation. However, the process of feature 
selection is a lack. In this paper, we focus on the feature analysis 
method including feature generation, feature selection, and 
feature evaluation taking the wearable sensor and its receiver as 
a prototype of the final target devices. 

III. PROTOTYPE INTRODUCTION AND DATA COLLECTION 

A. Prototype Structure 

The system is a ring shape sensing device based on a 3-trial 
accelerometer, MMA7361L from Freescale Semiconductor, 
Inc.  

In its two sensitive scales of ±1.5g and ±1.8g, ±1.5g is 
adopted to detect all predefined gestures. Excepting for the 
sensing unit, data processing unit is used for A/D conversion 
and simple digital signal processing; and transmitting unit is for 
acceleration data transmission and communication. The system 
can be worn a finger with no much disturbing to daily activity as 
shown in Fig. 1.  

 

Figure 1. Sensing system on the finger 

B. Gestures Definition 

In the paper, the purpose of gesture recognition is to learn 
user simple intension and further to apply the gestures into daily 
life like controlling home appliances or calling for help. 
Therefore the gestures should be easy to be done for reducing 
physical load and easy to be understood and learned for 
reducing conscious load. Combining the way of controlling 
appliances and the characteristic of 3-axis accelerometer, 12 
kinds of dynamic one-stroke gestures are designed. One-stroke 
refers to dynamic gestures which are performed no more than 
one degree of freedom in one direction. For example, “pushing” 
a button, “turning” a knob, and “pointing to” a picture can be 
regarded as one-stroke gestures.  

The tri-axis accelerometer can detect the acceleration 
change of three directions in space as shown in Fig.2. 

 
Figure 2. Sensing direction of a tri-axis accelerometer 

Considering the tri-axis characteristic of the accelerometer 
and requirement of finger gestures, 12 kinds of one-stroke 
finger gestures are defined as shown in Fig. 3.  

The 12 kinds of gestures can be divided into 3 pairs of 
gestures in X, Y and Z axis and 3 pairs of gestures in XY, YZ 
and XZ axial plane. These gestures are named as Crook and 
Unbend in X axis, Finger L-Shift and Finger R-Shift in Y axis, 
Finger Up and Finger Down in Z axis, Wrist L-shift and Wrist 
R-shift in XY plane, L-Rotate and R-Rotate in YZ plane, Wrist 
Up and Wrist Down in XZ plane. The modes of motion for the 
six pairs of gestures are shown in Fig. 3. 
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Figure 3. Modes of motion for the six pairs of gestures 

C. Data Collection 

The system is attached on the middle phalanx of forefinger 
since it is the most flexible in all fingers. Gestures data is 
collected as sampling 50Hz. The digital signal is stored in a PC 
for data analysis, features extraction and gestures classification.  

20 students in the university (16 males and 4 females, 
average age 25.8±7.8) volunteered for the experiment of data 
collection under the supervision of a researcher. They are 
required to perform the predefined 12 gestures by forefinger in a 
natural and relax way. The gestures started in horizontal and 
static state, ended with static state. Each gesture was repeated 5 
times per people and 100 times for 20 people totally. 

IV. FEATURES ANALYSIS 

For a finger gesture, it can be expressed quantitatively as a 
digital signal based on the sensing information. The features of 
the signal can indicate the type of a gesture and is useful for 
recognizing the gesture. A signal can be identified with various 
features. Therefore the features analysis is vital for identifying 
the signal. Roughly speaking, the more features are used, the 
higher accuracy may be achieved, but higher complexity the 
recognition is. However,  not each feature  can be used for 
distinguishing the gesture  from others, e.g. for  the two signals 
in Fig. 4, it is the acceleration change in X axis from two 
different kinds of finger gestures. The feature of signal energy 
or mean can distinguish them, but the peak value as a feature is 
failed to recognize one from the other.  

Moreover, the number of features may not have direct 
relation with identification effects. Although it is different that 
each feature and their combinations contribute to recognition 
accuracy, that do not mean the more features are, the better 
recognition accuracy is.  

 
Figure 4. Two signals with same max value 

Furthermore, the high dimensionality of features increases 
computing cost for some recognition algorithm. Therefore, 
analysis and selection of proper features of gestures to be 
recognized has to be performed to get the optimal feature 
vector/set for the balance between acceptable recognition rate 
and computing complexity. 

The feature analysis process is, first, to extract signals of 
target gestures; second, based on the signals, generate candidate 
features; and finally, selection of proper features from the 
candidates to form feature set for recognition task. The paper, 
taking an accelerometer as an example, gives the feature 
analysis and selection procedure of finger gestures with an 
accelerometer. 

A. Extraction of Gesture signal 

Extraction of gesture signal refers to get the section related 
to the target gesture from successive signals, namely to detect 
start and end point of the gesture. Since the gesture signal shows 
a dynamic change trend from a static state to a dynamic activity, 
and then back to static, therefore the short time energy (STE) of 
signal is considered to distinguish the different states.  

When STE in a sliding window is higher than a level, we 
think a gesture start to be performed, until the STE becomes 
lower than the level. We recorded the duration of each gesture 
per subject. Results show it roughly ranges from 200 to 800ms. 
Due to the sampling rate is 50Hz, the window size is 
compromised within 10 samples with 50% overlap between two 
continuous windows. 

B. Feature Generation 

Basically, feature can be divided into two types: features in 
time domain and frequency domain. Features in time domain 
show the signal characteristic varying with time. Typical 
features are shown in Fig. 5.  

Frequency features are used to capture the periodic nature of 
a sensing signal for distinguishing some repetitive activities like 
walking and running. The typical frequency-domain feature is 
shown in Fig. 6. 

Excepting for the features mentioned above, others can be 
extracted according to different classification objects like 
Euclidian distances, similarity, and so on.  
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Figure 5. Typical time-domain features 

  

 

Figure 6. Typical frequency-domain features 

All above mentioned features can be generated based on the 
corresponding mathematical or statistical method. However, not 
all features are necessary for a classification system. A direct 
reason is whether a feature may bring good classification 
significance. Even though both two features have good 
classification capability, there is maybe little gain when they are 
collected into a feature vector due to a high mutual correlation 
[16]. Another reason is the computational complexity. The 
number of features directly decides the dimensionality of 
classifier parameter. Thus a feature vector as small as possible is 
desired both in training process and in classifying process.  

C. Feature Selection 

The feature selection is very crucial, which helps us use as 
less as possible of features to find out as much as possible of 
classification information then to get the optimal recognition 
performance. Here we try to find an optimal feature vector to 
reach the balance between the acceptable recognition rate and 
computational complexity. In practical application, a 
satisfactory feature vector instead of an optimal vector.  

In the paper, we adopt the algorithm of feature selection, 
stepwise regression. It is a greedy algorithm that includes a 
regression model in which candidate features are evaluated 
automatically. Forward selection and backward elimination are 
two main approaches to achieve the algorithm. The former 
represents the procedure starting with no features in the model, 
then trying to add one into the feature vector one by one until 
them reaching a “satisfactory significance”. The latter is 
contrary to the former, which including all candidate features in 
the model, and deleting one that is no significant. Here, we used 
the forward selection way.  

Specifically, let 
 nfffF ,,, 21 

  be the candidate 
feature set of using for classification design. The elements in the 

set are descending order by the significance level. Let if
S

 

denotes the significance level of feature if
, for the feature set 

F , nfff SSS  
21  . We select a classifier as the model, 

then adding the feature one by one from 1f  to test the 
classification accuracy until reaching a satisfactory result. 

V. EXPERIMENT AND EVALUATION 

A. Features Generation 

20 subjects completed the total 12 kinds of finger gestures 
under the supervision of researcher. Before each one-stroke 
finger gesture, it requires finger in a horizontal and static state. 
When finishing a gesture, finger should maintain ending state 
and stillness. In other words, the finger is dynamic just during a 
gesture being performed. Therefore, it is possible to identify if a 
gesture happening using a threshold-based approach.  

Fig. 7 and Fig. 8 shows two finger gesture signals “Finger 
Left Shift” and “Finger Up”, which is composed of three 
channels and indicates the acceleration change in three axis. 
From the extracted the gestures signals, various features can be 
generated both in time domain and frequency domain as 
described in last section. For example the mean and standard 
deviation (sd) of each axis in Fig. 7 and Fig. 8 can be computed 
as 
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where x  denotes the sampling, and n  denotes the number 
of sampling in the window. Other features can also be achieved 
by mathematical or statistical way. 

Although any signal features can be regarded as a candidate, 
in order to reduce the computing load, some obvious 
insignificant features will be neglected. In our case, the finger 
gestures are one-stroke type, which means each gesture is 
aperiodic and instantaneous. Therefore, the features in 
frequency domain are neglected. 

The process of feature generation can be expressed as:  

(1) Observe the signals of one gesture from different 
subjects and try to describe it using some typical features. For 
example, in Fig. 7, we may consider mean, energy, etc. 

(2) Observe the signals of variety of kinds of gestures to find 
out features with the capability of distinguishing with others 
like sd of Z axis in above two figures. 

(3) Abandon some insignificant features like “amplitude” of 
each axis in our case, because even if a gesture is performed by 
same person, amplitude of each time will be great different due 
to the difference of performance speed.  

(4) Collect the features to form a candidate feature set for 
feature selection. 
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Figure 7. Acceleration curve of a finger gesture “Finger Left Shift” 

 

Figure 8. Acceleration curve of a finger gesture “Finger Up” 

In our case, time-domain features of each axis are calculated 
including mean, standard deviation, energy, entropy, correlation 
of any two axes, difference of peak and valley, and position of 
peak and valley in the time axis, totally 8 kinds of features to 
compose a candidate feature set. Each feature in the set consists 

of three elements in X, Y, and Z axis, such as 
1f  {meanX, 

meanY, meanZ}. 

B. Features Selection 

Features selection is to find a satisfactory feature subset 
from the candidate feature set, so that to reach an optimal 
classification accuracy and computing complexity control. It is 
crucial since it decides the classification result directly. Forward 
selection algorithm of stepwise regression is adopted to test 
each feature and their combinations one by one. In the 
algorithm, a model is required to evaluate the features. For 
obtaining an objective evaluation results, here we select three 
basic classifiers of machine learning, C4.5 decision tree (C4.5), 
Nearest Neighbor (NN), and Naïve Bayes (NB), as three test 
models to calculate the classification accuracy of 12 kinds of 
one-stroke finger gestures mentioned above, and the testing 
average of three classifiers (Avg) is employed as the final 
evaluation result.  

First, each one in the candidate feature set is tested by three 
models, the evaluation results are ranged in a descending order 
as shown in Table 1.  

TABLE 1. THE RESULTS OF SINGLE FEATURE EVALUATION 

 Features  C4.5 NN NB Avg 

1f  

meanX, 

meanY, 

meanZ 

53.67% 56.42% 51.08% 53.72% 

2f  

energyX, 

energyY, 

energyZ 

49.83% 51.92% 49.17% 50.31% 

3f  

sdX, 

sdY, 

sdZ 

48.17% 53.25% 46.50% 49.31% 

4f  

diffX, 

diffY, 

diffZ 

38.92% 41.58% 34.92% 38.47% 

5f  

col(X,Y), 

col(X,Z), 

col(Z,Y) 

34.42% 36.58% 38.08% 36.36% 

6f  

posValX, 

posValY, 

posValZ 

26.58% 28.28% 28.58% 27.81% 

7f  

entropyX, 

entropyY, 

entropyZ 

26.83% 23.25% 29.33% 26.47% 

8f  

posPeakX, 

posPeakY, 

posPeakZ 

26.33% 27.50% 22.75% 25.53% 

Second, selecting the optimal feature from the Table 1, 1f ,  
and combining with other features, the combinations will be 
recomputed based on the models. The results are shown in 
Table 2.  

TABLE 2. THE EVALUATION RESULTS OF COMBINING TWO FEATURES  

Features C4.5 NN NB Avg 

21 ff 
 

63.83% 71.42% 55.92% 63.72% 

31 ff 
 

68.25% 76.83% 66% 70.36% 

41 ff 
 

61.17% 72.50% 58.92% 64.20% 

51 ff 
 

59.92% 69.58% 59% 62.83% 

61 ff 
 

63.50% 68.58% 63.75% 65.28% 

71 ff 
 

59.17% 62.75% 58.53% 60.15% 

81 ff 
 

63.08% 68.67% 65.25% 65.67% 

Third, repeating the above process of selection to get the 

best one, 31 ff 
, as a basic feature combination, and then 

combining with rest features to reevaluate the significance of 
combined features. From Table 3 to Table 7 show the evaluation 
results with different combination. Each optimal combination in 
each Table will be the basic of next combination.  

TABLE 3. THE EVALUATION RESULTS OF COMBINING THREE FEATURES 

Features C4.5 NN NB Avg 

231 fff 
 

66.92% 77.83% 63% 69.25% 

431 fff 
 

68.42% 79.25% 63.75% 70.47% 

531 fff 
 

73.50% 81.92% 72.33% 75.92% 

631 fff 
 

78.50% 84.50% 78.67% 80.56% 

731 fff 
 

67.75% 70.25% 66.67% 68.22% 

831 fff 
 

76.58% 86.08% 74.83% 79.16% 
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TABLE 4. THE EVALUATION RESULTS OF COMBINING FOUR FEATURES 

Features C4.5 NN NB Avg 

2631 ffff 
 

76.92% 84.33% 76.42% 79.22% 

4631 ffff 
 

79.33% 85.42% 76.25% 80.33% 

5631 ffff 
 

80.50% 88.33% 81.75% 83.53% 

7631 ffff 
 

79.42% 85.58% 78.83% 81.28% 

8631 ffff 
 

81.08% 87.67% 82.25% 83.67% 

TABLE 5. THE EVALUATION RESULTS OF COMBINING FIVE FEATURES 

Features C4.5 NN NB Avg 

28631 fffff 
 

80.50% 87.00% 79.45% 82.32% 

48631 fffff 
 

81.17% 87.92% 79.08% 82.72% 

58631 fffff 
 

81.42% 88.92% 84.50% 84.95% 

78631 fffff 
 

82.92% 87.75% 82.92% 84.53% 

TABLE 6. THE EVALUATION RESULTS OF COMBINING SIX FEATURES 

Features C4.5 NN NB Avg 

258631 ffffff 
 

82.83

% 

85.50

% 

82.08

% 

83.47

% 

458631 ffffff 
 

80.92

% 

81.50

% 

80.00

% 

80.81

% 

758631 ffffff 
 

82.00

% 

81.83

% 

83.33

% 

82.39

% 

TABLE 7. THE EVALUATION RESULTS OF COMBINING SEVEN FEATURES 

Features C4.5 NN NB Avg 

4258631 fffffff 

 

82.75

% 

90.00

% 

81.42

% 

84.7

2% 

7258631 fffffff 

 

83.08

% 

90.28

% 

84.25

% 

85.8

7% 

Finally, the average classification accuracy of combining all 

features, 47258631 ffffffff  , is 85.22%. Fig.9 
shows the evaluation results under each kinds of combination. 

 It can be seen from the Fig. 9, with the increasing of the 
number of features, the classification accuracy will increase. 
However, when feature combination reaches to some extent, 

such as after 631 fff  , the accuracy has no obvious change. 
That indicates not the more features are, the better classification 
accuracy is. Even under certain circumstance, large number of 
features will reduce the accuracy, which is the peaking 
phenomenon occurring for larger features. 

We can find from the Fig. 9, the best classification result is 
about 85%.  To improve the classification, other features are 
considered to add into the candidate set. By observing the 
acceleration signals of each kinds of finger gesture, we find, to a 
gesture signal, the acceleration change in each axis shows great 
difference. For example the gesture “Finger Left Shift” in Fig. 
7, acceleration in Y axis shows intense change than X and Z 
axis. While for “Finger Up” in Fig. 8, X and Z axes show 
obvious fluctuation. If taking sd as the fluctuation level, the 
comparison of sd between two axis is generated adding into the 
candidate feature, which is sdX>sdY, sdY>sdZ, and sdX>sdZ. 
we name the features as relative features. In addition, for 
identifying the gestures with opposite direction, coming 
sequence of peak and valley in single signal is adopted, which is 

represented as posPeakX>posValX, posPeakY>posValY, and 
posPeakZ>posValZ. 

 

Figure 9. Recognition accuracy under different feature combinations 

Using the relative features, candidate feature set is 
regression evaluated again. Result show the recognition 
accuracy reach to 90.08% with the feature subset {meanX, 
meanY, meanZ, sdX, sdY, sdZ, sdX>sdY, sdY>sdZ, sdX>sdZ, 
posPeakX>posValX, posPeakY>posValY, 
posPeakZ>posValZ}. These relative features not only improve 
the recognition accuracy, but also reduce the computing 
complexity because of their alternative Boolean value. Besides, 
the system robust can be increased since a relative relationship 
can prevent classifier from acting of the initial state. The final 
recognition matrix is shown in Table 8 based on Nearest 
Neighbor classifier. 

VI. CONCLUSION 

In the recognition task, features are of paramount 
importance. In the paper, we focus on the research of feature 
analysis and selection, which includes how to generate the 
candidate feature set based on the sensing information, how to 
evaluate each feature and their combinations, and how to select 
the optimal feature subset.  

Feature generation process need to observe the activity 
signal and initially select some features and neglect 
insignificant one. Based on the candidate feature set, forward 
selection algorithm of stepwise regression is adopted to evaluate 
each feature and their combinations. The final combination with 
good classification significance is selected as feature subset for 
gesture recognition. Experiment result indicates the process of 
feature analysis and selection is feasible to most of activity 
recognition research. In the future, we plan to use our method to 
evaluate other kinds of sensing device and activity data. 
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TABLE 8. RECOGNITION MATRIX FOR 12 KINDS OF FINGER GESTURES BASED ON THE SELECTED FEATURE SUBSET 

Classified as a b c d e f g h i j k l 90.08% 

a=Crook 86 0 3 8 1 1 0 0 0 0 1 0 86% 

b=Unbend 0 100 0 0 0 0 0 0 0 0 0 0 100% 

c=Finger Down 0 0 91 4 0 1 2 2 0 0 0 0 91% 

d=Wrist Down 12 0 8 79 0 0 0 0 0 0 1 0 79% 

e=L-Rotate 0 0 0 0 93 1 3 3 0 0 0 0 93% 

f=Finger L-Shift 0 0 2 0 0 93 4 0 1 0 0 0 93% 

g=Wrist L-Shift 0 0 1 0 2 11 86 0 0 0 0 0 86% 

h=R-Rotate 1 0 0 0 3 0 1 89 0 6 0 0 89% 

i=Finger R-Shift 0 0 0 0 1 1 0 0 96 2 0 0 96% 

j=Wrist R-Shift 0 0 0 0 0 1 1 0 11 87 0 0 87% 

k=Finger Up 0 1 0 0 0 0 0 0 3 0 94 2 94% 

l=Wrist Up 0 1 0 0 0 0 0 0 0 0 12 87 87% 
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Abstract—Ontology matching is the process of finding 

correspondences between semantically related entities of 

different ontologies. We need to apply this process to solve the 

heterogeneity problems between different ontologies. Some 

ontologies may contain thousands of entities which make the 

ontology matching process very complex in terms of space and 

time requirements. This paper presents a framework that 

reduces the search space by removing entities (classes, properties) 

that have less probability of being matched. In order to achieve 

this goal we have introduced a matching strategy that uses multi 

matching techniques specifically; string, structure, and linguistic 

matching techniques. The results obtained from this framework 

have indicated a good quality matching outcomes in a low time 

requirement and a low search space in comparisons with other 

matching frameworks. It saves from the search space from (43% 

- 53%), and saves on the time requirement from (38% - 45%). 

 

Keywords- Ontology matching; RDF statements;Semantic web; 

Similarity Aggregation.  

I.  INTRODUCTION  

In the current World Wide Web (WWW) computers and 
machines have no idea about the semantic of the information 
that are transferred through the web; the transferred 
information are not machine understandable. The role of 
computers is only to present the transferred information using 
web browsers [19]. 

However, the next generation of the WWW is called a 
Semantic Web. The role of the computers in the Semantic 
Web is not only to present the information, but for the 
computers to read and process the information in the 
WebPages, and extract knowledge from this information.  

The computer can understand the information in the 
Semantic Web by using a data structure called Ontology. 
Ontology provides a knowledge representation in a particular 
domain; it defines concepts (classes and properties) in a given 
domain, and shows the relationships between the defined 
concepts [1], [19].  

Different people may develop different ontologies that 
describe a particular domain; this causes heterogeneity 
problems between ontologies that describe the same domain. 
In general different ontologies for a specific domain may use 
different data formats, modeling languages and structures to 
represent certain knowledge. The heterogeneity problem leads 
to inability to get accurate search results in semantic web. For 
example, some ontologies define a car as a “car” and another 

ontologies define a car as an “automobile”, so if we write a 
keyword “car” in a semantic web search engine then the result 
of the search engine will be a list of all WebPages that are 
based on ontologies that define car as a “car”, and this list will 
not contain the WebPages that are based on ontologies that 
define a car as “automobile”.  

In general, ontology provides knowledge in a certain 
domain to help the machines to make intelligent decisions. 
Ontology consists of four components: concepts, object 
properties, data properties and Individuals. In ontologies, we 
can define RDF statements. An RDF statement consists of 
three elements [1], [19]: Resource (Subject or Domain), 
Object Property (Predicate or Property), Value (Object or 
Range). 

To solve the heterogeneity problem between ontologies, 
we must apply a process called ontology matching process. 
Ontology matching is the process of finding correspondences 
between semantically related entities of different ontologies. 
These correspondences stand for different relations such as 
equivalence, more general, or disjointness, between ontologies 
entities. 

II. BACKGROUND 

There are several types of matching techniques that are 
used to find the correspondences entities between ontologies. 
These techniques are string-based techniques, language-based 
techniques and structural techniques [9].         

Several ontology matching systems were developed to find 
matched entities between different ontologies, such as Naive 
Ontology Mapping (NOM) [7], PROMPT [15], Anchor-
PROMPT [14] and GLUE [5]. These previous systems take 
two ontologies as inputs and use different ontology matching 
techniques to test all entities of the first ontology with all 
entities of the second ontology in order to find the matched 
entities between the input ontologies [6]. So the search space 
and time requirements of these previous systems are very 
large. 

To reduce the search space and time requirement of the 
ontology matching process, we present in this paper an 
ontology matching framework (system). This framework uses 
a multi matching techniques specifically; string, structure, and 
linguistic matching techniques, and depends on some 
important features of ontologies; such as RDF statements and 
class hierarchies. 
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III. PROPOSED ONTOLOGY MATCHING FRAMEWORK 

A. System Overview  

As shown in Fig.1, the proposed matching system (PMS) 
takes two ontologies as input, and determines the matched 
entities (e.g. classes, object properties, data properties) 
between these two ontologies. PMS compares entities of the 
same type. 

Specifically, it compares classes of ontology1 with classes 
of ontology2, object properties of ontology1 with object 
properties of ontology2, and data properties of ontology1 with 
data properties of ontology2. PMS uses three types of 
matching techniques, string and linguistic techniques in a 
combined framework called "structure matching". 

In order to reduce the search space of the matching 
process, PMS is dependent on RDF statements and class 
hierarchies which are the base components in ontologies. This 
PMS matches RDF statements of ontology1 with RDF 
statements of ontology2, and matches class hierarchies of 
ontology1 with class hierarchies of ontology2.  

The output of PMS is a set of matched entities with their 
similarity values (confidence measures) each between 0 and 1. 
All the entities that have similarity values greater than a pre-
defined threshold are considered to be correct matched 
entities. And the output, also, includes the relationship types 
between the matched entities (equivalence and subsumption). 
The matching relationship is dependent on similarity values. 
Our PMS focuses on one-to-one (1:1) and many-to-many (m: 
m) match relationships, since they are the most commonly 
used. 

B. Structure of  Ontology Matching Framework 

The proposed system PMS has three stages: pre-
processing, matching process and post-processing.  

1) Pre-processing 
In this stage, PMS extracts the features of the input 

ontologies. As shown in Fig.2, the system will read all RDF 
statements and put them in a list that is called RDF statements 
list. Each element in the RDF statements list will be one RDF 
statement (subject, object properties, object).  

 
Fig. 1. System Overview. 

 
Fig. 2. Ontology Features Extraction. 

 
Then, the system reads all leaves classes and their super-

classes and put them in a list that is called leaves-super list. 
Each element in the leaves-super list will be an object that 
contains a leaf class and its super classes. Finally, the system 
reads all ontology classes and their data properties and put 
them in data properties list. Each element in data properties 
list will be an object that contains class and its data properties. 

2) Matching Process 
Structure matching consists of two stages; the first one 

involves matching of RDF statements and the second one 
involves matching of class hierarchies. Matching class 
hierarchies also consists of two sub stages, matching of leaves-
super classes and matching of class-data properties.  

a) Similarity Aggregation 

In order to combine the similarity values of string matcher 
and linguistic matcher, we use the following similarity 
aggregation function [4]:    

 
 

Where e1 is an entity of ontology1 and e2 is an entity of 
ontology2, Simagg( ) is similarity combination of string 
similarity Sims ( ) and linguistic similarity SimL ( ), Ws is a 
string weight and WL is a linguistic weight. Ws, WLЄ [0, 1] 
and Ws + WL = 1. We used Ws = 0.3 and WL = 0.7. This 
means that the linguistic matcher is more important than the 
string matcher. 

b) Matching RDF Statements 

As mentioned earlier, an RDF statement has three 
components (Subject, Object property, Object). PMS will 
match every RDF statement in RDF-statements-list-A of 
ontology1 with every RDF statement in RDF-statements-list-B 
of ontology2 as illustrated in Fig.3.  

PMS computes the similarity aggregation value of the 
subject of an RDFstatement-A with the subject of an 
RDFStatement-B, if their similarity aggregation value is 
greater than the threshold value (matched subject) then it will 
compute the similarity aggregation value of the object 
property of an RDFStatement-A with the object property of an 
RDFStatement-B. If their similarity aggregation value is 
greater than the threshold value (matched object property) then 
it will compute the similarity aggregation value of the object 
of an RDFStatement-A with the object of an RDFStatement-B. 
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Fig. 3. RDF Statements Matching Process. 

 

 Also, PMS adds the tested subjects and objects to the tested 
classes list, and adds the tested object properties to the tested 
object properties list. Then, PMS checks if the object, subject 
classes, and object properties were tested before, by searching 
the tested corresponding list. These operations are done to 
prevent computing similarity aggregation values for classes 
(subjects and objects) and object properties more than once. 

Finally, the system will add matched subjects and objects 
with their similarity aggregation values to the matched classes 
list, and will add matched object properties with their 
similarity aggregation values to the matched object properties 
list. 

Matching RDF statements using this scenario will reduce 

the search space of the matching process for the following 

reasons: 

 PMS ignores the object properties and the objects of RDF 

statements if the subjects of RDF statements are not 
matched. 

 PMS ignores the object of RDF statements if the subjects 

or the objects properties of RDF statements are not 

matched. 

The outputs of the matching RDF statement process are the 
following four lists: 

1) Matched classes list. 

2) Matched object properties list. 

3) Tested classes list.  

4) Tested Object Properties List. 

c) Matching Class Hierarchies 

In PMS, there are two types of class hierarchies, the first 

one leaves-superClasses and the second one class-data 

property. Each type has its own matching process. 

 

 Matching leaves-superClasses  

In this stage, PMS reads four lists; two lists are outputted 
from the previous process (Matching RDF Statements), which 
are the matched classes list and the tested classes list. And the 
other two lists are the leaves-superList-A of ontology1 and the 

leaves-superList-B of ontology2. Then, PMS will apply the 
matching process as illustrated in Fig.4. 

PMS computes the similarity aggregation value of the leaf 
in leaves-superList-A with the leaf of leaves-superList-B, if 
their similarity aggregation value is greater than the threshold 
value (matched leaves) then it will compute the similarity 
aggregation value for all super classes of the matched leafs. 

Also, PMS adds the tested leaves classes and super-classes 
to tested classes list. Then, PMS checks if the leaves and 
super-classes were tested before, by searching the tested 
corresponding list. These operations are done to prevent 
computing similarity aggregation values for classes more than 
once. 

Matching leaves-super classes using this scenario will 
reduce the search space of the matching process because PMS 
ignores the super-classes if the leaves are not matched. 

The outputs of the matching leaves-superClasses process 
are the following two lists: 

1) Matched classes list. 

2) Tested classes list. 

 Matching Class-data Property 

In this stage, as illustrated in Fig.5, PMS reads three lists: 
matched classes list, dataProperties list-A of ontology1 and 
dataProperties list-B of ontology2. Data Properties list 
contains objects. Each object presents a class and its data 
properties. PMS check every pair of matched classes in the 
matched classes list, if they have data properties. 

Also, PMS adds the tested data properties to tested data 
properties list. Then, PMS checks if the data properties were 
tested before, by searching the tested corresponding list. These 
operations are done to prevent computing similarity 
aggregation values for data properties more than once. 

Again, matching class-data property using this scenario 
will reduce the search space of the matching process because 
the system will ignore the data properties of non-matching 
classes, and the system will try to match the data properties of 
matched classes only. 

 
Fig. 4. Leaves-SuperClasses Matching Process. 
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Fig. 5. Data Properties Matching Process. 

 

The outputs of the matching Class-data Property process 
are the following two lists: 

1) Matched data properties list. 
2) Tested data properties list.  

d) Final Outputs of the Matching Process 

The final outputs of the PMS will be three lists as follows: 

 Matched classes list. 

 Matched object properties list. 

 Matched data properties list. 

3) Post-Processing 
In this stage, the PMS assigns matching relationship R to 

the matched entities (Classes, Object properties, Data 
properties) according to their similarity value [9]. 

 If Simagg (e1, e2) = 1 then R is the equivalence 

relation. 

 If Simagg (e1, e2) ≥ threshold then R is a 
subsumption relation.  

Where Simagg (e1, e2) is the similarity aggregation value 
between matched entities e1 and e2.  

4) String Matcher Implementation 
For string matchers, the PMS uses Levenshtein distance 

similarity measure [17] and soundex similarity measure [17], 
[22] in combined manner as follows: 

 

 
5) Linguistic Matcher Implementation 

For linguistic matchers, the PMS uses Wordnet similarity 
measures of Wu & Palmer similarity measure [18] and path 
similarity measure [20] in combined manner as follows: 

 

IV. PROPOSED FRAMEWORK EVALUATION 

There are two types of evaluations that are used to evaluate 
the PMS. The first evaluation is done by counting the number 
of tested entities that were tested and by computing the time 
requirement that are needed by the system to find the matched 
entities. The second type of evaluation is based on compliance 
measures to evaluate the quality of the matched results.  

A. Compliance Measures 

Following the work in [8], Compliance Measures are used 
to evaluate the degree of compliance of the results of matching 
algorithms. Compliance measures consist of three measures 
Precision, Recall and F-measure. These measures are used to 
evaluate the quality of the matching process and its results. 
Precision and Recall are based on the comparison of an 
expected result provided by a reference alignment and the 
effective result of the evaluated system. Finally, F-measure 
combines the measures of Precision and Recall as single 
efficiency measure. 

B. Traditional Matching System 

For the purpose of evaluating our PMS we have developed 
a matching system called (Traditional Matching System) TMS 
that is based on the work of some existing ontology matching 
systems such as NOM [7], PROMPT [15], Anchor-PROMPT 
[14] and GLUE [5]. The TMS matches all classes of the first 
ontology with all classes of the second ontology, and matches 
all object properties of the first ontology with all object 
properties of the second ontology, and matches all data 
properties of the first ontology with all data properties of the 
second ontology. The goal of developing the TMS is to 
compare it with the PMS.  

C. Conference Dataset 

The conference dataset, shown in Table 1, has been 
proposed in OAEI 2010 and it includes seven ontologies that 
are dealing with conference organization. These ontologies 
have been developed within OntoFarm project [21], and are 
quite suitable for ontology matching task because of their 
heterogeneous character. Every ontology in this dataset has a 
number of classes, a number of object properties and a number 
of data properties. The matching process will be done on each 
pairs of these ontologies. 

TABLE 1. CONFERENCE DATASET [21]. 

Ontology 

Name 

# of 

classes 

# of object 

properties 

# of data 

properties 

Cmt 29 49 10 

Conference 59 46 18 

ConfOf 38 13 23 

Edas 103 30 20 

Ekaw 73 33 0 

iasted 140 38 3 

sigkdd 49 17 11 

D.  
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E. TMS vs. PMS  

The comparison of the PMS and the TMS was done on the 
same computer system ((Intel (R) Core (TM) 2 Duo CPU, 
2.4GHz, 3 GB RAM) and Windows 7)). We had applied the 
matching process using the PMS and the TMS between each 
pair of ontologies of the conference dataset at different 
threshold values (0.5, 0.7, 0.85, and 1). 

1) Search Space and Time Requirement Evaluation 
Figures 6 and 7 present the average number of tested 

entities and the average time requirement at different threshold 
values (0.5, 0.7, 0.85, and 1) that are needed by both systems 
TMS and PMS to match all the pairs of Conference dataset 
ontologies. 

We can notice from these two Figures, that the number of 
tested entities and the time requirement that were needed to 
find the matched entities in the TMS  are larger than the 
number of tested entities and time requirement that were 
needed by the PMS, this is due to the fact that the TMS  tests 
more entities than the PMS. 

Furthermore, we can notice that the number of tested 
entities and the time requirement for the TMS remain the same 
regardless of the threshold values. Whereas, in the PMS they 
are inversely dependent on the threshold value. 

2) Compliance Measures Evaluation 
Figures 8, 9 and 10,  present the average compliance 

measures results (Precision, Recall and F-measure) of all the 
matched pairs of Conference dataset ontologies, at different 

threshold values (0.5, 0.7, 0.85, and 1) for both TMS  and 

PMS.  

 

 
Fig. 6. Average Number of Tested Entities. 

 

 
Fig. 7. Average Time Requirement. 

 

 
Fig. 8. Average Precision Measure. 

 

 
Fig. 9. Average Recall Measure. 

 

 
Fig. 10. Average F-measure. 

 
We can notice from these Figures the following: 

 At all thresholds values the Precision value of the PMS 

is better than the Precision value of the TMS. Hence, 

the PMS returns more accurate matching results than 

the TMS. 

 At all thresholds values the Recall value of the TMS is 
better than the Recall value of the PMS. This means 

that the TMS  returns more matched entities that are 

existed in reference alignment R than the PMS;  

 At Threshold values (0.5, 0.7, and 0.85) the F-measure 

value of the PMS is better than the F-measure of the 

TMS. But at threshold value 1 the F-measure value of 

the TMS is better than the F-measure of the PMS; this 

is due to the fact that F-measure is dependent on 

Recall and Precision values. 
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F. Comparison with other Existing Matching Systems 

We had made a comparison between the PMS and other 
matching systems that participated in OAEI 2010 in terms of 
Precision, Recall and F-measure. These systems are AgrMaker 
[11], AROMA [3], ASMOV [12], CODI [13], Ef2Match [2], 
Falcon [10] and GeRMeSMB [16]. This comparison is done at 
threshold values of 0.5 and 0.7. Figures 11 and 12 show the 
results of this comparison.  

We can notice from these Figures the following: 

 The PMS at threshold 0.5 and at threshold 0.7 has the 

lowest Precision value, because the PMS returns the 

largest number of matched entities but a few of them 

are existed in the reference alignment.  

 The PMS has the highest Recall value at threshold 0.5. 
This means that the PMS returns the largest number of 

matched entities that are existed in reference 

alignment than the other matching systems. 

 The PMS has a good Recall value between the Recall 

values of the other systems at threshold 0.7. 

 The PMS has a low F-measure value at threshold 0.5 

and at threshold 0.7. 

 

 
Fig. 11. Comparison with Other Matching Systems at Threshold = 0.5. 

 

 

 
 Fig. 12. Comparison with Other Matching Systems at Threshold = 0.7. 

V. CONCLUSION 

The main goal of this paper was to reduce the complexity 
(search space and time requirement) of the ontology matching 
process. This paper have introduced an ontology matching 
framework that reduces the search space and the time 
requirement of the matching process by removing entities 
(classes, properties) that have less probability of being 
matched. The proposed ontology matching framework had 
used a multi matching techniques in order to find the 
correspondences entities between ontologies. 

The proposed matching framework saves (43% - 53%) 
from the number of tested entities (search space). Furthermore, 
the proposed matching framework saves on time requirement 
of the matching process from (38% - 45%) in comparisons 
with other matching frameworks. 

The drawback of the proposed matching framework is that 
it can’t find all possible alignments entities between 
ontologies, due to the fact that the PMS doesn’t test all entities 
of the matching ontologies. Hence, the PMS is recommended 
to be used in matching large ontologies, since it will produce a 
huge number of matching entities that could be enough for 
web searching using semantic web. 
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Abstract— Fingerprint has remained a very vital index for 

human recognition. In the field of security, series of Automatic 

Fingerprint Identification Systems (AFIS) have been developed. 

One of the indices for evaluating the contributions of these 

systems to the enforcement of security is the degree with which 

they appropriately verify or identify input fingerprints. This 

degree is generally determined by the quality of the fingerprint 

images and the efficiency of the algorithm. In this paper, some of 

the sub-models of an existing mathematical algorithm for the 

fingerprint image enhancement were modified to obtain new and 

improved versions. The new versions consist of different 

mathematical models for fingerprint image segmentation, 

normalization, ridge orientation estimation, ridge frequency 

estimation, Gabor filtering, binarization and thinning. The 

implementation was carried out in an environment characterized 

by Window Vista Home Basic operating system as platform and 

Matrix Laboratory (MatLab) as frontend engine. Synthetic 

images as well as real fingerprints obtained from the FVC2004 

fingerprint database DB3 set A were used to test the adequacy of 

the modified sub-models and the resulting algorithm. The results 

show that the modified sub-models perform well with significant 

improvement over the original versions. The results also show the 

necessity of each level of the enhancement. 

 

Keyword- AFIS; Pattern recognition; pattern matching; 

fingerprint; minutiae; image   enhancement. 

I. INTRODUCTION 

In the world today, fingerprint is one of the essential 
variables used for enforcing security and maintaining a 
reliable identification of any individual. Fingerprints are used 
as variables of security during voting, examination, operation 
of bank accounts among others. They are also used for 
controlling access to highly secured places like offices, 
equipment rooms, control centers and so on. The result of the 
survey conducted by the International Biometric Group (IBG) 
in 2004 on comparative analysis of fingerprint with other 
biometrics is presented in Fig. 1. The result shows that a 
substantial margin exists between the uses of fingerprint for 
identification over other biometrics such as face, hand, iris, 
voice, signature and middleware [1]. The following reasons 

had been adduced to the wide use and acceptability of 
fingerprints for enforcing or controlling security [1]-[4]:  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

a) Fingerprints have a wide variation since no 

twopeople have identical prints.  

b) There is high degree of consistency in fingerprints. A 

person's fingerprints may change in scale but not in relative 

appearance, which is not the case in other biometrics.  

c) Fingerprints are left each time the finger contacts a 

surface. 

d) Availability of small and inexpensive fingerprint 

capture devices 

e) Availability of fast computing hardware 

f) Availability of high recognition rate and speed 

devices that meet the needs of many applications 

g) The explosive growth of network and Internet 

transactions 

h) The heightened awareness of the need for ease-of-use 

as an essential component of reliable security. 

The main ingredients of any fingerprint used for 
identification and security control are the features it possesses. 
The features exhibit uniqueness defined by type, position and 
orientation from fingerprint to fingerprint and they are 

Figure 1: Comparative survey of fingerprint with other 
biometrics 
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classified into global and local features [5]-[7]. Global features 
are those characteristics of the fingerprint that could be seen 
with the naked eye. They are the features that are 
characterized by the attributes that capture the global spatial 
relationships of a fingerprint. Global features include ridge 
pattern, type, orientation, spatial frequency, curvature, position 
and count. Others are type lines, core and delta areas.   

The Local Features are also known as Minutia Points. 
They are the tiny, unique characteristics of fingerprint ridges 
that are used for positive identification. Local features contain 
the information that is in a local area only and invariant with 
respect to global transformation. It is possible for two or more 
impressions of the same finger to have identical global 
features but still differ because they have local features 
(minutia points) that are different. In Fig. 2, ridge patterns (a) 
and (b) are two different impressions of the same finger 
(person).  A local feature is read as bifurcation in (a) while it 
appears as a ridge ending in (b).  

II. FINGERPRINT IMAGE ENHANCEMENT 

Reliable and sound verification of fingerprints in any AFIS 
is always preceded with a proper detection and extraction of 
its features. A fingerprint image is firstly enhanced before the 
features contained in it could be detected or extracted. A well 
enhanced image will provide a clear separation between the 
valid and spurious features. Spurious features are those 
minutiae points that are created due to noise or artifacts and 
they are not actually part of the fingerprint. This paper adopts 
with slight modifications, the algorithm implemented in [8]-
[9] for fingerprint image enhancement. The overview of the 
algorithm is shown in Fig. 3. Its main steps include image 
segmentation, local normalization, filtering and 
binarization/thinning. 

 

 

 

 

 

 

 
 

 

 

 

A Image Segmentation 

There are two regions that describe any fingerprint image; 
namely the foreground region and the background region. The 
foreground regions are the regions containing the ridges and 
valleys. As shown in Fig. 4, the ridges are the raised and dark 
regions of a fingerprint image while the valleys are the low 
and white regions between the ridges.  The foreground regions 

often referred to as the Region of Interest (RoI) is shown for 
the image presented in Fig. 5. The background regions are 
mostly the outside regions where the noises introduced into 
the image during enrolment are mostly found. The essence of 

segmentation is to reduce the burden associated with image 
enhancement by ensuring that focus is only on the foreground 
regions while the background regions are ignored.  

 

 

 

 

 

 

 

 

 

 

 
The background regions possess very low grey-level 

variance values while the foreground regions possess very 
high grey-level variance values. A block processing approach 
used in [8]-[9] is adopted in this research for obtaining the 
grey-level variance values. The approach firstly divides the 
image into blocks of size W x W and then the variance V(k) 
for each of the pixels in block k is obtained from: 
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I(i,j) and J(a,b) are the grey-level value for pixel i,j and 
(a,b) respectively in block k. 

 

 

 
(a) Bifurcation                     (b) Ridge ending 

 
Figure 2: Different minutiae for different impressions 

of the same finger 

Figure 4: Ridges and valleys on a fingerprint image 

Ridges 

Valleys 

Image Segmentation 

Image Local Normalization 

Image Filtering 

Orientation 

Estimation 

Ridge 

Frequency 
Estimation 

Gabor  

Filtering 

Image Binarization/ Thinning 

Figure 3: The conceptual diagram of the fingerprint enhancement algorithm 
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A. Image Local Normaliuzation 

Normalization is performed on the segmented fingerprint 
image ridge structure so as to standardize the level of 
variations in the image grey-level values. By normalization, 
the grey-level values are made to fall within certain range that 
is good enough for improved image contrast and brightness. 
The first of the tasks of image normalization implemented in 
[8]-[9] and adopted for this research is the division of the 
segmented image into blocks of size S x S. The grey-level 
value for each pixel is then compared with the average grey-
level value for the host block. For a pixel I(i,j) belonging to a 
block of average grey-level value of M, the result of 
comparison produced a normalized grey-level value N(i,j) 
defined by the formula: 
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where an assumed value of M0 is set for the desired mean 

and an assumed value of V0 is set for the desired variance. 

B. Image Filtering 

Normalized fingerprint image is filtered for enhancement 
through removal of noise and other spurious features. Filtering 
is also used for preserving the true ridge and valley structures. 
The fingerprint image filtering structure adopted for this 
research is in the following phases: 

1) Orientation Estimation: Orientation estimation is the 

first of the prerequisites for fingerprint image filtering. In 

every image, the ridges form patterns that flow in different 

directions. The orientation of a ridge at location x,y is the 

direction of its flow over a range of pixels as shown in Fig. 6.  
The Least Square Mean (LSM) fingerprint ridge 

orientation estimation algorithm proposed and implemented in 
[8]-[9] was slightly modified and used in this research. The 
modified algorithm involves the following steps: 

a) Firstly, blocks of size S x S were formed on the 

normalized fingerprint image. 

b) For each pixel, (p,q) in each block, the gradients 

  (p,q) and   (p,q) were computed as the gradient 

magnitudes in the x and y directions, respectively. 

 

 

 

 

 

 

 

   (p,q) was computed using the horizontal Sobel operator 
while   (p,q) was computed using the vertical Sobel operator. 

 

 

 

 

 

 

c) The local orientation of a pixel in a fingerprint image 
was computed by using its S x S neighborhood in [8]-[9]. This 

was slightly modified in this research by dividing the image  

into S x S blocks and the local orientation for each block 

centered at pixel I(i,j) was then computed from: 
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where Ɵ(i, j) is the least square estimate of the local 
orientation at the block centered at pixel (i, j). 

d) The orientation image is then converted into a 

continuous vector field defined by: 
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        where     and    are the x and y components of      

        the vector field, respectively.  

e) Gaussian smoothing is then performed on the vector 

field as follows: 
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Figure 6: The orientation of a ridge pixel in a fingerprint 
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Figure 5: A fingerprint image and its foreground and 
background regions 
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        where G is a Gaussian low-pass filter of size         . 

f) The orientation field O of the block centered at pixel 

(i,j) is finally smoothed using the equation: 
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2) Ridge Frequency Estimation: The second prerequisite 

for fingerprint image filtering is the ridge frequency 

estimation. In any fingerprint image, there is a local frequency 

of the ridges that collectively form the ridge frequency image. 

The ridge frequency is obtained from the extraction of the 

ridge map from the image. The extraction of the ridge map 

involves the following steps: 

a) Compute the consistency level of the orientation field 
obtained from the first prerequisite in the local neighborhood 

of a pixel (p,q) with the following formula: 
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where W represents the local neighborhood around (p,q), 

which is an n x n local window,  (i,j) and  (p,q) are local 
ridge orientations at pixels (i,j) and (p,q) respectively. 

b) If the consistency level is below a certain threshold 

Fc, then the local orientations in this region are re-estimated 

at a lower image resolution level until the consistency is above 

Fc. After the orientation field is obtained, the following two 

adaptive filters are applied to the image: 

   (       )  

{
  
 

  
 

  

√   
 

  

               ( )       

 

√   
 

  

              ( )    

0                                 

           
 (15) 

    (       )  

{
  
 

  
 

  

√   
 

  

          ( )       

 

√   
 

  

            ( )    

0                           

  
     (16) 

   ( )        ( (   ))                                                 (17) 

     
 

     ( (   ))
                                                            (18) 

       [|
   ( (   )

  
|  |

   ( (   )

 
|]                                      (19) 

 
The two filters are capable of stressing under different 

condition the local maximum grey level values along the 
normal direction of the local ridge orientation. The normalized 

image is first convolved with these two masks, ht (p,q, i, j) and 
hb (p,q, i, j). If both the grey level values at pixel (p,q) of the 
convolved images are larger than a certain threshold Fridge, 
then pixel  (p,q) is labeled as a ridge.  

3) Orientation Estimation: Having obtained the 

prerequisites, Gabor filtering is then used to improve or 

enhance the fingerprint image to a finer structure. It involves 

the removal of noise and artifacts.  The general form of Gabor 

filter is: 
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where f is the frequency of the cosine wave along the 

direction θ from the x-axis, and δx and δy are the space 
constants along x and y axes respectively.   a= xsinƟ + ycosƟ 
and b= xcosƟ + ysinƟ.  

The values of the space constants δx and δy for the Gabor 
filters were empirically determined as each is set to about half 
the average inter-ridge distance in their respective direction. δx 
and δy  are obtained from δx = kxF and δy = kyF respectively. F 
is the ridge frequency estimate of the original image, and kx 
and ky are constant variables. The value of δx determines the 
degree of contrast enhancement between ridges and valleys 
while the value of δy determines the amount of smoothing 
applied to the ridges along the local orientation. 

C. Image Binarization/Thinning 

The image obtained from the Gabor filtering stage is 
binarized and thinned to make it more suitable for feature 
extraction.  The method of image binarization proposed in [10] 
is employed. The Method sets the threshold (T) for making 
each cluster in the image as tight as possible, thereby 
minimizing their overlap. To determine the actual value of T, 
the following operations are performed on set of presumed 
threshold values: 

a) The pixels are separated into two clusters according    

to the threshold. 

b) The mean of each cluster are determined. 

c) The difference between the means is squared. 

d) The product of the number of pixels in one cluster and 

the number in the other is determined. 

The success of these operations depends on the difference 
between the means of the clusters. The optimal threshold is the 
one that maximizes the between-class variance or, conversely, 
the one that minimizes the within-class variance. The within-
class variance of each of the cluster is then calculated as the 
weighted sum of the variances from: 
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p(i) is the pixel value at location i, N is the intensity level 
and [0,N − 1] is the range of intensity levels. The between-
class variance, which is the difference between the within-
class variance and the total variance of the combined 
distribution, is then obtained from: 

                     
            

 ( )             
  ( )                       (  )                               

     ( )      ( )                                          (25) 

      (  ( )     )                                          (26) 

     (  ( )     )                                           (27) 

                
where σ2 is the combined variance, μB(T) is the combine 

mean for cluster T in the background threshold, μO(T) is the 
combine mean for cluster T in the foreground threshold and μ 
is the combined mean for the two thresholds. The between-
class variance is simply the weighted variance of the cluster 
means themselves around the overall mean. Substituting μ = 
nB(T)μB(T) +nO(T)μO(T) into Equation 25, the result is: 

        
 ( )      ( )  ( )   ( )    ( )       (  ) 

 

Using the following simple recurrence relations, the 
between-class variance is successfully updated by 
manipulating each threshold T using a constant value p as 
follows: 
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III. EXPERIMENTAL RESULTS 

A slightly modified version of the fingerprint enhancement 
algorithm used in [8]-[9] was implemented in this research by 
using MATLAB Version 7.2 on the Windows Vista Home 
Basic operating system. The experiments were performed on a 
Pentium 4 – 1.87 GHz processor with 1024MB of RAM. The 
purpose of the fingerprint enhancement experiments is to 
analyze the performance of the modified algorithm under 
different conditions of images as well as generate the metrics 
that could serve the basis for the comparison of the results 
from the research with results from related works. Two sets of 
experiment were conducted for the performance analysis. The 
first set of experiments was on synthetic images. The 
orientation estimation, ridge frequency estimation and Gabor 
filtering experiments all employed the circsine function [11] to 
generate the synthetic images. The major arguments passed 
into the circsine function include a number for the size of the 
square image to be produced, a number for the wavelength in 
pixels of the sine wave and an optional number specifying the 
standard pattern of behaviour to use in calculating the radius 
from the centre. This defaults to 2, resulting in a circular 
pattern while large values give a square pattern. Where 
necessary, the MATLAB imnoise function was also used to 
generate noise and artifacts on synthetic images. The 
arguments passed into the imnoise function include the image 
on which noise is to be generated, noise type and noise level. 

The second set of experiments was on the FVC2004 
fingerprint database DB3 set A. 

Fig. 7(a), 7(b) and 7(c) are synthetic images of size 200 x 
200 and wavelength 8. They were obtained with the imnoise 
function using the salt and pepper noise level of 0, 0.2 and 0.4 
respectively. The results of the ridge orientation estimation 
experiments on each of the three images are shown in Fig. 
7(d), 7(e) and 7(f) respectively. These results show that for 
noise levels of 0 and 0.20, the modified ridge orientation   
algorithm effectively generated ridge orientation estimates that 
are very close to the actual orientations. However, for image 
with noise level of 0.4, the result shows a substantial number 
of ridge orientation estimates that significantly differ from the 
actual orientations.  These results show that the performance 
of the algorithm depends on the image noise level. When the 
noise level on the image is within reasonable range, the 
algorithm does well while it fails when the noise level rises 
beyond the threshold which was found to be 0.29.   

The efficiency of the ridge orientation estimation 
algorithm was quantitatively measured by estimating the Mean 
Square Error (MSE) which represents the difference between 
the estimated and actual ridge orientation values in radians. 
Mean square error estimation results for the synthetic image 
shown in Fig. 7(a) under different conditions of noise for both 
the pixel processing approach in [8] and the block processing 
approach formulated for this research are shown in Table 1. 
The increasing mean square errors in both cases indicate that 
the accuracy of the two approaches decreases with increase in 
the noise level. It is also revealed that the orientation estimate 
is closer to the actual value for the block processing approach 
at any noise level. With lower standard deviation of 0.0393 for 
its MSE values, it is established that the block processing 
approach performs better than the pixel processing approach 
with MSE values of standard deviation of 0.1686. This higher 
performance is attributed to the fact that in the block 
processing approach, the degree of variation in the orientation 
estimates for pixels in a block is reduced to zero as each pixel 
assumes the orientation estimate for the center pixel of its host 
block. This significantly increases the ability of the algorithm 
to estimate the ridge orientation close to the actual value. 

Fig. 7(g), 7(h) and 7(i) present the results of the ridge 
frequency estimation experiments on the synthetic images of 
different noise levels shown in Fig. 7(a), 7(b) and 7(c) 
respectively. In the ridge frequency estimates shown in Fig. 
7(g) and Fig. 7(h), there is uniformity between most of the 
estimated frequency values for each 32 x 32 block as against 
Fig. 7(i) which shows irregular patterns. Fig. 7(g), 7(h) and 
7(i) produced MSE value of 0.0006, 0.0017 and 0.0077 
respectively. The ridge frequency estimates and the increasing 
MSE values reveal that the performance of the ridge frequency 
estimation algorithm decreases with increase in the image 
noise level. Generally, below the noise level of 0.30, it was 
discovered that the algorithm produced relatively uniform 
ridge frequency estimates as shown in Fig. 7(g) and 7(h). 

When the noise level equals or exceeds 0.3, the orientation 
estimation algorithm produced non uniform results as shown 
in Fig. 7(i). Since the performance of the ridge frequency 
estimation algorithm depends significantly on the performance 
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of the ridge orientation estimation algorithm, the failure of the 
orientation estimation algorithm explains the failure of the 
ridge frequency estimation algorithm for noise level above 
0.29.    

The MSE results of the implementation of the ridge 
frequency estimation algorithm on the synthetic image shown 
in Fig. 7(a) under different conditions of noise in [8] and the 
current study are shown in Table 2.  It is revealed that there is 
increase in the MSE values as the noise level increases for the 
two cases. This translates to diminishing performance due to 
increasing margin between the actual and the estimated ridge 
frequency values. It is also shown that the MSE value is 
significantly lower in all cases for the current study than in [8]. 
With lower standard deviation of 0.0032 for its MSE values, it 
is established that the implementation of the ridge frequency 
estimation algorithm in the current study yields better results 
than its implementation in [8] which yielded a standard 
deviation of 2.8514 for its MSE values. This improvement is 
attributed to the superior performance of the block processing 
approach to ridge orientation estimation over the pixel 
processing approach.  

The performance of the Gabor filtering algorithm on a 
zero, medium and high quality synthetic image of size 410 x 
410 and wavelength 15 is presented in Fig. 8(d), 8(e) and 8(f) 
respectively. Parameter values of kx =0.45 and ky =0.45 were 
used to obtain these results. The results presented in Fig. 8(d) 
and 8(e) reveal that with zero or medium level noise density, 
the filter effectively removed the noise from the image and 
enhanced it to a level that is comparable with the original 
image. This effectiveness is partly due to the previous accurate 
estimation of the ridge orientation and the ridge frequency for 
zero or medium noise level images. 

However, the experimental result presented in Fig. 8(f) 
reveals that when the filter is applied to images with higher 
noise level, the filter is unable to remove the noise effectively 
as it produced a significant amount of spurious features. This 
ineffectiveness is due to the inaccurate estimation of the ridge 
orientation and the ridge frequency at higher noise levels. 
When experiments were performed on real fingerprint images, 
like in [8], the best results were obtained for image 
segmentation with variance threshold of 100. This threshold 
value provided the best segmentation results in terms of 
differentiating between the foreground and the background 
regions as shown in Fig. 9(b).  The results of segmentation 
using threshold value of 95 and 105 are presented in Fig. 9 (c) 
and 9(d) respectively.  

 

TABLE 1: COMPARISON OF MEAN SQUARE ERROR FOR 

RIDGE ORIENTATION ESTIMATES 

Noise level Mean Square Error 

Raymond [8] Current study 

0.00 0.0003 0.0000 

0.05 0.0009 0.0006 

0.10 0.0032 0.0008 

0.15 0.0102 0.0019 

0.20 0.0246 0.0015 

0.25 0.0691 0.0026 

0.30 0.1722 0.0405 

0.35 0.2330 0.0521 

0.40 0.3041 0.0661 

0.45 0.4124 0.0803 

0.50 0.4262 0.1085 

TABLE 2: COMPARISON OF MEAN SQUARE ERROR FOR 

RIDGE FREQUENCY ESTIMATES 

Noise level Mean Square Error 

Raymond[8] Current Study 

0.00 0.0100 0.0006 

0.05 0.0211 0.0009 

0.10 0.0465 0.0011 

0.15 0.0820 0.0012 

0.20 0.1702 0.0017 

0.25 1.1149 0.0033 

0.30 2.0229 0.0041 

0.35 4.1149 0.0060 

0.40 5.8543 0.0077 

0.45 6.1098 0.0080 

0.50 7.2616 0.0090 

(a) Original 
image 

Fig. 9: Results of segmentation with different threshold 

(b) Segmentation 

with threshold of 
100 

(c) Segmentation 

with threshold of 
95 

(d) Segmentation 

with threshold of 
105 

(a) Image with 0  
      noise level 

(b) Image with 0.2  
      noise level 

(c) Image with 0.4 
      noise level 

(d) Orientation  
estimate  of (a) 

(e) Orientation  
estimate of (b) 

(f) Orientation  
estimate of (c) 

(g) Ridge freq.  
estimate  of (a) 

(h) Ridge freq.   
estimate of (b) 

(i) Ridge freq. 
estimate of (c) 

Figure 7: Orientation and ridge frequency estimates 
for synthetic images of different noise levels 
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These results show inappropriate segmentation due to 
inaccurate variance thresholds. With lower threshold of 95, 
some of the background regions have been segmented to the 
foreground while some foreground regions are also segmented 
to the background under higher threshold of 105. 

The result of the normalization experiment on the 
fingerprint images shown in Fig. 9(a) is presented in Fig. 
10(a). The desire mean of zero and variance of one used in [8] 
were adopted and used to normalize the ridges in the images. 
During normalization, all positions are evenly shifted along 
the horizontal axis, which makes the structure of the ridges 
and valleys to become well and suitably positioned. 

The histogram plots of the original and the normalized 
images are shown in Fig. 10(b) and 10(c) respectively. The 
histogram plot of the original image shows that all the 
intensity values of the ridges show irregular frequency values 
and also fall within the right hand side of the 0–255 scale, with 
no pixels in the left hand side. This leads to an image with a 
very low contrast.  

The histogram plot of the normalized image shows that the 
range of intensity values for the ridges has been adjusted 
between 0-1 scale such that there is a more evenly and 
balanced distribution between the dark and light pixels and 
that the ridge frequencies fall within close values. The 
normalized image histogram plots also show that the 
normalization process does distribute evenly the shape of the 
original image. The positions of the values are evenly shifted 
along the x-axis, which means the structure of the ridges and 
valleys are now well and suitably positioned. This shifted and 
improved positioning lead to images with a very high contrast 
shown in Fig. 10(a). 

 

 

 

 

 

 
 

 

 

 

 

 
The orientation fields for the real fingerprint images were 

obtained around their singular points since they are prominent 
features used by any AFIS for fingerprint classification and 
matching. Good quality images are shown in Fig. 11(a), 11(b) 
and 11(c). Their orientation estimates are shown in Fig. 11(e), 
11(f) and 11(g) respectively.  

At the singular points, the orientation field is discontinuous 
and unlike the normal ridge flow pattern, the ridge orientation 
varies significantly. From these results, it is observed that 
there exists no deviation between the actual fingerprint ridge 
orientation and the estimated orientation of the vectors. In both 
cases, the algorithm produces accurate estimates of the 
orientation vectors such that they flow smoothly and 
consistently with the direction of the ridge structures in the 
images. In the superimposed version of images in Fig. 11(e), 
11(f), 11(g) and 11(h), the contrast of the original image is 
lowered in each case. This was done to improve the visibility 
of the orientation vectors against the background.  

The ridge orientation estimate for poor quality image 
shown in Fig. 11(d) is presented in Fig. 11(h). The estimate 
indicates a fairly smooth orientation field in some well-defined 
regions while it gives misleading results in areas of very poor 
quality as evident in the top-left and bottom regions of the 
estimate. The orientation estimates resulting from the pixel 
processing approach in [8] and the block processing approach 
of the current study for the image shown in Fig. 12(a) are 
presented in Fig. 12(b) and 12(c) respectively.  

Visual inspection of these results reveals that the two 
methods did well in the ridge orientation estimation. However, 
the orientation is observed to be closer to the actual orientation 
in block processing than pixel processing in some regions 
especially the core areas represented by the inserted circles. 
The reason adduced to this is that assigning equal orientation 
estimate for pixels in a block rather than maintaining different 
values is better and able to take the estimates closer to their 
actual values. 

(a)Norma- 

lized image 

Figure. 10: Normalized image and the histogram plots 

(b) Histogram of 
original image 

(b) Histogram of 
normalised image 

(a) 0 noise level  
image image 
 

(b) 0.2 noise level 
 image 

(c) 0.4 noise level  
image  

(d) Filtered (a) (e) Filtered (b) (f) Filtered (c) 
Figure 8: Results of applying a Gabor filter on  synthetic 

images of different noise levels. 
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Visual inspection of the results for the ridge frequency 

estimates for real fingerprint images shown in Fig. 11(a), 
11(b), 11(c) and 11(d) are shown in Fig. 13(a), 13(b), 13(c) 
and 13(d) respectively. The mean ridge frequency (MRF), 
which is the average of the image ridge frequencies, is also 
presented for each image. It is noted that the MRF values 
differ for all the images. This difference is attributed to the 
fact that fingerprints exhibit variation in their average ridge 
frequency characteristics and contrast levels. The intensities of 
frequency differ for blocks or regions within same image. 
Some blocks or regions exhibit high contrast while others 
exhibit low contrast. Based on these, the synthetic images are 
more appropriate for the evaluation of the accuracy of the 
ridge frequency estimation algorithm.  

Fig. 14 reveals the extent to which the filtering algorithm 
was able to remove noise from the images shown in Fig. 11 
for different values of kx and ky. The results shown in Fig. 
14(a), 14(b), 14(c) and 14(d)  were obtained using parameter 
values of kx = 0.45 and ky = 0.45. With these values, it is 
shown that the contrast level between ridges and valleys for 
each of the images is neither too high nor too low. Appropriate 
level of smoothing is also applied to the ridges along the local 
orientation. 

With lower parameter values of kx = 0.40 and ky = 0.40, it 
is shown in Fig. 14(e), 14(f), 14(g) and 14(h)  that the contrast 
level between ridges and valleys is too low and this explains 
why there is a number of dark regions. The degree of 
smoothing is also poor as there is a good number of 
overlapping ridges in the filtered images. When kx=0.5 and 
ky=0.5 were used, the results of the filtering experiments 
shown in Fig. 14(i), 14(j), 14(k) and 14(l) reveal that there is 
no significant difference from the results obtained for kx=0.45 
and ky=0.45 except that some regions described by circles 
appear to be excessively smoothened. 

It is therefore stated that based on the modified algorithm, 
parameter values of kx=0.45 and ky=0.45 are most appropriate 
for image filtering as against kx=0.50 and ky=0.50 proposed in 
[8]-[9]. This reduction in parameter values is due to the better 
performance of the block processing approach in the 
orientation and ridge frequency estimations as attested to by 
the results in Table 1 and Table 2. Results presented in Fig. 14 
show that the filtering algorithm is able to smoothen to a fine 
level with appropriate parameter values for good quality 
fingerprint images.  

When the quality degrades like the one shown in Fig. 
11(d), the performance of the algorithm diminishes as it 
produces images with inappropriately filtered regions as 
shown in Fig. 14(d). This is also corroborated with reasons 
adduced to the values presented in Table 1 and Table 2. 
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Fig. 12: Orientation estimates for pixel and block 

processing approaches 
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The results of the binarization experiments for the images 
shown in Fig. 11 are presented in Fig. 15. Visual inspection of 
the results shows that the binarization algorithm perfectly 
separated the ridges (black pixels) from the valleys (white 
pixels).  

To obtain these results, the grey-level value of each pixel 
in the filtered image is examined and, if the value is greater 
than the threshold value 1, then the pixel value is set to a 
binary value one; otherwise, it is set to zero. The threshold 
value successfully made each cluster as tight as possible and 
also eliminated all overlaps. The threshold value of 1 was 
taken after a careful selection from a series of within and 
between class variance values ranging from 0 to 1 that 
optimally supported the maximum separation of the ridges 
from the valleys. The clear separation of the ridges from the 
valleys verifies the correctness of the algorithm as proposed in 
[9] and implemented in this research.  

The results of the thinning experiment on each of the 
images shown in Fig. 11 are presented in Fig. 16(a-d). The 
MATLAB’s bwmorph operation using the ‘thin’ option was 
used to generate the thinned images. These results show that 
the ridge thickness in each of the images has been reduced to 
its smallest form or skeleton (one pixel wide). It is also shown 
that the connectivity of the ridge structures is well preserved. 
Fig. 16(e-h) shows the results of performing binarization 
experiments on the raw images without the enhancement 
stages.  In contrast to Fig. 15(a-d), the binary images in Fig. 
16(e-h) are not well connected and contain significant amount 
of noise and corrupted elements. Consequently, when thinning 
is applied to these binary images, the results in Fig. 16(i-l) 
show that the accurate extraction of minutiae would not be 
possible due to the large number of spurious features 

produced. Thus, it is shown that employing the image 
enhancement stages prior to thinning is effective for accurate 
and speedy extraction of minutiae. Consequently, when 
thinning is applied to these binary images, the results in Fig. 
16(i-l) show that the accurate extraction of minutiae would not 
be possible due to the large number of spurious features 
produced.  

Thus, it is shown that employing the image enhancement 
stages prior to thinning is effective for accurate and speedy 
extraction of minutiae. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

IV. CONCLUSION 

This paper discusses the results of the modification and 
verification of the fingerprint enhancement algorithm 
developed and implemented in [8]-[9]. Some stages of the 
algorithm were slightly modified for improved performance. 
For instance, block processing approach was introduced into 
the orientation estimation algorithm in place of the pixel 
processing approach. 

(a) (b) (c) (d) 

(e) (f) (g) (h) 

(i) (j) (k) (l) 

        Thinned images without the enhancement stages 

Binarized images without the enhancement stages 

Thinned images with the enhancement stages 

Fig. 16: Thinned and Binarized images 

Filtered images for kx = 0.45 and ky = 0.45 

 

(a) (b) (c) (d) 

Filtered images for kx = 0.40 and ky = 0.40 

 

(e) (f) (g) (h) 

Filtered images for kx = 0.50 and ky = 0.50 

(i) (j) (k) (l) 

 
Fig. 14: Filtered images with different values for kx and ky 

Fig. 15: Results of Binarization for images shown in Fig. 11(a), 

11(b), 11(c) and 11(d) 

 

(a) (b) (c) (d) 
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While the pixel processing approach subjects each pixel in 
the image to orientation estimation, the block processing 
approach firstly divides the image into S x S blocks and 
obtains the orientation estimate for the center pixel. This 
resulted in higher performance as attested to by the Tables of 
MSE for ridge orientation and frequency estimates. Parameter 
values of kx =0.45 and ky =0.45 were found to perform well in 
the image filtering experiments as against kx =0.5 and ky =0.5. 

The results of the experiments conducted for image 
segmentation, normalization, ridge orientation estimation, 
ridge frequency estimation, Gabor filtering, binarization and 
thinning on synthetic and real fingerprint images reveal that 
with free or minimal noise level, the algorithms perform well. 
Improved performance is specifically noticed for the modified 
ridge orientation estimation algorithm. It is also established 
that each stage of the enhancement process is important for 
obtaining a perfectly enhanced image that is acceptable and 
presentable to the features extraction stage. The results 
obtained from the final stage of thinning show that the 
connectivity of the image ridge structure has been preserved 
and improved at each stage.  
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Abstract—Detailed requirements analysis plays a key role 

towards the design of successful Data Warehouse (DW) system. 

The requirements analysis specifications are used as the prime 

input for the construction of conceptual level multidimensional 

data model. This paper has proposed a Business Object based 

requirements analysis framework for DW system which is 

supported with abstraction mechanism and reuse capability. It 

also facilitate the stepwise mapping of requirements descriptions 

into high level design components of graph semantic based 

conceptual level object oriented multidimensional data model.  

The proposed framework starts with the identification of the 

analytical requirements using business process driven approach 

and finally refine the requirements in further detail to map into 

the conceptual level DW design model using either Demand-
driven of Mixed-driven approach for DW requirements analysis. 

Keywords- Requirements analysis; Business objects; Conceptual 

Model; Graph Data Model; Data Warehouses. 

I. INTRODUCTION 

Complex, online and multidimensional analysis of data is 
done by fetching just-in-time information from subjective, 
integrated, consolidated, non–volatile, historical collection of 
data. Data Warehouse (DW) and On Line Analytical 
Processing (OLAP) in conjunction with multidimensional 
database are typically used for such analysis. DW facilitates 
data navigation, analysis, and business oriented visualization of 
data using multidimensional cube and OLAP query processing. 
DW systems are used mainly by decision makers to analyze the 
status and the development of an organization [1], based on 
large amounts of data integrated from heterogeneous sources 
into a multidimensional data model. As in other information 
systems, requirement analysis plays a key role within DW 
system development to reduce the risk of failure. 

DW projects are long-term projects, so it is very difficult to 
anticipate future requirements for the decision-making process 
in the scenario of evolving business processes over time [2]. 
Further, information requirements for DW systems are difficult 
to specify at the early stage because decision processes are 
flexibly structured and shared across the different sectors of the 
large organization. In this scenario, requirement analysis for 
DW project must support reuse of domain level abstractions 
and step wise refinement mechanisms strictly for mapping the 
requirements in high level design. Hence, for the DW project, 
requirements analysis must start focusing with early 
requirements analysis and further it should move on detailed 

requirements analysis. Analyzing early requirements will 
significantly decrease the possibility of misunderstanding the 
user’s requests and consequently reduce the risk of failure for 
the DW project.  

Several studies [2, 3, 4] indicate that improper analysis of 
user requirements or avoidance of requirements analysis phase 
leads to unsuccessful design of DW System. Further they 
recommended that, there must be a dedicated phase of 
requirement analysis for the purpose of DW system design. 
The primary deliverables of the DW requirements analysis 
phase is conceptual level multidimensional data model [5]. In 
this course, the schemata of the available operational data 
sources are also compared with the user driven information 
requirements. Indeed, the approaches to DW design are usually 
classified in three categories: 

a) Supply-driven / Data-driven: In these approaches [6, 

7, 8], the DW design starts from a detailed analysis of the 

operational data sources. In order to determine the structure of 

conceptual multidimensional data model the user requirements 

have less impact in this approach. 

b) Demand-driven / Requirements-driven: These 

approaches [2, 9, 10] start from determining the information 

requirements of business users or stakeholders. The problem of 

mapping these requirements onto the available data sources is 

faced only at the late design phase of DW system. This 
approach is the only alternative whenever a deep analysis of 

data sources is unfeasible, or data sources reside on legacy 

systems whose inspection and normalization is not 

recommendable. However, in this case, conceptual level 

multidimensional data model design can be directly based on 

mapping of requirements. 

c) Mixed-Driven (Supply/Demand): In these approaches 

[9, 11, 12], requirements analysis and source inspections are 

carried out in parallel. The Supply-driven and mixed 

framework is recommended when source schemata are well 

known, and their size and complexity are substantial.    

Majority of these approaches mainly have focused on 
requirement analysis and does not provide any definite 
guidelines to move from requirements model to high level 
conceptual design. In [9] goal oriented approaches has been 
described to support both demand driven and mixed framework 
for DW system requirements analysis. It comprehensively 
supports early requirement analysis phase for DW system and 
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provides a mechanism to map the requirements into the 
conceptual model. But author has not clearly explained about 
the detailed requirements analysis for DW system. 

In this paper, a requirement analysis framework for DW 
system has been proposed based on concept of Common 
Business Objects [13]. A business object (BO) captures 
information about a real world (business) concept, operations 
on that concept, constraints on those operations, and 
relationships between those elements and other business 
concepts. The set of related BOs express an abstract view of the 
business’s “real world”. The advantage of using this concept is 
that, the set of BOs can be reusable in the context of business 
domain and it ensures the resultant system will be scalable, 
reliable, secure and interoperable [13].  

In the perspective of requirements analysis for DW system, 
our proposed framework consist of three phases, namely, (i) 
Early Requirements Analysis Phase, (ii) Detailed Requirements 
Analysis Phase and (iii) Mapping Phase. The early 
requirements analysis phase allows for modeling and analyzing 
the contextual setting of the business domain, in which the DW 
will operate. In detailed requirements analysis phase, the early 
requirements specifications are refined with the structural, 
functional and nonfunctional features of the domain that is 
relevant to the participants and their role related to the 
analytical tasks. Moreover, with the aim of the user centric 
requirements analysis this phase provides a guideline to 
identification of materialized views [19] for the target DW 
system. The refinement process is largely influenced by the 
concepts of Feature Oriented Domain Analysis (FODA) [16]. 
The mapping phase used to map the DW requirement 
specifications to the conceptual design model and can starts 
just after the early requirements analysis phase. The framework 
supports both demand driven and mixed demand / supply 
driven requirements analysis approaches for DW system. Also 
it is supported with abstraction mechanism; reuse capability 
and mapping facility for requirements descriptions into high 
level design components.  

In the context, the preliminary version of this work has 
been published in [17]. A BO based requirements analysis 
framework for generic large scale information system also has 
been published in [18]. Moreover, the proposed framework has 
used the graph semantic based conceptual level object oriented 
multidimensional data model proposed in [14, 15] for its 
mapping phase. In this context, Graph Object Oriented 
Multidimensional Data (GOOMD) model provides a novel 
graph based semantic and simple but powerful algebra to 
conceptualize the multidimensional data visualization and 
operational model for OLAP, based on object oriented 
paradigm. 

II. GOOMD MODEL WITH EXAMPLE 

In this section, we will summarize the basic concepts of 
GOOMD model [14, 15]. The GOOMD model is the core of 
the comprehensive object oriented model of a DW containing 
all the details that are necessary to specify a data cube, a 
description of the dimensions, the classification hierarchies, a 
description fact and measures.  

The GOOMD model allows the entire multidimensional 
database to be viewed as a Graph (V, E) in layered 
organization. At the lowest layer, each vertex represents an 
occurrence of an attribute or measure, e.g. product name, day, 
customer city etc. A set of vertices semantically related is 
grouped together to construct an Elementary Semantic Group 
(ESG). So an ESG is a set of all possible instances for a 
particular attribute or measure. On next, several related ESGs 
are group together to form a Contextual Semantic Group (CSG) 
– the constructs to represent any context of business analysis. A 
set of vertices of any CSG those determine the other vertices of 
the CSG, is called Determinant Vertices of said CSG. The most 
inner layer of CSG is the construct of highest level of 
granularity of fact in Multidimensional database formation.  

This layered structure may be further organized by 
combination of two or more CSGs as well as ESGs to represent 
next upper level layers and to achieve further lower level 
granularity of contextual data. From the topmost layer the 
entire database appears to be a graph with CSGs as vertices and 
edges between CSGs as the association amongst them. 
Dimensional Semantic Group (DSG) is a type of CSG to 
represent a dimension member, which is an encapsulation of 
one or more ESGs along with extension and / or composition of 
one or more constituent DSGs. Fact Semantic Group (FSG) is a 
type of CSG to represent a fact, which is an inheritance of all 
related DSGs and a set of ESG defined on measures. Two types 
of edges has been used in GOOMD model, (i) directed edges 
from DSGs to FSG or constituent DSG to determinant vertex 
of parent DSG to represent the one – to – many associations 
and (ii) undirected edges between constituent ESGs and 
determinant ESGs to represent the association within the 
members of any CSG. 

Since, In order to materialize the cube, one must ascribe 
values to various measures along all dimensions and can be 
created from FSG. The cube will also obey a functional 

constraint f: D1 ⅹ  D2 ⅹ …ⅹ Dp  MI. Where any Di is a 
member of all related top level DSGs and MI is instances of set 
of measures M. For schema containing multiple FSGs with 
shared DSGs, the DSG set {D1, D2, … Dp} are the common 
set of DSGs for all FSGs of the schema.    

Let consider an example, based on Sales Application with 
Sales Amount as measure and with four dimensions – 
Customer, Model, Time and Location. Model, Time and 
Location dimensions have upper level hierarchies as Product, 
QTR and Region respectively. Then in the notation of 
GOOMD model, there will be four DSGs DSales = 
{DCustomer, DModel, DLocation, DTime} with hierarchies. 
Each DSG will be comprised of either a set of ESGs EX ⊆ 
ESales or a combined set of ESGs and DSGs. As described 
above, the lower layer DSG will be comprised of ESGs only. 
The Product DSG DProduct is comprised of only ESGs like 
EP_ID, EP_NAME and EP_DESC and will be represented as 
the inner layer of the graph. In the example DModel DSG is an 
extension of DProduct DSG as well as encapsulation of EM_ID 
and EM_NAME. The DProduct and DModel DSG graphically 
can be represented as Figure 1. The FSG for the database can 
be described as FSales = {DET(DCustomer), DET(DModel), 
DET(DLocation), DET(DTime), EAMOUNT}. Where 
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EAMOUNT is the ESGs defined on the measure. The schema 
from the topmost layer has shown in Figure 2. 

GOOMD model also provides algebra of OLAP operators 

those will operate on different semantic groups. The dSelect () 
operator is an atomic operator and will extract vertices from 

any CSG depending on some predicate P. The Retrieve () 
operator extracts vertices from any Cube using some constraint 
over one or more dimensions or measures. The Retrieve 
operator is helpful to realize slice and dice operation of OLAP. 

The Aggregation ( and +) operators perform aggregation on 
Cube data based on the relational aggregation function like 
SUM, AVG, MAX etc. on one or more dimensions. 
Aggregation operators are helpful to realize the roll-up and drill 
down operations of OLAP. GOOMD model also provides the 

definitions of the operators like Union (), Intersection (), 

Difference (), Cartesian Product (ⅹ) and Join (|ⅹ|), which are 

operated on any CSG or Cube. 

III. PROPOSED REQUIREMENTS ANALYSIS FRAMEWORK  

The core of the proposed Requirements Analysis 
Framework for DW system is Business Object Model. A 
business object (BO) is a conceptual object that has been 
specified for the purpose of directly describing and 
representing a business concept with a well-defined boundary 
and identity. A BO encapsulates identity, domain specific 
features and behavioral features.  

The domain specific features are comprised of structural, 
functional and nonfunctional features of the domain of interest. 
The behavior is given by the activities that the business object 
is capable of performing to fulfill its purpose including the 
collaboration with other BOs. The primary issue is capturing 
business semantics (for processes, events and stakeholders) 
having a common idea or concept that is usable by different 
parts of a business and by different participants of that 
business. In the context of DW system, Business Object 
Modeling is an abstraction technique that consists of 
identifying the set of concepts and their contexts that belong to 
some business domain. Such model is comprised of set of BOs 
to characterize the set of processes and activities of that 
specific business.  

A. Components of Proposed Framework 

The part of business object model taxonomies [13], relevant 
to DW system requirements analysis are as follows, 

a) Business Object (BO): This is an abstraction that 

describes a concept of interest in the business itself and capable 

of being specialized through inheritance mechanism. A BO is 
the super type of all objects that represent business concepts 

either entities or activities involved in such specific business 

domain.  

b) Entity BO: This is a specialize form of BO that 
describes basic business concepts those are engaged in the 

conduct of business processes. For example stakeholders, 

products, locations etc. Two entity BOs based on some specific 

role can collaborate with each other in the context of some 

business process.  

c) Process BO: This is a specialized form of BO that 

describes a business process or workflow and is comprised of a 

specified collection of Entity BOs, a pattern of interactions and 

business events. For example, order fulfillment, procurement, 

payment etc. Interactions represent and implement activities. 

The entity BO instances are the actors with specific role and 

subjects of action. A Process BO can be further refined as 

collection of related sub process BOs.  

d) Event BO: This is a specialized form of BO that 

describes a business event, which may trigger and result from 

interactions between entity BOs in the context of a process BO. 

For example, inventory threshold, account overdrawn, end of 

fiscal year etc. Event BOs are used to capture the business 

constraints on the interactions. 

Besides the above described taxonomies, DW context 
requires some new taxonomy to be introduced and are as 
follows, 

Figure 1. Lowest Level DSG, (b) Higher Level DSG 

Figure 2.  (a) Schema for Sales Application in GOOMD Model 

(b) SALES FSG construct after inheritance 
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a) Measure Attribute: This is an attribute that describes a 

quantitative aspect of business process that is relevant for 

decision making. 

b) Fact BO: This is a specialized form of Process BO to 

capture the concept of subject of analysis specific to some 

business process. It encapsulates the Measure Attributes along 

with other features. 

c) Dimension BO: This is a specialized form of Entity 

BO to capture the concept of parameters over which the Fact 

BO will be analyzed using other Entity BO having relevant 

role. Any behavioral features will not be included in the 

Dimension BO. Further a specialized Dimension BO can be 

formed from generalized one in the proposed framework.   

d) Relations: several relationship types have been used 

in the proposed framework like, (i) Encapsulation, (ii) 

Inheritance, (iii) Collaboration and (iv) Interaction. 

The graphical notations for above taxonomies have been 
summarized in Table 1. 

B. Early Requirements Analysis Phase 

The focus of early requirements analysis phase is to analyze 
the target business domain. It includes identification along with 
high level of abstraction of the business processes, different 
stakeholders, the interactions and collaborations between them, 
and the events relevant for analytical task specific to the 
business domain. This phase is important to understand how a 
business is perceived by its stakeholders mainly decision 
makers a as set of related business processes and events. This 
phase is also the basis to identify the possible analytical 
requirements of decision maker or other stakeholders from the 
business process driven approach. The phase consists of five 
steps and are as follows, 

a) Identification of Process and Entity Level Business 
Objects: In the first step the relevant business processes with 
their context, possible stakeholders related to those business 

processes and interactions between them are represented with 
high level of abstraction. The business processes and 
stakeholders can be represented in the proposed framework 
using Process BOs and Entity BOs respectively. Interactions 
can be represented between Process BOs and Entity BOs. 
Interactions represent and implement the activities. In between 
one Process BO and one Entity BO, more than one activity 
may exist and this will result in more than one interaction 
respectively. The interactions between the set of Entity BOs 
and Process BOs of some specific business can be expressed 
using business domain level Interaction Diagram. The 
Interaction Diagram of each interested Process BO can be 
achieved from business domain level Interaction Diagram. 

For example in a Retail Organization, entire business is 
comprised of several business processes like, (i) Procurements 
– for procuring the products for sale, (ii) Sales – to handle the 
customer orders and to sale the products as per order, and (iii) 
Accounting – to handle the bills, order payment, salaries etc. 
Several stakeholders may be involved with these business 
processes, e.g. Sales Manager and Customer may interact with 
the Sales and Accounting processes with activities like Place 
Order, Receive Product, Payment, Raise Bill, Bill adjustment 
etc. Now, the business process will be mapped into the Process 
BOs and the Stakeholders will be mapped into the Entity BOs. 
Several other Entity BOs can be involved with each Process 
BO without having any specific interactions, but they are use to 
supply important information on the interactions between the 
business processes and related stakeholders. For example Time, 
Location, Product, Transaction Type etc. The BOs and 
interactions relevant to the example can be captured using 
Interaction Diagram as shown in Figure 3. In the diagram 
Interactions are labeled with the activities and with direction of 
initiator and receiver of the interaction. The important point to 
note that, in this step all Process BOs and related Entity BOs 
are the representation of high level abstraction for the set of 
involved business process.  

 

TABLE I.  GRAPHICAL NOTATIONS FOR BO-BASED REQUIREMENTS  

ANALYSIS FRAMEWORK 

Taxonomy Graphical Notation 

Entity BO 

 

 

Process BO 

 

 

Event BO 

 

 

Measure Attribute  

Fact BO 

 

 

Dimension BO 

 

 

Encapsulation  

Inheritance  

Collaboration  

Interaction Relation  

Figure 3. Business Domain Level Interaction Diagram 
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Now let, the decision makers’ requirements include analyze 
of the Sales of the product. So the Sales Process BO is one of 
the interesting candidates of target DW system. Two 
stakeholders may be involved with the process and represented 
as Entity BOs namely, Sales Manager and Customer. The 
Interaction Diagram related to Sales Process BO has been 
shown in Figure 4.   

 

b) Identification of Collaborations: In this step the 

collaborations are identified between Entity BOs in the context 

of some interested Process BO relevant for the purpose of 
analytical processing. Collaborations are occurred based on 

some specific roles played by participant Entity BOs. In 

software engineering term role can be defined as separation of 

concerns i.e. separation of behavioral characteristic of some 

Entity BO. The purpose of collaboration is to fulfill some set of 

activities concerned to the specific Process BO, with which the 

participant Entity BOs can interact. The roles and 

collaborations in the context of some Process BO can be 

identified from Interaction Diagram. This will lead towards 

developing the Collaboration Diagram in the context of some 

specific Process BO. Further, for a specific collaboration one 
can model the activities performed in the context of some 

Process BO, which will result the Collaboration Interaction 

Network. 

In the above example Sales Manager can play the role as 
Supplier to fulfill the activities like Handle Order and Deliver 
Product and also can play the role as Payee for the purpose of 
activity like Payment Received. Similarly two roles like Client 
and Payer can be defined for Entity BO Customer. The 
Collaboration Diagram and Collaboration Interaction Networks 
are represented in Figure 5. 

c) Identification of Measure Attributes and Fact 

Business Objects: Measure attributes are the quantitative 

aspects of some Process BO and are relevant for performing 

analytical tasks on that specific BO. Measure attributes related 

to each interested Process BO are identified in this step. This 

step is also the basis of Fact BO construction. Each Process BO 

relevant to analytical task can be specialized into a Fact BO by 

encapsulating the related measure attributes.  

For example in the running example of Retail Organization 
for the Sales Process BO two possible measure attributes may 

be Quantity and Amount of sales. A Fact BO for Sales can be 
described from the Process BO Sales by encapsulating the 
measure attributes Quantity and Amount. 

d) Identification of Dimension Business Objects: In this 

step Entity BOs other than representing stakeholders are 

identified in the context of some specific Process BO. The set 

of Entity BOs identified in this step, in general captured the 

parameters over which the measure attributes related to the 

specific Process BO are dependent and can be analyzed. Both 

the set of Entity BOs that captured the stakeholders and other 

Entity BOs that provides the important information to the 

Interactions are used to describe the abstraction of Dimension 
BO in the context of some Fact BO. The set of related Entity 

BOs which are used to describe the dimension abstraction can 

be identified from the business domain level interaction 

diagram of the first step of this phase.   

In the Retail Organization example in the context of Sales 
Fact BO, the possible Dimension BOs can be Time, Location, 

Figure 4. Interaction Diagram for Sales Process BO 

Figure 5. Collaboration Diagram, (b) Collaboration Interaction 

Network for Supplier / Client Collaboration, (c) Collaboration 

Interaction Network for Payee / Payer Collaboration 
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Product and Payment Type including Sales Manager and 
Customer. 

e) Identification of Event Business Objects: In this step 

the Event BOs are identified in the context of some specific 

Process BO and related Entity BOs. Identification of Event 

BOs is important to understand the rationale for recording the 

process BO instances in the DW system for the analytical task. 

Entity BOs are also important to realize how the specific 

Process BO will react on some interaction. In the system level 
view, an Event BO can be realized as a trigger which may fire 

as a result of specific set of interactions between related Entity 

BOs and is important in the creation of the DW system.  

For example, in the Sales Process BO the possible Event 
BOs may be Order Processed and Full Payment Received. This 
step provides the basis of mapping the instances in DW system. 

C. Detailed Requirements Analysis Phase 

The focus of detailed requirements analysis phase is to 
refine the Fact BOs and related Dimension BOs identified in 
early requirements analysis phase to satisfy the analytical 
requirements of decision makers or other stakeholders. The 
Fact BOs and Dimension BOs are refined by adding the 
domain specific features like structural, functional and 
nonfunctional feature to capture the activities, interactions, 
collaborations and other stakeholders’ requirements. Further 
this phase provide the guidelines to select materialized views 
for the target DW system. This phase is also capable to 
implement the Supply-Driven part of the framework by further 
refining the identified Fact BOs and Dimension BOs with the 
comparison with existing operational schemas. The refined 
Fact BOs and Dimension BOs produced in this case will be 
more realistic and appropriate for mixed analysis approach of 
DW system requirements analysis. But it is important to note 
that the detailed analysis of source operational schemas must 
be available a prior for this purpose. This phase consists of 
four steps and are as follows, 

a) Refinement of Fact Business Objects: In this step the 

Process BOs identified in early requirements phase are refined 

through two tasks. In the first task, Process BOs are refined as 

possible collection of related sub Process BOs. The measure 

attributes identified for top level Process BOs are placed with 

appropriate sub Process BOs. This task may be iterative in 

nature to achieve further details sub Process BOs. The 

Interaction Diagram concerned to the specific Process BO 

acquired from earlier phase is extended accordingly. 

   Further the refined Fact BOs can be realized from the 
refined Process BOs to satisfy stakeholders’ expectations. For 
example, the Sales Process BO may be thought as the 
composition of two sub-Process BOs Order Processing and 
Payment Processing. Measure attributes Quantity and Amount 
can be associated with Order Processing and Payment 
Processing Process BOs respectively. Henceforth two possible 
Fact BOs can be realized based on the sub-Process BOs. In 
fact, each of them encapsulates at least one measure attribute. It 
will result Extended Interaction Diagram for the Sales Process 
BO and has been represented in Figure 6. 

In the second task, each refined Process BO can be further 
refined by adding the domain level feature like structural, 

functional and nonfunctional along with the constraint 
specifications.  The features are the attributes of the system 
which directly affect the stakeholders. Structural features 
describe the object level properties of some BO and may also 
include constraint specification over some features. Functional 
features describe the operational capabilities of some Process 
BO. In the context of DW system requirements analysis, 
functional features of any Process BO include the set of 
possible analytical operations. Thus functional features are the 
basis of identification of the possible set of OLAP operations 
those are required to perform by the decision makers, over the 
related Fact BO. The prime focus of Nonfunctional features of 
some Process BO is related with the expected QoS 
requirements of stakeholders concerned to the specific BO. 
This may include the features for Security, Performance, 
Usability etc., specific to some Process BO.  Nonfunctional 
features may be optional for certain Process BO. The features 
of some Process BO can be represented using Feature Tree 
Diagram.  

Also, Process BO may have specialized Process BOs. 

Henceforth a Process BO can contain both basic and derived 
features. Besides representing the features of some business 
process as per the stakeholders’ perspective, a Feature Tree is 
capable to represent the logical grouping (AND, OR and 
EXOR grouping) of the features to satisfy the decision makers 
or other stakeholders need. Several features of the specific 
Process BO are the basis of the set of attributes that can be 
analyzed along with the parameter over which those can be 
analyzed, in the context of the related Fact BO. Henceforth, the 
feature tree exhibits the set of features using which the related 
Fact BO can be associated with concerned Dimension BOs for 
the formation of conceptual level multidimensional schema for 
the DW system. The concerned high level Dimension BOs are 
already identified in the first phase of the framework. Further 
the feature tree may be accompanied with set of composition 
rules to express the existing semantics between the subset of 
features. An example of partial Feature tree for the Process BO, 
Payment Processing has been shown in Figure 7.  

b) Refinement of Dimension Business Objects: In this 

step, the set of Dimension BOs identified in the early 

Figure 6.  (a) Refined Sales Process BO, (b) Extended Interaction 

Diagram. 
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requirements analysis phase are refined. The refinement 

process involves two tasks. Firstly, the different levels of 

granularity required for the multidimensional information are 

identified for some specific business processes. Basis on that, 

the set of related Dimension BOs need to refine starting from 

the lowest level granularity to the highest one. The Dimension 

BO with highest level granularity will exhibit lowest level 

abstraction in Dimension BO instances. The Dimension BOs 
with highest level granularity in the context of some Fact BO 

already have been identified in early requirements analysis 

phase. This task facilitates the vertical refinement of 

Dimension BOs and focus on the creation of dimension 

hierarchy in the context of some fact for the DW system. As an 

example, the possible vertical refinement of Product 

Dimension BO in the context of Sales Fact BO has been 

represented in Figure 8.   

In the second task, the refined set of Dimension BOs (each 
of all hierarchies) are further refined by adding the domain 
level features in the same way as it has been done in case of 
Process BOs in the previous step of this phase. It will result the 
Feature Tree diagram for each Dimension BO. This task 
facilitates the horizontal refinement of Dimension BOs.  The 

only difference here is, the accompanied composition rules will 
express the semantics between the subset of features from the 
specific Dimension BO or in the context of the concerned Fact 
BO. This will facilitate to realize the different constraint 
requirements for the DW system.  

c) Compare with Operational Schemas: This step is to 
implement the Supply-Driven part to the framework. The 

refined Fact BOs and Dimension BOs resulted from the last 

two steps can further be modified by comparing with the 

existing operational schemas of the organization. To perform 

this step a prior knowledge of detailed analysis of operational 

schemas are required. The set of Fact BOs and Dimension BOs 

can be refined or modified or also can be filtered by navigating 

the source operational schemas. Several literatures suggest 

algorithmic approaches mostly based on the stakeholders’ 

requirements using navigation through the path of many-to-one 

associations from the attributes of facts.  

In fact the steps can be performed by drawing the 
dependencies between each of Fact BOs and related 
Dimension BOs, and related operational source schemas. The 
feature tree diagram of each BO on next can be modified as 
per the related operational schemas features. The steps are as 
followed, 

1) Draw the dependencies between the Measure Attributes 

of concerned Fact BO and the Appropriate Attribute of existing 

source Operational Schemas. It is important to note that the 

Measure Attribute names may be decided by the decision 

makers or designers and henceforth attribute names may not 

match.  

2) From each of such Operational Schemas identified in 

previous step, start navigation using the available foreign keys 

to other associated Operational Schemas. The each of 

associated set of Operational Schemas is required to map as 

Dimensional BO. Dependency can be drawn between the 

Dimension BOs achieved from the previous steps of the 

framework to the Operational Schemas achieved on navigation. 

3) If dependencies have not been drawn from some 

Dimension BOs then those BOs are purely demanded by the 

decision makers and can be labeled as “Demanded Dimension 

BO”. On other hand, where dependencies have drawn from 

some Dimension BOs, those are labeled as “Supplied 

Dimension BO”. 

4) For each Supplied Dimension BO, the attributes of the 

appropriate operational schemas are compared with Feature 

Tree of the specific Dimension BO. On comparison structural 

features in the feature tree can be refined or modified as per the 

attribute details of the related operational schemas.    

5) For each operational schema, identified in step (ii) but 

related Dimension BO does not exist, are required to map as 

New Dimension BO. The feature tree of new Dimension BO 

can be drawn from the attributes descriptions of the related 

operational schemas. 

6) The feature tree of each Fact BO can be modified further 

from the available Dimension BOs and newly achieved 

Dimension BOs from the step (v).   

Figure 8. Vertical Refinement of Dimension BO Product 

Figure 7. Partial Feature Tree for the Process BO Payment Processing 
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d) Identification of Materialized Views: For user 
oriented DW requirements engineering, it is also important to 

analyze that how user will efficiently interact with the DW 

system to perform the necessary analysis activities. 

Materialized views are the central issue for the usability of the 

DW system. DW data are organized multi dimensionally to 
support OLAP. A DW can be seen as a set of materialized 

views defined over the source relations. Those views are 

frequently evaluated by the user queries. The materialized 

views need to be updated when the source relations change. 

During the DW analysis and design, the initial materialized 

view need to be selected to make the user's interactions simple 

and efficient in terms of accomplishing user analysis 

objectives. In the proposed requirements engineering 

framework, the domain boundary has been drawn through 

identifications of Fact BOs, Dimension BOs, Actor BOs, and 

interactions between them in the first phase and which have 

been further refined in this phase. The list of analysis activities 
may be performed by Actor BOs based on their roles and also 

Event BOs have been identified in the same phase. Moreover, 

the feature tree concept explores the constraint requirements 

for the interest of domain. Based on those identifications, the 

different materialized views can be identified in this step. In 

this step the materialized views are used to represent 

semantically in the context of some Fact BO and in terms of 

actor along with their roles, analysis activities those may be 

performed, events those may be occurred, related Dimension 

BOs involved and the related constraints. Related to one Fact 

BO, there may exist several materialized views to minimize 
the views level dependency and to meet the analytical 

evaluation requirements of the stake holders. Semantically, a 

materialized view will be represented using View Template. 

The Interface Template will contain the information of View 

name, identification, analysis objectives, target Fact BO, Actor 

BO, roles, related activities, related Dimension BOs to realize 

the source relations, related Event BOs and related constraints. 

Any view template is reusable and modifiable through 

iterative process to accommodate the updatable materialized 

view.  

In case of Retail Organization, to interact with the Sales 
Fact BO, one example view template related to Customer has 
been shown in Figure 9. 

IV. REQUIREMENTS ANALYSIS TO CONCEPTUAL MODEL 

This section will describe the Mapping Phase of our 
framework. In this phase the DW requirements specifications 
achieved from the early requirements analysis phase and 

consequently from the detailed requirements analysis phase are 
mapped into conceptual level multidimensional design model. 
In this phase, we will map the requirements specifications in 
the constructs and concepts of GOOMD model described in 
Section 2. But there is no binding on mapping the proposed 
requirements framework to any multidimensional conceptual 
model. This phase can starts just after the early requirements 
analysis phase and consists of two levels, namely, Early 
Mapping and Detailed Mapping. 

a) Early Mapping: Early mapping can be done just after 

the early requirements analysis phase for DW system. The 
early requirements analysis phase is business process driven 

approach and is used to identify the set of Fact BOs and 

related Dimension BOs relevant to analytical requirements of 

decision makers and other stakeholders. Each identified Fact 

BO and encapsulated Measure Attributes will be mapped as 

Fact Semantic Group (FSG) and Elementary Semantic Group 

(ESG) for measures respectively as described in GOOMD 

model concept. Each Dimension BO related to the specific 

Fact BO can be mapped as Dimension Semantic Group 

(DSG). On next, each DSG need to be connected with the FSG 

using Link.  The early mapping will yield the topmost layer of 

the GOOMD model Schema which exhibit high level 

abstraction.  

b) Detailed Mapping: In detailed mapping steps, the 

multidimensional schema achieved from the early mapping 

can be further refined to deliver the full-fledged conceptual 
schema for DW system. The topmost layer GOOMD model 

schema will be further modified in this step, from the 

specifications available from detailed requirements analysis 

phase. Firstly, the Dimension BOs of different granularity 

related to each top level Dimension BO are mapped as 

separate DSGs and are connected using Link to form the 

dimension hierarchies. On next, the basic structural features 

and identity from the Feature Tree of each Dimension BO are 

mapped as ESG and Determinant ESG respectively. The 

related ESGs and Determinant ESGs are connected using 

Association and need to be encapsulated in the specific DSG. 
Finally, each FSG can be modified from the feature tree of 

related FO by extracting the relevant features into set of ESGs 

and by encapsulating those ESGs. This step will exhibit all the 

inner layers of GOOMD model schema. 

The descriptions of possible OLAP operations for the 
refined GOOMD model schema can be guided from the 
Functional features of related set of Fact BO and Dimension 
BOs. The DW System QoS requirements can be realized from 
nonfunctional features of Fact BO. 

V. FEATURES OF PROPOSED REQUIREMENTS 

FRAMEWORK 

The proposed requirements analysis framework for DW 
system has been drawn from concepts of business object 
model. Besides the advantages of using the business object 
concept, the proposed framework facilitates several other 
features and are as follows, 

a) Process Driven Approach: The proposed 

requirements analysis framework for DW system starts with 

View Name and ID: Customer View 1 

Target Fact BO: Sales 

Requirements Objective: Analysis of Order Placing of Location XXX 

Target Measures: Quantity 

Actor BO: 

Customer 

Role: 

Client 

Activities: 

Place Order; 

Receive 

Products; 

Dimension BOs: 

Time; 

Product; 

Procurements 

Term ; 

Event 

BOs: 

Order 

Status 

 

Constraint: 

Construct() 

invoke. 

Figure 9. View Template related to Sales Fact BO 
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business process driven approach. The early requirements 

analysis phase in the framework identify the concerned 

business processes, events, stakeholders and interactions 

between them possibly relevant to analytical task. The phase is 

not biased from perspective of stakeholders’ understanding 

about the system. Rather it ensures the modeling of the 
business concept in high level of abstraction, how it is exist in 

reality. So it is more realistic approach.  

b) Object Orientation: The core of the proposed 

framework is Business Object model, which supports the 
general concepts and characteristics of object oriented 

paradigm. Further, the requirements specification resulted 

from the proposed framework can be mapped into any object 

oriented conceptual level multidimensional data model 

(GOOMD model as an example).   

c) Abstraction: The proposed requirements analysis 

framework is capable to represent the different business 

concepts and stakeholders’ requirements in different level of 

abstraction. Most abstract description of the analytical 

requirements in the context of DW system is available from 

the early requirements analysis phase of the framework. 

Moreover the early mapping, which can be performed just 

after the early requirements analysis phase, will produce the 

conceptual multidimensional data model schemas with high 

level of abstraction. In the detailed requirements framework 
the early requirements descriptions are refined stepwise to 

lower the abstraction level (see Table 2). 

 

d) Reusability: One of the major advantages of the 

proposed framework is that, it supports reuse of domain level 

abstractions and step wise refinement mechanisms for 

mapping the DW requirements in high level design. This is 

important because the anticipation of future requirements for 

the decision-making process is very difficult in large system 

like DW. The support of abstraction mechanism and feature 

oriented stepwise refinement of the BO based requirements 

descriptions in detailed requirements analysis phase enable the 

capability of reuse (see Table 2) of different types of BOs 

specific to some business. A new BO can be formed from the 

existing BO either at high level of abstraction in early 
requirements analysis phase or by adding new features in 

detailed analysis phase. The refinement processes of BOs are 

iterative in nature.   

e) Support for Multiple Analysis Approaches: The 

proposed framework supports both Demand-driven and Mixed 

analysis approaches for the requirements analysis of DW 

system. Also it is capable to map the requirements to object 

oriented multidimensional conceptual model by transforming 

different detailed BOs into the relevant high level components 

of the design model. 

In the proposed framework, the early requirements analysis 
phase and subsequent early mapping step are basically 
business process driven and independent of any specific DW 
requirements analysis approaches. But in detailed 
requirements analysis, the step for comparison of refined Fact 
BO and Dimension BO with the operational schemas 
[subsection 3.C] is to support supply-driven part in the 
proposed framework. By omitting this step from the detailed 
requirements analysis phase, the proposed framework is fully 
compatible with Demand-Driven DW requirements approach. 
But with the presence of that step, the resultant GOOMD 
model schema from the detailed mapping phase from refined 
Process BOs and related Dimension BOs, are largely 
influenced by the source operational schemas specifications. 
In that case the proposed framework will support Mixed 
Analysis approach towards DW requirements analysis. 

VI. CONCLUSION 

Requirements analysis plays a key role within DW system 
development with the aim to reduce the risk of failure. A good 
DW design method should be preceded by the requirements 
elicitation and their analysis methodologies by considering 
both user requirements and operational data sources for data 
warehouse development. For the purpose, the Business Object 
based requirements analysis framework for DW system has 
been devised. The framework is comprised of three phases 
namely, Early Requirements Analysis phase, Detailed 
Requirements Analysis phase and Mapping phase. It starts 
from understanding the set of business processes, events and 
stakeholders in terms of set of well-defined BOs concerned to 
some business domain in which DW system will operate. In the 
framework, several requirements modeling elements like Fact 
BO, Dimension BO, Measure attributes, Interaction Diagram, 
Collaboration Diagram, Interaction Collaboration Network, 
Feature Tree etc. have been described to express different 
business concepts of the domain, relevant to DW system and in 
the real business scenario. Finally the framework results the 
mapping of DW requirements descriptions in high level design 
components of conceptual level object oriented 
multidimensional data model. The proposed framework 
supports abstraction mechanism and reuse of different well 
defined elements those have been used to realize the different 
business concepts of the domain and useful for analytical task. 
These features enable the framework to be used efficiently in 
the evolving business processes over time. Further the 
framework supports both demand-driven and mixed analysis 
approach of DW requirements analysis.  

Future work will include developing of a prototype tool in 
the support of the proposed DW requirements analysis 
framework. Moreover, quality evaluation of the proposed 

TABLE II.  ABSTRACTION AND REUSE POTENTIAL IN EACH PHASE OF 

PROPOSED REQUIREMENTS ANALYSIS FRAMEWORK 

Base Concepts and 

Phases for proposed 

Requirement analysis 

framework 

Level of 

Abstraction Reuse 

Potential 

Productivity 

Business Object 

(Base Concept) 
High High Low 

Early Requirements 

Analysis Phase 

   

Early Mapping Phase    

Detailed Requirements 

Analysis Phase 

   

Detailed Mapping 

Phase 
Low Low High 
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requirements analysis framework also is a prime objective of 
the future work. 
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Abstract—The technology of automatic document summarization 

is maturing and may provide a solution to the information 

overload problem. Nowadays, document summarization plays an 

important role in information retrieval. With a large volume of 

documents, presenting the user with a summary of each 

document greatly facilitates the task of finding the desired 

documents. Document summarization is a process of 

automatically creating a compressed version of a given document 

that provides useful information to users, and multi-document 

summarization is to produce a summary delivering the majority 

of information content from a set of documents about an explicit 

or implicit main topic. According to the input text, in this paper 

we use the knowledge base of Wikipedia and the words of the 

main text to create independent graphs. We will then determine 

the important of graphs. Then we are specified importance of 

graph and sentences that have topics with high importance. 

Finally, we extract sentences with high importance. The 

experimental results on an open benchmark datasets from 

DUC01 and DUC02 show that our proposed approach can 

improve the performance compared to state-of-the-art 
summarization approaches. 

Keywords- text Summarization; Data Mining; Word Sense 

Disambiguation. 

I. INTRODUCTION 

The technology of automatic document summarization is 
maturing and may provide a solution to the information 
overload problem. Nowadays, document summarization plays 
an important role in information retrieval (IR). With a large 
volume of documents, presenting the user with a summary of 
each document greatly facilitates the task of finding the 
desired documents. Text summarization is the process of 
automatically creating a compressed version of a given text 
that provides useful information to users, and multi-document 
summarization is to produce a summary delivering the 
majority of information content from a set of documents about 
an explicit or implicit main topic [14]. Authors of the paper 
[10] provide the following definition for a summary: “A 
summary can be loosely defined as a text that is produced 
from one or more texts that conveys important information in 
the original text(s), and that is no longer than half of the 
original text(s) and usually significantly less than that. Text 
here is used rather loosely and can refer to speech, multimedia 
documents, hypertext, etc. The main goal of a summary is to 
present the main ideas in a document in less space. If all 
sentences in a text document were of equal importance, 

producing a summary would not be very effective, as any 
reduction in the size of a document would carry a proportional 
decrease in its in formativeness. Luckily, information content 
in a document appears in bursts, and one can therefore 
distinguish between more and less informative segments. 
Identifying the informative segments at the expense of the rest 
is the main challenge in summarization”. Assume a tripartite 
processing model distinguishing three stages: source text 
interpretation to obtain a source representation, source 
representation transformation to summary representation, and 
summary text generation from the summary representation. A 
variety of document summarization methods have been 
developed recently.  

The paper [4] reviews research on automatic summarizing 
over the last decade. This paper reviews salient notions and 
developments, and seeks to assess the state of-the-art for this 
challenging natural language processing (NLP) task. The 
review shows that some useful summarizing for various 
purposes can already be done but also, not surprisingly, that 
there is a huge amount more to do.   Sentence based extractive 
summarization techniques are commonly used in automatic 
summarization to produce extractive summaries. Systems for 
extractive summarization are typically based on technique for 
sentence extraction, and attempt to identify the set of 
sentences that are most important for the overall understanding 
of a given document. In paper [11] proposed paragraph 
extraction from a document based on intra-document links 
between paragraphs. It yields a text relationship map (TRM) 
from intra-links, which indicate that the linked texts are 
semantically related. It proposes four strategies from the 
TRM: bushy path, depth-first path, segmented bushy path, 
augmented segmented bushy path.  

In our study we focus on sentence based extractive 
summarization. We express that the lexical cohesion structure 
of the text can be exploited to determine the importance of a 
sentence. Eliminate the ambiguity of the word has a significant 
impact on the inference sentence. In this article we will show 
that the separation text into the inside issues by using the 
correct concept Noticeable effect on the summary text is 
created. We have used Word Sense Disambiguation [8] for 
select correct concept. The experimental results on an open 
benchmark datasets from DUC01 and DUC02 show that our 
proposed approach can improve the performance compared to 
state-of-the-art summarization approaches. 
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II. RELATED WORK 

Generally speaking, the methods can be either extractive 
summarization or abstractive summarization. Extractive 
summarization involves assigning salience scores to some 
units (e.g. sentences, paragraphs) of the document and 
extracting the sentences with highest scores, while abstraction 
summarization 
(e.g.http://www1.cs.columbia.edu/nlp/newsblaster/) usually 
needs information fusion, sentence compression and 
reformulation [14]. Sentence extraction summarization 
systems take as input a collection of sentences (one or more 
documents) and select some subset for output into a summary. 
This is best treated as a sentence ranking problem, which 
allows for varying thresholds to meet varying summary length 
requirements. Most commonly, such ranking approaches use 
some kind of similarity or centrality metric to rank sentences 
for inclusion in the summary – see, for example [1].The 
centroid-based method [3] is one of the most popular 
extractive summarization methods.  

MEAD (http://www.summarization.com/mead/) is an 
implementation of the centroid-based method for either single- 
or-multi-document summarizing. It is based on sentence 
extraction. For each sentence in a cluster of related documents, 
MEAD computes three features and uses a linear combination 
of the three to determine what sentences are most salient. The 
three features used are centroid score, position, and overlap 
with first sentence (which may happen to be the title of a 
document). For single-documents or (given) clusters it 
computes centroid topic characterizations using tf–idf-type 
data. It ranks candidate summary sentences by combining 
sentence scores against centroid, text position value, and tf–idf 
title/lead overlap. Sentence selection is constrained by a 
summary length threshold, and redundant new sentences 
avoided by checking cosine similarity against prior ones. In 
the past, extractive summarizers have been mostly based on 
scoring sentences in the source document. In paper [12] each 
document is considered as a sequence of sentences and the 
objective of extractive summarization is to label the sentences 
in the sequence with 1 and 0, where a label of 1 indicates that 
a sentence is a summary sentence while 0 denotes a non-
summary sentence. To accomplish this task, is applied 
conditional random field, which is a state-of-the-art sequence 
labeling method. 

In paper [15] proposed a novel extractive approach based 
on manifold–ranking of sentences to query-based multi-
document summarization. The proposed approach first 
employs the manifold–ranking process to compute the 
manifold–ranking score for each sentence that denotes the 
biased information-richness of the sentence, and then uses 
greedy algorithm to penalize the sentences with highest overall 
scores, which are deemed both informative and novel, and 
highly biased to the given query. 

The summarization techniques can be classified into two 
groups: supervised techniques that rely on pre-existing 
document-summary pairs, and unsupervised techniques, based 
on properties and heuristics derived from the text. Supervised

extractive summarization techniques treat the summarization 
task as a two-class classification problem at the sentence level, 
where the summary sentences are positive samples while the 
non-summary sentences are negative samples. After 
representing each sentence by a vector of features, the 
classification function can be trained in two different manners 
[7]. One is in a discriminative way with well-known 
algorithms such as support vector machine (SVM) [16]. Many 
unsupervised methods have been developed for document 
summarization by exploiting different features and 
relationships of the sentences – see, for example [3] and the 
references therein. On the other hand, summarization task can 
also be categorized as either generic or query-based. A query-
based summary presents the information that is most relevant 
to the given queries [2] and [14] while a generic summary 
gives an overall sense of the document’s content  [2] , [4] , 
[12] , [14].  

The QCS system (Query, Cluster, and Summarize) [2] 
perform the following tasks in response to a query: retrieves 
relevant documents; separates the retrieved documents into 
clusters by topic, and creates a summary for each cluster. QCS 
is a tool for document retrieval that presents results in a format 
so that a user can quickly identify a set of documents of 
interest. In paper [17] are developed a generic, a query-based, 
and a hybrid summarizer, each with differing amounts of 
document context. The generic summarizer used a blend of 
discourse information and information obtained through 
traditional surface-level analysis. The query-based summarizer 
used only query-term information, and the hybrid summarizer 
used some discourse information along with query-term 
information. The article [18] presents a multi-document, 
multi-lingual, theme-based summarization system based on 
modeling text cohesion. 

III. CREATE GRAPH AND TEXT SEGMENTATION 

The algorithm presented in this paper, at first the input text 
is pre-processing and the stop words is removed. Then stem of 
words is found and its (POS) is tagged.  

Only verbs and nouns are used in the text, in the way we 
have presented. The algorithm starts from the beginning of the 
main text, and take the word, and using Wikipedia knowledge 
base provides a two-level tree from the links of the word’ 
abstract. So that root of the word is the same word and tree 
Children are related words (links) to the target word in the 
abstract of its web page. Then it searches the children of the 
target word in the input text and it creates a graph using target 
word and the words that both are in the children of the 
previous step tree and input text.  

Let s = {s1, s2, ..., sn} is the set of sentences and   
{                   }  is the set of all words are nouns or 

verbs in the input text. So that wij shows i-th word in the j-th 
sentence. Since the goal is to extract sentences with high 
importance. The sentences are considered as nodes. The 
relationships between words within a sentence with other 
sentences words are considered to be edges in the graph. The 
algorithm is shown in Figure 1. 
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For  n=0  to  EndOfSentenc 
     For  i=0  to                

          Child[] = CreateTreeInWiki(   ) 

                For  r=0  to  EndOfChild 
                      For  k=0  to  EndOfWord 

    If  Child[r] == AnyWordOf_W 
                             Graph[] = Create_Or_Update_Graph(     ) 

                            Endif 

                      EndFor 
                 EndFor 
      EndFor 
EndFor 

Figure 1. Base algorithm for create the tree and graph 

In the above algorithm, Child is the children of target word 
tree in the Wikipedia, and Graph is the constructed graph 
from the sentences that target word is in them. This algorithm 
is implemented for all target words in the input text. Finally, 
we have several independent graphs, that according to the 
relationship between its nodes, each graph implies a topic in 
the input text. Figure 2 shows related sentences in the text.  

 

Figure 2. Related sentences and segments, there are two segments with two 

colors (blow and red) 

After extracting the graphs of the input text, the graphs 
edges were given weight. According to the distance between 
the words in two sentences, existed in the two sides of the 
edge, the weighting to the edge is done. To do this we use 
Average Google normalized distance [19]. NGD takes 
advantage of the number of hits returned by Google to 
compute the semantic distance between concepts. The 
concepts are represented with their labels which are fed to the 
Google search engine as search terms.  

First, using the NGD we define the global and local 
dissimilarity measure between terms (as shown in [19] the 
NGD is nonnegative and does not satisfy the triangle 
inequality, i.e. hence isn’t distance and consequently in the 
further it we shall name dissimilarity measure). According to 
definition NGD the global dissimilarity measure between 
terms tk and tl also is defined by the formula: 

         (     )  
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)    (  

      
)}    (   

      
)

              {   (  
      

)    ( 
 
      

)}
 

Where   
      

 is the number of web pages containing the 

search term tk, and    
      

 denotes the number of web pages 

containing both terms tk and tl, NGoogle is the number of web 
pages indexed by Google. The main properties of the NGD 
[19] are listed as follows: 

1) The range of the NGD is in 0 and ∞; 

 If tk = tl or if tk ≠ tl but frequency   
      

 =   
      

 = 

   
      

 > 0, Then          (     )  = 0. That is, the 

semantics of tk and tl, in the Google sense is the same. 

 If frequency   
      

= 0, then for every term tk, we 

have     
      

  , and the           (     )   
∞

∞
, 

which we take to be 1 by definition. 

 If frequency   
      

≠ 0 and    
      

= 0, we take 

         (     ) = 1. 

2) NGD (tk,tk) = 0 for every tk. For every pair tk and tl, we 

have          (     ) =    
      (     ): It is symmetric. 

Formula 3 is the dissimilarity measure between sentences 
Si and Sj. 

       
      

(     )  
∑ ∑          (     )          
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That mi and mj are the number of words in i-th and j-th 
sentences. Then, the weighting of the graph, we are selecting 
the heavier graph (the graph that has heavy nods and light 
edges). Using the following formula a weight is assigned to 
each graph. 

   
 

 
 
∑      
 
   

∑   
 
   

  

That L is number of nodes and E is number of edges in any 
graph, di is the degree of i-th node. 

IV. SENTENCE EXTRACTION 

Finally, the graph which is higher than other graphs 
contains the main topic of the text. In formula 1, sentences can 
be extracted according to the percent of summarization. If we 
want to have the summarization of other topics in addition to 
main topic in the text we extract important sentences from the 
important graph according to the summarization percent. 
Using the following formula, each node is evaluated according 
to its number of incoming and outgoing edges. 

   
(     )

 
 ∑    

 
     (4) 

Where Oi is number of outputs from i-th sentence and Ii is 
number of inputs to i-th sentence. We use following formula 
to calculate the weight of the word Wti . 

                (5) 

That TFti is the number of occurrences phrase t in the 
sentence Si, and ISF is: 

       (
 

  
)  (6) 

Nt is the number of sentences the word ti has occurred in it. 
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V. EXPERIMENTS AND RESULTS 

In this section, we conduct experiments to test our 
summarization method empirically. 

A. Datasets 

For evaluation the performance of our methods we used 
two document datasets DUC01 and DUC02 and corresponding 
100-word summaries generated for each of documents. The 
DUC01 and DUC02 are an open benchmark datasets which 
contain 147 and 567 documents-summary pairs from 
Document Understanding Conference (http://duc.nist.gov). 
We use them because they are for generic single-document 
extraction that we are interested in and they are well 
preprocessed. These datasets DUC01 and DUC02 are 
clustered into 30 and 59 topics, respectively. In those 
document datasets, stop words were removed using the stop 
list provided in ftp://ftp.cs.cornell.e-du/pub/smart/english.stop 
and the terms were stemmed using Porter’s scheme [9], which 
is a commonly used algorithm for word stemming in English. 

B. Evaluation metrics 

There are many measures that can calculate the topical 
similarities between two summaries. For evaluation the results 
we use two methods. The first one is by precision (P), recall 
(R) and F1-measure which are widely used in Information 
Retrieval. For each document, the manually extracted 
sentences are considered as the reference summary (denoted 
by Summref). This approach compares the candidate summary 
(denoted by Summcand) with the reference summary and 
computes the P, R and F1-measure values as shown in formula 
(9) [12]. 

 

  
|                |

|        |
  (7) 

 

  
|                |

|       |
  (8) 

   
   

   
   (9) 

 
The second measure we use the ROUGE toolkit [5], [6] for 

evaluation, which was adopted by DUC for automatically 
summarization evaluation. It has been shown that ROUGE is 
very effective for measuring document summarization. It 
measures summary quality by counting overlapping units such 
as the N-gram, word sequences and word pairs between the 
candidate summary and the reference summary. The ROUGE-
N measure compares N-grams of two summaries, and counts 
the number of matches. The measure is defined by formula 
(10) [5], [6]. 

        
∑ ∑           (      )                 

∑ ∑      (      )                 

 (10) 

 

Where N stands for the length of the N-gram, Countmatch 
(N-gram) is the maximum number of N-grams co-occurring in 
candidate summary and a set of reference–summaries. Count 
(N_gram) is the number of N-grams in the reference 
summaries. We use two of the ROUGE metrics in the 
experimental results, ROUGE-1 (unigram-based) and 
ROUGE-2 (bigram-based).  

C. Simulation strategy and parameters 

The parameters of our method are set as follows: depth of 
tree that is created for any word, n=3; extra value for Lesk 

algorithm,  𝜆  =5; Finally, we would like to point out that 
algorithm was developed from scratch in C#.net 2008 platform 
on a Pentium Dual CPU, 1.6 GHz PC, with 512 KB cache, and 
1 GB of main memory in Windows XP environment.  

D. Performance evaluation and discussion 

We compared our method with four methods CRF [12], 
NetSum [13], Manifold–Ranking [15] and SVM [16]. Tables 1 
and 2 show the results of all the methods in terms ROUGE-1, 
ROUGE-2, and F1-measure metrics on DUC01 and DUC02 
datasets, respectively. As shown in Tables 1 and 2, on DUC01 
dataset, the average values of ROUGE-1, ROUGE-2 and F1 
metrics of all the methods are better than on DUC02 dataset. 
As seen from Tables 1 and 2 Manifold–Ranking is the worst 
method, In the Tables 1 and 2 highlighted (bold italic) entries 
represent the best performing methods in terms of average 
evaluation metrics. Among the methods NetSum, CRF, SVM 
and Manifold–Ranking the best result shows NetSum. We use 

relative improvement 
(                        )

             
     for 

comparison. Compared with the best method NetSum, on 
DUC01 (DUC02) dataset our method improves the 
performance by 3.43% (4.82%), 7.15% (16.30%) and 3.12% 

(4.28%) in terms ROUGE-1, ROUGE-2 and F1, respectively. 

TABLE I.  AVERAGE VALUES OF EVALUATION METRICS FOR 

SUMMARIZATION METHODS (DUC01 DATASET). 

Av.F1-

measure 
Av.ROUGE-2 Av.ROUGE-1 Methods 

0.48743 0.18962 0.48021 Our method 

0.47267 0.17697 0.46427 NetSum 

0.46435 0.17327 0.45512 CRF 

0.45357 0.17018 0.44628 SVM 

0.44368 0.16635 0.43359 
Manifold–

Ranking 
 

TABLE II.  AVERAGE VALUES OF EVALUATION METRICS FOR 

SUMMARIZATION METHODS (DUC02 DATASET). 

Av.F1-

measure 
Av.ROUGE-2 Av.ROUGE-1 Methods 

0.48259 0.12986 0.47129 Our method 

0.46278 0.11167 0.44963 NetSum 

0.46046 0.10924 0.44006 CRF 

0.43095 0.10867 0.43235 SVM 

0.41657 0.10677 0.42325 
Manifold–

Ranking 

VI. CONCLUSION 

We have presented the approach to automatic document 
summarization based on creating graph and text segmentation 
and extraction of sentences using Wikipedia. Our approach 
consists of two steps. First creates a two-level tree from the 
links of the word’s abstract, and then creates graph using of 
previous phase, and finally selects important segments which 
were created using of previous graph. When comparing our 
methods with several existing summarization methods on an 
open DUC01 and DUC01 datasets, we found that our methods 
can improve the summarization results significantly. The 

ftp://ftp.cs.cornell/
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methods were evaluated using ROUGE-1, ROUGE-2 and F1 
metrics. In this paper we also demonstrated that the 
summarization result depends on the similarity measure. 
Results of experiment have showed that proposed by us NGD-
based dissimilarity measure outperforms the Euclidean 
distance. 
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Abstract— This paper presents an efficient and innovative system 

for automated classification of periodontal diseases,  The strength 

of our technique lies in the fact that it incorporates knowledge 

from the patients' clinical data, along with the features 

automatically extracted from the Haematoxylin and Eosin (H&E) 

stained microscopic images. Our system uses image processing 

techniques based on color deconvolution, morphological 

operations, and watershed transforms for epithelium & 

connective tissue segmentation, nuclear segmentation, and 

extraction of the microscopic immunohistochemical features for 

the nuclei, dilated blood vessels & collagen fibers. Also, 

Feedforward Backpropagation Artificial Neural Networks are 

used for the classification process. We report 100% classification 

accuracy in correctly identifying the different periodontal 
diseases observed in our 30 samples dataset.  

Keywords-Biomedical image processing; epithelium segmentation; 

feature extraction; nuclear segmentation; periodontal diseases 

classification. 

I.  INTRODUCTION 

Periodontitis is a chronic inflammatory disease of 
vascularized supporting tissues of the teeth [1], Periodontal 
disease occurs when inflammation or infection affect the 
gingiva and extend to the periodontal apparatus [2], The 1999 
classification system for periodontal diseases and conditions 
listed seven major categories of periodontal diseases [3,4]: 
Gingivitis, Chronic periodontitis, Aggressive periodontitis, 
Periodontitis as a manifestation of systemic disease, 
Necrotizing ulcerative gingivitis/periodontitis, Abscesses of 
the periodontium, Combined periodontic-endodontic lesions; 
The latter 4 are associated with systemic diseases [5,6,7,8,9]; 
Hence, this work preliminary focuses on identifying the 
different types of periodontal diseases  by using   computer-
assisted microscopy  system  for  automated classification of 
periodontal diseases to  increase  the  accuracy  and  reduce  
the  workload in classifying and diagnosis of the different 
categories of periodontal diseases, which help in designing  
the treatment plan used. 

The paper is organized as follows: Section II explains the 
materials and methods that we followed to get our dataset, 
Section III describes the implementation details of our 
proposed system, Section IV shows experimental results and 

discussions about these results, and Section V concludes the 
paper and introduces the future work that can be done. 

II. MATERIALS AND METHODS 

A. Study Cases 

The study was conducted on 32 patients attending between 
February 2009 and March 2011 to the Oral Medicine, 
Periodontology, Oral Diagnosis and Radiology Department, 
Faculty of Dental Medicine Girls' Al-Azhar University.  

Patients were suffering from gingival inflammation, which 
may extend to include the periodontium (different types of 
periodontitis) or gingival overgrowth (due to different 
etiological factors).  

Patients were excluded from the present study if they were 
smokers, pregnant or post-menopausal women. All selected 
patients had not undergone any periodontal therapy for at least 
six months.  

B. Collected Clinical Data 

The following clinical parameters were collected and 
recorded on six sites at each tooth; all linear measurements 
were recorded to the nearest 0.5 mm using William graduated 
periodontal probe: Plaque index (PI) [10] Pocket Depth (PD) 
and Clinical attachment level (CAL) was measured from the 
CEJ to the apical part of the sulcus, All included patients were 
indicated for surgical flaps as a line of their treatment.  

C. Histopathological Sample Preparation 

After the surgical procedures; the excised tissue 
samples were immersed in 10% formalin and decalcified in 
multiple baths of 10% trichloroacetic acid. The blocks were 
immersed in paraffin, and semi-serial 4 µm histologic sections 
were stained with Haematoxylin and Eosin (H&E).  

D. Image Capture 

Representative sections were photographed using a Leitz 
DMRD Microscope (Leica, Wetzlar, Germany) with  20 X 
objective UPLanFl (resolution 0.67  µm) at a size of  1600 X 
1200 pixels (interpixel distance 0.62  µm) using a JVC  KY-
55B  3-CCD  colour  camera  attached  to  a  24 bit  RGB 
frame  grabber  (Imaging Technologies  IT4PCI,  Bedford,  
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MA, U.S.A.) controlled by Optimas v. 6.51 (Media 
Cybernetics, Silver Spring, MD, U.S.A.) 

E. Periodontal Diseases Groups 

The 32 patients were classified into 4 diagnostic groups 
according to their periodontal status; 16 patients were 
classified into Gingival Enlargement group, 7 patients into 
Chronic Gingivitis group, another 7 patients into Chronic 
Periodontitis group, and the last 2 patients into Aggressive 
Periodontitis group. 

We excluded the patients which were classified into the 
Aggressive Periodontitis group from our classification 
experiments; because of the very small number of study cases 
that we have for this group; which was not sufficient for our 
neural networks based classification system to work with. 
Although we included these 2 cases in our preprocessing and 
feature extraction experiments, to make sure that our proposed 
system is generic enough to handle all of the different types of 
diseases. 

We also included another study case for a healthy person 
to our preprocessing and feature extraction experiments. 

III. PROPOSED SYSTEM 

Our proposed system can be divided into several well-
defined stages as illustrated in Figure 1. We first get the H&E 
stained slide, do some preprocessing steps to it to remove 
background and undesired objects, segment it to the tissue’s 
main components epithelium and connective tissue, then 
extract features from both parts, and then use these features 
along with the clinical data of the patient to start the 
classification process. 

 

Figure 1 Schematic structure of the proposed system 

A. Pre-processing 

Mainly images consist of 2 parts: Tissue (Epithelium + 
Connective Tissue) and Background. In this preprocessing 
phase, we need to remove the background areas from the 
image, allowing the further processing to be done only on the 
tissue part. 

We implemented 2 different algorithms to achieve this 
task; the first one is fully-automated, while the second one is 
semi-automated because it requires some clicks from the user 
to specify the seed points in the background area. The pseudo 
codes for fully-automated and semi-automated algorithms are 
shown below in Pseudocode I & Pseudocode II respectively. 
0shows one sample result of the 2 algorithms. Also, sensitivity 
and specificity results of these algorithms are displayed in the 

Results and Discussion section. 

Pseudocode I  FULLY-AUTOMATED PREPROCESSING ALGORITHM 

1. Get the "a" channel from L*a*b* color space of the 

original image, Image1. 

2. Smoothing of Image1 with a 5 · 5 average filter to 

preserve only large detail [11], Image2. 

3. Convert Image2 to black & white with 0.2 threshold 

value, and then invert it, Mask1. 

4. Morphologically open Mask1 to remove all black 

objects that have fewer than 1000 pixels, Mask2. 

5. Morphologically open Mask2 to remove all white 

objects that have fewer than 1000 pixels, Mask3. 

6. Perform a morphological dilatation with a 10 · 10 

window size on the Mask3, Mask4. 

7. Fill Holes of Mask4, Mask5. 

8. Perform a morphological erosion with a 10 · 10 window 

size on the Mask5, Mask6. 

9. Remove areas from Mask6 that are not on border [12], 

Mask7. 

10. Morphologically open Mask7 to remove all objects that 

have more than 10000 pixels, Mask8. 

11. Apply final smoothing for Mask8, Mask9. 
 

Pseudocode II  SEMI-AUTOMATED PREPROCESSING ALGORITHM 

1. Get the "Green" channel of the original image, Image1. 

2. Get Seed Point from the pathologist, inside the 

background region, then set the initial threshold to the 

intensity value of this seed point. 

3. Based on the initial threshold, get all the pixels that its 

intensity in a range of 50 values, Mask1, i.e. 

abs(newPixelValue - initalThreshold) <= 50 

4. Perform image reconstruction on the Mask1 to get only 

the pixels that are connected to the seed point, Mask2. 

5. Perform a morphological erosion with a 1 · 1 window 

size on the Mask2, Mask3. 

6. Morphologically open Mask3 to remove all white 

objects that have fewer than 1000 pixels, Mask4. 

7. Perform a morphological dilation with a 2 · 2 window 

size on the Mask4, Mask5. 

8. Morphologically open Mask5 to remove all black 

objects that have fewer than 1000 pixels, Mask6. 

9. Perform a morphological erosion with a 1 · 1 window 

size on the Mask6, Mask7. 

10. Repeat steps 2 to 10 for each separate background 

region. 

11. Edge shifting for the Mask7 by performing 

morphological erosion with a disk-shaped structuring 

element [13], [14] with radius 2 the Mask7, Mask8. 
 

Clinical 

Data 

Features 

H&E Slide 
Preprocessing 

Epithelium 
Segmentation 

Feature 

Extraction Classification 
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For very small background regions, we skipped steps from 6 to 10 for these regions only. This 
happened only 3 times over our 33 images. 

 

 
(A) 

 
(B) 

 
(C) 

Figure 2 Pre-processing sample (A) The original image. (B) After applying 

fully-automated algorithm. (C) After applying semi-automated algorithm. 

B. Epithelium Segmentation 

In this phase of our system, we need to segment the tissue 
into Epithelium and Connective Tissue; Epithelium 
segmentation was targeted in some studies [15,16,17]. As 
stated in [15] there are a lot of challenges doing this task, and 
they are mainly caused by staining artifacts, lighting 
acquisition conditions, and undesired touching objects. Some 
studies [15] used the saturation channel in the HSV color 
space, others [16] used multiple gray level automated 
thresholding over the image’s green channel, while others [17] 
used region growing algorithm [18] over the gray channel of 
the image.  

We found that 73% of our samples give better results when 
using the HSV Saturation channel, while the remaining 27% 
give better results when using the RGB green channel. We 
implemented an automated way for this segmentation process; 
Pseudocode III describes our epithelium segmentation 
algorithm. 

We also implemented a post-processing step, to move 
some parts from epithelium to connective tissue or vice versa 
manually, because our proposed algorithm didn't achieve 
highly accurate results for all study cases, because the 
brightness value of the infiltrate was similar to that of the 
epithelium in images with high inflammatory infiltrate [16]. 
Information about sensitivity and specificity of our algorithm 
is found in the Results and Discussion section. Figure 3 shows 
one sample result of this algorithm. 

C. Feature Extraction 

We extracted a set of features from our Haematoxylin and 
Eosin (H&E) stained slides, that we thought it will be helpful 
in the classification process later. Below are the extracted 
features along with the algorithms we used to extract it: 

Pseudocode III  EPITHELIUM SEGMENTATION ALGORITHM 

1. Get the "Saturation" channel from the HSV color space 

of the tissue image a, Image1, which retrieved from the 

preprocessing phase, Channel1. 

2. Adjust b intensity values in the grayscale Channel1, to 

map it to new values in such that 1% of data is saturated 

at low and high intensities of the Channel1. This 

increases the contrast of the output channel, Channel2. 

[15]. 

3. Apply 10 · 10 median filter c for removing the noise in 

the Channel2 without harming edges, Channel3. [19] 

4. Convert Channel3 to black & white by applying global 

thresholding through Otsu's method [20], Mask1. 
d 

5. Fill Holes of Mask1, Mask2. 

6. Perform a morphological erosion with a 10 · 10 window 

size on the Mask2, Mask3. 

7. Morphologically open Mask3 to remove all white 

objects that have fewer than 1000 pixels, Mask4. 

8. Perform a morphological dilation with a 20 · 20 window 

size on the Mask4, Mask5. 

9. Morphologically open Mask5 to remove all black 

objects that have fewer than 1000 pixels, Mask6. 

10. Perform a morphological erosion with a 10 · 10 window 

size on the Mask6, Mask7. 

11. Edge shifting for the mask by performing a 

morphological erosion with a strel 2 · 2 window size on 

the Mask7, Mask8. [13], [14]. 
 

a For 9 samples of our 33 samples, we used RGB Green channel instead of HSV Saturation 
channel, because we found it giving better results. 

b For 1 sample, we replaced image adjustment step with histogram equalization. 

c For 6 samples, we used a 20 · 20 window size for median filtering instead of the 10 · 10 

window size, and for another 1 sample we used a 9 · 9 window size. 

d For 12 samples, we applied histogram equalization after step 4. 

1) Epithelium Percentage 
After segmentation of the tissue image into its components 

(Epithelium and Connective Tissue) in the previous phase, we 
calculated the percentage of the Epithelium part.  

(Note that the background regions are already excluded) 

2) Nuclei in Epithelium 
We segmented the nuclei that found in the epithelium part, 

and used its count and percentage from the whole epithelium 
in our features list, Nuclei segmentation was targeted in some 
studies such as [11], [21], [22] which were using nuclear 
localization achieved using the colour deconvolution 
algorithm developed by [23] to obtain the optical density of 
the Haematoxylin stain alone plus spatial partition of  the 
epithelial compartment representing the exclusive area of  
influence of each nucleus profile, [24] which is based on the 
multiscale Laplacian-of-Gaussian (LoG) filter, [25] which 
depends on ellipse fitting and the watershed transform, [26] 
which relies on some morphology-based techniques. 
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(A) 

 
(B) 

 
(C) 

 
(D) 

 
(E) 

Figure 3 Epithelium Segmentation (A) Original tissue image after pre-

processing phase. (B) Automatically segmented epithelium. (C) Automatically 

segmented connective tissue. (D) Epithelium after post-processing.              

(E) Connective-Tissue after post-processing. 

In our proposed system, we used steps in Pseudocode IV to 
segment the nuclei in the epithelium part of the image; Figure 
4 shows two sample results of this algorithm.  

3) Nuclei in Connective Tissue 
We segmented the nuclei that found in the connective 

tissue component, and used its count and percentage from the 
whole connective tissue in our features list.  

We do this by getting 2 masks; the first one represents the 
light areas in the connective tissue (blood vessels) while the 
second one represents the dark areas (nuclei). Then we need to 
filter the nuclei mask to exclude the ones that are related to the 
dilated blood vessels. Our steps for doing this segmentation 
part are described in Pseudocode V. Figure 5 shows one 
sample result of this algorithm. 

4) Dilated Blood Vessels 
We segmented the dilated blood vessels that found in the 

connective tissue part, and used its count and percentage from 
the whole connective tissue in our features list.  

We do this with almost the same steps described in the 
Pseudocode V that were used in the connective tissue nuclei 
segmentation. We get the first mask with exactly the same 
steps, while excluding steps e, f and j from the ones required 
to get the second mask. And to get the final mask, we filter 
parts in Mask1 (dilated blood vessels candidates) to only the 

ones that intersect at least 3 times with parts of Mask2 (nuclei); 
finally, we count and get the percentage of all objects in 
Mask3. 0Figure 6 shows one sample result of this algorithm. 

Pseudocode IV  EPITHELIUM NUCLEI SEGMENTATION ALGORITHM 

1. Get the optical density of the Haematoxylin as an 8 bit 

grayscale image, by colour deconvolution [23] of the 

epithelium part, retrieved from the epithelium 

segmentation phase, Channel1. 
a 

2. Normalize intensity values in the grayscale Channel1, to 

change the range of pixel intensity values to be between 

0 and 255, Channel2. 
b 

3. Convert Channel2 to black & white by computing the 

extended-minima transform, which is the regional 

minima of the H-minima transform [27], with a value of 

30, Mask1. 

4. Fill Holes of Mask1, Mask2. 

5. Remove areas from Mask2 that are not on border, 

Mask3. 

6. Morphologically open Mask3 to remove all objects that 

have less than 15 pixels, Mask4. 

7. Morphologically open Mask4 to remove all objects that 

have more than 800 pixels, Mask5. 

8. Convert each connected object to the ellipse that fit it, 

Mask6. 

9. Finally we count and get the percentage of all objects in 

Mask6. 
 

a For 9 samples of our 33 samples, we used RGB Red channel instead of Haematoxylin channel, 
because we found it giving better results. 

b For 3 samples, we also apply image adjustment after step 2. 

 

 
(A) 

 
(B) 

 
(C) 

 
(D) 

Figure 4 Nuclei in Epithelium. (A), (C) Two samples of epithelium images. 

(B), (D) After applying epithelium nuclei segmentation algorithm over (A) 

and (C) respectively. [Nuclei are surrounded by blue ellipses]. 
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Pseudocode V  CONNECTIVE-TISSUE NUCLEI SEGMENTATION 

ALGORITHM 

1. Get Mask1 

a. Get the "Green" channel of the connective tissue part, 

retrieved from the epithelium segmentation phase, 

Channel1. 

b. Enhance the contrast of the grayscale channel 

Channel1_1 by transforming the values using contrast-

limited adaptive histogram equalization (CLAHE) 

[28], Channel1_1. 

c. Apply 3 • 3 median filter for removing the noise [19] 

in the Channel1_1 without harming edges, Channel1_2. 

d. Convert Channel1_2 to black & white with 0.8 

threshold value, Mask1_1. 

e. Morphologically open Mask1_1 to remove all objects 

that have less than 80 pixels, Mask1. 

2. Get Mask2 

a. Get the optical density of the Haematoxylin as an 8 

bit grayscale image, by colour deconvolution [23] of 

the connective tissue part, retrieved from the 

epithelium segmentation phase, Channel2.  

b. Adjust intensity values in the grayscale Channel2, to 

map it to new values in such that 1% of data is 

saturated at low and high intensities of the Channel2. 

This increases the contrast of the output channel, 

Channel2_1. [15]. 

c. Apply 2-D adaptive filtering with a 5 · 5 window size 

over Channel2_1, Channel2_2. 

d. Convert Channel2_2 to black & white by computing 

the extended-minima transform, which is the regional 

minima of the H-minima transform [27], with a value 

of 30, Mask2_1. 

e. Morphologically open Mask2_1 to remove all objects 

that have less than 15 pixels, Mask2_2. 

f. Morphologically open Mask2_2 to remove all objects 

that have more than 800 pixels, Mask2_3. 

g. Apply watershed algorithm for Mask2_3, Mask2_w. 

h. Perform a morphological dilation with a 10 • 10 

window size on the Mask2_3, Mask2_4. 

i. Apply AND operator between Mask2_4 and Mask2_w, 

Mask2_5. 

j. Remove areas from Mask2_5 that are not on border, 

Mask2. 

3. Get Final Mask 

a. Filter parts in Mask2 (Nuclei) to only ones that not 

intersect with parts of Mask1 (Light Parts) that 

intersects with at least 3 times with parts of Mask2, 

Mask3_1. 

b. Apply image reconstruction algorithm between 

Mask3_1 and Mask2_3, Mask3_2. 

c. Convert each connected object in Mask3_2 to the 

ellipse that fit it, Mask3. 

4. Finally we count and get the percentage of all objects in 

Mask3. 
 

 

 
(A) 

 
(B) 

 
(C) 

Figure 5 Nuclei in Connective Tissue. (A) Sample of connective tissue image. 

(B) Nuclei in connective tissue surrounded by black ellipses. (C) Mask1is in 

blue, Mask2 is in red and yellow, and Final Mask is in yellow. 

 
(A) 

 
(B) 

 
(C) 

 
(D) 

Figure 6 Dilated Blood Vessels. (A) Sample of connective tissue image.      

(B) Dilated Blood Vessels in connective tissue surrounded by black ellipses. 

(C) Candidate blood vessels are in blue and light blue. Red areas are nuclei. 

(D) Candidate blood vessels are in blue and light blue. Final Mask (passed 

blood vessels) is in light blue. 

5) Collagen Fiber 
We segmented the collagen fiber that found in the 

connective tissue part, and used its percentage from the whole 
connective tissue in our features list. 

We do this by getting 2 masks, the first one represents the 
light areas in the connective tissue, and the second one 
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represents the dark areas, then we need to filter the nuclei 
mask to exclude the ones that are related to the dilated blood 
vessels. Our steps for doing this segmentation part are 
described in Pseudocode VI. 0Figure 7 shows one sample 
result of this algorithm. 

Pseudocode VI  COLLAGEN FIBER SEGMENTATION ALGORITHM 

1. Get Mask1 

a. Get the “Green” channel of the connective tissue 

part, retrieved from the epithelium segmentation 

phase, Channel1. 

b. Enhance the contrast of the grayscale channel 

Channel1_1 by transforming the values using contrast-

limited adaptive histogram equalization (CLAHE) 

[28], Channel1_1. 

c. Apply 3 • 3 median filter for removing the noise [19] 

in the Channel1_1 without harming edges, Channel1_2. 

d. Convert Channel1_2 to black & white with 0.75 

threshold value, Mask1. 

2. Get Mask2 

a. Get the optical density of the Haematoxylin as an 8 

bit grayscale image, by colour deconvolution [23] of 

the connective tissue part, retrieved from the 

epithelium segmentation phase, Channel2. 

b. Adjust intensity values in the grayscale Channel2, to 

map it to new values in such that 1% of data is 

saturated at low and high intensities of the Channel2. 

This increases the contrast of the output channel, 

Channel2_1. [15]. 

c. Apply 2-D adaptive filtering with a 5 · 5 window size 

over Channel2_1, Channel2_2. 

d. Convert Channel2_2 to black & white by applying 

global thresholding algorithm using the value got 

from Otsu's method [20] multiplied by 1.1, and then 

invert it, Mask2.  

3. Get Final Mask by excluding Mask1 and Mask2 from the 

original connective tissue area, Mask3. 

4. Finally we get the percentage of all objects in Mask3. 
 

D. Classification 

 After extracting all the features, we used Feedforward 
Backpropagation Artificial Neural Networks in the 
classification process.  

We used 11 inputs; 3 clinical data (Plaque Index, Pocket 
Depth, and Attachment Level) and 8 extracted features 
(Epithelium Percentage, Epithelium Nuclei Count & 
Percentage, Connective Tissue Nuclei Count & Percentage, 
Dilated Blood Vessels Count & Percentage, and Collagen 
Fiber Percentage), 10 hidden neural networks, and 3 outputs 
representing our 3 diseases groups (Gingival Enlargement, 
Chronic Gingivitis, and Chronic Periodontitis); the used neural 
network model is shown in Figure 8. 

 

 
(A) 

 
(C) 

 
(D) 

Figure 7 Collagen Fiber (A) Sample of connective tissue image.  

(B) Mask1 + Mask2. (C) Final Mask (Collagen Fiber). 

We divided our samples randomly into 3 groups, 20 
samples for the training set which were presented to the neural 
network during training, and the network was adjusted 
according to its error, 5 samples for the validation set which 
were used to measure network generalization, and to halt 
training when generalization stops improving, and the last 5 
samples for the testing set which had no effect on training so 
providing an independent measure of network performance 
during and after training.  

We wrote some algorithm to make sure that each data set 
contains a relative number of study cases for each disease 
group. We used scaled conjugate gradient backpropagation 
function for network training. Also, we used mean squared 
error as our performance function. 

 

Figure 8 Neural Network Model 

IV. RESULTS AND DISCUSSION 

For background removal preprocessing phase, we applied 
both fully-automated and semi-automated preprocessing 
algorithms described in Pseudocode I and Pseudocode II 
respectively. We considered the semi-automated results as the 
ground truth, and compared the results of the fully-automated 
algorithm to it; over our 33 samples, we achieved a sensitivity 
of 68.42% and specificity of 98.56%. 6 samples of our 
samples actually contain no background at all, and when 
removing their results from our statistics, we achieved  a 
sensitivity of  83.33% and specificity of 98.66% over our 
remaining 27 samples. 
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For epithelium segmentation phase, we applied the 
algorithm described in Pseudocode III over our date, and since 
the results of this step has to be accurate since it is used in all 
later phases, we also implemented a manual way for moving 
parts from the epithelium part to the connective tissue part or 
vice versa. We considered the results after manual processing 
the ground truth, and found that our algorithm achieved a 
sensitivity of 84.99% and specificity of 88.40% over our 33 
samples dataset, below are some statistics about most notable 
results: 

 16 Samples (48.5%) give Sensitivity >= 95%, 15 Samples 

(45.5%) give Specificity >= 95%, and 11 Samples 

(33.3%) give Sensitivity & Specificity >= 95%. 

 16 Samples (48.5%) give Sensitivity >= 90%, 20 Samples 

(60.6%) give Specificity >= 90%, and 13 Samples 

(39.4%) give Sensitivity & Specificity >= 90%. 

 5 Samples (15.2%) give Sensitivity <= 60%, 2 Samples 

(6.1%) give Specificity <= 60%, and 2 Samples (6.1%) 

give Sensitivity & Specificity <= 60%. 

For nuclei in epithelium segmentation phase, we applied 
the algorithm described in Pseudocode IV over our data; we 
found that optical density of the Haematoxylin stain retrieved 
through colour deconvolution [23] is the best channel for 
nuclei segmentation in 24 samples (73%) while the RGB Red 
channel is the best for the remaining 9 samples (27%). 
Information regarding average (count, area, and percentage) of 
nuclei found in the epithelium for each disease group can be 
found in Table I. 

TABLE I.  EPITHELIUM NUCLEI SEGMENTATION STATISTICS. 

Group 
No. of 

Samples 

Avg. 

Count 

Avg. 

Area 

Avg. 

Percentage 

Normal 1 826 117887 10.31 

Gingival Enlargement 16 916 108013 09.46 

Chronic Gingivitis 7 1359 131323 12.41 

Chronic Periodontitis 7 1020 125925 11.96 

Aggressive Periodontitis 2 1284 125068 10.44 

 

For nuclei in connective tissue segmentation phase, we 
applied the algorithm described in Pseudocode IV over our 
data; Information regarding average (count, area, and 
percentage) of nuclei found in connective tissue for each 
disease group can be found in Table II. 

TABLE II.  CONNECTIVE TISSUE NUCLEI SEGMENTATION STATISTICS. 

Group 
No. of 

Samples 

Avg. 

Count 

Avg. 

Area 

Avg. 

Percentage 

Normal 1 413 27722 03.65 

Gingival Enlargement 16 409 22835 03.07 

Chronic Gingivitis 7 438 26042 03.06 

Chronic Periodontitis 7 510 30459 03.45 

Aggressive Periodontitis 2 444 19670 02.92 

 

For dilated blood vessels segmentation phase, we found 
the following statistics that are described in Table III. 

TABLE III.  DILATED BLOOD VESSELS SEGMENTATION STATISTICS. 

Group 
No. of 

Samples 

Avg. 

Count 

Avg. 

Area 

Avg. 

Percentage 

Normal 1 92 64005 08.29 

Gingival Enlargement 16 94 75001 10.57 

Chronic Gingivitis 7 77 68666 08.90 

Chronic Periodontitis 7 82 65443 08.53 

Aggressive Periodontitis 2 117 84809 12.61 

For collagen fiber segmentation phase, we applied the 
algorithm described in Pseudocode VI over our data; 
Information regarding average (area, and percentage) of 
collagen fibers for each disease group can be found in Table 
IV. 

TABLE IV.  COLLAGEN FIBER SEGMENTATION STATISTICS. 

Group 
No. of 

Samples 

Avg. 

Area 

Avg. 

Percentage 

Normal 1 347325 45.72 

Gingival Enlargement 16 423448 58.54 

Chronic Gingivitis 7 383753 51.01 

Chronic Periodontitis 7 404528 51.03 

Aggressive Periodontitis 2 373231 56.24 

For our classification results; Figure 9 shows our neural 
network performance, Figure 10 0shows the confusion matrix 
for the training dataset, validation dataset, test dataset, & the 
whole dataset, while 0Figure 11 shows Receiver Operating 
Characteristic ROC for them. 

 

Figure 9 Neural Network Training Performance 

I. CONCLUSION AND FUTURE SCOPE 

An automated system has been developed for classification 
of periodontal diseases using H&E stained microscopic 
images of the tissues around the affected teeth along with 
clinical data. The epithelium percentage of the whole tissue, 
count & percentage of nuclei in epithelium & connective 
tissue, dilated blood vessels count & percentage, and collagen 
fiber percentage are used as features during the classification 
process which is done using Feedforward Backpropagation 
Artificial Neural Networks.  It was found that using these 
mixed features together achieve a more accurate classification 
results than using only clinical data or H&E stained images’ 
extracted features. 
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Figure 10 Neural Network Training Confusion Matrix 

 

Figure 11 Neural Network Training Receiver Operating Characteristic ROC 

We suggest the following as a future work for this study: 

1) Get a larger dataset of diseases, to provide better training 

and testing of the proposed system, also get test cases in 

the Aggressive Periodontitis group to include them in the 

training and testing phases of the program to make it as 

generic as possible for all periodontal diseases. 

2) Enhance the fully-automated background removal 

algorithm found in Pseudocode I, to achieve similar 

results to the semi-automated one found in Pseudocode II. 

Also, enhance the epithelium segmentation algorithm 

found in Pseudocode III, to achieve higher Specificity and 

sensitivity results. 

3) Try to find more generic algorithms' parameters, to 

decrease the number of study cases that we had to alter its 

parameters to get better results; as shown in the footnotes 

of Pseudocode III and Pseudocode IV. 
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Abstract—In this paper we present the design and the 

implementation of Mobile-C, an IEEE Foundation for Intelligent 

Physical Agents (FIPA) compliant agent platform for mobile 

C/C++ agents. Such compliance ensures the interoperability 

between a Mobile-C agent and other agents from heterogeneous 

FIPA compliant mobile agent platforms. Also, the Mobile-C 

library was designed to support synchronization in order to 

protect shared resources and provide a way of deterministically 

timing the execution of mobile agents and threads. The new 

contribution of this work is to combine the mechanisms of agent 
migration and their synchronization. 

Keywords- Mobile agent; Mobile agent platform;Agent 
communication. 

I.  INTRODUCTION  

Mobile agent is a design program with a persistent identity 
which migrates in the network and communicates with its 
environment and other agent [1]. It has been applied to a 
variety of distributed applications, such as manufacturing [2-4], 
electronic commerce [5-7], network management [8, 9], health 
care [10], and entertainment [11]. During the execution, mobile 
agents can be dynamically created and sent to the destination 
systems to perform tasks with the up-to-date code. The 
mobility allows mobile agent to migrate from one host to 
another in the network and provides a several applications with 
flexibility and adaptability that are both able to satisfy the 
requirement and condition in a distributed environment. 

The importance of Mobile agent technology in the design of 
distributed applications on the web has led the OMG (Object 
Management Group) to define the specifications MASIF 
(Mobile Agent System Interoperability Facility) for 
interoperability between different systems to mobile agents. 
Another effort is made by FIPA (Foundation for Intelligent 
Physical Agents) to specify the architecture and also the 
semantics of communication between mobile agents. 

The majority of mobile agent platforms in use are Java-
oriented. Multiple mobile agent platforms supporting Java 

mobile agent code include Mole [12], Aglets [13], Concordia 
[14], JADE [15], and Agents [16]. Using a standard language 
like the mobile agent code language that provides both high-
level and low-level functionalities is a good choice to treat with 
the large number of distributed applications. The choice of 
C/C++ is a proper for a mobile agent code language because 
it’s provides powerful functions in terms of memory access. 
Furthermore, C is a language which can easily interface with a 
variety of low-level hardware devices. Ara [17, 18] and 
TACOMA [19] are two mobile agent platforms supporting C 
mobile agent code, while Ara also supports C++. Mobile agent 
code is compiled as byte code [20] and machine code [21] for 
execution in both Ara and TACOMA, respectively. 

Mobile-C [22-25] was originally developed as a stand-
alone, IEEE FIPA compliant mobile agent platform to 
accommodate applications where low-level hardware is 
involved and embedded systems [26]. Most of the systems are 
written in C/C++; Mobile-C chose C/C++ as the mobile agent 
language because C has an advantage for easy interfacing with 
control programs and underlying hardware. Additionally, 
Mobile-C integrated an embeddable C/C++ interpreter, Ch [27-
29], as the Agent Execution Engine (AEE) in order to run the 
mobile agent code. The migration of mobile agent in Mobile-C 
is achieved through FIPA agent communication language 
(ACL) messages. Using FIPA ACL messages for agent 
migration in FIPA compliant agent systems simplifies agent 
platform, reduces development effort and easily achieves inter-
platform migration through well-designed communication 
mechanisms provided in the agent platform. Messages for 
agent communication and migration are presented in FIPA 
ACL and encoded in XML. Also, the Mobile-C library was 
designed to support synchronization [26] in order to protect 
shared resources and provide a way of deterministically timing 
the execution of mobile agents and threads. 

In this paper we present the Mobile-C library that can 
embed Mobile-C into any C/C++ programs to facilitate the 
design of mobile agent-based applications, also the possibility  
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to combine the migration of the mobile agent over the network 
and the synchronization mechanism existing in Mobile-C. 
Mobile agents are an application that can control the agent 
platform, its modules and other mobile agents, as well as 
smoothly interface with a variety of low-level hardware 
devices. Using FIPA ACL messages for agent migration in 
FIPA compliant agent systems simplifies agent platform since 
both agent communication and migration can be achieved 
through the same communication mechanism provided in the 
agent platform. Flexible synchronization mechanisms have 
been added for execution and interaction of several mobile 
agents. This paper proposes a new approach by combining two 
concept migration and synchronization supports in Mobile-C. 

The remainder of the article is structured as follows. In 
section 2, we present the concept and the properties of mobile 
agent. Section 3 introduces the architecture of Mobile-C. 
Section 3 presents the migration of mobile agent over the 
network from multiple hosts. Section 4 describes the program 
structure and implementation of the component of agency. 
Section 5 gives an example of a mobile agent that migrates 
from hosts via mobile agent messages and illustrates the 
synchronization support in Mobile-C. 

II. MOBILE AGENTS 

An agent is defined as “person who’s acting on behalf of 
other people” [30]. In the context of computer science, mobile 
agent is considered as an entity that moves from one machine 
to another in the network to perform certain tasks on behalf of 
the user [31].  

Mobile agents have the following properties which 
distinguish them from other programs [32]: 

 Adaptability - Mobility of agent required to learn about 

user's behavior and adapt it to suit the user. Indeed, to evolve 

adequately the differences between heterogeneous systems, 

the agent must be able to adopt the changes during the 

execution. 

 Autonomy- Mobile agent must be able to make his own 
decision to be performed to achieve the user's tasks, also he 
must be able to migrate from one machine to another in the 
network and execute the user's tasks. 

 Communication - Mobile agent must have the ability to 
communicate with others agents of the system in order to 

exchange information and benefit from the knowledge and 

expertise of other agents. 

 Mobility- Mobile agent has the ability to move from one host 

to another, either by moving the agent's code or by serializing 

both code and state to allow the agent to continue the 

execution in a new context.  

 Persistence - A persistent agent it will be able to retain the 

knowledge and state over extended period of time to be 

accessed later on. Once the mobile agent is set up, it is not 

dependent on system that has been initiated and it is 
automatically  recovered  when the  agent  is  terminated  or  

when  it  is  flushed  from  memory to the database. 
 

III. THE ARCHITECTURE OF MOBILE-C 

The system of mobile-C is shown in figure1. Agencies are 
the major building blocks of the system and abode in each node 
of a network system in order to support Stationary Agents (SA) 
and Mobile Agents (MA) at runtime. They serve for locating 
and messaging agents, moving mobile agents, collecting 
knowledge about other agents and providing several places 
where the agent can be run. The core of an agency provides 
local service for agents and proxies remote agencies. The 
principle of an agency and their functionalities can be 
summarized as follows [33]: 

 Agent Management system (AMS): The AMS manages the 
life cycle of agents in the system. It relates the creation, 
authentication, registration, deletion,execution, migration and 
persistence of agents. AMS is also responsible for receiving 
and dispatching mobile agent’s .Each agent must register 
with an AMS in order to get a valid AID. 

 Agent Communication Channel (ACC): The ACC 
forwardsmessages between local and remote entities. The 
interaction and coordination of mobile agents and host 
systems can be performed through agent communication 
language (ACL). 

 Agent Security Manager (ASM): The ASM is responsible for 
protection of access for platform and infrastructure. 

 Directory Facilitator: DF serves yellow page services. Agents 
in the system can register their services with DF for providing 
to the community. They can also look up required services 
with DF. 

 Agent Execution Engine (AEE): AEE serves as the 
workhorsefor mobile agents. Mobile agents must reside 
inside an engine to execute. AEE has to be platform 
independent in order to support a mobile agent executingin a 
heterogeneous network. 

SA
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Agent 

Security

Manager

(ASM)

Agent 

Management

System
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Directory 
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Agent Execution 

Engine(AEE)

                       MA     

 

Figure 1. The system architecture of agencies in Mobile-C. 

IV. MOBILE AGENT MIGRATION 

Mobile agent is a software agent who is able to migrate 
from one host to another over the network and resume the 
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execution in the new host. The migration and the execution of 
mobile agents are supported by a mobile agent system. In 
previous studies, Chen et al. have developed a mobile agent 
system called Mobile-C.The Mobile-
C supports weak migration. The task of a mobile agent can 
be divided into several subtasks whichcan be executed 
in different hosts and listed in a list of tasks as shown in figure 
2. The task list can be modified by adding 
new subtasks and new conditions. Changing dynamically the 
task list improves the flexibility of a mobile agent. Thus, 
once we start the execution of a subtask in a host, the mobile 
agent cannot move until the end of execution. 

 
Figure 2. Agent migration based on a task list and a task progress pointer. 

Mobile agent migration is achieved through ACL mobile 
agent messages encoded to XML, which convey mobile agents 
as the content of a message. Mobile agent message containsthe 
data state and the code of an agent. The data state of mobile 
agent include general information about mobile agent as agent 
name, agent owner and agent home , also  the tasks that mobile 
agent will performed on destination  hosts. The data state and 
code will be wrapping up into an ACL message and transmitted 
to a remote host trough Agent Communication Channel. 
Mobile agent migration based on ACL messages is simple and 
effective for agent migration in FIPA compliant systems 
because these systems have mandatory mechanisms for 
message communication, transmission and procession. 

V. THE PROGRAM STRUCTURE AND IMPLEMENTATION OF 

COMPONENT OF AGENCY  

An agency is a principle program running in each node of 
the network [23]. When the execution of an agency is started, 
the system is initialized and threads are created for all of the 
components in the agent platform. 

After the initialization of the system, the agency waits for 
defined events. When the agency receives a request to run a 
mobile agent, it creates a new thread and embeds an 

Embeddable C/C++ Interpreter – Ch into the thread for 
executing mobile agent code. After the mobile agent migrates 
to the other hosts, this thread is terminated automatically 
(figure 3). If the agency receives a system termination request, 
the execution of agent platform and the system itself will be 
finished. In the current implementation, each mobile agent runs 
in an embeddable Ch inside its own thread.  

 

Figure 3. The program structure of an agency 

According to the FIPA specifications, each agency should 
provide mechanisms to receive and send messages. This 
requirement is satisfied by three components: listening thread, 
connecting thread and ACC processing thread as shown in 
Figure 4. The listening thread serves to listen for client 
connections. When a new connection client is accepted, it will 
be added to the connection list. Also, the connecting thread is 
responsible for making connections with other hosts. The ACC 
processing thread processes the lists of client connections and 
requests for connecting remote hosts. The ACC facilitates 
remote agent to agent communication and remote agent 
platform to agent platform communication via ACL messages. 
Remote horizontal communication in Mobile-C is implemented 
on top of TCP/IP and the transport protocol uses HTTP 
(HyperText Transfer Protocol). 
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Figure 4. The multi-thread implementation of an agent platform 
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VI. SYNCHRONIZATION SUPPORT IN MOBILE-C 

Amongproperties of mobile agents is the ability to 
immigrate to perform tasks that exist in the remote host. The 
purpose of this example is to use an embeddable mobile agent 
system to protect shared resources by used the synchronization 
and combines it with the migration of mobile agents from 
hosts.  

The Mobile-C library allows synchronization via mutex. 
The mutex is a program that allows multiple threads to share 
the same resource, but not simultaneously.  

The example below demonstrates the capabilityof a Mobile-
C mutex to protect a resource that may be shared between two 
or more agents in several hosts. As shown in program 1, a 
mobile agent is transferred by an agency in the host fsts1 visits 
remote host fsts2 then host fsts3 .The mobile agent message is 
represented in Extensible Markup Language (XML), it contains 
information of the mobile agent and tasks that will be 
performed on destination hosts. The general information of a 
mobile agent contains:agent name, agent owner, and the home 
of the agent. The task information for example the statement 
<TASK task=“2” num=“0”> shows that this mobile agent has 
two tasks to perform and no task has been done yet.The DATA 
element overall information about the number of element, the 
name of the task’s return variable, the completeness of the task 
and the host to perform the task.The sub-element DATA 
ELEMENT contains the return data from the execution task 
and the sub-element AGENT_CODE contains a C program 
which will be executed in remote host. 

<NAME>mobileagent</NAME> 
<OWNER>fsts</OWNER> 

<HOME>fsts1.fsts.ac.ma:5125 </HOME> 

<TASK task= "2" num= "0"> 

<DATA number_of_elements ="0" name = "results_fsts2" 

complete = "0" server = "fsts2.fsts.ac.ma:5138"> 

<DATA_ELEMENT></ DATA_ELEMENT > 

<AGENT_CODE> 

Mobile agent code on fsts2 

</AGENT_CODE> 

</DATA> 

<DATA number_of_elements ="0" name = "results_fsts3" 
complete = "0" server = "fsts3.fsts.ac.ma:5135"> 

<DATA_ELEMENT></ DATA_ELEMENT > 

<AGENT_CODE> 

Mobile agent code on fsts3 

</AGENT_CODE> 

</DATA> 

</TASK> 

Program 1: The content of the mobile agent message from the host fsts1 to 

fsts2 and to host fsts3 

As shown in Program2, the mobile agent 1” MA1” 
initialize a mutex with an ID 55 via the function mc_SyncInit() 
and defines two functions, SetN1() and GetN1() in the host 
fsts2  . After visiting this host, the mobile agent 1 “MA1” visits 
the host fsts3 and defines also two functions, SetN2() and 
GetN2().The result obtained from the host fsts2 is sent to the 
host fsts3 and the return data will be included in the sub-
element DATA_ELEMENT. 

<NAME>MA1</NAME> 

<OWNER>fsts</OWNER> 

<HOME> fsts1.fsts.ac.ma:5125 </HOME> 

<TASK task= "2" num= "0"> 

<DATA number_of_elements ="0" name = "results_fsts2" 

complete = "0" server = "fsts2.fsts.ac.ma:5138"> 
<DATA_ELEMENT></ DATA_ELEMENT > 

<AGENT_CODE> 

<![CDATA[ 

int N1; 

int main () { 

intmutex_id=55; 

mc_SyncInit(mutex_id); 

return 0; 

} 

void SetN1(inti){ 

N1 +=i; 

if(N1 > 1000){ 
N1=0; 

} 

} 

intGetN(){ 

return N 

} 

]]> 

</AGENT_CODE> 

</DATA> 

<DATA number_of_elements ="0" name = "results_fsts3" 

complete = "0" server = "fsts3.fsts.ac.ma:5135"> 
<DATA_ELEMENT></ DATA_ELEMENT > 

<AGENT_CODE> 

<![CDATA[ 

int N2; 

int main () { 

intmutex_id=55; 

mc_SyncInit(mutex_id); 

return 0; 

} 

void SetN2(inti){ 

N2*=i; 

if(N2 > 1000){ 
N2=0; 

} 

} 

intGetN(){ 

return N2 

} 

]]> 

</AGENT_CODE> 

</DATA> 

</TASK> 

Program2 .A mobile agent that contains a global variable and defines function 

to access the global variables 

As shown in Program 3, the task of the mobile agent 
2“MA2” is to perform the operation setting the variable. The 
operation includes locking the mutexthrough the function 
mc_MutexLock(), setting  the global variable by calling 
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SetN1() from the host fsts2 and SetN2()from the host fsts3via 
the function mc_CallAgentFunc(), and unlocking the mutex via 
the function mc_MutexUnlock(). 

<NAME>MA2</NAME> 
<OWNER>fsts</OWNER> 

<HOME> fsts1.fsts.ac.ma:5125 </HOME> 

<TASK task= "2" num= "0"> 

<DATA number_of_elements ="0" name = "results_fsts2" 

complete = "0" server = "fsts2.fsts.ac.ma:5138"> 

<DATA_ELEMENT></ DATA_ELEMENT > 

<AGENT_CODE> 

<![CDATA[ 

#include <stdio.h> 

int main (){ 

MCAgent_t agent; 

inti= 0,mutex_id =55 ,retval; 
agent= mc_FindAgentByName("MA1"); 

wile(1){ 

mc_MutexLock(mutex_id); 

mc_CallAgentFunc(agent,"SetN1",NULL,i); 

printf("N1:%d\n",retval); 

mc_MutexUnlock(mutex_id) 

i++; 

if(i==20) { 

i=0; 

       } 

} 
return 0; 

]]> 

</AGENT_CODE> 

</DATA> 

<DATA number_of_elements ="0" name = "results_fsts3" 

complete = "0" server = "fsts3.fsts.ac.ma:5135"> 

<DATA_ELEMENT></ DATA_ELEMENT > 

<AGENT_CODE> 

<![CDATA[ 

#include <stdio.h> 

int main (){ 
MCAgent_t agent; 

inti= 0,mutex_id =55 ,retval; 

agent= mc_FindAgentByName("MA1"); 

wile(1){ 

mc_MutexLock(mutex_id); 

mc_CallAgentFunc(agent,"SetN2",NULL,i); 

printf("N2:%d\n",retval); 

mc_MutexUnlock(mutex_id) 

i++; 

if(i==20) { 

i=0; 

       } 
} 

return 0; 

]]> 

</AGENT_CODE> 

</DATA> 

</TASK> 

Program3. A mobile agent that sets a variable  

Likewise, as shown in Program 4, the task of the mobile 
agent 3“MA3” is locks the mutex, get the global variable, and 
unlocks the mutex from both the host fsts2 and fsts3 

<NAME>MA3</NAME> 
<OWNER>fsts</OWNER> 

<HOME> fsts1.fsts.ac.ma:5125 </HOME> 

<TASK task= "2" num= "0"> 

<DATA number_of_elements ="0" name = "results_fsts2" 

complete = "0" server = "fsts2.fsts.ac.ma:5138"> 

<DATA_ELEMENT></ DATA_ELEMENT > 

<AGENT_CODE> 

<![CDATA[ 

#include <stdio.h> 

int main (){ 

MCAgent_t agent; 

inti ,mutex_id =55 ,retval; 
agent= mc_FindAgentByName("MA1"); 

mc_MutexLock(mutex_id); 

mc_CallAgentFunc(agent,"GetN",&retval,NULL); 

printf("N1:%d\n",retval); 

mc_MutexUnlock(mutex_id) 

return 0; 

]]> 

</AGENT_CODE> 

</AGENT_CODE></DATA> 

<DATA number_of_elements ="0" name = "results_fsts3" 

complete = "0" server = "fsts3.fsts.ac.ma:5135"> 
<DATA_ELEMENT></ DATA_ELEMENT > 

<AGENT_CODE> 

<![CDATA[ 

#include <stdio.h> 

int main (){ 

MCAgent_t agent; 

inti ,mutex_id =55 ,retval; 

agent= mc_FindAgentByName("MA1"); 

mc_MutexLock(mutex_id); 

mc_CallAgentFunc(agent,"GetN",&retval,NULL); 

printf("N2:%d\n",retval); 
mc_MutexUnlock(mutex_id) 

return 0; 

]]> 

</AGENT_CODE> 

</DATA> 

</TASK> 

Program4. A mobile agent that gets a variable from another agent. 

The results of the mobile agent 1”MA1”, mobile agent 2 
“MA2” and mobile agent3 “Ma3” obtained from both the host 
fsts2 and fts3 are send back to the home agency fsts. 

VII. CONCLUSION 

    In this work we present the design and implementation of 
an IEEE FIPA compliant agent platform, Mobile-C. Mobile-C 
integrates an embeddable C/C++ interpreter—Ch—into the 
platform as a mobile agent execution engine in order to support 
mobile agent. The migration of mobile agent is achieved 
through ACL messages. Mobile agents, including both its data 
state and code, are transported to a remote agent platform via 
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ACL messages which is encoded in XML, and the execution of 
mobile agents is resumed by the task progress pointer. The 
Mobile-C library supports the synchronization among mobile 
agents and threads because the synchronization functions 
protect shared resources and provide a way of deterministically 
timing the execution of mobile agents and the migration to a 
remote host.  

In our future work, this framework will be tested and 
extended in various types of industrial applications like e-
commerce and network management. 
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Abstract—In today’s world, healthcare is the most important 

factor affecting human life. Due to heavy work load it is not 

possible for personal healthcare. The proposed system acts as a 

preventive measure for determining whether a person is fit or 

unfit based on his/her historical and real time data by applying 

clustering algorithms viz. K-means and D-stream. Both clustering 

algorithms are applied on patient’s biomedical historical 

database. To check the correctness of both the algorithms, we 

apply them on patient’s current biomedical data. The Density-

based clustering algorithm i.e. the D-stream algorithm overcomes 

drawbacks of K-means algorithm.  By calculating their 

performance measures we finally find out effectiveness and 
efficiency of both the algorithms. 

Keywords- Data stream mining; clustering; healthcare 
applications; medical signal analysis. 

I. INTRODUCTION 

Today the health care industry is one of the largest 
industries throughout the world. It includes thousands of 
hospitals, clinics and other types of facilities which provide 
primary, secondary & tertiary levels of care. The delivery of 
health care services is the most visible part of any health care 
system, both to users and the general public [2]. A health care 
provider is an institution or person that provides preventive, 
curative, promotional or rehabilitative health care services in a 
systematic way to individuals, families or community. The 
physiological signals such as SpO2, ABPsys, ABPdias, HR 
affects person’s health. In health care the data mining is more 
popular and essential for all the healthcare applications. In 
healthcare industry having the more amounts of data, but this 
data have not been used properly for the application. In this 
health care data is converted in to the useful purpose by using 
the data mining techniques [1]. 

The data mining is the process of extracting or mining the 
knowledge from the large amounts of data, database or any 
other data base repositories. The main purpose of the data 
mining is to find the hidden knowledge from the data base. In 
health care industry, the data having some unwanted data, 

missing values and noisy data. This unwanted data will be 
removed by using preprocessing techniques in data mining. 
Preprocessing is the process of removing noise, redundant data 
and irrelevant data. After the preprocessing the data will be 
used for some useful purpose. In recent years different 
approaches are proposed to overcome the challenges of storing 
and processing of fast and continuous streams of data. 

Data stream can be conceived as a continuous and changing 
sequence of data that continuously arrive at a system to store or 
process. Traditional OLAP and data mining methods typically 
require multiple scans of the data and are therefore infeasible 
for stream data applications. Whereby data streams can be 
produced in many fields, it is crucial to modify mining 
techniques to fit data streams. Data stream mining has many 
applications and is a hot research area[3]. Data stream mining 
is the extraction of structures of knowledge that are represented 
in the case of models and patterns of infinite streams of 
information. These data stream mining can be used to form the 
clusters of medical health data. This paper proposed two main 
clustering algorithms namely, K-means algorithm and density 
based clustering. 

The K-means clustering algorithm is incompetent to find 
clusters of arbitrary shapes and cannot handle outliers. Further, 
they require the knowledge of k and user-specified time 
window. To address these issues, D Stream, a framework for 
clustering stream data using a density-based approach. The 
algorithm uses an online component which maps each input 
data record into a grid and an offline component which 
computes the grid density and clusters the grids based on the 
density. The algorithm adopts a density decaying technique to 
capture the dynamic changes of a data stream. Exploiting the 
intricate relationships between the decay factor, data density 
and cluster structure, our algorithm can efficiently and 
effectively generate and adjust the clusters in real time. Further, 
a theoretically sound technique is developed to detect and 
remove sporadic grids mapped to by outliers in order to 
dramatically improve the space and time efficiency of the 
system. The technique makes high-speed data stream clustering 
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feasible without degrading the clustering quality. The 
experimental results show that our algorithm has superior 
quality and efficiency, can find clusters of arbitrary shapes, and 
can accurately recognize the evolving behaviors of real-time 
data streams [4]. 

II. RELATED WORK 

All Several health care projects are in full swing in different 
universities and institutions, with the objective of providing 
more and more assistance to the elderly. The application of 
data clustering technique for fast retrieval of relevant 
information from the medical databases lends itself into many 
different perspectives.  

Health Gear: a real-time wearable system for monitoring 
and analyzing physiological signals [5] is a real-time wearable 
system for monitoring, visualizing and analyzing physiological 
signals. This system focused on an implementation of Health 
Gear using a blood oximeter to monitor the user's blood oxygen 
level and pulse while sleeping. The system also describes two 
different algorithms for automatically detecting sleep apnea 
events, and illustrates the performance of the overall system in 
a sleep study with 20participants. 
A Guided clustering Technique for Knowledge Discovery – A 
Case Study of Liver Disorder Dataset, [6] presents an 
experiment based on clustering data mining technique to 
discover hidden patterns in the dataset of liver disorder 
patients. The system uses the SOM network’s internal 
parameters and k-means algorithm for finding out patterns in 
the dataset. The research has shown that meaningful results can 
be discovered from clustering techniques by letting a domain 
expert specify the input constraints to the algorithm. 

Intelligent Mobile Health Monitoring System (IMHMS), 
[7] Author proposed the system which can provide medical 
feedback to the patients through mobile devices based on the 
biomedical and environmental data collected by deployed 
sensors. The system uses the Wearable Wireless Body/Personal 
Area Network for collecting data from patients, mining the 
data, intelligently predicts patient's health status and provides 
feedback to patients through their mobile devices. 

The patients will participate in the health care process by 
their mobile devices and thus can access their health 
information from anywhere any time. But actual 
implementation of data mining framework for decision support 
system is not done. 

Real-Time analysis of physiological data to support medical 
applications [8], proposed a flexible framework to perform 
real-time analysis of physiological data and to evaluate 
people’s health conditions. Patient or disease-specific models 
are built by means of data mining techniques. Models are 
exploited to perform real time classification of physiological 
signals and continuously assess a person’s health conditions. 
The proposed framework allows both instantaneous evaluation 
and stream analysis over a sliding time window for 
physiological data. But dynamic behavior of the physiological 
signals is not analyzed also the framework is not suitable for 
ECG type of signals. 

Performance of Clustering Algorithms in Healthcare 
Database [1], proposed a framework where they used the heart 

attack prediction data for finding the performance of clustering 
algorithm. In final result shows the performance of classifier 
algorithm using prediction accuracy and the visualization of 
cluster assignments shows the relation between the error and 
the attributes. The comparison result shows that, the make 
density based clusters having the highest prediction Accuracy. 

III. METHOD 

We present a framework that will perform clustering of 
dataset available from medical database effective manner. The 
flow of the system is depicted in Fig.1. 
 

 

Figure 1.Flow of the system 

The target is to cluster the patient’s records into different 
groups with respect to the test report attributes which may help 
the clinicians to diagnose the patient’s disease in efficient and 
The evaluation steps are the following- 

1) Data set collection 
The data set contains 7 attributes, SpO2, ABPsys, ABPdias, 

HR, heredity, obesity, cigarette smoking. These attributes are 
the risk factors that can help in predicting the patient’s health 
status. Attributes such as SpO2, ABPsys, ABPdias, HR can be 
collected form MIMIC database [9] and the other attributes are 
influenced by the person’s behavior. These all attributes values 
are discrete in nature .The dataset will be in preprocessed 
format. 

2) Model Building 
In model building phase features of the available data will 

be extracted and then clustering algorithm will be applied on 
extracted features. 

A. Feature Extraction 

For each physiological signal x among the X monitored 
vital signs, we extract the following features [8]. 

1) Offset 
The offset feature measures the difference between the 

current value x(t) and the moving average (i.e., mean value 
over the time window). It aims at evaluating the difference 
between the current value and the average conditions in the 
recent past. 
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2) Slope 
The slope function evaluates the rate of the signal change. 

Hence, it assesses short-term trends, where abrupt variations 
may affect the patient’s health. 

3) Dist 
The dist feature measures the drift of the current signal 

measurement from a given normality range. It is zero when the 
measurement is inside the normality range. 

B. Risk Components 

The signal features contribute to the computation of the 
following risk components. 

1) Sharp changes 
 The z1 component aims at measuring the health risk 

deriving from sharp changes in the signal (e.g., quick changes 
in the blood pressure may cause fainting) 

2) Long-term trends 
The z2 component measures the risk deriving from the h 

weighted offset over the time window. While z1 focuses on 
quick changes, z2 evaluates long-term trends, as it is offset-
based. 

3) Distance from normal behavior 
 The z3 component assesses the risk level given by the 

distance of the signal from the normality range. A patient with 
an instantaneous measurement outside the range may not be 
critical, but her/his persistence in such conditions contributes to 
the risk level 

From above risk components, risk functions and global risk 
components will be calculated. These values will be further 
used in clustering algorithms as an input for cluster formation. 

C. Cluster formation 

The proposed flow of the system uses two algorithms K-
means and D-stream. The comparison between two clustering 
algorithms will be performed using the above described 
attributes. 

K-MEANS ALGORITHM 

1) The algorithm is composed of the following steps: [10] 

Place K points into the space represented by the objects that are 

being clustered. These points represent initial group centroids. 

 Assign each object to the group that has the closest centroid. 

When all objects have been assigned, recalculate the positions 

of the K centroids. 
Repeat Steps 2 and 3 until the centroids no longer move. This 

produces a separation of the objects into groups from which the 

metric to be minimized can be calculated. 
Figure 2. Algorithm K-means algorithm 

D-STREAM ALGORITHM 

The D-stream algorithm is explained as follows [4] 

1.procedure D-Stream 

2. Tc = 0; 
3. Initialize an empty hash table grid list; 

4. while data stream is active do 

5. read record x = (x1, x2, · · · , xd); 

6. determine the density grid g that contains x; 

7. if(g not in grid list) insert g to grid list; 

8. update the characteristic vector of g; 

9. if tc == gap then 

10. call initial clustering(grid list); 

11. end if 
12. if tc mod gap == 0 then 

13. detect and remove sporadic grids from grid list; 

14. call adjust clustering(grid list); 

15. end if 

16. tc = tc + 1; 

17. end while 

18. end procedure 
Figure 3: The overall process of D-Stream. 

The overall architecture of D-Stream, which assumes a 
discrete time step model, where the time stamp is labeled by 
integers 0, 1, 2, · · · , n, · · · .  D-Stream has an online 
component and an offline component. The overall algorithm is 
outlined in Figure 1. 

For a data stream, at each time step, the online component 
of D-Stream continuously reads a new data record, place the 
multi-dimensional data into a corresponding discretized density 
grid in the multi-dimensional space, and update the 
characteristic vector of the density grid (Lines 5-8 of Figure 3). 
The density grid and characteristic vector are to be described in 
detail later. The offline component dynamically adjusts the 
clusters every gap time steps, where gap is an integer 
parameter. After the first gap, the algorithm generates the 
initial cluster (Lines 9-11). Then, the algorithm periodically 
removes sporadic grids and regulates the clusters (Lines 12-
15). 

D-Stream partitions the multi-dimensional data space into 
many density grids and forms clusters of these grids. This 
concept is schematically illustrated in Figure 4. 

 
Figure 4.Illustration of the use of density grid. 

The input data has d dimensions, and each input data record 
is defined within the space 

 …... (1) 
where Si is the definition space for the ith dimension. 

In D-Stream, we partition the d−dimensional space S into 

density grids. Suppose for each dimension, its space Si, 

I = 1, · · · , d is divided into pi partitions as 
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-----(2) 
then the data space S is partitioned into N density grids. For 

a density grid g that is composed of 

 
we denote it as 

--------------(3) 

A data record x = (x1, x2, · · · , xd) can be mapped to a 

density grid g(x) as follows: 

 where xi 2 Si,ji . 
For each data record x, we assign it a density coefficient 

which decreases with as x ages. In fact, if x arrives at time 
tc, we define its time stamp T(x) = tc, and its density 
coefficient D(x, t) at time t is 

       ----------(4) 
where λϵ (0, 1) is a constant called the decay factor. 

Definition (Grid Density) For a grid g, at a given 

time t, let E(g, t) be the set of data records that are map to 

g at or before time t, its density D(g, t) is defined as the sum 

of the density coefficients of all data records that mapped 

to g. Namely, the density of g at t is: 

 
1) procedure initial clustering (grid list) 

2) update the density of all grids in grid list; 

3) assign each dense grid to a distinct cluster; 

4) label all other grids as NO CLASS; 

5) repeat 

6) for each cluster c 

7) for each outside grid g of c 

8) for each neighboring grid h of g 

9) if (h belongs to cluster c′) 

10) if (|c| > |c′|) label all grids in c′ as in c; 

11) else label all grids in c as in c′; 

12) else if (h is transitional) label h as in c; 

13) until no change in the cluster labels can be made 

14) end procedure 
 

Figure 3: The procedure for initial clustering. 

1) procedure adjust clustering (grid list) 

2) update the density of all grids in grid list; 

3) for each grid g whose attribute 

(dense/sparse/transitional) is changed since last call to adjust 

clustering() 

4) if (g is a sparse grid) 

5) delete g from its cluster c, label g as NO CLASS; 

6) if (c becomes unconnected) split c into two clusters; 

7) else if (g is a dense grid) 

8) among all neighboring grids of g, find out the grid h 

whose cluster ch has the largest size; 

9) if (h is a dense grid) 

10) if (g is labeled as NO CLASS) label g as in ch; 

11) else if (g is in cluster c and |c| > |ch|) 

12) label all grids in ch as in c; 

13) else if (g is in cluster c and |c| <= |ch|) 

14) label all grids in c as in ch; 

15) else if (h is a transitional grid) 

16) if ((g is NO CLASS) and (h is an outside  grid if g is 

added to ch)) label g as in ch; 

17) else if (g is in cluster c and |c| >=|ch|) 

18) move h from cluster ch to c; 

19) else if (g is a transitional grid) 

20) among neighboring clusters of g, find the largest one c′ 

satisfying that g is an outside grid if added to it; 

21) label g as in c′; 

22) end for 

23) end procedure 
 

Figure 4: The procedure for dynamically adjusting 
clusters. 

The calculated values of z1, z2, z3 components will be 
applied as an input for both the clustering algorithms to form 
the clusters based on their risk level. 

3) Patient’s Health status  
Using clustering algorithm we form the clusters for 

attributes stated above. And then for patient’s current input we 
predict patient’s health status i.e. patient is fit or unfit. 

IV. EXPERIMENTAL RESULT 

The above described algorithms used for formation of 
clusters on medical database. The data will be collected from 
the Switzerland data set. The data set contains the 107 
instances and the 14 attributes. The attributes are age, sex, 
Blood Pressure, Cholesterol, Chest Pain and etc. The 
performance of these algorithms will be computed by using 
correctly predicted instance. [1] 

Performance Accuracy= correctly predicted Instance/ 

                                         Total Number of Instance  

TABLE I. PERFORMANCE OF CLUSTERING ALGORITHM 

Cluster 

Category 

Cluster 

Algorithm 

Measures 

 

 

Clusters 

 Correctly 

Classified 

Instance 

In 

correctly 

Classified 

Instance 

Prediction 

Accuracy 

Simple  

K-means 

89 18 83.18 

D-stream 94 13 87.85 
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From above table we observed that the performance of 
density based algorithm is better than simple K-means. 
Accuracy of D-stream algorithm is more than K-means. 

V. FUTURE SCOPE AND CONCLUSION 

K-means is unable to handle arbitrary cluster formation 
because prediction of the number of classes to be formed is not 
fixed. The D-stream algorithm has superior quality and 
efficiency, can find clusters of arbitrary shapes, and can 
accurately recognize the evolving behaviors of real-time data 
streams. Therefore, D-stream will perform better in biomedical 
applications. This system can be further developed for real time 
analysis of biomedical data to predict patient’s current health 
status.  

The proposed system can be used for monitoring elderly 
people, Intensive Care Unit (ICU) Patient. Also the system 
gives the health status of patient, it can be used be used by 
clinicians to keep the records of patients. 

The proposed system is adaptive since it can handles more 
than one physiological signal. The proposed system uses 
historical biomedical data which is very useful for prediction of 
current health status of a patient by using clustering algorithms 
like K-means, D-stream, etc. Prediction of health status is very 
sensitive job, D-stream will perform better here, as it supports 
arbitrary cluster formation which is not supported by K-means. 
Also D-stream is particularly suitable for users with little 
domain knowledge on the application data that means it won’t 
require the K-values. Hence D-stream is parameter free and 
proves to give more accurate results than K-means when used 
for cluster formation of historical biomedical data. 
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Abstract— The increasing advances of Internet Technologies in 
all application domains have changed life styles and interactions. 
With the rapid development of E-Learning, collaborative 
learning is an important for teaching, learning methods and 
strategies. Interaction between the students also student with the 
teacher is important for student to gain knowledge. Based on the 
four basic teaching styles formal authority, demonstrator or 
personal model, facilitator and delegator, today combined 
between facilitator and delegator style is responsible for student 
learning. It is student centered and the teacher as facilitates the 
material and activities, but learning becomes part of valuable and 
effective when they collaborate with each other, and as the 
teacher who will delegates and facilitates the responsibility of 
learning to the students. In this paper, we introduce an effective 
question answering Q&A system for collaborative learning, 
which can act not just like a virtual teacher, but also virtual 
discussion for student. With the proposed system, brings a new 
Q&A system, student can attach their question when they want 
collaborate using collaborative learning capitalize on one 
another’s resources and skills. Students can ask their questions to 
the group when they want to collaborate with others, asking one 
another for information, evaluating one another’s ideas, then 
each of the answer will compare with encyclopedia data base. In 
this research, the Q&A system for the Senior High School in 
Indonesia, in this subject of Information Communication 
Technology implemented. From the the 40 question and 120 
answer, the result is 90,48% precision 50% recall. 

Keywords – component; E-Learning; Collaborative Learning; 

Q&A; Knowledge Base. 

I. INTRODUCTION  

The concept of Collaborative Learning is two or more 
people learn or attempt to learn something together than 
independent. Different with individual learning, in 
collaborative learning people can exploit and share their 
resources and skills by asking for information, evaluating, 
monitoring one another’s information and idea, etc [1]. 
Collaborative Learning is a model that knowledge can be 
created by sharing experiences within a population where 
members actively interact [2] [3]. In the Collaborative Robotic 
Instruction (A Graph Teaching Experience Computers and 
Education), the goal of collaborative learning is methodologies 
and environments which learners or students where each 
depends on and is responsible to each other [4]. Including both 
directly with face-to-face conversations [5] or using computer 
discussions (online forums, chat rooms, etc.) [6]. 

In [3] authors indicate that when they found some problem, 
students learn better when they learn together more frequently 

than working individually as members in a group. Indeed, the 
effectiveness of collaborative learning on the internet has been 
identified by various studies. Interaction among learners is 
fostered as communication over the internet is unpretentious 
and convenient when addressing to a single user or multiple 
users. However, interaction students and a teacher address a 
problem, the teacher cannot constantly online every time, and it 
is not possible for the teacher to deal with lots of question from 
students all the time and in a timely manner. In the 
collaborative learning, students are encouraged to ask question 
[7]. Therefore, there is a need to describe an automated Q and 
A system to support learning efficiency of collaborative 
learning. 

In this paper, we proposed question answering system for 
an effective collaborative learning. With the proposed system, 
brings a new Q&A system, student can attach their question 
when they want collaborative using collaborative learning 
capitalize on one another’s resources and skills. Students can 
ask their questions to the group when they want to collaborate 
with others, asking one another for information, evaluating one 
another’s ideas. The method also considers that students can 
communication through Q&A interaction such a discussion 
forum to support information sharing. The paper is organized 
as follows. First is the motivation for the question and 
answering system. Section 2 presents the related works on 
collaborative learning. Section 3 explains about the question 
answering mechanism proposed. In section 4, present the 
architecture of system that we proposed an interactive effective 
Q&A system for collaborative learning. The user interactions 
between user and the system are explained. Finally, section 6, 
are summary and conclusion of this paper. 

II. RELATED WORK  

Collaborative learning is one of the study groups. Some 
studies show that students get the most current learning through 
group rather than independently [8] [9]. Studies by the OTTER 
Group [10] have shown that the ideal class is organized around 
50/50 rule. At least 50% of the time students spend is spent 
interacting with and learning about the other student in the 
virtual classroom. The social aspect of the classroom is an 
important factor. If social aspect missing, than student 
dissatisfaction rises dramatically, as does the attrition rate. In 
this learning mode, which is collaborative learning, students 
who are interested in sharing their knowledge from a learning 
group to communicate and discuss all kinds of questions, 
asking one another for information, evaluating one another’s 
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idea for help and teach each other. Therefore, learning is both a 
group activity and a social process and thus learning 
performance is strongly affected peers [11]. 

In the development of networks, comprise all forms of 
electronically supported learning and teaching that can 
eliminate the obstacles of time and space. In the collaborative 
learning, students can take part by computer at anyplace, at the 
same time or different time (synchronous and asynchronous). 
Researchers have used activity theory to analyze Computer 
Supported Collaborative Work (CSCW) system [12]. 
Group communication relationship [13] refers to the intra-
group relationships determined by the interactions among 
members. However, how to form a learning group after the 
group is a problem in collaborative learning.    

Several study about Q&A for collaborative learning had 
been done. An application of Question Answering System for 
Collaborative Learning has been designed. In this application 
learners can attach their question to the group when they want 
to collaborate with others, and the teacher providing answers to 
them. In this case, the collaborative between the students and 
the teacher to gain knowledge, and becomes question 
answering system like a virtual teacher [7] [14]. In this paper, 
we proposed question answering system for an effective 
collaborative learning. The originality of the system is bringing 
a new Q&A system, in which students can attach their 
questions to the group when they want to gaining and sharing 
knowledge with others, by collaborative learning capitalize on 
one another’s resources and skills (asking and evaluating one 
another’s idea), then each of the answer will compare with 
encyclopedia data base. 

III. PROPOSED E-LEARNING SYSTEM WITH KNOWLEDGE- 

BASE SYSTEM  

E-learning system, which is proposed here is based on 
knowledge base system which allows acquires knowledge 
about students and uses the acquired knowledge. Once students 
learn with the proposed system through questions and answers, 
then all students can use the previously acquired Q&A 
information which relates to the current question. Figure 1 
shows the complete overview proposed of Question Answering 
Mechanism. 

A. Proposed  Question  Answering  System 

An online Wikipedia-encyclopedia was chosen as the 
corpus for the task. Wikipedia is a free, web-based, 
collaborative, multilingual encyclopedia project supported by 
the non-profit Wikimedia Foundation. Indonesian Wikipedia is 
the edition of Wikipedia in the Indonesian language; there were 
over 100.000 articles in the Indonesian Wikipedia project. In 
the research proposed, we using Indonesian Q&A system 
specifically in the Information Communication Technology 
Subject, for the Senior High School. 

An automated Q&A system in collaborative learning 
operates proposed work based on the question answering 
knowledge base. When a student needs some information, he or 
she can ask a question through a designed interface. When a 
new asked question enters the system, query is created. Then 
other students will response the question with answering and 

evaluating one another’s ideas by vote. This representation is 
then compared with the representations of Wikipedia data base.  

A similarity percentage is given between the student answer 
and any existing Wikipedia data base. Based on the biggest 
vote some time is not describing the best answer, after time for 
answering and voting finish, similarity percentage will be show 
for every answer. It aims to estimate whether which one of the 
answered considered with the Wikipedia data base. Also, 
student can access the topic question more clearly through the 
link provided. Such as [7], if no any information from 
Wikipedia comparing with neither student answer, nor the 
student is satisfied with any the answers (no proper match from 
the knowledge base), and then the teacher will answer or might 
be sent to the student. After the teacher manually answer the 
question, the new Q&A set is formed and entered into the 
question answering knowledge base. When student meeting 
some difficulties or having no difficulties, a student can see 
what problems other students have encountered in learning 
now and in the past and see the answers or solutions the teacher 
offered by browsing the knowledge base. The whole process of 
question answering in the effective of collaborative learning is 
shown in figure 1. 
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Figure 1. Question Answering Mechanism 

B. Architecture of Question and Answering System 

The architecture of the question answering system is shown 
in figure 2. There are eight main components in the system, 
including the student agent Q, the student agent A, question 
analysis and query generation, Q&A acquirer, question 
answering knowledge base, similarity machine, Q&A browsing 
component, answer generator. 
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Figure 2. Architecture of Question Answering System 

The functions of the components are briefly described as 
follows, 

 Student Agent Q 

Student agent Q is to be the interface between student and 
the system. Student can send his or her question and receive 
answers (feedback from other student) from this interface. 
Beside from student also provide feedback from the teacher for 
manually answering and question if the system are not 
satisfied.  

 Student  Agent A 

Student agent A is the component interface between student 
and the system provides an answer and voting question. In this 
component also provide similarity machine to match student 
answer with Wikipedia database, to ensure the answer 
considering biggest vote not necessary correct answer. 

 Question analysis, query generation 

An analyzed question represents an asyntactic and semantic 
analysis of a question. It serves as an interface between the 
question analysis and query generation stages. A query is a 
search engine query generated at the query generation stage 
and executed at the search stage. 

 Q&A Acquirer 

If there is an unanswered question, the questions will 
temporarily stores at this component. When the teacher gets 
online, and then will manually answer the question with an 
interface (Instructor Agent). This component are very 
important for a reason that student’s question might be not 
answer by other student or student’s answer cannot compare 
with Wikipedia database, cause the information not relevant. A 
new Q&A will be formed and saved to the Q&A knowledge 
base, after a question replied by the teacher. 

 Question Answering Knowledge Base  

A knowledge base provides a means for collected, 
organized, shared, searched and utilized information. Q&A 
knowledge base is a knowledge base where questions 
corresponding with answer. The knowledge will be 
accumulated and rich, through the process of student question 
answer and manually teacher answer. 

 Q&A Browsing Component 

Beside asking a question, when student meeting some 
difficulties or having no difficulties, a student can see what 
problems other students have encountered in learning now and 
in the past and see the answers or solutions the teacher offered 
by browsing the knowledge base. 

 Answer Generator 

Several interfaces have been designed, to let students and 
teacher is able to interact with the system. The interfaces for 
the student to ask question and get answers (Student Agent A) 
are developed as shown in Figure 3. Under the interface in 
figure 3, student can key in an Indonesian question and get an 
answer immediately without waiting for the teacher to get 
online. Then other student can answer the question and can 
discuss whether which one of their answer as same as their 
opinion. After that, Q&A system makes a point for each of 
student answer that closely with Q&A system answer. If no 
satisfactory answer is found, then it will present the teacher 
demanding a manual answer whenever he or she is online. 

 Similarity Machine 

This component uses Levenstein and Word similarity 
method to calculate the similarity between students answer and 
Wikipedia database. In the question analysis, extracting 
question query is necessary. Specific interrogation all has 
question query focus, usually question word (Qw) is the 
question feature, such Qw as what, when, where, who, why and 
how.  In this system we using what, when, where, who type of 
question. How and why, are notable mission because it’s 
procedural answer.  Using Levenstein for what question 
(Definition expectations), to calculate percentage Levenstein 
distance between two length string (students answer and the 
knowledge base answer). And using Word similarity for when, 
where, and who question. In the word similarity, the distance of 

words is a real number in [0, ∞] a word and its own distance is 
zero. The following equation is word similarity formula. 

    (     )   
 

    (     )   
                  ( ) 

 Where α is an adjustable parameter. 

C. User Interactions with Question and Answering System 

Several interfaces have been designed, to let students and 
teacher be able to interact with the system. The interfaces for 
the student to ask questions and get answers (Student Agent A) 
are developed as shown in figure 3. Under the interface in 
figure 3, student can key in an Indonesian question and get 
answer immediately without waiting for the teacher to get 
online. Then other student can answer the question and can 
discuss whether which one of their answer as same as their 
opinion. After that, Q&A system makes point for each of 
student answer that closely with Q&A system answer. If no 
satisfactory answer is found, then student can press a button to 
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send the question to the Q&A acquirer, which will then present 
the answered questions to the teacher demanding for a manual 
answer whenever he is online.  
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Figure 3. Student’s interfaces question and get the answer 

Beside asking a question, when student meeting some 
difficulties or having no difficulties, through the interfaces in 
figure 4, a student can see what problems other students have 
encountered in learning now and in the past and see the 
answers or solutions the teacher offered by browsing the 
knowledge base. 
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Figure 4. Browsing activities 

IV. EXPERIMENT 

According to the method described above and the structure 
of question and answering system, we build an experimental 
system in Indonesian Q&A system specifically in the 
Information Communication Technology Subject, for the 
Senior High School. We choose 40 questions, and there are two 
indexes in this experimental, precision and recall. The 
calculation formula is as follow: 

          
 

   
                                               ( )  

 

        
 

   
                                               (3) 

In the formula, ᵅ is the number of right matching of 
questions; b is the number of without matching of question; c is 
the numbers of wrong matching questions. Through the 
experiment, we can get the data of precision and recall, the 
result is in Table 1.  

TABLE 1. RESULT OF EXPERIMENT 

Question 40 

Answer 120 

Right Matching 57 

Without Matching 57 

Wrong  Matching 6 

Precision 90,48 % 

Recall 50 % 

From the table, from the 40 question and 120 answer  there 
are 57 answer are without matching because where the machine 
similarity get the keyword from the student question, there is 
not information about keyword question in the Wikipedia data 
based. In this case, the teacher will provide answers to students. 
After a question is replied by the teacher, not only the student 
will be notified, but also a new Q&A set will be formed and 
saved to the question answering knowledge base.  We have this 
component for a reason that student’s questions might be 
unanswered by the system due to no suitable or desirable 
answers for them in the knowledge base. 
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V. CONCLUSION 

In this research, a system for online automatically 
answering students’ questions in the collaborative learning 
environment has been designed. The system operated upon the 
question answering knowledge base. In the knowledge base, 
pairs of question with its corresponding answer (Q&A sets) 
were collected through the process of students asking questions 
and other students will response the question with answering 
and evaluating one another’s ideas by vote.  This representation 
is then compared with the representations of Wikipedia data 
base. A similarity percentage is given between the student 
answer and any existing Wikipedia data based. Based on the 
biggest vote some time is not describe the best answer, after 
time for answering and voting finish,  similarity percentage will 
show for every answer. It aims to the students who asked the 
question and information for students who answer and vote can 
estimate approximately correct answer. Also, students can 
access the topic question more clearly through the link 
provided. It was very important to have such a system in 
collaborative learning environment. It benefited both the 
teacher and the students; students can look for the answers to 
their questions without the constraint of time and space.  
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Abstract—Multi cast communication is a key technology for 

wireless mesh networks. Multicast provides efficient data 

distribution among a group of nodes, Generally  sensor networks 

and MANETs uses  multicast algorithms which are designed to 

be energy efficient and to achieve optimal route discovery among 

mobile nodes whereas wireless mesh networks needs to maximize 

throughput. Here we propose two multicast algorithms: The 

Level Channel Assignment (LCA) algorithm and the Multi-

Channel Multicast (MCM) algorithm to improve the throughput 

for multichannel sand multi interface mesh networks. The 

algorithm builds efficient multicast trees by minimizing the 

number of relay nodes and total hop count distance of the trees. 

Shortest path computation is a classical combinatorial 

optimization problem. Neural networks have been used for 

processing path optimization problem. Pulse Coupled Neural 

Networks (PCNNS) suffer from high computational cast for very 

long paths we propose a new PCNN modal called dual source 

PCNN (DSPCNN) which can improve the computational 

efficiency two auto waves are produced by DSPCNN one comes 

from source neuron and other from goal neuron when the auto 

waves from these two sources meet the DSPCNN stops and then 

the shortest path is found by backtracking the two auto waves. 

Keywords-Wireless Mesh Networks; Multicast; Multichannel; 

Multiinterface; Shortest path; DSPCNN; Auto wave; Search space.  

I. INTRODUCTION 

Unlike  mobile adhoc networks or wireless sensor networks 
route recovery are energy efficiency is not the major concern 
for mesh network due to limited mobility and the rechargeable  
characteristics  of mesh nodes. Moreover supporting major 
applications such as video on demand poses a significant 
challenge for the limited bandwidth of WMNs it is necessary to 
design an effective multicast algorithm for mesh networks. It 
improves the system throughput by allowing simultaneous 
close-by transmissions with multichannel and multi –
interfaces. It assigns all the available channels to the interfaces 
instead of just the non-overlapping channels.  

We propose level channel assignment algorithm 
multichannel multicast algorithm to improve throughput for 
multichannel and multi interface mesh networks. Our design 
builds a new multicast backbone - tree mesh which partitions 
mesh network into different levels based on the Breadth First 
Search (BFS), and then heuristically assigns channel to 

different interfaces. The Pulse Coupled Neural Network is a 
very active neural network .The PCNN is modified so that the 
output pulses decay in times.  These modified PCNN models 
need fewer neurons than other approach. This paper proposes a 
faster PCNN model, which can improve the computational 
efficiency significantly. 

II. LEVEL CHANNEL ASSIGNMENT ALGORITHM 

The nodes obtain their level information. The BFS is used 
to traverse the whole network. All the nodes are portioned into 
different levels according to the hop count distances between 
the source and the nodes. 

If node a (in level i) and b (in level i+1) are within each 
other’s’ communication range, then ‘a’ is called the parent of 
‘b’, and ‘b’ is called the child of ‘a’. 

We build a multicast tree based on the node level 
information. Initially, the source and all the receivers are 
included in the tree. Then, for each multireceiver v, if one of its 
parents is a tree node then connect it with that parent, and stop. 
Otherwise randomly choose one of its parents, say fv, as relay 
node on the tree, and connect v and fv. Afterwards, we try to 
find out the relay node for fv recursively. The process repeats 
until all the multireceivers are included in the multicast tree. 

The tree nodes decide their channel assignment with the 
level information. 

 The source node (level 0) only uses one interference, 
which is assigned channel 0. This interference is 
responsible for sending packets to the tree nodes in 
level 1. 

 The internal tree node in level i (i≥1) uses two 
interfaces: one is assigned channel i-1, which is used to 
receive packets from the upper level; the other is 
assigned channel 1, which is used to forward the 
packets to the tree nodes at level i+1. 

 The leaf in the level I (i≥1) uses two interfaces: one 
uses  Channel i-1 to receive the packets from level i-
1,the other uses channel I to forward the packets to the 
mesh clients within the communication range that 
desire to receive the packets.
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Fig.1.An example for LCA and tree mesh,(a)Network  topology ,(b) multicast tree, (c) channel assignment, and (d) tree mesh

For example in fig.1, the node s is the source and nodes f, 
g, e are the multireceivers. In fig1.a {s, f, g, and e} are included 
in the multicast tree. Since nodes of g’s parents are tree nodes, 
it randomly selects d as a parent node and connects node g with 
d. Then choose d’s parent b as a tree node and connect d with 
b. Since b’s parent s is a tree node connect b with s. Next, we 
start from multireceiver e. Connect e with its parent node b and 
stop because b is already connected with tree node s. Similarly 
the third multireceiver f, connect f with c, c with a and then a 
with s. Thus the tree construction is completed by connecting 
all the receivers with the tree. 

The LCA algorithm has two advantages: simple 
implementation and throughput improvement. At the same time 
the use of multiple channels reduces the close-by interference 
and allows more simultaneous transmissions.  

To improve the system throughput by the following ways, 
first LCA cannot diminish the reference among the same level 
s since it uses the same channel at the same level. Second, 
when the number of available channels is more than that of the 
levels, some channels will not be utilized, which is a waste of 
channel diversity. Third, the channel assignment does not take 
the overlap property of the two adjacent channels into account. 
For all I, channel and channel i+1 are adjacent in frequency, so 
they partially interfere with each other. Thus, the channel I for 
level i sti ll has some interference effect with the channel i+1 
for level i +1. 

III. MULTICHANNEL MULTICAST 

A. Algorithm 

To improve the system throughput, the MCM algorithm is 
proposed to minimize the number of relay nodes and the hop 
count distances between the source and the destinations, and 
further reduce the interference by exploiting all the partially 
overlapping channels instead of just the orthogonal channels. 

B. Construction of multicast protocol 

When all the Nodes are multireceivers, the multicast 
problem becomes the broadcast problem. We can say that the 

broadcast is a special case of multicast. The broadcast structure 
in the mesh network is built by the following steps. 

After the BFS traversal, all the nodes are divided into 
different levels. Delete the edges between any two nodes of the 
same level, with which we get the elementary communication 
structure “tree mesh”.Fig.1a and 1d given an example of the 
original network topology and its corresponding tree mesh. 

Identify the minimal number of relay nodes that form the 
broadcast tree. Using more relay node means more 
transmissions in the network. Because the number of available 
channel is limited by current technical conditions, more 
transmissions would result in more interference and result in 
more bandwidth cost. Hence, minimizing the multicast tree size 
helps to improve the throughput. The purpose of this step is to 
identify the relay node for a node that has more than one parent 
nodes so that the number of relay node is minimal. 

C. Structure of Multicast protocol 

In broadcast structure unnecessary branches are present if 
the destinations do not involve all the nodes. Hence, we 
propose to construct a slim structure y using the MCM Tree 
Construction algorithm. 

The goal of the algorithm is to discover the minimal 
number of relay nodes needed to construct a multicast tree. The 
search process starts from the bottom to the top. We use a 
simple example to explain the process in a tree mesh in Fig.3a, 
where nodes 6, 7, and 8 are the multireceivers. First  select 
node 4 at level 2 because it covers all the multireceivers at 
level 3.Next select node 2 at level 1, which covers all the multi 
receivers and the relay node at level 2.By doing these steps 
finally we get the multicast tree in Fig.3b 

D. Channel Assignment 

Multi receivers can be connected with the gateway through 
mini al hop count distance as discussed earlier. Now we 
discuss about how to assign channels to the interference of tree 
nodes, for that we propose two allocation algorithms: 
ascending channel allocation and heuristic channel assignment. 
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a)  Ascending channel Allocation 

The interference that a node uses to receive packets from its 
relay node at the upper layer, called as Receiver Interference 
(RI), is disjoint from the interference the node uses to forward 
packets to children, called Send-Interference (SI).To guarantee 
that the relay node can communicate with its children, each 
node’s RI is associated with the SI of its relay node, i.e., they 
should be assigned the same channel. 

The algorithm is explained as follows: From the top to 
bottom in the tree, the channels are assigned to the interfaces in 
the ascending order until the maximum channel number is 
reached, then start from the channel 0 again. Although simple, 
this approach avoids the situation that the same channel is 
assigned to two nearby links that interfere with each other. In 
Fig .4, the numbers of orthogonal channels are three, the 
number above the node represents the channel number used for 
its RI, and the number below the node represents the channel 
number for its SI. 

b) Heuristic Channel Assignment 
We noticed that the interference range decreases with the 

increase of the channel separation for two wireless links which 
have short physical distance. To minimize the sum of the 
interference area of all the transmissions this   algorithm is 
proposed.  

We use IR (uv) to indicate the interference range of sender 
u of one link with respect to sender v of another link According 
to our consideration all the have the same transmission range 
R, IR (u v) =R* δ [iu-iv].iu and iv are the channels of u and v 
for their SIs, and δ t is the interference factor. When allocating 
a  channel for relay node u, the channel assignment should take 
a channel that minimize the sum of the square of the IRs 
between u and u’s neighboring relay nodes, i.e., minimize 

,where N(u) is the set of neighboring relay nodes 
of u. This is because the bigger the interference area means 
bigger chance two transmissions may interfere. The 
interference area is approximated as a circle whose area is 
determined by IR2 (uv).Since 

,                                           

The heuristic Channel assignment is used to minimize 

 

 

 

Figure 2. Relay node search example 

 

Fig.4. Ascending channel allocation example 

IV. DSPCNN MODEL 

A. Preliminaries 

The input to the preprocessing stage is an undirected graph 
G = (V, E) with n vertices and m edges, and non-negative 
lengths l(e) for each edge e. Another two inputs are a source 
node s and a goal node g. The goal of this algorithm is to find a 
shortest path from s to g. Let dist(s, g) denote the shortest path 
length from s to g with respect to l. i.e. dist(s, g) =dist (g, s). 
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B. Model Of DSPCNN 

To compute the point-point shortest path more efficiently a 
Dual Source Pulse Coupled Neural Network (DSPCNN) model 
is proposed. This model can produce two Auto waves from two 
different firing sources. At t=t0, the source neuron and goal 
neuron fire and emit pulses simultaneously. Then, the two Auto 
waves propagate in parallel by their neighboring neurons at 
next instant till they meet together. In order to differentiate two 
auto waves, the auto wave propagating from source neuron is 
denoted as Ps, and the auto wave propagating from goal is 
denoted as Pg. If neuron fires on the simulating of Ps auto 
wave it outputs Ps pulses. If a neuron fires on the simulating of 
Pg auto wave, it output Pg pulses. If a neuron fires on the 
simulating of both Ps and Pg pulses, it indicates that the two 
auto waves meet and the model should stop. 

C. Shortest Path Computation Using DSPCNN 

To compute the shortest path for networks, first they are all 
transformed to a graph for further processing. The next step is 
to map the graph into DSPCNN model. Each node in the graph 
corresponds to a DSPCNN neuron, and each edge associated 
with a link between neurons. The cost of an edge can be 
viewed as an external input for the two neurons connected by 
the edge. 

During time t=0, Source neuron and Goal neuron fire 
simultaneously. Then the auto waves Ps and Pg from the firing 
sources propagate to their neighbors. A variant meeting is used 
to determine whether the two auto waves meet together, and 
the meeting neutron is denoted by Nm. If Nj fires on the 
simulation of Ni, we call Ni is the precursor of neuron Nj. 

V. CONCLUSION 

In our paper we investigate the multicast algorithm wireless 
networks. In order to achieve efficient multicast in WMNs, two 
multicast algorithms are proposed by using multichannel and 
multi interfaces.  

These algorithms are focused on increasing the throughput 
and decreasing delay. With neural networks the proposed 
DSPCNN is used to achieve higher efficiency and involve 
lower search space, which can save the run time significantly. 
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Abstract— Jumbo frame is as an approach that allows for higher 

utilization of larger packet sizes on a domain-wise basis, 

decreasing the number of packets processed by core routers while 

not having any adverse impact on the link utilization of fairness. 

The major problem faced by jumbo frame networks is packet 

loss during queue congestion inside routers is as the RED 

mechanism that is recommended to combine with jumbo frame 

treats jumbo frame encapsulation as one packet by drop the 

whole jumbo frame with packets encapsulate during the 

congestion time. RED dropping the whole jumbo frame 

encapsulation randomly from head, middle and tail inside queue 

of router during periods of router congestion, leading to affect 

the scalability and performance of the networks by decreasing 

throughputs and increasing queue delay. This work proposes the 

use of two AQM techniques with jumbo frame, modified Random 

Early Detection MRED and developed drop Front technique 

DDF, which are used with the jumbo frame network to reduce 

packet drop and increase throughput by decreasing overhead in 

the network. For the purpose of evaluation, network simulator 

NS-2.28 was set up together with jumbo frame and AQM 

scenarios. Moreover, for justification objectives, the proposed 

algorithm and technique for AQM with jumbo frame were 

compared against the existing AQM algorithm and techniques 

that are found in the literature using metrics such as packet drop 

and throughput. 

Keywords- Jumbo Frame; Queue Congestion; AQM; RED.   

I. INTRODUCTION  

Computer networks have experienced rapid growth over the 
years, from transferring simple email messages to now being a 
full media resource where full length movies are commonly 
transmitted. Many users have begun to use the internet for 
many things; as a result, the connections of internet have 
started to become strained where before the common solution 
of the internet service provider (ISP) was capable of providing 
sufficient bandwidth to users in the network. However, recent 
research has found that the users’ access speed has increased 
and thus affects the efficiency of the network. Therefore new 
techniques need to improve the efficiency of the network 
traffic. Many techniques from multicasting to packet caching 
have been used to improve the efficiency of the network, but 
with limited success as these techniques suffer from one or 
more drawbacks including global network support, application 
support, asymmetric and computation overhead. The current 
assumption with networking research is also that it affects an 
individual network flow’s quality of service (QoS) including 
the packet loss, end to end delay and jitter; however these 
researches presented techniques that investigate the possibility 
of trading a minimal amount of an individual flow’s QoS 

typical delay so as to obtain better overall network performance 
[1].        

One of the issues facing networks is the number of packets 
required to be processed per second, whereby the gigabit link 
core router may have to route anywhere from 90,000 to 
2,000,000 packets per second. As line speed increases to 
greater rates, so does the number of packets that need to be 
processed; one way to reduce the load on the router is to 
increase the maximum transmission unit (MTU) of the 
network. Unfortunately while the MTU of Ethernet is 1500 
bytes, up to 50% of the packets transferred across the network 
are 64 bytes or less. 

Jumbo frame is a technique that aims to reduce the number 
of packets processed by the core routers, by reducing the 
number of packets. This is accomplished by transmitting many 
packets in the domain into a single large jumbo frame for 
transmission across the core network. In ordering the aggregate 
packets together in a jumbo frame, incoming packets are 
queued briefly by egress point. Once the jumbo frame reaches 
the egress of the domain, the original packets are rebuilt and 
transmitted on toward their final destination.  

II. RELATED WORK 

A jumbo frame has a common size of 9000 bytes, which is 
exactly six times the size of a standard Ethernet frame [5]. A 9k 
byte jumbo frame would be 9014-9022 bytes together with the 
Ethernet headers. This makes it large enough to encapsulate a 
standard network file system (NFS) data block of 8192 bytes, 
yet not large enough to exceed the 12,000 byte   limit of 
Ethernet's error checking in cyclic redundancy check algorithm 
(CRC) [5].Undoubtedly, smaller frames usually mean more 
CPU interruptions and more processing overhead for a given 
data transfer size [9]. When a sender sends a data, every data 
unit plus its headers have to be processed and read by the 
network components between the sender and the receiver. The 
receiver then reads the frame and TCP/IP headers before 
processing the data. This whole process, plus that of adding the 
header to frames and packets from the sender to the receiver 
consumes CPU cycles and bandwidth [13]. For these reasons, 
increasing the frame size by sending data in jumbo frames 
means fewer frames are sent across the network when 
considering the fact of high processing cost of network packets 
[3]. These generate improvements in CPU utilization and 
bandwidth by allowing the system to concentrate on the data in 
the frames, instead of the frames around the data. The 
justification behind increasing the frame size is clear; larger 
frames reduce the number of packets to be processed per 
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second. A single 9k Jumbo Frame replaces six 1.5k standard 
frames, producing a net reduction of five frames as only one 
TCP/IP header and Ethernet header is required instead of six, 
resulting in 290 (5*(40+18)) fewer bytes transmitted over the 
network  [14].                                              

In terms of improving bandwidth, it takes over 80,000 
standard Ethernet frames per second to fill a gigabit Ethernet 
pipe, which in turn consumes a lot of CPU cycles and 
overhead. By sending the same data with 9,000 bytes jumbo 
frames, only 14,000 frames need to be generated and the 
reduction in header bytes frees up 4 Mbps of bandwidth. The 
resources used by the server to handle network traffic are 
proportional to the number of frames it receives. Therefore, 
using fewer large frames dramatically improves server and 
application performance, compared to a larger number of 
smaller frames [14]. Jumbo frame improves core router 
scalability, by encapsulating packets with the same next 
autonomous systems (AS) and egress point into larger packets 
for transmission across the domain. Critically, the design of 
jumbo frame functions on a domain-wise scale, instead of end-
to-end; the external entities (other domains and end hosts) are 
unaware that any conversion took place. The overall jumbo 
frame shown in Figure 1:                                                                    

Figure 1.  Jumbo Frame Structure                                        

The description of the structure as shown in Figure 1 is that 
when packets arrive at an ingress node to the domain, the 
ingress node and the packets are sorted into queues based upon 
their egress point of the network in their path that is obtained 
from the border gateway protocol (BGP) routing table [12].         
A jumbo frame Encapsulation Timer (JFET) is started for the 
queue. Packets that are being sent through the same egress 
point are combined into the same jumbo frame, subject to 
MTU; once the JFET for the queue has expired, the Jumbo 
Frame is released towards the next AS. The jumbo frame is 
routed through the core of the network, with the routing 
provided by using the standard routing mechanism of the 
network. The jumbo frame arrives at the egress node and the 
original packets are separated out, after which the original 
packets are forwarded onto their final destinations. There are 
two main benefits of using jumbo frame [1]. The first benefit is 
that jumbo frame lowers the number of packets that the core 
routers are responsible for processing, thus allowing better 
scaling for the network as line speeds increase. The second 
beneficial aspect of jumbo frame is that data is more efficiently 
transferred by reducing the number of physical layer headers 
used (due to a lower number of packets). 

A. Fast Packet Encapsulation 

The jumbo frame is structured to allow for efficient 
encapsulation, inspection, and de-capsulation [5]; packet 
overhead is minimal and is offset by the reduction in physical 
layer headers. The structure of the jumbo frame is shown in 
Figure 2 containing the following fields: 

 

 

 

 

 

 

 

 

                            

 

 

 

Figure 2. Jumbo Frame Structure 

The destination address of the jumbo frame is the same as 
the first packet stored in the jumbo frame. For a multiprotocol 
label switching (MPLS) network, the destination address is the 
MPLS address of the first packet stored in the group. This 
ensures proper routing for all packets as all encapsulated 
packets contained in the jumbo frame would arrive at the next 
correct AS in their path. The design of the jumbo frame allows 
the original packets to be de-capsulated with minimal effort 
while also keeping the overhead of the jumbo frame to a 
minimum. As shown, the overhead of the jumbo frame is         
6 + 4N bytes. However, the overhead is offset by the reduction 
in physical layer headers. The net cost (or benefit) of jumbo 
frame can be stated as:  

Equation 1: Cost = HIP + HJG + (N _ 4) − (Hp _ (N − 1))   (1)   

The cost of jumbo frame in the above equation comes from 
the size of the IP header (HIP), the jumbo frame header (HJG), 
and the number of encapsulated packets (N). The reduction in 
bandwidth comes from the reduction in physical headers 5 
(Hp). For example, if the network is an Ethernet network and 
two packets were encapsulated into a jumbo frame, then     HIP 
= 20, HJG = 6, N = 2,   Hp = 38, and the total cost would be −4 
bytes. In other words, 4 bytes of bandwidth would be 
conserved. 

B. Egress Shaping 

When the jumbo frame reaches its destination, the packets 
need to be de-capsulated and released to the next node on their 
path to the destination. If all the packets are released as soon as 
they are removed from the jumbo frame, this can lead to 
dropped packets at the client due to the receive buffer 
overflowing [2]. Hence packets are shaped at the egress 
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according to the differences in their arrival time (pQTime). In 
other words, if two packets arrive at the ingress node 4 ms 
apart, they are released from the egress node 4 ms apart. 

C. Active Queue Management (AQM) with Jumbo Frame   

The structure of the jumbo frame allows active queue 
management AQM scheme techniques and methods are an 
important type of technology with aims to improve the 
utilization of the network [4] and [8]. While jumbo frame can 
be combined with AQM techniques and methods, this allows 
the combination between the jumbo frame and AQM 
techniques and methods to solve many problems in jumbo 
frame networks, and also enhance the efficiency and scalability 
of jumbo frame network by decreasing the packet loss and end 
to end delay, reducing the overhead and increasing throughput 
for jumbo frame networks to perform optimally, RED is one of 
the AQM methods that work with jumbo frame [4] and [8], for 
preventing the gateway router from becoming full and ensuring 
that jumbo frame can transmit to the destinations.  

In [6] and [11], two different methods that RED queues can 
use to determine the queue utilization are presented. The first is 
through the number of packets in the queue and the second is to 
determine queue utilization by number of bytes in the queue. 
RED detect the congestion in jumbo frame networks, and 
decrease the congestion of overflow by randomly drop whole 
jumbo frame, RED treat jumbo frame as a one big packet, so 
when the drop occur RED will used the same drop operation 
with standard packet. 

D. Random Early Detection (RED) and Drop from Front 

Random early detection (RED) Algorithm was first 
proposed by [6]. This discipline maintains a moving average of 
the queue length to manage congestion. If this moving average 
of the queue length lies between a minimum threshold value 
and a maximum threshold value, then the packet is either 
marked or dropped with a probability. If the moving average of 
the queue length is greater than or equal to the maximum 
threshold then the packet is dropped. Even though it tries to 
avoid global synchronization and has the ability to 
accommodate transient bursts, in order to be efficient RED 
must have sufficient buffer spaces and must be correctly 
parameterized. In contrast, RED algorithm uses packet loss and 
link utilization to manage congestion. RED gateways can be 
useful in gateways with a range of packet-scheduling and 
packet-dropping algorithms. For example, RED congestion 
control mechanisms could be implemented in gateways with 
drop preference, where packets are marked as either essential 
or optional, and optional packets are dropped first when the 
queue exceeds a certain size. Similarly, for the example of a 
gateway with separate queues for real time and non-real time 
traffic, RED congestion control mechanisms could be applied 
to the queue for one of these traffic classes. 

The RED congestion control mechanisms monitor the 
average queue size for each output queue, and by using 
randomization chooses connections to notify of that congestion. 
Transient congestion is accommodated by a temporary increase 
in the queue. Longer-lived congestion is reflected by an 
increase in the computed average queue size, and results in 
randomized feedback to some of the connections to decrease 
their windows. The probability that a connection is notified of 

congestion is proportional to that connection’s share of the 
throughput through the gateway. In addition, gateways 
detecting congestion before the queue overflows are not limited 
to packet drops as the method for notifying connections of 
congestion. RED gateways can mark a packet by dropping it at 
the gateway or by setting a bit in the packet header, depending 
on the transport protocol. When the average queue size exceeds 
a maximum threshold, the RED gateway marks every packet 
that arrives at the gateway. If RED gateways mark packets by 
dropping them, rather than by setting a bit in the packet header, 
then the RED gateway controls the average queue size even in 
the absence of a cooperating transport protocol when the 
average queue size exceeds the maximum threshold. One 
advantage of a gateway congestion control mechanism is that it 
works with current transport protocols and does not require that 
all gateways in the internet use the same gateway congestion 
control mechanism; instead it could be deployed gradually in 
the current Internet. RED gateways are a simple mechanism for 
congestion avoidance that could be implemented gradually in 
current TCP/IP networks with no changes to transport 
protocols. 

Drop from front technique drops the head of the queue if 
the incoming packet sees the queue as full. With the drop from 
front policy that governs when a packet arrives to a full buffer, 
the arriving packet is allowed in, with space being created by 
discarding the packet at the front of the buffer. This shows that 
for networks using TCP, the Internet transport protocol, a drop 
from front policy results in better performance than is the case 
under tail dropping and its variations [10]. Drop from Front a 
partial solution to the problem of throughput collapse in 
networks where TCP represents a sizeable part of the load. 
Drop from Front can be used in conjunction with other 
strategies such as Partial Packet Discard. In [10], showed that 
moving to a drop from front strategy considerably improves 
performance and allows use of smaller buffers than is possible 
with tail drop. Drop from Front is also applicable to both the 
switch and routers. During congestion episodes when buffers 
are full, Drop from Front causes the destination to see missing 
packets in its received stream approximately one buffer drain 
time earlier than would be the case under tail drop. The sources 
correspondingly receive earlier duplicate acknowledgements, 
causing earlier reduction in window sizes. 

However, drop from front has the advantage that the switch 
and router does not need to maintain a table of drop 
probabilities and does not have to know the traffic type being 
carried. This is because drop from front also reduces latencies 
for successfully transmitted packets and hence is a sensible 
policy to use for delaying sensitive non-feedback controlled 
traffic as well. This reduction in latency has been described by 
[15], who considered a “drop from front” scheme for a very 
different problem where none of the sources were feedback 
controlled. They found that drop from Front resulted in shorter 
average delay in the buffer for eventually transmitted packets 
and recommended its use for time-constrained traffic. 

III. METHODOLOGY AND RESULTS 

Modified random early detection (MRED): a RED queue is 
an important technique that aims to improve the utilisation of 
the network and remove the synchronisation that tends to occur 
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with TCP flows when the network becomes congested. There 
are two different methods that RED queues can use to 
determine the queue utilisation. The first method is to simply 
use the number of packets, while the second is to use the 
number of bytes consumed in order to determine queue 
utilisation. The second method has more overhead, however, it 
allows for smaller packets to be favoured over larger packets. 
This effectively gives priority (less chance to be dropped) to 
smaller packets (eg.TCP acknowledgments). In jumbo frame 
networks if RED is not modified in any way, jumbo frame will 
be treated the same as any other packet. This behaviour is not 
advantageous as a jumbo frame has the same percent chance to 
be dropped as does any other packet. However, any time a 
jumbo frame is dropped, all encapsulated packets are lost. 
Because multiple packets are lost, this can result in poor TCP 
performance, as packets from the flow can be dropped, thus 
resulting in a greater than desired reduction of traffic.  

MRED will start to calculate the new average queue size 
and the time for the new flows that coming to the queue and 
MRED will do compression between the number of jumbo 
frames and the capacity of the queue and check if the capacity 
of queue are enough to receive new flows or not. If the queue 
has enough space for all flows then MRED will allow all 
jumbo frames to queue up for forwarding out to the different 
destinations. However if the capacity is not enough, there is a 
congestion over flow problem that will happen in this queue, 
all that will be calculated based on the MRED detection 
mechanism. In this case MRED will do the calculation for each 
jumbo frame for probabilities drop. From here MRED will 
check the header of jumbo frame and will exactly check and 
compare two of fields inside the header. It will check the 
average length of each jumbo frame to calculate out the 
percentage of jumbo frame packets to distinguish that jumbo 
frame is not like any normal packet (this is because the average 
length size is high), MRED will also check the number of 
packets which encapsulated within the field header to verify 
there are encapsulation packets inside. Here MRED will only 
work with the average length and the number of packets that 
encapsulated within jumbo frame and will not work with the 
header of capsule frame.  

After that, MRED will register out all of the information 
from the header for each jumbo frame encapsulation; then 
based on the percentage of packets that have been 
encapsulated, MRED will mark jumbo frame for drop sub 
packets inside, the percentage of packets that will drop are 
different from jumbo frame to another that are in the same 
flows. This calculation is based on the percentage of upper and 
lower bounds for each jumbo frame with the packets 
encapsulate, in which this calculation based on specific 
mathematical formulas. MRED will compare the percentage of 
packets inside each of jumbo frame with average queue size for 
the queue of router. Then MRED will decide the percentage of 
packets dropped from each of jumbo frame, to make the 
average queue size stable between them and during the 
congestion overflow time, and to reduce losing the whole 
encapsulation of jumbo frame but for only subs of packets. The 
marking operation of MRED for jumbo frame and the packets 
inside are related with time that sets for each jumbo frame, 
after that the probability marking drop will be set.   

In this work MRED are combined with DDF, so based on 
this mechanism it will only mark the jumbo frame at the head 
of queue and the packets at the head of those jumbo frames. 
MRED will distribute the drop marking operation with the 
different jumbo frames to reduce the congestion and to let some 
of the packets inside those encapsulations left within without 
dropping it whole. This mechanism will reduce losing the 
whole packets inside each jumbo frame at the same flow; 
Figure 3 shows the diagram of MRED operation structure.  

 

Figure 3. MRED operation structure  

Developed drop front (DDF): development drop front 
mechanism is combined with modified RED for the steps of the 
packets drop in jumbo frame networks. After MRED has 
marked the jumbo frame that needs to be drop inside it, by 
calculating the upper and lower bounds for the encapsulations 
based on the percentage of jumbo frame encapsulations. When 
the MRED marked jumbo frames for dropping process, only 
the sub packets inside the jumbo frame will be dropped; the 
marked sub packets inside jumbo frame encapsulation will be 
done in the head of encapsulation frame, based on the 
mechanism of DDF which combines with MRED, so there are 
no random packets dropped inside jumbo frame. DDF will wait 
until the processing time finishes for the MRED with all the 
flow packets, then the time for DDF operation will start; DDF 
checks how many encapsulated for jumbo frame that marked 
by MRED, based on the percentage for each jumbo frame 
inside the queue. After checking the numbers of marked jumbo 
frames, DDF calculates the sub packets that are marked for 
drop by MRED inside each marked encapsulation. 
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DDF will set new time differently with time that was set 
before by MRED for each encapsulate frame that has been 
marked by MRED to do drops operation. Each marked jumbo 
frame has its own time drop packets. This time is set based on 
how many packets that are marked to drop each sub packets’ 
time that have been marked to drop for this operation. There is 
a delay time for packet drop from one packet to another and 
this time will be calculated and set for the total drop operation 
time for the whole jumbo frame and each jumbo frame have 
different time with other. The drop operation starts with the 
first jumbo frame in the head of queue that was marked for 
drop operation. Inside this marked encapsulation sub packets 
drop operation will start with the first packet in the jumbo 
frame encapsulation that has been marked to drop. The DDF 
operation will start to drop packets by packets inside each 
jumbo frame encapsulation, and the packets drop will set in 
sequence number of router queue for each jumbo frames. Then 
it will send notification to the source for retransmitting the loss 
packets. In this operation, not all the encapsulation of jumbo 
frame is lost and the drop operation for the sub packets did not 
happen randomly but only from the front of jumbo frame, 
Figure 4 shows the DDF operation. 

  

Figure 4. DDF operation 

DDF allows the possibility of dropping partial packets 
without significant overhead. Firstly DDF looks at the number 
of packets stored in the jumbo frame encapsulations. Once the 
number of packets to be dropped is decided, the packets will 
removed from the head of the jumbo frame. The length of 
jumbo frame is shortened by the lengths of the packets that are 
to be removed and their lengths in the jumbo frame header are 
set to zero. The number of packets field for each jumbo frame 
got marked to drop sub packets will not be modified, and also 
the average length field in header will not be modified. This is 
due to the need for correct parsing at the egress router and the 
need for simplicity in modifying the packets in flight. 
Removing the lengths that are zeroed out is not a desirable 
option because multiple memory copies would have occur 
before the packet could be forwarded. So here jumbo frame 
will forward out without restructuring the sequencing of 
packets that were encapsulated, only the number of packets and 
average length fields in the jumbo frame header are not 
modified, DDF will set zero at jumbo frame header instead 
each packet has been dropped directly and one by one based on 

the time has been set for each jumbo frame marked and for 
each packets inside need to be dropped to remove the 
restructure operation, Figure 5 shows the average length of 
packets after drop operation inside jumbo frame header.. After 
that jumbo frame will de-encapsulate the rest packets to the 
destination address by the egress operation. DDF eliminates the 
random marked jumbo frame and dropped the packets inside 
encapsulation. However, if the packets are able to be removed 
randomly by MRED in jumbo frame, the complexity of the 
partial drop would substantially increase. The increase in 
complexity is from performing an MRED calculation on each 
encapsulated and from memory move operations needed to 
close the gaps in the jumbo frame after drop sub packets in 
different places in the encapsulation. DDF eliminates the 
restructure operation for each jumbo frame; all that will 
decrease the overhead in jumbo frame networks. 

 

Figure 5. The average length of packets inside jumbo frame header after 

packets drop 

A. Simulation Setup    

The simulations presented here illustrate MRED with DDF 
well-understood dynamic of the average queue size varying 
with the congestion level, resulting from MRED with DDF and 
normal RED with tail drop fixed mapping from the average 
queue size to the packet dropping probability and the 
percentage of throughput. These simulations focus on the 
transition period from one level of congestion to another. 

These simulations used a simple dumbbell topology with 6 
nodes, the congested link of 1.5Mbps. The buffer 
accommodates 20 packets, which, for 3000 byte packet size 
and MTU 3000 byte, corresponds to a queuing delay of 0.28 
seconds. In all of the simulations, weight of queue  is set as a 
default in NS-2 to 0.0027, the choice of Wq determines the 
queue weight of the averaging for the average queue size, if 
Wq is too law, then the estimated average queue size is 
probably responding too slowly to transient congestion, if 
���� it too high, then the estimated average queue size is too 
closely tracks the instantaneous queue size, MINth is set to 5 
packets, the setting for MINth depends on exactly what the 
desired tradeoffs is at that router between low average delay 
and high link utilization. In the NS-2 MINth is set to a default 
of 5 packets because if MINth is set as small as one or two 
packets would only denied burstiness in the arrival process, and 
MAXth is set to 15 packets; there times more than MINth. 
Maximum value for the current marking of packet probability 
MAXp is constrained to remain within the range [0.01, 0.5] (or 
equivalently, [1%, 50%]), and the percentage of Jumbo Frame 
packets is 0.025, the average size of encapsulated packet is read 
from the Jumbo Frame header, not calculated at the router.  
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B. Simulation Scenario 

The first scenario is for the increased average queue size in 
congestion, which used for testing the proposed MRED with 
DDF and also for test normal RED with tail drop in jumbo 
frame networks, this scenario is focus for the increase the 
average queue size in router queue during the congestion over 
flows at the transition period. The new flows are more than the 
buffer size capacity, the over flows burst in the specific 
simulation time, the average queue size has been increased 
because this over flows and been near or over the MAXth, so 
the congestion and packet drop happened, with decrease in 
throughput. This simulation is test the efficiency and scalability 
for the proposed MRED with DDF algorithm and compare the 
results with normal RED with tail drop results, for reduce the 
packet loss in and increase throughput with jumbo frames. 

C. Results for MRED with DDF an Increased in Congestion 

Scenario 

For this simulation scenario, the forward traffic consists of 
two long-lived TCP flows, and the reverse traffic consists of 
one long-lived TCP flow. At 25 seconds time, there are 20 new 
flows started, one every 0.1 seconds, each with a maximum 
window of 20 jumbo frames. This is not intended to model a 
realistic load, but simply to illustrate the effect of a sharp with 
the average queue size changing as a function of the packet 
drop rate.  However after roughly 10 seconds, and because of 
the new 20 flows of jumbo frames the congestion happened, 
the algorithm of MRED detected the congestion and started to 
calculate the average queue size in the overflow time,  MRED 
marked packets inside jumbo frames by put the drop 
probability first, and then mark sub packets inside jumbo 
frames  at the head of queue  and at the head of jumbo frames 
to decrease the congestion and then the drop will be done at the 
head of those jumbo frames by DDF without changing the 
length of information inside the header for each jumbo frames 
marked for drop. Here MRED with DDF has brought the 
average queue size back down to the range, between (6 – 7 
packets). That means the proposed algorithm makes the 
average queue size away from the MAXth by making the 
probability of the packet drop less (MINth ≤ avg < MAXth).  

The simulations with MRED with DDF have a higher 
throughput with smaller packet loss (drop), at the first half part 
of simulation, the throughput percentage is 42.45% and the 
packet drop is 0.69%. In the end of simulation scenario, the 
throughput becomes 91.7% and packet drop 8.24%. Figure 6 
shows the MRED with DDF an increase in average queue size 
in congestion, the green trend represents the instantaneous 
change of queue length and the red trend shows the average 
queue size. 

D. Result for Normal RED with Tail Drop an Increased in           

Congestion Scenrio 

For this scenario simulation, it used the same simulation 
with MRED and DDF but with normal RED and tail drop 
instead. There are also at 25 seconds time where there are 20 
new flows start, one for every 0.1 seconds, and each with a 
maximum window of 20 jumbo frames. In Figure 7 the graph 
illustrates normal RED with tail drop, with the average queue 
size changing as a function of the packet drop rate. With 20 
new jumbo frames flow, congestion happened and packet 

dropped, because RED detected congestion and the RED 
algorithm dropped marked jumbo frames totally by tail drop at 
the tail of queue only. The packet drop rate changes from 
0.90% with throughput 41.06% over the first half of the 
simulation, to 8.50% with the throughput 90.20% over the 
second half of simulation That means the average queue size 
here is become near to MAXth because of the algorithm for 
normal RED with drop tail did not reduce the number of 
packets that dropped during the congestion time. Due for that 
reason, the average queue size has been increased and the 
throughput has been decreased. Figure 7 shows the normal 
RED with tail drop with an increase in congestion, here can be 
noticed that at 25 second during the congestion the trend of 
average queue size increases and almost near with MAXth 
which means more packet drop happened. 

 
Figure 6. MRED with DDF with an increase avg in congestion  

 
Figure 7. Normal RED with tail drop with an increase avg in congestion 

E.  Results Comparision 

Four scenarios were compared in this study, starting from 
results for MRED with DDF with an increase of average queue 
size in congestion compared with results for normal RED with 
tail drop with an increase in congestion too; results for MRED 
with DDF with a decrease of average queue size in congestion 
compared with results for normal RED with tail drop with a 
decrease in congestion also. All those comparisons are based 
on the simulation metrics packet drop and throughput. 
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It can be observe in Figure 8 and 9 the comparison between 
the results for MRED with DDF and normal RED with tail 
drop in the same scenario with an increased of average queue 
size during the congestion. It has shown at the end of 
simulation lower percentage packet drop decrement 26% when 
used RED with DDF than in normal RED with tail drop, and 
throughput increment 1.56% when used with MRED with DDF 
than in normal RED with tail drop; it can be observed that 
when there are over flow in the queue the MRED with DDF 
makes the average queue size lower than MAXth by decreasing 
drop of jumbo frame encapsulation and just drop packets inside 
jumbo frame encapsulation during over flow in queue and 
increases the throughput. This means the proposed MRED with 
DDF technique achieved the objectives for decreasing the 
packet drop and increases the throughput with jumbo frame, 
which will be led to enhance the scalability and efficiency of 
jumbo frame networks. 

 

Figure 8. Packet drop rate between MRED with DDF and RED with                         

tail drop in increase of congestion 

 

Figure 9. Throughput rate between MRED with DDF and RED wih                                                                                          

tail drop in increase of congestion 

IV. CONCLUSION 

This work has been proposed new scheme in AQM with 
jumbo frame networks, by combined modified random early 
detection MRED with developed drop front DDF. The 
proposed algorithm help to reduce the packet loss in jumbo 
frame networks, and increase the throughput, by reduce the 
overhead and enhance the scalability and efficiency for jumbo 
frame networks. The proposed algorithm has been 
implemented by NS2 simulator, it have achieved the best 
results for reducing the packet loss at queue and increase 
throughput in jumbo frame environments when it compared 
with a result for applying the normal RED combined with drop 
tail technique in jumbo frame environments with the same 
metrics.  
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Abstract— In this paper, a new technique for cross layer design, 

based on present Eb/N0 (bit energy per noise density) ratio of the 

connections and target values of the Quality of Service (QoS) 

information parameters from MAC layer, is proposed to 

dynamically select the Modulation and Coding Scheme (MCS) at 

the PHY layer for WiMAX Broadband Wireless Access (BWA) 

networks. The QoS information parameter includes New 

Connection Blocking Probability (NCBP), Hand off Connection 

Dropping Probability (HCDP) and Connection Outage 

Probability (COP). In addition, a Signal to Interference plus 

Noise Ratio (SINR) based Call Admission Control (CAC) 

algorithm and Queue based Scheduling algorithm are integrated 

for the cross layer design. An analytical model using the 

Continuous Time Markov Chain (CTMC) is developed for 

performance evaluation of the algorithms under various MCS. 

The effect of Eb/No is observed for QoS information parameters 

in order to determine its optimum range. Simulation results show 

that the integrated CAC and packet Scheduling model maximizes 

the bandwidth utilization and fair allocation of the system 

resources for all types of MCS and guarantees the QoS to the 
connections. 

Keywords- Cross layer QoS support architecture; SINR based CAC 

algorithm; Queue based Scheduling algorithm; Adaptive 
Modulation and Coding; WiMAX BWA networks. 

I. INTRODUCTION  

Successful delivery of real-time multimedia traffic over the 
IP based networks, like Internet is a challenging task because of 
the strict requirement of Quality-of-Service (QoS). Traditional 
IP based best effort service will be unable to fully meet all the 
stringent requirements. The time-varying nature of channels 
along with the resource constrained devices associated with 
wireless networks make the problem even more complicated. 
In wireless networks in contrast to wired networks, the channel 
impairments vary rapidly due to the fluctuation of channel 
conditions even when the transmitter and receiver are 
stationary. It is, therefore, desirable to adjust the transmitted 
power, type of modulation and data rate to match the channel 
condition dynamically in the best possible manner in order to 
support the highest possible channel capacity even under the 
worst case condition of the channel. To make it feasible, the 
cross layer design for wireless multimedia communication 
networks has gained significant popularity in the research 
community [1]. In cross layer design, the challenges from the 

physical wireless medium and the associated QoS demands for 
the relevant applications are taken into consideration so that the 
rate, power, and coding at the physical layer can adapt 
dynamically to meet the stringent requirements of the 
applications under the current channel and network conditions.  

The ever-increasing wireless traffic is a conglomeration of 
various real-time traffic such as voice, multimedia 
teleconferencing, games and data traffic such as WWW 
browsing, messaging and file transfers etc. All these 
applications require widely varying and diverse QoS 
guarantees for different types of traffic. Next generation 
wireless networks such as WiMAX (Worldwide 
Interoperability for Microwave Access) or IEEE 802.16 [2] 
have different types of services with varied QoS requirements, 
but the IEEE 802.16 has not yet defined the standards for QoS 
guarantees. Wireless channels suffer from bandwidth 
limitation, fluctuations of the available bandwidth, packet loss, 
delay and jitter. Real-time media such as video and audio is 
highly delay sensitive but Non-real time media such as web 
data is comparatively less delay sensitive but both types require 
reliable data transmission. Some advanced techniques such as 
Orthogonal Frequency Division Multiple Access (OFDMA) 
[3], Adaptive Modulation and Coding (AMC) [4-6] and wide 
variety of protocols and standards [7] are used to combat the 
challenges for stringent QoS requirement in wireless networks. 
Also, the mobile devices are power constrained. Maintaining 
good channel quality in one side and minimizing average 
power consumption for processing and communication on the 
other are two very conflicting requirements. Receivers in 
multimedia delivery systems are quite different in terms of 
latency requirements, visual quality requirements, processing 
capabilities, power limitations, and bandwidth constraints. In 
view of the above constraints, a strict modularity and protocol 
layer independence of the traditional TCP/IP or OSI stack will 
lead to a sub-optimal performance of applications over IP 
based wireless networks [8]. For optimization, we require 
suitable protocol architectures that would modify the reference-
layered stack by allowing direct communication between the 
protocols at non-adjacent layers or sharing of the state variables 
across different layers to achieve better performance. The 
objective of a cross layer design is to actively exploit this 
possible dependence between the protocol layers to achieve 
performance gains. Basically, a cross layer design involves 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 3, No. 1, 2012 

77 | P a g e  
www.ijacsa.thesai.org 

feedback received from other layers to optimize the relevant 
parameters in the current layer to achieve the optimum 
performance. Although the cross layer design is an evolving 
area of research, considerable amount of work has already been 
done in this area [1]. 

In this paper, information from the MAC layer is used to 
optimize the parameter at PHY layer. Among several 
alternatives, the IEEE 802.16 PHY layer standard realizes the 
usage of Orthogonal Frequency Division Multiplexing 
(OFDM) in order to mitigate the adverse effects of frequency 
selective multi-path fading and to efficiently contrast Inter-
Symbol and Inter Carrier Interferences (ISI and ICI) [9]. In 
addition, PHY layer also supports variable channel bandwidth, 
different FFT sizes, multiple cyclic prefix times and different 
modulation schemes such as QPSK, 16QAM and 64QAM with 
convolutional encoding at various coding rates [10]. On the 
other hand, Call Admission Control (CAC) mechanism [11-19] 
and Scheduling mechanism [17-23] are the important wings of 
WiMAX QoS framework at MAC layer. A CAC algorithm at 
base station (BS) will admit a subscriber station (SS) into the 
network if the BS ensures the minimum QoS requirement of 
the SS without degrading the existing QoS of other SSs in the 
network.  

Providing CAC in IEEE 802.16 BWA networks guarantees 
the necessary QoS of different types of connections and at the 
same time decreases the Blocking Probability (BP) [13], 
Dropping Probability (DP) [14] and Outage Probability (OP) 
[24] for all types of connections. These QoS parameters can be 
used as feedback information to the PHY layer in order to 
select an appropriate Modulation and Coding Scheme (MCS) 
for better network performance. Again, scheduling algorithm at 
SS will distribute the bandwidth of the selected MCS among 
the real-time and the non-real-time traffic, based on the type of 
users in the network and their QoS requirements. Scheduling in 
the uplink direction is tedious because of required bandwidth 
request, bandwidth grant and transmission of data of each flow 
which affect the real-time application due to large Round Trip 
Delay (RTD) [25, 26].  

The scheduling algorithm involves in fair allocation of the 
bandwidth among the users, determining their transmission 
order and enhancement of bandwidth utilization. Fairness refers 
to the equal allocation of network resources among the various 
users operating in both good and bad channel states. In this 
paper, fairness has been quantified using Jain’s Fairness Index 
[27].  

A.  Background literature 

A significant number of proposals on cross layer designs 
have been found in recent literature. Many of them refer to 
feedback mechanisms between the PHY and MAC layers.  In 
[28] authors have introduced a cross layer approach for 
calculating the QoS indicators (blocking rates, download time 
and bit error rates) taking into account the PHY layer 
conditions (modulation and coding, propagation and MIMO), 
the MAC layer radio resource management algorithms and the 
higher layer traffic characteristics. Authors have also 
considered different admission control schemes and studied the 
impact of adaptive modulation and coding on the performance 
of elastic traffic. But no packet scheduling algorithms for fair 

allocation of bandwidth among the traffic sources have been 
considered. Also optimum range of Signal to Noise Ratio 
(SNR) for adaptive MCS in the networks has not been 
determined. 

A framework of memory less scheduling policies based on 
channel quality states, buffer occupancy states and 
retransmission number states has been provided in [29]. The 
scheduling policies combine AMC (Adaptive Modulation and 
Coding) and ARQ (Automatic Repeat Request) in a cross layer 
fashion that produces a good throughput performance with 
reduced average delay. However, the authors have not 
considered any CAC algorithm for connection management in 
the networks.  

Similar to [29], [30] proposes a scheduling algorithm only 
at the MAC layer for multiple connections with diverse QoS 
requirements, where each connection employs AMC scheme at 
the PHY layer over wireless fading channels. A priority 
function is defined for each connection admitted in the system, 
which is updated dynamically depending on the wireless 
channel quality, QoS satisfaction, and services across all layers. 
The connection with highest priority is scheduled at each time. 
At the MAC layer, each connection belongs to a single service 
class and is associated with a set of QoS parameters that 
quantify its characteristics. 

A cross layer optimization mechanism for multimedia 
traffic over IEEE 802.16 BWA networks has been proposed in 
[31, 32].The main functionality of the cross layer optimization 
mechanism resides at the BS part. The authors have used a 
decision algorithm at the BS part that relies on the values of 
two major QoS parameters, i.e., the packet loss rate and the 
mean delay. These QoS parameters activate proper adjustment 
of the modulation and/or the media coding rate, aiming at 
improving QoS and system throughput. However, this paper 
has not considered proper CAC and scheduling mechanisms for 
the delay sensitive real-time traffic flow at MAC layer. The 
authors have also not evaluated the optimum range of SNR in 
order to uniformly control modulation and data encoding rates.   

A cross layer scheduler that employs AMC scheme at the 
PHY layer, according to the SNR on wireless fading channels 
has been described in [33]. The authors have defined cost 
function for each kind of multimedia connections based on its 
service status, throughput or deadline in MAC layer to achieve 
an optimum tradeoff between the throughput and fairness. 
Though the authors have included a suitable scheduling 
algorithm at the MAC layer but the authors have not considered 
any CAC algorithm.  

[34] proposes a cross layer optimization architecture for 
WiMAX system. It consists of a Cross layer Optimizer (CLO), 
which acts as an interface between MAC and PHY layers. The 
CLO gathers and optimizes the parameters from both layers to 
achieve optimum performance gain. The CLO gets the channel 
condition information from the PHY layer and bandwidth 
requests and queue length information from the MAC layer so 
that it can switch to different burst profile for different 
modulation and coding schemes. In this case also, the authors 
have not specified proper CAC and scheduling mechanism at 
the MAC layer. Moreover, no optimum range of SNR has been 
taken into account in CLO while switching to different MCS.   
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Another cross layer approach as provided in [3], analyses 
several QoS parameters that include the bit rate and the bit 
error rate (BER) in the PHY layer, and packet average 
throughput/delay and packet maximum delay in the link layer. 
Authors show that dynamic OFDMA has a stronger potential to 
support multimedia transmission than dynamic OFDM-TDMA. 
Authors have taken care of proper scheduling, throughput and 
delay guarantee of traffic flows ignoring the CAC mechanism 
at MAC layer.  

[4] describes a polling based uplink scheduling schemes for 
TCP based applications in a multipoint to-point fixed 
broadband IEEE 802.16 BWA network. This scheme adapts 
the transmission rates between the SSs and the BS dynamically 
using adaptive modulation technique. With adaptive 
modulation, the uplink scheduling algorithm helps to achieve 
higher data transmission rate, fairness in slot assignment and in 
the amount of data transmission.  

B.  Contribution 

The novelty of our work focuses on the dynamic selection 
of MCS based on Eb/N0 ratio of the concerned connections and 
relevant feedback information obtained from the MAC layer in 
terms of New Connection Blocking Probability (NCBP), Hand 
off Connection Dropping Probability (HCDP) and Connection 
Outage Probability (COP) to employ the most appropriate 
MCS in the network. The target values of the feedback 
information changes the selection of modulation and coding 
rate dynamically based on optimum range of Eb/N0 ratio of the 
connections to enable a flexible use of the network resources. 
The effect of Eb/N0 ratio has been observed on NCBP, HCDP 
and COP for all the relevant connection types under various 
MCS by means of exhaustive simulation. The simulation 
results help to determine the optimum range of Eb/N0 ratio for 
all the connections with appropriate MCS. It has been observed 
that the integrated CAC and Scheduling algorithm maximizes 
the utilization and fair allocation of the system resources for all 
types of MCS and provide better QoS support with reduced 
NCBP, HCDP and COP in the IEEE 802.16 BWA networks.  

Since there is also a possibility that the wireless channel 
deteriorates or becomes unavailable at certain instant of time, 
the CAC and scheduling algorithms at the MAC layer, which 
has been left undefined in the standard, can get proper 
knowledge of the channel condition, in terms of SINR of the 
connections. Thereby, only the connection with a good channel 
condition is admitted and scheduled for transmission to achieve 
more gain in bandwidth utilization and fairness index. 

An analytical model based on Continuous Time Markov 
Chain (CTMC) [35] is developed for the more realistic analysis 
of QoS parameters for the performance evaluation of IEEE 
802.16 Broadband Wireless Access (BWA) Networks. As the 
Markov Chain basically involves state transition analysis, the 
probabilities for getting admission without degradation of QoS 
for both real as well as non-real time services is accurately 
analysed at the state level. 

The remainder of the paper is organized as follows: Section 
II discusses System models. In addition to it, cross layer 
architecture and a joint algorithm for SINR based CAC and 
Queue based scheduling are proposed. Detailed description of 

the analytical model of proposed SINR based CAC algorithm is 
given in Section III. Section IV sets the parameter for 
performance evaluation. Section V shows QoS performance 
results numerically for different MCS. Finally, Section VI 
concludes the paper. 

II. SYSTEM MODEL AND CROSS LAYER ARCHITECTURE 

To accommodate a wide variety of applications, WiMAX 
defines five scheduling services that should be supported by the 
BS MAC scheduler for data transport. Four service types are 
defined in IEEE 802.16d-2004 (Fixed) standard [12], which 
includes UGS (Unsolicited Grant Service), rtPS (Real-time 
Polling Service), nrtPS (Non Real-time Polling Service), and 
BE (Best Effort). In addition, one more service i.e. ertPS 
(Extended Real-time Polling Service) is defined in IEEE 
802.16e-2005 (Mobile) standard [14]. The UGS is designed to 
support real-time service flow that generates fixed-size data 
periodically, such as T1/E1 and VoIP without silence 
suppression. On the other hand, the rtPS supports the same with 
variable data size, such as video streaming services. Similarly, 
the nrtPS deals with FTP. The BE and ertPS perform tasks 
related to e-mail and VoIP respectively. The guaranteed delay 
aspect is taken utmost care in video streaming and VoIP. In the 
mobile WiMAX environment, the handover procedure begins 
as soon as the mobile SS moves into the service range of 
another BS. The relevant QoS parameters specified in the 
standard are Maximum Sustained Traffic Rate (MSTR), 
Minimum Reserved Traffic Rate (MRTR), Maximum Latency 
(ML), Tolerated Jitter (TJ) and Request/Transmission Policy. 
The Service Flow Identifier (SFID), Connection Identifier 
(CID) and traffic priority are mandatory for all QoS classes 
[10]. 

A. PHY Layer Model 

IEEE 802.16 specifies multiple PHY specifications 
including Single Carrier (SC), SCa, OFDM and OFDMA. 
Among the several alternatives, we consider only OFDMA in 
the PHY802.16 layer for the cross layer design because of its 
limited interference in the network [9]. OFDMA is similar to 
OFDM using multiple sub-carriers to transmit data. However, 
while OFDM uses all available sub-carriers in each 
transmission, different sub-carriers could be arranged to 
different subscribers in downlink and each transmission could 
use the available sub-carriers in uplink in OFDMA.  

We consider 802.16 PHY layer to be supported with 
variable channel bandwidth, different FFT sizes, multiple 
cyclic prefix time and different modulation schemes such as 
QPSK, 16QAM and 64QAM with convolutional encoding at 
various coding rates. The raw data rates of the OFDMA are 
functions of several parameters such as channel bandwidths, 
FFT size, sampling factor, cyclic prefix time, modulation 
scheme, encoding scheme and coding rate. It can be up to 70 
Mbps by using high-grade modulation scheme with other 
suitable parameters [10, 36]. For proper design of PHY layer 
with MCS, we first observe the effect of all the said parameters 
in terms of raw data rate and spectrum efficiency. 

In [36], a method of calculating raw data rate and OFDM 
symbol duration for different MCS is given. In this paper, we 
also derive a relevant term, spectrum efficiency (the alternative 
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term bandwidth efficiency is also frequently used), being 
defined [37] as the transmitted bit per second per Hertz 
(b/s/Hz). This normalized quantity is a valuable system 
parameter. For instance, if data are transmitted at a rate of 1 
Mbps in a 0.6 MHz wide baseband system, the spectral 
efficiency is 1 Mb/s/0.6 MHz, or 1.67 b/s/Hz. In this paper, 
spectral efficiency is evaluated as the ratio of raw data rate to 
the channel bandwidth as determined by the particular MCS in 
IEEE 802.16 BWA network. The calculation for the above 
parameters is given below.  Let, ‘R’ be the raw data rate; 

                             c/T*b*NR 
                                    (1) 

where: 

N = Number of used sub-carriers 

b = Number of bits per modulation symbol 

c = Coding rate 

T = OFDM symbol duration 

The value of ‘N’ is a function of the FFT size. Table I lists 
the values of ‘N’ for different FFT sizes. 

TABLE I.  NUMBER OF USED SUB-CARRIERS AS A FUNCTION OF FFT SIZE 

[36] 

 

 

 

 

 

 
The OFDM symbol duration is obtained by using the 

following formulae [36]:  

Bandwidth  Channel *factor  Sampling = Fs                      (2) 

Fs / FFT_size = Tb
                                                                (3)

 

 Tb *G  = Tg
                                                                          (4)

 

  Tg + Tb = T
                                                                       (5)

 

where: 

Fs = Sampling frequency 

Tb = Useful symbol time 

Tg = Cyclic prefix time 

G = Cyclic prefix   

T = OFDM symbol duration 

Sampling-Factor is set to 8/7, ‘G’ is varied as 1/32, 1/16, 
1/8 and 1/4 and coding rates used are 1/2, 2/3, and 3/4. These 
are the standard values specified in WiMAX [36]. 

Based on the given values of Sampling-Factor, Channel 
bandwidth and ‘G’, the OFDM symbol duration ‘T’ is 
computed by using equations (2) to (5). Raw data rates can be 
computed using equation (1). We compute raw data rate and 
spectrum efficiency for different Cyclic Prefix, modulation 
schemes and coding rates, using FFT_size = 2048 and channel 
bandwidth= 20 MHz and the computed results are shown in 
Table II. From Table II, it is observed that raw data rate and 
spectrum efficiency are maximum when cyclic prefix G =1/32 
(i.e. Minimum value of G) which is obvious because this value 
of G causes lower time spread of the signal which results in the 
larger data rate and hence provides maximum spectrum 
efficiency.   

B. Medium Access Control (MAC) Layer Model 

We consider SINR based CAC algorithm for BS and Queue 
based Scheduling algorithm for SS in the WiMAX MAC layer 
for the design of cross layer model. The terminologies used in 
this section are given in Table III. We make the following 
assumptions in our proposed algorithm.  

1) ertPS connection requests are considered to be same 

as rtPS connections, because both connections have 

the same QoS parameters and differ only by the way 

of Request/Transmission policy.  

2) BE connections are not considered in our CAC 

scheme, because they are designed to support best 

effort flows which do not need any QoS guarantees.  

3) The connections of the similar service types have 

same QoS parameter values. 

TABLE II.   LIST OF DATA RATES AND SPECTRUM EFFICIENCY FOR DIFFERENT MCS AND CYCLIC PREFIX

Modulation 

Type 

Coding 

Rate 

Cyclic Prefix=1/32 Cyclic Prefix=1/16 Cyclic Prefix=1/8 Cyclic Prefix=1/4 

Raw data 

rate 

(Mbps) 

Spectrum 

Efficiency 

Raw data 

rate 

(Mbps) 

Spectrum 

Efficiency 

Raw data 

rate 

(Mbps) 

Spectrum 

Efficiency 

Raw data 

rate 

(Mbps) 

Spectrum 

Efficiency 

QPSK 1/2 15.5844 0.7792 15.1261 0.7563 14.2857 0.7143 12.8571 0.6429 

QPSK 3/4 23.3766 1.1688 22.6891 1.1345 21.4286 1.0714 19.2857 0.9643 

16QAM 1/2 31.1688 1.5584 30.2521 1.5126 28.5714 1.4286 25.7143 1.2857 

16QAM 3/4 46.7532 2.3377 45.3782 2.2689 42.8571 2.1429 38.5714 1.9286 

64QAM 1/2 46.7532 2.3377 45.3782 2.2689 42.8571 2.1429 38.5714 1.9286 

64QAM 2/3 62.3377 3.1169 60.5942 3.0252 57.1429 2.8571 51.4286 2.5714 

64QAM 3/4 70.1299 3.5065 68.0672 3.4034 64.2857 3.2143 57.8571 2.8929 

  

FFT Size Number of Used Sub-carriers (N) 

2048 1440 

1024 720 

512 360 

128 72 
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GLOSSARY 

 

C. Description of the SINR based CAC algorithm 

In the proposed CAC mechanism, the QoS requirements 
under consideration are indicated by SINR value, transmission 
delay and bandwidth availability of the connections. The 
proposed CAC algorithm uses the Signal to Interference plus 
Noise Ratio (SINR) to check for the availability of enough 

OFDMA sub-carriers for the new connection request. When a 
new connection request arrives, the BS calculates the SINR 
threshold (SINRth) for the requesting connection. The BS then 
updates the measured SINRi for each connection type, with the 
assumption that requesting connection of service type ‘i’ is in 
the system by occupying an OFDMA sub-carrier. If the 
measured SINRi is greater than or equal to the corresponding 
SINRth, and the transmission delay requirement is guaranteed 
for every real time connection in the system and also the 
required bandwidth is available for the requesting connection, 
the connection is admitted into the system. However, if the 
former two conditions are satisfied but bandwidth availability 
is not met, the requesting connection is admitted in the system 
through adaptive bandwidth degradation. Otherwise, the 
connection request is rejected. The detail of CAC mechanism is 
shown in the Figure 1. 

D. Calculation of SINRth and SINRi  

The SINRth for the requesting connection should be 
determined in such a way so that the wireless transmission 
error remains below the acceptable threshold for the connection 
type ‘i’. To find SINRth, the effective bit rate of the requesting 
connection type is first determined. The effective bit rate is 
defined as the minimum bandwidth required by traffic source 
to meet the transmission error threshold. In this paper, we have 
considered that the effective bit rate of a connection type ‘i’, is 
its MRTR, as defined in the WiMAX standard. Hence, SINR 
threshold of a connection type ‘i’ can be calculated as given in 
equation (6).  

                    
)(*)(= SINR W

MRTR
iN

E
ith,

i

0

b                   (6) 

Let the requesting connection be the Cpth connection and 
the requesting connection’s traffic type be ‘i’ and the 
connections which are already admitted in the particular 

WiMAX cell is denoted by ‘Cj’, where 1≤ j≤ p-1 and j p. To 
find the effects of the requesting connection on all other 
admitted connections, the BS measures the total power ‘ψ’ 
received from all existing connections ‘Cj’  in the system. The 
received power from all existing connection acts as interference 
to the requesting connection. Let ‘Sj’ be the received power 
from the existing connection which acts as interference to the 
OFDMA sub-carrier of the requesting connection and ‘Si’ be 
the signal power of the ith type of the Cpth requesting 
connection in an OFDMA sub-carrier as shown in figure 2. 
Hence,  

                                           






1p

1j

jS

                              (7) 
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Figure 1.   Flow chart of proposed SINR based CAC algorithm for WiMAX BWA Networks 

 

 
Figure 2.   OFDMA sub-carriers in time and frequency domain 

Let SINRi be the new measured SINR for a connection 
when a new connection type ‘i’ wants to get admitted in the 
network and ‘η’ be the thermal noise in the network. SINRi is 
updated by the BS using equation (10) as derived below [10]. 
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Again  
Si


for a connection can be calculated as given in 

[37],                                                                                            
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Where ‘ri’ is the transmission data rate of ith connection type. 

Again  

S
1p

1j

j






 can be calculated using equation (9) for 

all connection type, 
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Where ‘ru’, ‘rr’ and  ‘rn’  are the bit rates  and ‘nu’, ‘nr’, ‘nn’ are 

the number of admitted connection of UGS, rtPS and nrtPS 

services respectively.

 

E. Description of delay guarantee condition 

A condition has been provided in [18] to satisfy the Delay 
Guarantee required by the rtPS connection type ‘i’. Since token 
bucket mechanism is used to schedule the packets, maximum 
number of packets (in terms of arriving bits) that arrive in a 
time frame of duration f is bi+ri*f.  These arriving bits must be 
scheduled in next (mi-1) time frame (see Table III) to avoid 
delay violation. The required condition is given below, (for 
proof of the condition kindly see [18]) 

                                               

f*r*1])CC(1*1)[(mb irtPS,iNRT,iii 
               

(12) 
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Where )B*(n)B*(nBC rrUUiNRT,   
and 

rrirtPS, B*nC   .
 

Here i,NRTC and i,rtPSC  are calculated taking the new 

connection type ‘i’ to be admitted. Here, ‘i’ refers to the rtPS 
connection type. 

F. Adaptive bandwidth degradation of rtPS and nrtPS 

connections 

In this scheme, bandwidths of lower priority connections 
are degraded as per minimum bandwidth requirement of the 
newly admitted or handoff connections. To admit more new 
UGS connections, the bandwidth is degraded only from nrtPS 
connections. In addition, degradation is performed on both rtPS 
and nrtPS connections to allow more UGS, rtPS and nrtPS 
handoff calls.  The advantages of adaptive bandwidth 
degradation [38] over fixed bandwidth degradation [12- 16] 
are: 

 No fixed step size degradation. 

 No need to assign initial arbitrary step size. 

 Instead, the minimum required bandwidth is 

calculated and then degraded. 

 The degradation is adaptive to the required 

bandwidth.  

 Bandwidth utilization of the system is greatly 

improved. 

G. Need for rescheduling of bandwidth at SS 

 According to IEEE 802.16 standard, BS is responsible for 
allocating the uplink bandwidth based on the request from SSs. 
As the SS may have multiple connections, the bandwidth 
request message should report the bandwidth requirement of 
each connection to BS. All packets from application layer in 
the SS are classified by the connection classifier based on CID 
and are forwarded to the appropriate queue. Scheduler at SS 
will retrieve the packets from the queues and transmit them to 
the network in the appropriate time slots, as defined by the 
uplink map massage (UL-MAP) [18] sent by the BS. The UL-
MAP is determined by the uplink packet scheduling module 
based on the BW-request messages that report queue size of 
each connection in SS. But the scheduler inside the BS may 
have only limited or even outdated information about the 
current state of each uplink connection due to large Round Trip 
Delay (RTD) [25] as shown in Figure 3.  

So a scheduling algorithm is needed in each SS to reassign 
the received transmission bandwidth among different 
connections. Since the uplink traffic is generated at SS, the SS 
scheduler is able to arrange the transmission based on the up-
to-date information and provide tight QoS guarantee for its 
connections.  

Hereunder, we integrate the distributed scheduling 
algorithm [26], with our proposed SINR based CAC scheme. 
The scheduling algorithm is based on current queue size and 
queue delay at SS.  

 

Figure 3.  RTD for Uplink transmission in IEEE 802.16 

H. Scheduling algorithm at SS 

Since UGS service has a critical delay and delay jitter 
requirement and its transmission cannot be deferred or 
interrupted by other flows, SS scheduler firstly guarantees the 
bandwidth for UGS queue. This generally takes a fixed chunk 
of bandwidth. The remaining uplink bandwidth ‘Bpoll’ that is 
allotted for the polling service will be  

                                   UUpoll B n  -  B = B                        (13) 
A parameter α, proposed in [26], is defined as the ratio of 

the maximum time a rtPS or nrtPS MAC Protocol Data Unit 
(MPDU) can wait in the queue (i.e. max_mpdu_delay) to the 
maximum latency specification of the real-time flows.                                   

                
flow_rtPS_of_latencymax_

delay_mpdumax_
        (14) 

 
This ‘α’ can be considered as a design parameter which 

provides the present status of the queue. It also controls the 
QoS of the real and non-real time services. The remaining 
uplink bandwidth after allocation to UGS, are divided among 
‘nr’ and ‘nn’ numbers of real-time and non real-time flows as 
follows [1, 26].   

The real-time traffic flows are allotted an uplink bandwidth 
of 

 

                            nr

r
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r
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n*n

*n
*BB




             (15)

 

The non real-time traffic flows are allotted an uplink 
bandwidth of 

               

r
totpoll

nr

r
poll

n
tot BB

n*n

n
*BB 




       (16)                                                                                             
 

Every SS repeats this process at the beginning of every 
uplink. Since the bandwidth request/grant will take some time 
due to RTD, the rtPS traffic can actually vary within this 
period. This algorithm is not affected by the rtPS delay bound 
traffic because the granted bandwidth is always redistributed. 
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In this way this algorithm provides fair distribution of the 
bandwidth. 

I. Cross layer Architecture  

Figure 4 shows the cross layer architecture proposed in this 
paper. At PHY layer FFT Size =2048 and Cyclic Prefix=1/32 
have been selected because these parameters provide highest 
raw data rate and spectrum efficiency for all types of MCS as 
shown in Table II. In addition, various MCS like QPSK-1/2, 
QPSK-3/4, 16QAM-1/2, 16QAM-3/4, 64QAM-1/2, 64QAM-
2/3 and 64QAM-3/4 have been selected at PHY layer to 
evaluate their individual performance in IEEE 802.16 
networks.  

Further, our proposed CAC algorithm and the Scheduling 
algorithm have been implemented at MAC layer of BS and SS 
respectively. The input parameters for the CAC algorithm are 
the SINR for all the connections, a condition for providing 
delay guarantee to the rtPS connection and availability of 
bandwidth. Based on these input parameters, CAC algorithm 
takes the proper decision to admit or reject an incoming 
connection request along with its required bandwidth. The 
output performance parameters obtained from the CAC 
algorithm are NCBP, HCDP and COP. These output 
performance parameters act as feedback information, in order 
to select appropriate MCS dynamically at PHY layer to support 
the required QoS guarantee.  

This dynamic allocation of MCS at PHY layer based on 
feedback information from MAC layer employs Adaptive 
Modulation and Coding (AMC) technique in the network. 
Scheduling algorithm takes current queue size and queuing 
delay requirement as the input parameters to reschedule the 
bandwidth shared between real-time and non real-time traffic. 
It can be noticed that bandwidth which has already been 
granted or scheduled by the CAC algorithm at BS is again 
rescheduled by the Scheduling algorithm at SS among the 
traffic sources. Bandwidth utilization and fairness index are the 
output performance parameters obtained from the Scheduling 
algorithm which reveals efficient utilization and fair allocation 
of the system resources for all kind of MCS. Thereby, when 
AMC technique selects a MCS in the network, the scheduling 
algorithm distribute the bandwidth provided by that MCS 
among the various traffic sources in the network. In this way, 
Scheduling algorithm helps to improve utilization and fair 
allocation of the system resources for all MCS. 

III. ANALYTICAL MODEL 

In this paper, the performance evaluation of the CAC 
mechanisms is obtained by using the Continuous Time Markov 
Chain (CTMC) Model [35]. The Markov model has been opted 
because it examines the probability of being in a given state at 
a given point of time, the amount of time a system is expected 
to spend in a given state, as well as the expected number of 
transitions between states.  

A single WiMAX BS in isolation is considered. This BS 
will receive the bandwidth requests from the SS within the 
coverage area of a BS. Three types of services UGS, rtPS, 
nrtPS need QoS guarantees and request for connection 
admission. BS changes state from one to another upon the 
admission or rejection of a connection. Further, it is assumed 

that the BS either admits or rejects only one connection at a 
particular instant of time. So the next state of the BS depends 
only on the present state of the BS but does not depend on the 
previous states of the BS. 

 
Figure 4.  Cross layer architecture for IEEE 802.16 BWA network 

Therefore, the states of the BS form a Markov Chain, and 
accordingly the BS can analytically be modeled as shown in 
Figure 5. In this scenario, the BS can uniquely be represented 
in the form of a five dimensional Markov Chain 
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based on the number of admitted 

connections of each type.  

 

Figure 5.   State Transition Diagram of the Markov Chain model for proposed 

CAC Algorithm 

State s = )
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(n represents that the BS 

has currently admitted ‘nu’, ‘nr’, and ‘nn’ number of UGS, rtPS 

and nrtPS connections respectively into the network. In Figure 
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5, ‘ '
r

d ’ and ‘ '
n

d ’ are the degraded bandwidth of rtPS and 

nrtPS connections respectively after state transition and may 

have a different value from that of ‘ rd ’ and ‘ nd ’. The BS will 

be in a particular State s = )
n

d,
n

n,
r

d,
r

n,
u

(n until a new 

connection of one of them i.e. UGS, rtPS, nrtPS is admitted 

into the network or an ongoing connection is terminated. The 
arrival process of the handoff and newly originated UGS, rtPS, 

and nrtPS connections is Poisson with rates ,
hu

λ  ,
hr

λ ,
hn

λ

,
ou

λ ,
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λ and 
on

λ  respectively. Therefore Total arrival rate 

tu
λ , 

tr
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λ  corresponding to UGS, rtPS and nrtPS 

connections have been evaluated as given below, 
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The service times of UGS, rtPS and nrtPS connections are 

exponentially distributed with mean ,
u

1/μ
r

1/μ and 
n

1/μ

respectively. 

The state space S for our proposed CAC scheme is obtained 
based on the following equation. 
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From Figure 5, it is observed that every state s = 
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(n in state space ‘S’ is reachable from 

every other state i.e. each state communicates with other states 

in the state space ‘S’. As for example, state 
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also communicate to each other. In this way, each state can 

communicate with other state in the state space ‘S’. Therefore, 

the state space ‘S’ forms a closed set and the Markov chain 

obtained is irreducible [35].  

Let the steady state probability of the state s =  
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.
 

As the Markov chain is irreducible, thereby observing the 

outgoing and incoming states for a given state ‘s’, the state 

balance equation of state s is shown in equation (21). 
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Where v, w, x, y and z represent ,nu ,nr ,d r andn n nd

respectively.                                                                                                                                                        
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represents the characteristic equation as 

shown below.                    

                                            1,
 z)y,x,w,(v, S 

           
z)y,x,w,(v,

                                                     

                                                  0,           otherwise   

By using equation (21), the state balance equations of each 
state in the state space ‘S’ are obtained. Solutions of these 
equations provide the steady state probabilities of all states in 
the space S with the normalized condition imposed by equation 
(22).  

                






Ss

)d,n,d,n,(n 1(s)π
nnrrU

              (22)

 

From the steady state probabilities we can determine 
various QoS parameters of the system as given under.  

A. New Connection Blocking Probability (NCBP) 

The new connection blocking probability is the probability 
of rejecting a new connection request for admission into the 
network. Conditions for blocking a new connection request 
have been included in Table IV. 

 Estimation of NCBP for UGS, rtPS, nrtPS connections 

While admitting a new connection, if the next state is not 
allowable Markov chain state in the state space ‘S’ due to the 
conditions as given in Table IV, then the next state is 

 

 

=  
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considered to be a blocked state for that connection i.e. the new 
connection is blocked. 

Let ‘SUB’, ‘SrB’ and ‘SnB’ form a state space for the states 

whose next state are not allowed in the Markov chain due to 

connection blocking. 

The summation of the steady state probabilities of the states 
in the state space ‘SUB’, ‘SrB’ and ‘SnB’ give the NCBP of UGS, 
rtPS and nrtPS connections respectively.

 
 Hence,    

           
NCBP-UGS= )s(

Ss UB

)d,n,d,n,(n nnrru





    (23)
 

                

 NCBP-rtPS= )s(

Ss rB

),dn,,dn,(n nnrru



      (24)  

          NCBP-nrtPS= )s(

Ss nB

)d,n,d,n,(n nnrru





 

       (25) 

B. Handoff Connection Dropping Probability (HCDP): 

The handoff connection dropping probability is the 
probability of rejecting a handoff connection request for 
admission into the network. Conditions for dropping a handoff 
connection request are summarized in Table IV. 

 Estimation of HCDP for UGS, rtPS and nrtPS 

connections 

Again, for the handoff connection if the conditions as given 
in Table IV occur, then the handoff connection is dropped and 
the next state is not allowed in the Markov chain due to 
connection dropping. 

Similar to NCBP, HCDP can also be estimated as below, 
where ‘SUD’, ‘SrD’ and ‘SnD’ form a state space corresponding 
to UGS, rtPS and nrtPS connection for the states whose next 
state is not allowed in the Markov chain due to connection 
dropping. Hence,   

        HCDP-UGS= )s(

Ss UD

)d,n,d,n,(n nnrru



           (26)                                      

       HCDP-rtPS= )s(
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)d,n,d,n,(n nnrru



                (27)          

       HCDP-nrtPS= )s(

Ss nD

)d,n,d,n,(n nnrru



              (28)    

C. Connection Outage Probability (COP) 

The connection outage probability is the probability that the 
SINR of the connections in the network drops below a certain 
threshold when a new connection wants to get admitted in the 
network. Condition for connection outage in the network is 
summarized in Table IV. 

 Estimation of COP for UGS, rtPS and nrtPS 

connection 

A new or handoff connection is not admitted in the network 
if SINR of the connection falls below its threshold value as 
given in Table IV.  

Similar to NCBP and HCDP, COP can be estimated as 
shown below.   

         COP-UGS=  )s(

Ss UO

)d,n,d,n,(n nnrru






                 

(29) 
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(30) 
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




       

(31) 

As Eb/N0 ratio of the connections has the direct relationship 

(e.g. Equation (6), (10) and (11)) to the SINR and SINRth , so 

from the proposed CAC mechanism and above defined 

parameters it is observed that the Eb/N0 ratio  provides 

significant influence on NCBP, HCDP and COP for all the 

connection types. The effect of Eb/N0 ratio on NCBP, HCDP 

and COP will help to determine the optimum range of Eb/N0 
ratio for all the connections, in order to select an appropriate 

MCS to improve the channel condition. This dynamic selection 

of MCS based on Eb/N0 ratio of the connections, employs 

Adaptive Modulation and Coding (AMC) technique in the 

network. 

D. Bandwidth Utilization (BU): 

The Bandwidth Utilization (BU) is defined [16] as the ratio 
of total used bandwidth to the available bandwidth of the 
system. BU of the system is encountered to estimate whether 
SS lying in a bad channel state wastes precious bandwidth.  BU 
can be obtained as follows. 

     BU= 
B
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    (32) 
Where, ‘B’ is the total bandwidth.

  Fairness Index 

Fairness refers to the equal allocation of network resources 
among the various users operating in both good and bad 
channel states. Fairness is quantified using Jain’s Fairness 
Index (JFI) [27] as given below.                                                                       
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Where, ri  is the data rate of connection type i. 
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TABLE III.  CONDITION FOR CONNECTION BLOCKING, DROPPING AND OUTAGE IN THE NETWORK 

IV. PARAMETERS FOR PERFORMANCE EVALUATION 

The frame duration (f) is taken as 1ms because it provides 
more bandwidth utilization of the system compared to higher 
length of frame duration as analyzed in our earlier work [19].  
Total channel bandwidth (W) is taken as 20 MHz because this 
is the maximum bandwidth supported by the WiMAX network 
[36]. The FFT size is taken as 2048 with cyclic prefix 1/32 as 
this combination provides highest raw data rate and spectrum 
efficiency for all types of MCS as calculated in Table II.  

As the IEEE 802.16 standards have not specified values for 
the QoS parameters, we have considered the system parameters 
for performance evaluation as given in Table V. The arrival 
rates of all the connections are assumed to be same i.e. 

onhnorhroUhU 
. The service time for 

UGS, rtPS and nrtPS connections is exponentially distributed 

with mean nrU

1,1,1
 respectively and we 

assume
2.0nrU 

. That is, the mean service 
time of the connections is taken as 5 sec. Service time of the 
admitted connections should be as minimal as possible [16] in 
order to provide access into the network by other users. 
Degradation of rtPS and nrtPS connections is adaptive to the 
required bandwidth. 

TABLE IV.  QOS PARAMETERS 

Service 

Max.Sustained 

traffic rate 

(kbps) 

Min. reserved 

traffic rate 

(kbps) 

Bucket 

Size 

(Bits) 

Delay 

(ms) 

Eb/N0 

(dB) 

 

UGS 256 256 64 - 3.6 

rtPS 1024 512 10240 21 6.3 

nrtPS 1024 256 10240 - 8.1 

V. NUMERICAL RESULTS 

To evaluate the effectiveness and efficiency of the 

proposed cross layer architecture, the IEEE 802.16 PHY and 

MAC layer protocols are analyzed using MATLAB under 

version 7.3. Exhaustive simulations are carried out.  

Firstly, the performance of the CAC algorithm is verified 

by using the CTMC model under various MCS. The effect of 
Eb/N0 ratio on our proposed CAC mechanism is observed. The 

optimum range of Eb/N0 ratio is determined to select an 

appropriate MCS in order to employ AMC in the network. 

Next, the impact of queue based scheduling algorithm is 
examined on bandwidth utilization and Jain’s fairness index for 
different connection arrival rates under various MCS. 
Justifications behind all the numerical results have been 
provided. 

A. Impact of CAC Mechanism on QoS informationParameters 

Figure 6 shows the blocking probability of UGS, rtPS and 
nrtPS connections for different MCS. Total arrival rate of the 
connections have been taken from equation (17), (18) and (19). 
It is observed that 64QAM-3/4 provides least blocking 
probability and QPSK-1/2 provides highest blocking 
probability to the new connections to be admitted in the 
network as compared to the other MCS. This is because of the 
highest raw data rate (70.1299 Mbps) and spectrum efficiency 
(3.5065) obtained by the 64QAM-3/4 among all other MCS 
(Reference Table II). Again, it is observed that performances of 
16QAM-3/4 and 64QAM-1/2 have been merged together 
because of their same raw data rate.   

Figure 7 shows the dropping probability of UGS, rtPS and 
nrtPS connections for different MCS. Here, it is also observed 
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that, 64QAM-3/4 provides least dropping probability and 
QPSK-1/2 provides highest dropping probability to the ongoing 
hand off connections as compared to the other MCS because of 
the same reasons as mentioned previously. 

Next, connection outage probability of UGS, rtPS and 
nrtPS are examined under different MCS and results are shown 
in Figure 8. Outage probability is the probability that the SINR 
of the connections in the network drops below a certain 
threshold when a new connection wants to get admitted in the 
network and thereby required QoS guarantee is not met to the 
admitted connections. It is observed that 64QAM-3/4 provides 
highest outage probability and QPSK-1/2 provides least outage 
probability as compared to other MCS. Since QAM scheme has 
the higher data rate and spectrum efficiency than the other 
MCS, so it has the capability of accommodating more number 
of connections. Thereby the SINR value of each admitted 
connections in the network gets decreased and falls below the 
threshold level, which results in the higher outage probability 
of the connections in the system.  

Therefore, QAM schemes provide good QoS in terms of 
blocking probability of the newly admitted connections and 
dropping probability of the hand off connections but fail to 
provide good QoS in terms of connection outage probability of 
the network. On the other hand, QPSK schemes provide good 
QoS in terms of connection outage probability but fail to 
provide good QoS in terms of blocking and dropping 
probability.  

Hence, there is a need for Adaptive Modulation and Coding 
(AMC) technique whose performance is based on feedback 
information of the MAC layer QoS parameters like connection 
blocking probability, connection dropping probability and 
connection outage probability. By dynamically changing the 
allocation of modulation and coding rate based on Eb/N0 ratio 
as well as SINR of the connections, AMC enables a flexible 
use of the network resources that can support nomadic or 
mobile operations. 

B. Impact of Eb/N0 ratio on QoS information Parameters 

To comprehend how modulation and coding schemes could 
be made adaptive in a region under WiMAX cell boundary, the 
proposed SINR based CAC scheme is again simulated under 
various MCS. We consider Eb/N0 ratio of all the connections 
because it has the influence on both SINR and SINRth of the 
admitted connections in the network. Eb/N0 ratio is varied 
between 1 dB to 20 dB because within this span we are able to 
find out the adaptive range of all MCS. Connection arrival rate 
is kept constant at 10 calls per second. 

Figure 9 shows the blocking probability under various MCS 
with different Eb/N0 ratio. Table VI shows the suitable range 
of Eb/N0 ratio where different MCS show zero blocking 
probability for all the connections. As for example, 64QAM-
3/4 provides zero blocking probability in the range 4 dB to 20 
dB for UGS and rtPS connection but for nrtPS connection the 
range is 9dB to 20 dB. So the optimum range of Eb/N0 ratio in 

which 64QAM-3/4 provides zero blocking probability is 9dB 
to 20 dB for all connections types. Again, we have taken 20 dB 
as the maximum value of the Eb/N0 ratio in our simulation so it 
is regardless to mention the maximum value of the Eb/N0 ratio 
because the MCS can provide zero blocking probability beyond 
this range.  

Next, Figure 10 shows the dropping probability under 
various MCS with different Eb/N0 ratio, whereas Table VI also 
shows the range of Eb/N0 ratio where different MCS show zero 
dropping probability for all the connections in our proposed 
SINR based CAC scheme. 

Figure 11 shows the outage probability under various MCS 
with different Eb/N0 ratio and also Table VI shows suitable 
range of Eb/N0 ratio in which different MCS show zero outage 
probability for all the connections. 

TABLE V.            RANGE OF EB/N0 RATIO  

Modulation and 

Coding Scheme 

Minimum 

Eb/N0 

ratio(dB) for 

zero blocking 

probability 

obtained from 

figure 9 

Minimum 

Eb/N0 

ratio(dB) for 

zero dropping 

probability 

obtained from 

figure 10 

Maximum 

Eb/N0 

ratio(dB) for 

zero outage 

probability 

obtained from 

figure 11 

64QAM-3/4 9 4 1 

64QAM-2/3 10 4 1 

64QAM-1/2 14 6 2 

16QAM-3/4 14 6 2 

16QAM-1/2 20 9 3 

QPSK-3/4 - 14 4 

QPSK-1/2 - - 7 

 
 By analyzing Table VI, it can be observed that, QAM 

schemes perform well at higher Eb/N0 ratio in terms of zero 
blocking probability (range is above 9 dB ) and zero dropping 
probability (range is above 4 dB) and QPSK schemes perform 
well at lower Eb/N0 ratio (range is below 7 dB) in terms of zero 
outage probability. However, zero probability is not achievable 
in the practical scenario owing to high intense traffic arrival 
rate in comparison to 10 calls per second which we have taken 
for our simulation. Despite of it, the evaluated adaptive range 
of Eb/N0 ratio will provide minimum blocking, dropping and 
outage probability in the practical scenario.  

Hence, it is better to select higher order MCS like QAM 
near to the WiMAX base station where SINR of the 
connections as well as population density of the users are more 
and lower order MCS like QPSK far away from the base 
station where SINR of the connections as well as population 
density of the users are less. This adaptive allocation of MCS 
makes the user to experience less blocking, less dropping and 
less outage in their connection request. Thus, AMC is 
employed in the network that enables dynamic use of the 
network resources to support nomadic or mobile operation. 
Therefore, cross layer adaptation of the different modulation 
capability at the PHY layer with the QoS requirement at the 
MAC layer is obtained. 
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Impact of CAC Mechanism on QoS Information Parameters 

 
               (a)     (b)          (c) 

Figure 1. Blocking probability of UGS connections, (b) Blocking probability of rtPS connections and (c) Blocking probability of nrtPS connections

 

(a)                                                                       (b)                                                                                (c) 

Figure 7(a) Dropping probability of UGS connections, (b) Dropping probability of rtPS connections and (c) Dropping probability of nrtPS connections 

  
(a)                                                                      (b)                                                                             (c) 

Figure 8(a) Outage probability of UGS connection, (b) Outage probability of rtPS connections and (c) Outage probability of nr tPS connection 
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Impact of Eb/N0 ratio on QoS Information Parameters

 

                                          
                                      (a)                                                                         (b)                                                                       (c)    

Figure 9 (a) Blocking probability of UGS connections, (b) Blocking probability of rtPS connections and (c) Blocking probability of nrtPS connection 

 
(a)                                                                           (b)                                                                                  (c) 

Figure 10(a) Dropping probability of  UGS connections, (b) Dropping probability of rtPS  connections and (c) Dropping probability of nrtPS connections 

 
(a)                                                                               (b)                                                                                  (c) 

Figure 11(a) Outage probability of UGS connections, (b) Outage probability of rtPS connections and (c) Outage probability of nrtPS connections 
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C. Impact of Queue Based Scheduling on QoS Parameters 

To demonstrate the advantage of rescheduling of bandwidth 
in our proposed cross layer architecture, further simulation has 
been carried out for different connection arrival rates under 
various MCS. 

 
Figure 12(a). Average Bandwidth utilization before queue based rescheduling       

 
Figure 12 (b). Average Bandwidth utilization after queue based rescheduling 

 

Figure 12(a) and 12(b) show the bandwidth utilization 
before and after queue based scheduling scheme respectively 
under different MCS. It shows the significant performance 
improvement in the bandwidth utilization due to rescheduling 
of the resource sharing between real-time and non real- time 
traffic based on their current queue size and latency 
requirements. From Figure 12(b), it can be observed that 
bandwidth utilization seems to be independent of MCS i.e. 
High bandwidth utilization for all MCS. It is because of the 
influence of scheduling algorithm at SS. As bandwidth is 
considered to be a limited resource in the network, 
rescheduling of bandwidth at SS will automatically improve the 
revenues of the service providers. 

On the other hand, Figure 13(a) and 13(b) show the Jain’s 
fairness index before and after the queue based scheduling 

scheme respectively under different MCS. It is also observed 

that substantial performance improvement in the fair allocation 

of resources between real-time and non real-time traffic is 

achieved because of the rescheduling of the resources. Hence, 

joint performance of the CAC and rescheduling algorithms 

also provides better resource utilization at lower traffic arrival 

rate.  

 

Figure 13(a). Jain’s fairness index before queue based rescheduling 

 
Figure 13(b). Jain’s fairness index after queue based rescheduling 

 

Percentage improvements of the performances after 

rescheduling of bandwidth for all MCS at traffic arrival rate = 

1 are shown in Table VII. Highest performance improvement 

is observed in case of 64QAM-3/4 as compared to the other 

MCS. This is because 64QAM-3/4 has highest data rate and 

spectrum efficiency as calculated in Table II.  

TABLE VI.   PERCENTAGE IMPROVEMENT IN QOS AFTER RESCHEDULING 

OF BANDWIDTH WHEN TOTAL ARRIVAL RATE = 1 

Modulation and 

Coding Scheme 

Percentage  

improvement in the BU 

Percentage  

improvement in the 

JFI 

QPSK-1/2 2.3813 7.4288 

QPSK-3/4 10.0498 20.1068 

16QAM-1/2 18.8653 29.4374 

16QAM-3/4 43.2356 43.3220 

64QAM-1/2 42.2646 45.8475 

64QAM-2/3 76.5587 46.6461 

64QAM-3/4 96.6757 49.1656 

When AMC technique selects an MCS in the network based 
on the feedback information obtained from the CAC algorithm, 
the scheduling algorithm redistribute the bandwidth of that 
selected MCS among the various traffic sources in the network. 
In this way, scheduling algorithm helps to improve utilization 
and fair allocation of the system resources for all MCS in IEEE 
802.16 BWA networks. 
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VI. CONCLUSION 

Cross layer adaptations are essential for guaranteeing QoS 
supports in real-time multimedia traffic over wireless 
networks. In this paper, a cross layer architecture for adapting 
different MCS in PHY layer has been considered by 
incorporating MAC layer information in terms of New 
Connection Blocking Probability (NCBP), Hand off 
Connection Dropping Probability (HCDP) and Connection 
Outage Probability (COP) for WiMAX BWA systems. In 
literatures, many researchers have proposed various cross 
layer mechanisms for providing better QoS support to the 
system, but so far no such comprehensive cross layer design 
considering the parameters stated above, has yet been reported 
in the literature. In this work, SINR based CAC integrated 
with the Queue based Scheduling has been analysed with 
Markov Chain model. The effect of Eb/N0 ratio is observed on 
NCBP, HCDP and COP for all the connection types under 
various MCS by means of exhaustive simulation. Also 
optimum range of Eb/N0 ratio is determined, in order to select 
an appropriate MCS which may be used as the threshold 
parameters for SINR in any adaptive modulation scheme. 
Moreover, the joint performance of the CAC and Scheduling 
algorithms has been proved to be good enough to meet the 
QoS requirements in terms of bandwidth utilization and Jain’s 
fairness index.   
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Abstract—The emergence  of  wireless  networking technologies 

for large enterprises, operators (service providers), small-medium 

organizations, has made hotspot solutions for metropolitan area 

networks (MAN), last mile wireless connectivity, mobile 

broadband solutions, IP-based cellular phones (VOIP) and other 

event-based wireless solutions in very high demand. Wireless radio 

gateways (routers and access points) with its wide-spread 

deployment has made Wi-Fi an integral part of today’s hotspot 

access technology in organizational models. Despite its role in 

affecting   performance for mobility market segments, previous 

research has focused on media access control (MAC) protocol 

techniques , carrier sense multiple access with collision avoidance 

(CSMA/CA), fair scheduling, and other traffic improvement 

methodologies  without  detailed consideration  for  virtual switch 

partitioning  for load balancing, reliable fragmentation capacities, 

buffer size dependencies, load effects, queuing disciplines as well 

as  hotspot access control framework. This paper proposes a 

conceptual high performance hotspot solution (GRID WLAN) and 

through simulations with OPNET modeler, presents efficient 

performance metrics for its deployment. Considering the GRID 

WLAN access points in context, the results shows that with the 

design model, a careful selection of buffer sizes, fragmentation 

threshold, network management framework with network load 
intensity will guarantee an efficient hotspot solution.  

 Keywords: Hotspot solutions, IP-based cellular phones, Buffer size 
dependencies, GRID WLAN.  

I. INTRODUCTION 

The mobility market segments has made modern computing 
very attractive as such creating a platform for application 
developers INTEGRATE solutions in laptops, cloud computing 
environments as well as  mobile devices. In this research, a 
conceptual high performance hotspot solution termed GRID 
WLAN is shown in Fig. 1. Anyone with a PC, notebook, 
mobile phone or PDA that is Wi-Fi-enabled can use the 
proposed GRID WLAN hotspot services. 

From the user perspective, the network can be selected, 
browser launched and the user signs up by entering an 
authentication ID or by using a signed credit card for access 
control. The network comprises the infrastructure gateway 
(ADSL modem and GRID WLAN Gateway), Hypervisor layer 
(Virtualization firmware), GRID WLAN switch/load balancer, 
GRID WLAN Access points (AP1…….APn), Management 
framework, Wimax base station, VOIP, and hotspot nodes. 

The network model adopted in this research is an extended 
service set GRID WLAN mode. The APs establishes 
connections to other users who are directly connected to the 
hotspots. Basically, FTP   traffic and HTTP   traffic   take   

place in the GRID WLAN hotspot zone sites while the GRID 
WLAN gateway access point creates a gateway link to the IP 
cloud (internet). The scope of this   paper is majorly   on the 
capacity of the various buffer sizes, loads as well as 
fragmentation threshold of the GRID WLAN APs as the 
principal metrics of interest in the proposed GRID WLAN 
design. This   paper   defines capacity in this context to be the 
maximum number of simultaneous, bidirectional traffic flow 
that can be supported in the hotspot environment. 

The paper is organized as follows: In section II, the 
literature review was discussed, the general system model and 
assumptions for GRID WLAN hotspot was presented in III. In 
IV, GRID WLAN mechanism is presented. Section V gives the 
simulation results to support our propositions. The paper ends 
with the conclusions and future directions. 

II.  LITERATURE REVIEW 

A detailed study on various works on hotspot WLAN 
solutions was carried out. However, a close attention was given 
to the work   in   [1] which is the most related work. The 
authors focused on WLAN performance issues viz:  tuning the 
physical layer related parameters, MAC protocol techniques, 
tuning the IEEE 802.11 parameters, fair scheduling, and 
Carrier Sense Multiple Access with Collision Avoidance 
(CSMA/CA) and other traffic improvement methodologies.  

      A good introduction to the 802.11 standard, followed by 
a performance study of both the Distributed Coordination 
Function (DCF) and Point Coordination Function (PCF) is 
presented in [2]; this study suggests that an IEEE 802.11 
network may be able to carry traffic with time-bounded 
requirements using the PCF.  In Point Coordination Function 
(PCF) mode, polling occurs with a point coordinator 
determining which station has the right to transmit [3]. In the 
DCF mode, a BSS operates as an ad-hoc network in which any 
station can communicate with any other station in the BSA 
without the intervention of a centralized access point (AP) by 
contending for a shared channel. All stations have equal 
priorities and hence an equal chance of getting the channel [3]. 

     Basically, the current use of  WLANs for Internet access 
from wireless stations is dominated by downlink TCP traffic; 
however, the  optimal  performance  of  WLAN setups  have 
not been sufficiently taken into account for data transport over 
WLANs devices like APs. WLAN parameters can be fine 
tuned to optimize performance. This has not been addressed in 
the previous literature reviews [4], [5].This paper shall focus on 
metrics that will enhance performance in a hotspot setup as 
shown in our system model in Fig.1. 
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III. SYSTEM DESIGN AND ASSUMPTIONS 

A. System Model  

      The high performance GRID WLAN hotspot solution is 
an extended service set wireless configuration shown in Fig. 1. 
It assumed that the GRID WLAN gateway is a composite 
powerful gateway combined with radio which acts as a 
complete hotspot. At the core of the proposed GRID WLAN is 
a switch load balancer (bridge network) which acts as a 
distribution  medium for all indoor access points, wired LAN, 
outdoor hotspots nodes, wimax base station, back office server 
(management framework). This paper practically details the 
implementation methodology as well as discusses the GRID 
WLAN mechanism in the section IV. 

B. Design  Goals 

In designing our proposed GRID WLAN hotspot solution,  

the main goals are to maintain throughput and to create a 
wireless hotspot solution that is based on robust network 
infrastructure, hence scalable, flexible and quick to deploy at 
anytime with less administrative overhead. Fig. 1 shows the 
proposed system model.  

As  shown in  Fig 1, the core LAN switch with virtual OS 
connects the ADSL modem, management framework ,GRID 
WLAN access points (for indoor coverage site), the  Wimax 
base station (outdoor coverage site), local hotspot nodes 
(hsn1.....hns6) , and VOIP. For our large hotspots including 
mesh nodes, the high powered GRID WLAN gateway will be 
capable of supporting over 500 simultaneous user sessions. In 
this context, we assume the GRID WLAN hotspot to be a 
combination of wired access points, Wimax base station, and 
indoor and outdoor mesh access point nodes dependent on the 
local site.   

 

Figure 1. The proposed GRID WLAN Hotspot system model 
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C. Experimental Test Bed 

In this paper, to measure the system performance of the 
proposed GRID WLAN hotspot network infrastructure, 
OPNET Modeler [6] was used to achieve the objective. 
OPNET Modeler is a graphical network simulator mainly used 
for simulation of both wired and wireless communication 
networks and information systems. For our proposed test bed, 
the infrastructure components include: 

i. 5 Hotspots nodes for outdoor Coverage  

ii. Bridge Switch/Load balancer with virtual OS 
(Extended service mode). 

iii. 5 Access Points  for indoor coverage 

iv. 40 WLAN client Stations 

v. Management Server (Enterprise Red hart Server) 

vi. Back office Applications (Network Monitoring, 
Configuration, Authentication, Authorization and 
Accounting ) : 

- Grid Control Management server for central 
network configuration & Monitoring. 

- Portal Server for Network Services and 
management. 

- VPN tunnel Terminator server 

In Fig 1, the   proposed   GRID WLAN Hotspot system 
model utilizes the infrastructure components outline above. A 
management server has the role authenticating and monitoring 
the overall network for efficient service delivery. The   
extended service mode of the bridge switch enables both indoor 
and outdoor connectivity.  The   virtual switching   by   the   
switch   bridge   interfaces   the   management server, hotspot 
nodes, access points and client stations in our context as shown 
in Fig. 2a. The Access points were setup in the various subnets 
with the client base stations (Fig. 2b). The bridge switch is a 
speed redundancy layer supporting virtualization and load 
balancing. Access   to   the IP internet cloud is completed by 
the gateway and modem. The network model, node model and 
process models were accomplished in our test bed using 
OPNET modeller.  After setting up the model,   a   simulation 
run was carried out to generate our graphical plots shown in 
this work (Fig 3). Also, a consistency test carried out shows 
that the design model is stable and consistent before the 
simulation execution. 

IV.  DISCUSSION 

From Fig. 1, the GRID WLAN hotspot solution employs 
the concept of mesh routing to create a self configurable, 
centrally controlled hotspot solution. Every GRID WLAN 
access point (AP) is capable of relaying traffic coming from 
any of its neighbours. The mesh network reconfigures itself 
when a node is added or removed. By adding a GRID WLAN 
access point (AP), the wireless network range is expanded. 
Owing to the self-reconfigurable mesh routing algorithms, the 
network has no point of failure, hence, a reliable wireless 
platform for connectivity 

The GRID WLAN gateway router supports the following 
functionalities: Automatic Configuration, Bandwidth 
Control/Optimization, Firewall, Multiple Services, and Virus 
Checking with Extensive Access list control. 

 

Figure 2. GRID WLAN testbed Implementation with subnetted clients 

 

           Figure 2b:   GRID WLAN   nodes 

 

Figure 3. shows the GRID WLAN Simulation run  
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V. SIMULATION PARAMETERS 

In this section, we provide simulation results that support 
section III. The GRID WLAN APs including the gateway 
router connects wireless network (nodes) to wired network to 
wired networks via the bridge switch as depicted in our model.  

A. Simulation Configurations  

We used OPNET modeler [6] was used to generate the 
parameters for various case scenarios in the simulations. 
Traffic attributes are listed in Table 1, while Table 2 show the 
GRID WLAN parameters used and the various load intensities 
from OPNET Modeler.  

TABLE 1. OPNET TRAFFIC ATTRIBUTES  

 CONFIGURATIONS Values 

1. Simulation Duration for Each 

Scenario 

60mins 

2. Link Propagation  Delays 0.5usecs 

3. Switch Output Buffer 100 packets 

4. Simulation  Seed   128 

5. Update Interval 50000 Events 

6. Simulation Kernel  Optimized 

 

TABLE 2. GRID WLAN SIMULATION PARAMETER  

WLAN  

PARAMETERS 

 

5 Sources 

WLAN 

BUFFER- 

64K 

10 Sources 

WLAN 

BUFFER-

128K 

15 Sources 

WLAN 

BUFFER-

256K 

20 Sources 

WLAN 

BUFFER-

512K 

30 Sources 

WLAN 

BUFFER-

1024K 

40 Sources 

WLAN  

BUFFER- 

2048K 

RTS-Threshold    

(Bytes) 

256 Bytes 256Bytes 256Bytes 256Bytes 256Bytes 256Bytes 

Fragmentation 

Threshold (Bytes) 

256 Bytes 512Bytes 1024Bytes 2048Bytes 4096Bytes 8192Bytes 

Data Rate (bps) 54 54 54 54 54 54 

 

Physical 

Characteristics 

 DSSS (D3S) DSSS  DSSS  DSSS  DSSS (D3S) DSSS (D3S) 

Packet-Reception 

Power 

Threshold(W) 

7.33e-14 7.33e-14 7.33e-14 7.33e-14 7.33e-14 7.33e-14 

Short Retry Limit 7 7 7 7 7 7 

Long Retry Limit 4 4 4 4 4 4 

AP  Functionality Active Active Active Active Active Active 

Buffer Size (bits) 64K 128k 256k 512k 1024K 2048K 

Max-Receive 

Lifetime (Sec) 

0.5 0.5 0.5 0.5 0.5 0.5 

Large-Packet 

Processing 

Drop Drop Drop Drop Drop Drop 

 

TABLE 3. GRID WLAN SCENARIO TABLE  

 

Fragmentation 
Threshold (Bytes) 

Load 
Intensities/Sources 

Buffer Sizes 

   (Bytes) 

Scenarios/Cases 

256 5 64K CASE-1 

512 10 128k CASE-2 

1024 15 256k CASE-3 

2048 20 512k CASE-4 

4096 30 1024k CASE-5 

8192 40 2048k CASE-6 

 

 

B. Performance  Evaluation 

The simulation was run accordingly and the statistics 
collected for various cases   and analyzed. As claimed before, 
the proposed GRID WLAN hotspot is a high performance  

 

 

 

solution that is robust and scalable. The paper used a case-
based scenario for various load intensities as well as 
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fragmentation threshold and buffer sizes as depicted in Table 
3.0  

To demonstrate the effects of Fragmentation Threshold, we 
employed the 5 node simulation scenarios with combinations 
of values for Fragmentation Threshold and RTS as well as 
other parameters. After the first case simulations, the 
throughput was collected for analysis. The throughput is the bit 
rate sent to the higher layer.  It   represents the rate of data 
successfully received from other stations. At the offered load 
from one node source to five node sources, it was shown that 
for a buffer size of 64 bytes for the FTP and HTTP traffic, the 
throughput had a slight deviation at 89% showing a  significant  
network performance. 

Fig 7: shows the media access delay for offered Load time 
against fragmentation threshold Fragmentation threshold is an 
important parameter that affects WLAN performance. It is used 
to improve the WLAN performance when the media error rate 
is high. 

 

Figure 6: A   plot   of   Offered   Load Versus   Processed   Throughput   for   a   

64k   buffer size 

 

Figure 7: Offered Load time against fragmentation threshold 

 

From   Fig. 7, the effect of Fragmentation threshold on the 
WLAN performance was seen to be insignificant considering 
the offered load times. This could result from the selected 
threshold in the APs and client machines. For the first five 
simulation scenarios, parameters for Fragmentation Threshold 
are listed in Table 2. The simulation results indicate that for 
low bit error rates (2x10-5), various fragmentation thresholds 
(256 bytes, 512 bytes, or no fragmentation limit ) have no 
significant effect on the WLAN performance. 

 

Figure 8: A  plot  of  Offered  Load  Versus  Processed  Throughput   for  a  

512k  buffer size 

 

Figure 9:  A  plot  of  WLAN  Load  Against fragmentation  threshold  for  a  
512k  buffer size. 

Fig. 8 shows the throughput effect on offered load intensity 
for a 512k buffer size. From one to five workstations, there was 
a gradual exponential response until at a saturation point of 
about 87% , then it now begin to maintain a constant 
throughput with additional loads. For, every network, traffic 
optimization can only be achieved when the network 
throughput is significantly acceptable or high. 

The simulation results in Fig.  9  illustrates  that with an 
adaptive back-off mechanism, the offered load between WLAN 
stations can be greatly decreased with increase in the 
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fragmentation sizes while throughput can still maintain the 
same or achieve a slightly higher value. The reduction of   
WLAN load is important for power reduction in wireless 
devices. The Fragmentation threshold   parameters   used for 
the simulation run indicate that when the bit error rate. 

 

Figure 10: A Plot Of  WLAN Delay Effects  For 64k,512k,1024k,&2048k 

 

Figure 11: A plot of WLAN Data Dropped for 512K & 2048K buffer Sizes 

 During the simulations, the media access delay i n the four 
cases   above was collected. The media access delay is the sum 
of queue and contention delays of data packets received by the 
WLAN MAC layer from the higher layer. For each packet, the 
delay is recorded when the packet is sent to the physical layer.  

The   simulation   results (Fig.10) indicate that smaller 
buffer size values can decrease the average media access delay, 
while larger buffer sizes increases average media delay. Also 
the average media access delay is increased with increase in 
load intensities. This shows that performance of a wireless 
LAN is reduced with an increase in load intensity even when 
the buffer size is as well increased.  

Fig. 11 shows simulated DCF throughput as a function of 
offered load for 5–40 wireless stations. Offered load in this 
context depicts the WLAN client nodes. First, we note that for 
the 10 and 20 stations, throughput is higher for 2048k buffer 
size compared with 512k buffer size. As offered load is 
increased, throughput grows linearly until a saturation point at 
which throughput ceases to increase; in fact, it decline. When 
the number of stations is large, throughput decrease and   hence 
packet drop is inevitable. The drop in peak and saturation 
throughput as a function of the number of wireless stations is 
shown in Fig. 11.  

At a moderate load of 16-20 wireless nodes, peak 
throughput decreases for buffer sizes 512k-2048k. Hence, for 
efficient network performance, the number of workstations 
should be carefully chosen and the AP device properly selected 
for high throughput in all cases.  

VI. CONCLUSION 

This research has presented a conceptual GRID WLAN 
hotspot model with performance analysis which can be further 
expanded to address the security challenges of the Wimax base 
station. The work investigates the effects of GRID WLAN APs 
buffer size distributions with respect to load intensities as well 
as fragmentation capacities. The analysis and measurement 
results from OPNET simulation shows that a careful selection 
of buffer sizes, fragmentation thresholds in GRID WLAN 
hotspot model can help to optimize network performance. 
Although some of these results are characteristic of the 
designed network, I can conclude that the GRID WLAN 
hotspot network performance is mainly based on the 
simplification of the traffic in addition to mobility and the 
buffer sizes. 
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Abstract- Authentication in vertical Hand over is a demanding 

research problem. Countless methods are commenced but all of 

them have insufficiencies in term of latency and packet loss. 

Standard handover schemes (MIPv4, MIPv6, FMIPv6, and 

HMIPv6) also practice these shortages when a quick handover is 

desirable in several genuine circumstances like MANETs, 

VANETs etc. This paper will evaluate the literature of the work 

done in past and present for undertaking the authentication 

concerns in vertical handover and will put down a basis for 

building the latency and packet loss more effective in such a huge 

shared situation that can produce to an extremely bulky level. 

This effort will mostly focus on the existing tendency in vertical 

handover mostly with the authentication, latency and packet loss 
issues. 

Keywords: Vertical hand over, Authentication, FMIPv6, HMIPv6, 
reactive, proactive, latency and packet loss. 

I. INTRODUCTION 

Future generation heterogeneous wireless networks 
(FGHWNs) are facing with service continuity challenge for 
which vertical handoff is indispensible. So its assurance by 
means of rapid and efficient vertical handover that recognize 
service connection and seamless mobility maintaining the 
security and QoS is demand of the day [4]. Administered by 
diverse operators like WiMax,WiFi ,UMTS,GSM etc each in 
the run to achieve the highest quality and data rates, 
dynamically to choose for the always best connected network. 
Same technology networks switching are called horizontal 
while different technology networks switching are called 
vertical handover. 

As shown:  

              

Figure 1. Vertical and Horizontal Handoff  

            [K.Savitha et al:1] 

Four stages are accomplished during handover mechanism 

 Handoff Initiation stage:  Signal strength, link quality 
etc initiated the handover procedure.   

 System discovery stage: Discovering the neighbor 
networks, sharing Quality of Service (QoS) 
information offered by these networks. 

 Handover Decision stage: Comparing QoS of all 
available networks leads the user toward best network 
selection. 

 Handoff Execution stage: Relinquishing old and 
establishing new connection and security services is 
done in this phase [1]. 

FGHWN are the result of overlapping of diverse wireless 
networks. The heterogeneity of FGHWN needs the realization 
of a vertical authentication method that trim down the handover 
delay whereas safeguarding the security perspective of the 
enduring communication. To uphold the continuing 
connections still after the home network is no longer 
accessible, vertical handover methods must be put into 
practice. Today, subscribers turn into additional challenges in 
conditions of omnipresent services availability and security. 
Furthermore, the installed fourth generation (4G) networks are 
illustrated by several wireless access networks expertise. To 
assure availability at the same time as preserving the security 
level, operators and service providers be supposed to 
harmonize and facilitate a mobile subscriber steadily using the 
services he is subscribed to regardless of his position and the 
access network expertise that is obtainable in his region, for 
which novel inter-networks roaming and vertical handover 
means ought to be cleared. To provide effective mobility with 
security all generation technologies (2G, 3G, and 4G) should 
be interoperable to facilitating the subscribers with ubiquitous 
wireless communication with high data rates. In case of loose 
coupling between WiMAX and WiFi networks operators have 
to describe supplementary mechanisms to implement network 
intelligence be capable to execute vertical handovers, as WiFi 
networks are incapable of management. In case of tight 
coupling, WiMax apparatus will be utilized to tackle 
subscribers’ mobility and seamless connection shift, as they are 
capable of intelligent management [5]. 

II. LITERATURE REVIEW 

In this paper the author’s K.Savitha et al illustrated three 
different designs namely centralized, distributed and trusted  
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distributed for vertical handoff decision, by means of three 
parameters; Throughput, Decision Processing and End-End 
delay [1]. The strength of the paper is that, it validates that 
among the each outcome of all the three designs the trusted 
distributed for vertical handoff decision having best 
performance among all. The limitation of the paper is that, a lot 
of delay time both in decision processing and End-End 
transmission. Secondly, there are many inappropriate 
judgments attempted by the mobile nodes to decide their target 
network due to data flooding which leads to network 
congestion.  

In this paper the author’s Bao Guo et al compared and 
contrast two schemes (Encrypt-and-MAC, Encrypt- then- 
MAC) to achieve the confidentiality and integrity for the Short 
Message Services Networks [2]. The Encrypt-and-MAC 
scheme using CTR and CMAC modes while Encrypt-then-
MAC scheme using EAX mode, both characterize by AES. 
Strength of the paper is that, output of each scheme in terms of 
operation time is almost similar but the Encrypt-then-MAC 
scheme offer more assurance, because appending MAC of the 
encrypted plaintext. Secondly Encrypt-then-MAC scheme also 
demonstrating best performance during online processing’s. 
The limitation of paper is that, implementation of transmitter 
flow (SE/ES) will create the I/O obstruction if input data is 
increased. Secondly, Python 2.6 executables codes 
functionality is platform restricted. 

In this work the author’s Jakub Szefer et al suggested a 
flexible hardware mechanism (FPGA) that facilitates in time 
operations for encryption and hashing algorithms [3]. Strength 
of the paper is that, the Design is compatible with any portable 
devices and sensor nodes. Secondly, its implementation doesn’t 
compromise its performance at the cost of its area and time [3]. 
Thirdly, the design can be used for other security services not 
just ciphering and hashing. Limitations of the paper are that, 
the mechanism of the FPGA policy is fixedly predefined. 
Secondly mechanism is adjustable with a limited and fixed 
quantity of Parameters. Thirdly, its efficiency is variable for 
cipher-to-cipher or hash-to-hash; maximum for whirlpool and 
block ciphers. 

In this paper the author’s wafaa bou diab et al proposed a 
new Seamless vertical handover solution for real-time data 
transfer with fast authentication. while analyzing the results 
with conventional schemes in terms of signaling cost (handover 
and authentication) and packet loss [4] It proved better results 
than its predecessor (IMS, MIPv6, FMIPv6) although quality 
and security services both maintained. Strength of the paper is 
that, it decreased the number of authentication messages, 
because both handover and authentication amalgamated in a 
single message, which reduced handoff latency as well. 
Resultantly the chances of packet loss also diminished. The 
limitation of the paper is that, this model is very sensitive to 
packet loss. Any loss of packet will lead to miss-
synchronization, resultantly either to reinstate a new security 
association or roll back to the initial state. 

In this paper the author’s Neila KRICHENE et al discussed 
a vertical authentication method among the GSM, UMTS, 
WiFi and WiMAX technologies, regardless of any previous 
subscription to the visited network [5]. Strength of the paper is 

that, the authors proposed a global authentication protocol 
authorizing vertical handover between 4G architecture 
networks and proved the strength of the protocol against man-
in-the-middle and denial of service attacks during vertical 
handover. The limitation of the paper is that, this protocol is 
only compatible with mesh topology 4G networks and does not 
bother for Quality of Service. 

 In this paper the author’s Ahmed H. Zahran et al described 
a broker-based design for integrated heterogeneous networks to 
enhance the vertical handoff management, utilizing novel 
resource query method for Media Independent Handover [6]. 
The strength of the paper is that, it focuses on the decline in 
signaling load, MT configuration time, power consumption, 
user authentication delay, VHO delay, and the probability of 
VHO interruption, although guarantying seamless transitions as 
well. The limitation of the paper is that, almost all of its work is 
least cited which degrade its authenticity. 

In this paper the author’s Ali Al Shidhani et al put forward 
two re-authentication protocols (FUAR,LFR) comparing them 
to existing protocols(EAP-AKA, UMTS-AKA) in the 3G 
Home Networks [7]. The strength of the paper is that, It 
considerably spawning less signaling traffic and enduring less 
delay, accomplishing secured key management and mutual 
authentication, demanding no adjustments to the interworking 
architecture. The limitations of the paper is that,FAUR’s 
security and performance depends upon the lifetime of security 
keys (TK, nCK, nIK).while security keys neither can be shared 
nor it can be reused, one time the session expired. The paper 
only focused on 3G networks 

In this paper the author’s Hoyeon Lee et al, have done 
efforts to enhance SIP, for vertical handover design (WiFi-to-
UMTS) to reduce the IMS delay, comparing the results with 
conventional SIP [8].The strength of the paper is that, it 
enabling make-before-break vertical handover for IMS, 
successfully defined and operated two new headers in SIP, as 
sustaining for delay-sensitive real time applications, presenting 
compatibility with traditional.  The limitation of the paper is 
that, it does not bother about the Layer 2 and 3 handover 
latency, secondly neglecting the forecasted troubles due to 
increase in header size. 

In this paper the author’s Jaeho Jo et al have focused on 
vertical handover via layer 2 and layer 3 signaling messages 
connecting mobile WiMAX and 3G networks [9]. 

The strength of the paper is that, it sort out L2 and L3 
signaling messages as merging them resultantly limiting 
handover latency and UDP packet loss ratio while enhancing 
the TCP throughput. The limitation of the paper is that, it 
implemented the idea of predictive mode fast handover in 
which chances of failure are always open. 

In this paper the author’s chan-Kyu Han et al, assessed the 
signaling load, authentication procedures and compatibility of 
vertical handover in the EPS architecture networks [10]. The 
strength of the paper is that, it introduces the EPS network 
release 8 concentrating on security, secondly allowing random 
processes in authentication arrival, thirdly discovering new 
authentication generation processes other than routine, fourthly 
enhancing authentication signals as required. Limitations of the 
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paper are that, mandatory parameters like mobility 
organization, security strategies, and a variety of haphazard 
arrival processes are ignored in the current model.   

 In this paper the author’s Liming Hou et al, introduced a 
pre-authentication design, based on the EAPTLS protocol, 
between WiFi and WiMAX hybrid networks, comprises of two 
stages; pre-authentication and re-authentication [11]. Strength 
of the paper is that, authentication delay is considerably 
reduced, while introducing pre-authentication stage. The design 
can be used for real time services as well. Limitation of the 
paper,EAPTLS is based on a public key infrastructure for its 
authentication, which reduces its portability. 

In this paper the author Mario Marchese, integrate the 
interconnection and (Delay Tolerant Networks) DTN gateways 
architectures for wireless ubiquitous networks [12]. The 
strength of the paper is that, it shared successfully the 
functionalities of QoS mapping, and resource control from 
interconnection Gateways while extended delays and 
momentary link unavailability from DTN Gateways. The 
limitation of the paper is that, essential functionalities like well-
organized mobility operates on broad territory coverage and 
guarantee of end-to-end data deliverance for elongated delay 
corridor and momentary link distraction are ignored. 

In this paper the author Shih-Jung Wu specify (Host 
Identity Protocol) HIP-based vertical handover scheme via 
integrated architecture for seamless mobility of diverse 
wireless networks [13]. The strength of the paper is that, it used 
effectively HIP to tackle the problems of mobility and multi-

homing while Diameter Protocol for registered users 
authentication. Limitations of the paper is that, as the local 
scope identifier (LSI) is a 32-bit identifier of host identity 
which  is incompatible for IPv6 so collision probability is 
enviable, and its scope will be also controlled. Lastly results are 
not simulated or proved.  

In this paper the author’s Gabriele Tamea et al have 
provided an algorithm which makes its vertical handover 
decision on the basis of probability to avoid ping-pong effect 
[14]. Strength of the paper is that, the suggested algorithm 
evaluating the (WDP) wrong decision probability on the basis 
of: improving the collective goodput, and dropping of 
redundant and needless vertical handovers (PPE), was 
empowering the Mobile Terminal (MT) for the commencement 
and restriction of VHO that is why it is distinct as a Mobile 
Terminal-Controlled Handover scheme.          Limitations of 
the paper is that, it didn’t bother other estimations of good put , 
and analysis of its correlation  at different intervals.  

In this paper the author’s Pedro J. Fern´andez Ruiz et al, 
portrayed a testbed setup installed over inter and intra 
technology vertical handover (WiFi,WiMAX and UMTS) to 
testify the secure mobility on vehicular networks [15]. Strength 
of the paper is that, it successfully experienced the 
authentication process on vehicular networks using IKEv2 and 
EAP3 for dynamic IP allocation and authentication 
respectively, exclusive of losing connectivity. Limitation of the 
paper is that, due to vehicular network there must be 
overlapping and no overlapping zones for which the selection 
and authentication procedures are not discussed. 

III. CRITICAL ANALYSIS 

TABLE 1.  

Author Working Problems Solution 

K.Savitha et al 

Validates that the trusted distributed for vertical 

handoff decision having best performance 

among all. 

Delay time both in decision processing, 

End-End transmission, many 

inappropriate judgments which lead to 

network congestion.  

By replacing the reactive routing protocol, Ad 

hoc On Demand Distance Vector (AODV) 

with a proactive routing protocol like, Highly 

Dynamic Destination-Sequenced Distance 

Vector routing protocol (DSDV), to reduce 

the delay time. 

Bao Guo et al 

Encrypt-then-MAC scheme offer more 

assurance, because appending MAC of the 

encrypted plaintext.  

Implementation of transmitter flow 

(SE/ES) will create the I/O obstruction if 

input data is increased. Python 2.6 

executables codes functionality is 

platform restricted. 

If we implement MAC-then-encrypt scheme, 

will enhance security services. And if python 

2.6 is replaced by PERL or ruby 

programming language then the platform 

independence issue will also be resolved 

Jakub Szefer et al 

The Design is compatible with any portable 

devices and sensor nodes. Its implementation 

doesn’t compromise its performance at the cost 

of its area and time. The design can be used for 

other security services not just ciphering and 

hashing.  

The mechanism of the FPGA policy is 

fixedly predefined. Mechanism is 

adjustable with a limited and fixed 

quantity of Parameters. Its efficiency is 

variable for cipher-to-cipher or hash-to-

hash; maximum for whirlpool and block 

ciphers. 

We can design FPGA user defined while 

assigning unlimited parameters according to 

the need and situation dynamically. 

wafaa bou diab et al 

 It decreased the number of authentication 

messages, because both handover and 

authentication amalgamated in a single message, 

which reduced handoff latency as well. 

Resultantly the chances of packet loss also 

diminished. 

This model is very sensitive to packet 

loss. Any loss of packet will lead to miss-

synchronization, resultantly either to 

reinstate a new security association or roll 

back to the initial state. 

A mechanism can be introduced so that, on 

each and every mobile node SCID (Session 

Context ID) routing table should be fully 

updated with full header packets rather only 

destination IP addresses. 

Ali Al Shidhani et al 

It considerably spawning less signaling traffic 

and enduring less delay, accomplishing secured 

key management and mutual authentication, 

FAUR’s security and performance 

depends upon the lifetime of security keys 

(TK,nCK,,nIK).while security keys 

Consequence of additional security keys for 

each session is required to be investigated. 

Proper confirmation of the security and 
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demanding no adjustments to the interworking 

architecture. 

neither can be shared nor it can be reused, 

one time the session expired. The paper 

only focused on 3G networks 

performance of FUAR will be carried out 

with constraint of life time. 

Hoyeon Lee et al 

It enabling make-before-break vertical handover 

for IMS, successfully defined and operated two 

new headers slots in SIP. 

It does not bother about the Layer 2 and 3 

handover latency, secondly neglecting the 

forecasted troubles due to increase in 

header size. 

Large bandwidth allocation to solve the 

header size problem. 

Jaeho Jo et al 

It sort out L2 and L3 signaling messages as 

merging them resultantly limiting handover 

latency and UDP packet loss ratio while 

enhancing the TCP throughput. 

It implemented the idea of predictive 

mode fast handover in which chances of 

failure are always open. 

 

predictive mode can be replaced with reactive 

mode fast handover  

 

 

chan-Kyu Han et al 

Allowing random processes in authentication 

arrival, discovering new authentication 

generation processes other than routine, 

enhancing authentication signals as required.  

Parameters like mobility organization, 

security strategies, and a variety of 

haphazard arrival processes are ignored in 

the current model.   

Several features like haphazard walk mobility 

model, associations with every authentication 

activation and different random process 

generation are to be examined for the 

compatibility with the real world scenarios. 

Liming Hou et al 

Authentication delay is considerably reduced, 

while introducing pre-authentication stage. The 

design can be used for real time services as well. 

EAPTLS is based on a public key 

infrastructure for its authentication, which 

reduces its portability. 

we can replace the protocol by any other of 

EAP family member like EAP-MD5, EAP-

OTP, EAP-GTC, EAPTLS and EAP-SIM etc. 

Mario Marchese 

It shared successfully the functionalities of QoS 

mapping, and resource control from 

interconnection Gateways while extended delays 

and momentary link unavailability from DTN 

Gateways. 

Essential functionalities like well-

organized mobility operates on broad 

territory coverage and guarantee of end-

to-end data deliverance for elongated 

delay corridor and momentary link 

distraction are ignored. 

A novel illumination relating to architectures 

and protocols is  obligatory 

ih-Jung Wu 

It used effectively HIP to tackle the problems of 

mobility and multi-homing while Diameter 

Protocol for registered users authentication. 

 

As the local scope identifier (LSI) is a 32-

bit identifier of host identity which is 

incompatible for IPv6 so collision 

probability is enviable, and its scope will 

be also controlled. Lastly results are not 

simulated or proved.  

Its results should be simulated so that to 

assess its presentation and should also be 

compared with its predecessor work. 

 

Gabriele Tamea et 

althe 

Improving the collective good put, and dropping 

of redundant and needless vertical handovers 

(PPE),empowering the Mobile Terminal (MT) 

for the commencement and restriction of VHO  

It didn’t bother other estimations of good 

put, and analysis of its correlation  at 

different intervals.  

 

To include the other goodput parameters and 

enhance correlation among them. 

 

Pedro J. Fern´andez 

Ruiz et al 

it successfully experienced the authentication 

process on vehicular networks using IKEv2 and 

EAP3 for dynamic IP allocation  and 

authentication respectively, exclusive of losing 

connectivity. 

As it is vehicular network there must be 

overlapping and no overlapping zones, for 

which the selection and Authentication 

procedures are not discussed. 

To set pre-established security and mobility 

policy that will allow the user to opt the 

appropriate interface in each and every 

situation. 

IV. PROPOSED SOLUTION 

 The above observations reveal that many schemes were 
introduced but all of them have deficiencies. Hand over process 
takes time in address acquisition and on time calculations 
which increases latency and hence leads to packet loss. For fast 
and smooth hand over between homogeneous and 
heterogeneous networks, a modified and fast hand over 
mechanism always needed. Hand over is more critical in some 
conditions like in ad hoc networks such as MANETs and 
VANETs. In ad hoc networks the hand off need very few time 
for changing point of attachment to the access point and with 
routers as mobile nodes move very fast. The horizontal 
handover between different network such as WiFi, WIMax, 
UMTS also leads latency and packet loss. Latency created in 
the hand over process because the difference in the band width. 
When a node leaves from one network and inters into the 
premises of another network such as from WiFi to WiMax, the 
difference between band widths leads latency. The queue 
becomes full at the bridge of the network and waiting packets 
feel delay in term of latency and as a result all this lead to 
packet loss. In horizontal hand over on time calculations also 
takes timing to change from point to point.  

The Standard IEEE 802.11 Handover process of consist 
into following six phases: triggering, discovery, authentication, 
association, IP address acquisition, and home agent (HA) 
registration [16]. The first four phases related to the data link 
layer and called layer two (L2) while the last two phases done 
it the network layer and called layer three (L3) handover [17]. 
In the whole process there is on time calculation and awake the 
moment of the mobile node. The moment of the mobile node 
from one network premises to another continuously monitor 
from its Received Signal Strength Indicator (RSSI) value. 
When RSSI value decrease in area the mobile node start 
scanning for other network having better RSSI value.  IEEE 
802.11 had over two types of scan modes are define: active 
scan and passive scan.  In active scanning, the MN transmits a 
probe request massage on a channel and then waits for a while. 
If no response from other side, mobile node continues to sends 
a probe massage on the next channel and wait for response 
from other access router. While in passive scanning, the mobile 
node sequentially listens to beacons on different channels 
instead of transmitting massages for request. When mobile 
node listen all the channel, it choose a channel with better RSSI 
value and start massages to shift from one access router to 
another.  
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In our proposed scheme passive scanning mode, the mobile 
node start hand over procedure rather network. Nearly all 
parameters are set prior starting the connection establishment 
of new connection with another access router. While some very 
necessary calculation still performed at time of changing access 
routers.  

In the proposed scheme total focus is on proactive 
mechanism rather than reactive all time. Proactive means much 
of the work been done by the system before actually hand over 
been starting. First, when mobile node experience weak RSSI 
value, it starts searching for better RSSI network value. The 
mobile node starts discovery and section for new access 
routers. Once the mobile is performed authentication to 
entering at premises of the new network.  Then no need for re-
authentication, when changing from one access point to other 
(horizontal handover). At the association process the mobile 
node define itself prior to association and almost all massages 
shared between new router and mobile node.  

Therefore for a mobile node tack very little time to 
associate with access router. After association the mobile node 
trying to get new IP address. Two variations either Router 
Advertisement messages are periodically broadcasted by new 
router or the mobile node sends Router Solicitation messages to 
new router to obtain the Router Advertisement messages. Care 
of Address (CoA) has been assign to mobile node for time 
being, duplication address detection (DAD) process ensure 
unique addresses in the same network premises. When a 
mobile node obtains its CoA in new network then mobile node 
informs it’s Home Agent about the new CoA by sending a 
binding update message to home agent. The home agent also 
sends a binding acknowledgement massages to the mobile node 
to complete the process [18].  

The standard scheme shows that latency turn outs because 
of the on board calculation. Nearly all schemes needs on time 
calculations for completing the hand over procedure. But these 
calculations can be decrease by dividing the whole process into 
two parameters. Some necessary parameters are still calculated 
on time but most of the parameters should set before the actual 
process being start.  

The proactive mechanism reduces the delay in term of 
reducing latency. Reactive mechanisms are applied when some 
parameters need some on line calculating values otherwise the 
proactive mechanism. Proactive mechanisms reduce the hand 
over latency by applying pre-define parameters values. 
Proactive parameters including pre-define calculations by the 
mobile node for smooth roaming in the same network with 
different access points or roaming between different routers of 
the different networks, pre-define pool of address for mobile 
nodes which decrease on time calculation for address 
acquisition and duplication address detection.  

V. CONCLUSION AND FUTURE WORK 

While evaluating all the above mentioned work it can be 
concluded that almost all of the time reactive protocols are used 
when a node shift from one entrance point to a new one, while 
executing estimations in terms of handover and authentication. 
As handover massages are exchanged, the actual data packets 
experiences extensive average delay, which amplify latency 
and lastly leads to packet loss in few cases.  In our proposed 
scheme, a few parameters will be pre-defined, which will assist 
in calculation at hand over process. The proposed scheme will 
be helpful as it is based on preceding standard approaches with 
improvements. The proposed elucidation will be a hybrid 
approach of reactive and proactive. 
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Abstract— The education system in rural and semi-rural areas of 

developing and underdeveloped countries are facing many 

challenges. The limited accessibility and challenges to the 

education are attributed mainly to political, economic and social 

issues of these underdeveloped countries. We propose a “Feasible 

Rural Education System (FRES)” based on Ontology and 

supported by Cloud to enhance the accessibility to education in 

rural areas. The system has been proposed incorporating the 
FOSS approach. 
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I.  INTRODUCTION  

In developing countries like India, the rural and village 
schools form 87% of the total schools, of which 90% are run 
by the government with financial aid and rest of the schools 
are unaided [1]. These schools offer education in four phases: 
Primary, Upper-primary, Secondary and the Higher 
Secondary.   

Though the literacy rates in developing countries have 
been steadily increasing in higher education system (which 
includes educational and vocational training), the same is not 
noticed in the Primary and Upper-primary education in rural 
and semi-urban areas. Various initiatives had been taken up by 
the Government of India to support Education in rural areas by 
bringing in various technologies and through the usage of 
internet. The role of Information and Communications 
Technologies in education can be dispersed into manners [6]. 

 Alternative instructional delivery systems such as 

radio, educational TV and audio visual 

communication. 

 Computers and computer based system for 

instructional delivery and management; use of 

multimedia and internet/web based education. 

As an initiative for the former mode of communication, 
EDUSAT was launched in September 2004, at a cost of USD 
20 million. India’s first Education satellite was dedicated. 
However it has failed to provide any speak able impact in rural 
areas. The problems attributed to this were previously 
recorded lectures, non-interactive nature of sessions, not 
formed for as per students learning capability. 

As for the latter, the government has initiated an Internet 
Based Continuing Education. The components are comprised 
of online learning materials, online Academic counselling, 

online assignments and projects and online collaboration. To 
help back all the state government ICT education initiatives, in 
May 20, 2006, the government of India, Ministry of HRD, 
Department of Secondary and Higher Education had issued an 
order for the implementation of Broadband Connectivity in all 
secondary schools. To accelerate the progress of education in 
rural areas, we take the help of the free and open source 
software (FOSS) movement. The FOSS has originally begun 
as an intellectual movement for development, modification, 
ownership and redistribution of software managed by a 
community of programmers. We suggest that the principles of 
FOSS namely transparency, collaboration, openness and co-
ownership can be introduced in our education system in 
providing accurate, accessible and free education resources. 

II. LACUANES IN RURAL EDUCATION SYSTEM 

A typical rural education system contains three main 
components namely:  Teacher, Student and Infrastructure [2].  

A. Student 

In rural scenario, student speaks his native language more 
fluently, demanding communication for learning in local 
language.  A student in rural area faces more challenges in 
daily life as compared to his counterpart in urban areas, to 
name few (i) lack of commutation to schools situated far off 
from villages, (ii) playing in streets, want of setup area meant 
for play (iii) studying under street lamps, want of electricity at 
home, (iv) lack of good curriculum or educational material, (v) 
lack of full-pledged laboratory or library facilities etc.  In 
essence, priority for rural student is to survive for the day 
rather than look and work for a better future. The governments 
of developing nations aim to bring quality education to these 
rural students so that they could compete with their urban 
counterpart. However, this becomes difficult, since, the urban 
schools have access to top-class teachers, laboratory and 
library facilities. Therefore, the needs to be addressed for rural 
students are as follows: 

 An interesting and challenging representation of free 
education material, so that attention of the student 
holds. 

 Communication in learner’s language. 

 Limited dependence on teacher’s instruction and on 
non-availability of other modes of learning. 

 More interaction with students of other schools of the 
same curriculum. 
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 Up to date and accurate representation of curriculum 

B. Teacher  

A teacher plays the most impacting role in the rural 
education system. A teacher forms the root of the system on 
which students, learning resources and technologies are 
dependent. Without the teacher, the student stands to gain a 
very limited knowledge. The learning resources and the new 
technologies cease to play any role if teachers do not use the 
facilities. The learning resources will not be reviewed if the 
teacher fails play an active role in the education system. The 
more effective the teacher becomes, the better the quality of 
learning by students.  However, the challenges faced by 
teachers of rural and semi urban in terms where technology 
can play roles are as follows: 

 The large gap between rural and urban technology in 
facilitating teaching and learning process. 

 Limited availability of facilities like study materials, 
language friendly multimedia. 

 Very less or non- availability of resources for 
accelerated and quality learning. 

 Huge cost involved in procuring and maintenance of 
infrastructure- mainly software and hardware. 

 Lack of communication between schools handling the 
same curriculum, hence shortage of updated 
information and mentoring programs. 

C. Infrastructure 

The basic infrastructure required can be divided into 
consumables products and non-consumable products. The 
consumable products mainly are stationery items such as 
exercise books, pens, pencils etc and the non-consumable 
materials are the curriculum, learning aids, visual aids and 
technological equipment’s. The dearth of non-consumable 
products can be met by present day technologies.  The various 
factors that need to be addressed in this context are as follows: 

 Free availability of resource materials in the form of 
text, video or audio classes. 

 An effective teaching guide to support the teachers 
and learners. 

 Challenge based or game based learning curriculum 
that can hold the attention of learners. 

 An effective educator system that can take care of 
mentoring and supporting of rural educators. 

 Availability of technology (software and hardware) 
without the maintenance and cost issues. 

 A user friendly interface preferably in the local 
language of the user   

 Low cost systems and lab facilities. 

Various other factors like political, male to female ratio, 
economic reasons exist [3]. However factors where technology 
can play a role and help alleviate the hurdles should be 
addressed in this current era. 

III. FOSS IMPACT IN EDUCATION 

The Free and Open source movement was begun by a 
community of programmers to remove or decrease restrictions 
on collaborative development, distribution, ownership and 
redistribution of software [5]. This however got noticed and 
the principle is being applied by various researchers and 
academic communities in various domains. The values that the 
FOSS movement promotes are openness, transparent 
collaboration and co-ownership. All these values need to be 
adapted into the education scenario.  

A. Openness 

Openness in FOSS environment is to have open access to 
the source code.  In education, openness leads to free access to 
curriculum and pedagogy. Currently information related to 
curriculum and pedagogy is available only to the selected few. 
Though governments provide may Open-Courseware 
resources  such as Indira Gandhi National Open University 
(IGNOU), NPTEL (National Programme on Technology 
Enhanced Learning ) and the CEC ( Centre for Education and 
Communication ) repository in India, they are not entitled for 
changes by others to suit their curriculum, and faces the 
following challenges:  

 Information retrieval works on the basis of queries. 
The relevance of data is directly proportional to the 
completeness of a query. The information retrieved is 
dependent on the learner’s query.  

 Trust factor of information retrieved is yet a widely 
researched area. The user has to decide on the 
accuracy and completeness of information.  

 There is no guidance in the flow of information or in 
the method of learning process. The user or reader 
must decide on the flow of information to be read as 
there is no connection between the information. If the 
student begins on a certain topic, he must be guided to 
its prerequisite information. 

 No guidance is available when the student scours 
through lengthy material or tutorial. The online tutor is 
absent. She/he does not have any interaction with 
subject matter expert or any answering system for his 
queries & doubts. 

 The maturity of the user is also of utmost importance. 
Her/his understandability of the instruction, level of 
language proficiency, and the grasping power of an 
individual all plays a role in effectiveness of the 
information. 

B. Collaborative development 

This in terms of software relates to the development of 
code by several professionals interested in the tool or software. 
They decide to do changes so that it helps in their application.  

With education, collaborative development has been 
interpreted as a transparent process for formulation of 
educational policy, syllabi and content related to the 
curriculum or course. The hurdle here lies with the 
transparency process. The limitations of applicability of 
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transparent collaboration in education may be attributed to the 
following reasons. 

 There exist no common policy and decision makers. 
There are different methods of learning tools. Some 
schools believe in sending work home. Some work on 
completing at school premises 

 There is always a change in curriculum delivery for 
secondary education.  Textbook variation, selection of 
portions and time of completion causes difference in 
the delivery of curriculum. 

 Many universities have created their digital 
repositories for the benefit of students. This however 
has been a good initiative for the students of the 
respective schools. All different kinds of tools are 
being used for updating like PPT, text, audio, video or 
word. Updating of resources requires understand 
ability of the underlying software. It poses restriction 
to authors of various domains. 

C. Co-ownership 

In FOSS, Software can be freely distributed without 
licensing fees. In education the main stakeholders are the 
students, teachers, parents and the institution. Ownership 
relates to the freedom of access and an equal influence over all 
intellectual artefacts used in the education system. Here again 
the access and empowerment of curriculum lies in the hands of 
the select few, who are eligible for the resources and not those 
few who are in search of knowledge. Faculties do not have 
access to better materials from various guides. They lack 
support from domain proficient members and no 
knowledgeable tools. To bring co ownership to education 
would mean able to modify and reuse the repositories.  

Creativity also has been the other important aspect where 
the users who have laid the FOSS foundation have encouraged. 
In all its forms, creativity is the spirit in FOSS. This also must 
be followed in areas of education too. Tools that enable 
creativity must be created and used to provide various 
challenged based learning. The user plays a very important 
role in creativity. Incorporating the Bloom’s taxonomy is one 

of the major hurdles that are faced by curriculum developers. 

IV. SEMANTIC WEB BASED EDUCATION SYSTEM 

A. Use Case Scenario 

Understanding the shortcomings and the difficulties of a 
student from a rural background is important aspect to 
consider in the teaching learning process. Since the system can 
be categorized as an e-learning space, all the characteristics of 
classroom learning if not more must be incorporated into the 
system. The rural education system has basically three entities: 
Domain model, student model and Facilitator’s model. Three 
requirements of the Semantic Web Education System for three 
different entities are discussed below. 

1) Student requirement: 

 Student needs a guide as he sits through the learning 
system. She needs an interactive system that guides 
him through his learning process 

 Her preference of the learning style :Audio, Video, 
Text or Incorporation of all formats 

 The dynamic flow of learning material that suits his 
understanding capability. She does not have to go 
through the entire material but that suits his need of 
knowledge 

 Learning material presented depending upon his 
cognitive learning style 

 A good and friendly user interface 

 Student data to be stored with respect to his interest, 
his learning mode etc 

 High quality information 

 Student community 

2) Domain requirement 

 Storing of content’s metadata or its relevance in the 
learning repository 

 Structure definition: Organization of each content 
material or the learning sequence of the learning 
material 

 Format of the resource material like video. Website , 
Audio etc 

 Reusability of the content 

 Dynamic updating of the content 

 Quality assurance 

 Automatic of display of Content depending on user’s 
input 

3) Facilitator’s requirement:  

 Uploading of resource material in any format 

 Updating of content 

 Questionnaire in relevance with the content  

 Evaluation procedures 

 Guiding of students online or offline 

 A secured and an user friendly interface 

B. Ontology Support 

Ontology can be used for knowledge representation with 
respect to each domain [4]. Domain ontology has its 
advantages. Firstly it allows reuse, updating and sharing of 
ontology between ontology friendly environments. Secondly it 
has its formal structure which makes it easy to extract and 
obtain knowledge representations. The courses or resource 
material can be divided into declarative or procedural 
knowledge. The declarative knowledge represents the factual 
and conceptual knowledge while the procedural knowledge 
represents action sequences and problem solving procedures. 
The objective behind using ontology is to facilitate a 
structured knowledge which helps facilitate reasoning and 
help provide the best learning session as per learners need. 
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We present here the architecture (Figure 1) of ontology 
supported education system. The ontology supported web 
based education system has basically three components. They 
are the facilitator, learner and the data repository. The data 
repository forms the ontology supported data for the student 
and the learning documents. The facilitator’s role is to support 
in content design and providing student support. The learners 
form the student as well as faculties of rural schools. They are 
the actual beneficiaries of the system. The web based system 
is then deployed on to a dedicated cloud for education purpose 
only. The web based application is in the form of centralized 
web-based applications. One instance of an application hosted 
in the cloud is cheaper and easier to manage. Upgrading of the 
application which is to be done often due to development of 
educational content has to be done often.   

To define the ontology, OWL-DL (Protégé Editor has been 
used. The curriculum developed was included for a single 
course. The proof of concept will be deployed in Amazon, 
where it has its Elastic Compute Cloud (EC2), a web service 
that provides cloud-based resizable computing capacity for 
application developers. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 1: Architecture of Rural Education System 

1) Domain Model 
The courses are being represented in the form of ontology. 

The ontology as shown in figure 2 has been organized as 
follows. The definition class has been subdivided into mainly 
three sub classes. The definition class is being defined by the 
source, Content author, last_modified_date and the learning 
objectives. The definition class exists for contents updated into 
the domain model.  The learning objectives compulsorily 
follow the objectives as per Washington accord. The source of 
content will be updated as a pair value of Source and 
contented. The content_ID acts as the sequence no which 
denotes the sequence no in which the content is to be 
presented.  

The format class is linked by its various subclasses by the 
relationship of “for_a_particular“. The individual contents 
could be an image, audio, video or text. The relationship 
between these various subclasses follows an OR relationship. 
The contents can be of more than one format but not 
necessarily all formats. The text data can be further 

categorized as PPT, .doc or Pdf formats. The PPT might be 
supported with audio also.  

The structure denotes the actual content and details for 
rendering of content. The subclasses are the content, FAQ’s, 
and test. The content is further divided by its purpose and aim. 
It can be classified as definition, principals, advantages, 
application etc. The content is also rated depending on its 
difficulty level. The content can be rated as topics that come 
under surface learning and deep learning. The surface learning 
can be described as the using low level cognitive skills and 
minimum effort to complete the course requirements. The 
deep learning involves understanding, engaging in higher level 
cognitive skills. The student should be able to think 
conceptually about a topic. The content is being identified by 
its content _id which will be given as input for the sequence 
_no subclass. The sequence _no subclass will be related to the 
prerequisite subclass. The prerequisite states that content to be 
mastered before the actual content is to be read. The test 
subclass relates to the content that is to be used to evaluate the 
students. The evaluation content could be objective or 
subjective type of questions. The structure class also maintains 
a FAQ’s. The FAQ’s will be referred when a student poses a 
question. The question will be matched against the FAQ pool.  

 OWL-DL (Protégé Editor) has been used for defining the 
ontology .The document ontology is being represented as an 
Onto Graph. Figure 3 states the object properties between 
various classes. The relationships indicate the functional 
dependence between various classes. All classes have direct 
dependence to its subclasses. However certain classes have 
dependencies to other disjoint classes. One of the functional 
dependence indicated is the prerequisite. This states that 
content will have a prerequisite. The inverse relationship is 
built automatically. In the above example, a prerequisite exists 
for all content. 

2) Student Ontology 
The lack of physical educator must be compensated by the 

system. Said in other words, the system must understand the 
need of the students and present the course that suits his 
learning style. The student background information is stored to 
help navigate and select the right learning style for the student. 
The profile includes his pre schooling, his language 
competency, his reading skills, his attention span etc. The 
preference of his learning style is also recorded for the benefit 
of the student. The different learning style can be categorized 
into visual learners, auditory learners, reading /writing learners, 
and kinaesthetic learners. 

The cognitive learning style defines the cognitive 
characteristics that the student possesses. The Cognitive 
characteristics can be categorized as brainstorming followed 
by session or vice versa. It is believed that certain students 
need facts as to why certain content must be mastered. The 
evaluation procedure is recorded in the subclass in evaluation 
metric.  

The metric store scores as against to each content for each 
student. As they complete the test in accordance to the content 
referred, the metric is updated. The description of the 
individual can be specified by using the individual description 
view. 
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Fig. 2 OWL Viz representation of Document ontology 

Domain Object Property Range 

Definition Depends_on Content 

Content Requires Prerequisite 

Sequence no Is_based_on Content 

Format For_a_particular Content 

Test Evaluation Content 

FAQ’s For_each Content 
Fig. 3 Relationship between various classes 

The year to which he belongs can be added.  Restrictions 
can be added by selecting the property assertion view. For 
example, he belongs to any year but value for year must be 
less than four. Using the equivalent class tab, conditions can 
be asserted. For example: Student and belongsto some integer 
[,=”4”^^integer] hasdetail some profile. The subclass feedback 
provides the mentors or facilitators a timely statement so that 
the facilitators can improve the course. The student ontology 
has been shown in Figure 4. The relationship defined between 
the various subclasses has been shown in figure 5. 

 
Fig. 4 Onto Graph representation of Student ontology 

Domain Object Property Range 

Profile Has _skill Cognitive Skills 

Profile Has_style Learning Style 

Profile Has_some feedback 
Fig. 5 Onto Graph representation of Student ontology 

3) Facilitators Model 
Facilitators should be able to enter any of the content in 

any formats as per convenience. The tutorials can be used by 

faculties also for their benefit. The tutor when online will have 
the capability of clearing the doubts raised by students. The 
questions with its answers will enter the GAQ’s pool. The 
domain specialized author will be authorized to verify and 
rank the content. The evaluation metric can be for assessment 
of student’s performance. It also indicates to which level of 
learning the student has progressed.  

A domain expert is involved to develop the course into 
various modules. With those various modules, ontology has to 
be constructed. Each module or content must be mapped with 
the learning objectives. The FAQ’s must be evaluated for it 
content by the domain expert. 

C. Design of Flow 

Student: 

 As a student logs onto his system, his profile will be 
considered. 

  As he request for certain content, his preferred 
learning style and cognitive style will be taken into 
account.  

 Depending on his completion of previous sessions, 
topics will be presented to the user.  

 Brainstorming session will be followed by content if 
his preferred style of cognitive learning is concrete 
generic type 

 If questions are asked, he can directly pose the 
question to the facilitator 

 If facilitators are offline, the question will be matched to 

the existing FAQ’s 
Facilitator 

 The author can upload and modify the existing content 

 Answers to questions of users should be completed 

 Domain experts must be able to rank the content and 
verify the same. 

 Provide the right sequence of rendering of content  

V. CLOUD COMPUTING FOR RURAL EDUCATION 

Once the system has been developed, it should be 
accessible to the rural community. For this, the Web based 
system must be deployed on the Cloud. The lacunae in 
infrastructure, student and teachers in the rural community can 
be offset by the benefits of deploying on Cloud [7]. 

 As the application is run in the Cloud and not on the 
desktop PC, the desktop PC doesn’t need the 
processing power or hard disk space demanded by 
traditional desktop software. Hence the client 
computers, i.e. the rural schools systems can be lower 
priced, with smaller hard disks, less memory, more 
efficient processors, and the like. There is no 
requirement of a CD or DVD drive, because no 
software programs have to be loaded and no document 
files need to be saved at the user side. 
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 Computers in a Cloud computing system will boot up 
faster and run faster, because they’ll have fewer 
programs and processes loaded into memory 

 Cloud computing greatly reduces both hardware and 
software maintenance. With less hardware (fewer 
servers) necessary in the schools, maintenance costs 
are immediately lowered. As to software maintenance, 
as cloud applications are based elsewhere, there’s no 
software on the school’s computers for the IT staff to 
maintain. 

 The need to access any particular software in the cloud 
now becomes less expensive. Software licenses need 
not be purchased for each system. Even if it costs the 
same to use web-based applications as it does similar 
desktop software (which it probably won’t), the 
maintenance staff have saved the cost of installing and 
maintaining those programs on every desktop.  

 When the app is web-based, updates happen 
automatically and are available the next time the user 
logs in to the cloud. Whenever the student accesses a 
web-based application, the updated version of the 
application is being downloaded. 

 All contents are instantly available from whichever 
community schools have been registered with the 
education system 

 The documents can be accessed simultaneously; the 
modifications done by one user is automatically 
reflected by which the other users can see onscreen.  

Fig. 6 Life Cycle of Deployment of system on Cloud 

The web based education system will be implemented 
through various stages as shown in figure 6. 

In the requirements phase, the feasibility study is to be 
carried out. The number of schools, users including the 
students and faculty should be assessed. The key processes 
such as content loading and updating; student updating of 
assignment downloading of contents, availability of software 
pertaining to the format of the content to be downloaded 
should be assessed. The scope of the project should also be 
analyzed.  

This includes the content will be formed for how many 
courses, the formats available for a particular content, the no 
of users and the number of schools accessing the web based 
application. The risks also has to be accessed which can occur 
due to disagreement in the content of a course. It can also 
occur due to loss of information, change of author etc .In the 
analysis and design phase, the various components for 
students, faculties and authors have to be tested. Phase wise 
testing will take place. The web based education system will 
be uploaded on a server however the capacity required as per 
users, data should be considered and decided.  

The implementation phase will be for deciding the scope 
of   proof of concept. The border of environment will be 
formed. Here the number of users, schools, and the content 
will be worked for the initial POC. The entire POC will be 
revisited depending on the feedback and issues that arises in 
the design and planning phase.  

VI. CONCLUSION 

The paper aims to present in details the components of a 
rural education system. The drawbacks and the challenges 
have briefly discussed. The technological solution to fill the 
lacunas of the present rural education scenario was briefly 
explained.  

The ontology has been used for representing the 
knowledge repositories with respect to students and content. 
By deploying the web based semantic education system on to 
cloud help address several other issues regarding the rural 
education scenario. 
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Abstract— In this paper, we introduce a new threshold signature 

RSA-typed scheme. The proposed scheme has the characteristics 

of un-forgeable and robustness in random oracle model. Also, 

signature generation and verification is entirely non-interactive.  

In addition, the length of the entity signature participate is 

restricted by a steady times of the length of the RSA signature 

modulus. Also, the signing process of the proposed scheme is 
more efficient in terms of time complexity and interaction.  

Keywords- Shamir secret sharing; threshold signature; random 

oracle model. 

I.  INTRODUCTION 

Disclosure of a private key for non-cryptography purposes 
for example a compromise of the basic system, human mistake 
or insider attacks, is actually the highest threat to many 
cryptography schemes. The most generally suggested solution 
is distribution of the private key over multiple servers by secret 
sharing. For digital signature, the primitive we deal with in this 
paper is the main direction of this thought threshold signature 
scheme. 

However, the interesting type of secret sharing scheme 

contains threshold scheme with a set of n  participants. Their 

access structure contains all subgroup of t or more participants. 

Such schemes are called t out of n threshold schemes or just
),( nt

schemes. Threshold scheme was independently presented 
by Shamir [1]. This scheme is relied on polynomial 

interpolation over a finite field. Suppose
)(qGFK 

is a finite 

field with
q

elements. To build a 
),( nt

threshold scheme a 

dealer D selects n distinct nonzero numbers of
)(qGF

indicated 

by nxx ,...,1 , and passes ix
to iP

 upon a public key channel
),...,1( ni 
. For a secret 

)(qGFK
, D arbitrarily selects 1t

set 11,..., taa
 from 

)(qGF
and builds a polynomial

i
t

i

i xaKxf *)(

1

1








.The share for participant iP
is

)( ii xfs 

.The degree of 
)(xf

is at most 1t . It is documented that 
Shamir scheme is perfect. That is, when a collection of fewer 

that t participants work together, their original doubt about K is 

not reduced.  Suppose that any subset of r players out of R  
generate a signature, but reject the generation of a valid 
signature when less than r players involve in the scheme. This 
unforgeability characteristic must keep even when certain 
subgroup of fewer than r players are cheated and act mutually.  

For a threshold scheme to be practical if certain players are 
cheated, it must also be strong, meaning that cheated players 
must not be capable to stop honest players from creating 
signature. In this paper, we will consider suggested scheme 
which face at least one of the following difficulties: 

a) With no accurate security proof, even with a random 

oracle model. 

b) Signature generation and verification is not 

interactive. 

c) The length of an entity signature explodes linearly in 

the number of players.  

To enhance this, we will introduce a new threshold RSA-
based signature scheme which faces these difficulties. We will 
highlight that the signature outcome is an entirely invert RSA 
signature, meaning that the generation and verification 
algorithms are the same as for common RSA signature. But, 
there are certain limitations on the public key which should be 
a prime and the modulus should be the result of two strong 
prime numbers. The suggested scheme is easy to calculate, and 
has not previously suggested. However, preceding schemes of 

threshold signature have that 1 wr . This generalization is 
practical in situations where the honest players is not necessity 
choose what they are signing, but capable to verify that a big 
number of them have authorized a specific signature. In 

specific, threshold signatures with wRr   and 3/Rw  is 
used to decrease the lengths of the messages pass in 
coordinated network agreement scheme [1]. The use to 
coordinated network agreement was in fact the original purpose 
for this study. Almost all preceding work on threshold 
signatures supposes with a coordinated network, and any 
players in some way simultaneously agree to commence the 
signing scheme on a known document. Obviously, we cannot 
act in such a system when we desire to employ coordinated 
network agreement protocol. 

We also highlight that the idea of a twin parameter 
threshold scheme gives robust security than one parameter 
threshold scheme; such scheme is actually more challenging to 
build and to discuss. The proposed idea of a twin parameter 
threshold scheme must not be confused with a vulnerable idea 
that from time to time seems in a threshold cryptosystem 
research [2]. For this vulnerable idea, there is a parameter 

wr '
 where the rebuilding algorithm needs 

'r shares, but the 
security is lost when only one truthful player discloses a share. 

In proposed idea, no security is lost unless wr   truthful 
players disclose their shares. We work with a static cheating 
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system; the opponent should select which players to cheat at 
the start of the attack. This is in line with preceding studies into 
threshold signatures, which also suppose static cheating. The 

proposed system can be verified if 1 wr in the random 
oracle model using the RSA signature. 

II. RELATED WORK 

In 1989, Desmedt and Frankel [3] describe the difficulty 
with threshold signature scheme. This appear from the truth 

that polynomial interpolation by a coefficient ring )(nZ such 

that n  the RSA modulus and  is the Euler phi. Also, Desmedt 
and Frankel in 1991[4] return again to the difficulty of 
threshold, and introduce a non-robust threshold scheme that is 
non-interactive but with small share length and without security 
discussion. Frankel and Desmedt in 1992 [5] introduce 
approach that providing a proof of security for a non-robust 
threshold scheme with small share length, but which needs 
coordinated interaction. Harn in 1994 [6] introduces a robust 
threshold scheme with small share length that also needs 
coordinated interaction. Gennaro et al. in 1996 [7] describe a 
robust threshold scheme with small share length, but again 
needs coordinated interaction. Actually, Gennaro et al. scheme 
can be examined with no reconstruction of random oracle. But 
this will have some practical disadvantages, demanding a 
particular relationship between the sender and receiver about 
the share of a signature. It appears that the security of these 
systems needs carefully examination by an acceptable 
approach. However, the above schemes are interactive and any 
threshold signature scheme relied on integer factoring seems 
inevitable to be interactive, because such signature schemes are 
randomized, and thus the signers have to create random values, 
which actually needs coordinated interaction.  

But, in 1996 De Santis et al. [8] introduce a variant scheme 
that uses interaction for large share length. This scheme 

prevents the difficulties of polynomial interpolation over )(nZ

by working with
))(/()()( iiZ qn  , such that 

)(iq  is the 
thq

polynomial taken
)(mod n

, and
q

 is a prime larger than l. This 
is suitable, as standard secret sharing method can be directly 
used, but guides to a more difficult scheme that need 
coordinated interaction.  In 1998, Rabin [9] suggests a strictly 
robust threshold scheme that has small share length, but need 
coordinated interaction. This scheme takes a diverse line of  the 

interpolation over 
)(nZ
problem, avoiding it by presenting an 

additional layer of secret sharing and a lot more interaction. In 
2006, Jun et al [10] described a non-interactive verifiable secret 
sharing scheme built by Shamir secret sharing scheme for 
secure multi-party communication scheme in distributed 
networks. In 2007,  Li et al. [11] they introduce a secure 
threshold signature scheme without trusted dealer. In the 
meantime, the signature share generation and verification 
algorithms are non-interactive. In 2010 Gu, et al. [12] discuss 
the security of Jun et al. scheme and show that their scheme 
cannot withstand the misleading performance as they claimed. 

''
AAAA wwzz 

. 

III. SCHEME REQUIRMENTS  

There are three entities the player R , the dealer and an 
opponent. There are also a signature verification phase, a share 
verification phase and a share combination phase. In addition, 

there are two other variables, w represent number of cheated 
players; and r  denote the number of signatures required to get 

a signature. The only restrictions are that 1wr , and
rwR  .  

The opponent chooses a subset of w  players to cheat. In 

the dealing phase, the dealer establishes a public key e  and 

private key shares Rsksk ...1 , and verification keys Rvkvk ...1 . 
The opponent gets the private key shares of the cheated players 
and the public key and verification keys. Following the dealing 
phase, the opponent passes signing demand to the honest 
players for document of his choice. Upon such a demand, a 
player results a signature share for the known document. The 
signature verification phase obtains a document, a signature 
and the public key, then verifies whether the signature is valid 
or not. The signature share verification phase obtains a 

document, a signature share on that document from players i , 

with xx vkskpk ,,
, and verifies whether the signature share is 

valid or not. 

IV. THE PROPOSED SCHEME   

In this section, we describe the proposed scheme. 

The dealer. The dealer must do the following: 

1. Selects arbitrarily two primes p and q , such that 

1*2 '  pp , 1*2 '  qq with
'' , qp are also primes. 

2. Finds the modulus qpn * . 

3. Selects the message
'' * qpm  . 

4. Selects the public key e  as a prime 1e . 

5. The public key is ),( ne . 

6. Finds med mod1 . 

7. Let dv 0 . 

8. Selects xv  arbitrarily from )1,...,0( m  for 
11  rx . 

9. The vector 10 ,..., rvv determine the polynomial 

x
r

x

x ivif *)(

1

0






 . 

10. Finds mxfsx mod)(  for Rx 1 .          (1)  

11. This element xs  is a secret key share of player x . 

This indicate by nD the subgroup of squares in 
*
nZ . 

12. Selects an arbitrary nDu . 

13. Finds n
s

x Duu  for Rx 1 . 

14. These statements determine the verification keys, 

uvk   and xx uvk  . 

Remarks. We will ensure that all set computations are 

performed in nD
, and equivalent exponent arithmetic in mZ

. 

http://www.springerlink.com/content/?Author=Jin+Li
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This is suitable, because 
'' *qpm 
has no small prime factors. 

Because the dealer selects nDu
 arbitrarily, suppose that u  

creates nD
, because this occurs with all but small probability. 

Since of this, the number xu
entirely find out the result of

msx mod
. For each subgroup of r points in

),...,0( R
, the 

result of 
mif mod)(

 at these points uniquely finds out the 

coefficients of
mif mod)(

, and since the result of 
mif mod)(

 

at every other point mod in
),...,0( R

. This follows from the 
information that the equivalent Vandermonde vector is 

invertible mod m , because its determinant is co-prime to m . 

From this, it ensures that for each subset of 1r  points in

),...,1( R
, the distributions of the result of 

)(if
mod m  at these 

points are standardized and equally independent. Suppose

!Ra    for each subset s of k  points in
),...,0( R

 and for each 
sRx \),...,0(

 and
sy

, we can describe: 

 













))(\

))(\
,

'('

'('

*

yy

yx

ysy

ysys
yx aH

           (2)  

These results are resulting from the standard Lagrange 
interpolation equation. They are obviously integers; hence the 

denominator divides
)!(! yRy 

which in divides !R . It is also 
obvious that these results are easy to calculate. From the 
Lagrange interpolation equation, we have:  

myfHxfa

Sy

S
yx mod)()(* ,



            (3) 

Valid signature. We require a hash function h  to elements 

of
*
nZ

. If
)(mhi 

, thus the valid signature on m  is 
*
nZj

 

where
ij e 
. This is only a common RSA signature. 

Generating signature share: In order to generate a 

signature share on a document m we should do the following.  

1. Choose )(mhi  .  

2. The signature share of player x   

is 
xsa

x ii
**2

              (4) 

Correctness. The verification of correctness is just a proof 

of the discrete logarithm of 
2
xi

 to the base
aii *4'  .          (5)  

However, we can simply adjust a well-known interactive 
scheme of Chaum and Pedersen [13]. We collapse the scheme, 
making it non-interactive, by employing a hash function to 
generate the challenge such that a random oracle model is 
required. We also have to handle the actuality that we are using 

a group nD
whose order is not known. So, this is unimportantly 

managed by just using adequately big integer. Suppose 
)(nL

 is 

the bit-size of n . Assume that 
'h is the hash function, whose 

result is 1L
bit integer, such that 1L

is a security parameter. To 

build the verification of correctness player x  select a random 

number 
)12,...,0( 12)(


 LnL

r
, then finds: 

 ruu '    

 rii ''   

 ),,,,,( ''2' iuxuiuhc xx  

 kcsz x  *  

The verification of correctness is ),( cz .  

Correctness. one verifies that 

)*,*,,,,( *2'2'' c
x

c
x

z
xx xiuuxuiuhc

z  . The cause for using 2
xi

instead of xi  is that because xi is assumed to be a square, this 

is not simply checked. This means, we are certain to be using 

nD , so we want to ensure soundness.  

Combining shares. Assume that we have valid shares from 

a group s  of players, such that ),...,1(),...,( 1 Rxxs r  . 

Assume )(mhi  and suppose that
xysa

xy ii
*42  . Then to 

rearranged shares, we find 
s

xy
s

x H

xy

H

x
iit ,,01,0

1

*2*2
...  Such 

that H  is the integers described in (2). From (3), we hold 
'ee it   , thus 2' *4 ae                             (6) 

as 1),gcd( ' ee , it is simple to find j  where ij e  , employing 

a standard method
bq itj *  such that v  and b are integers 

where 1**'  beve ; that can be got from the extended 

Euclidean method on 'e , and e   

V. SECURITY DISCUSSION 

    Theorem 1: the proposed scheme is a secure threshold 
signature protocol if the common RSA signature scheme is 
secure. We illustrate that to simulate the opponent vision, if the 
opponent requests for a signature share from the honest player. 

Assume 11,..., rxx
is the set of cheated players. Consider 

mxfsx mod)(
 for all Rx 1 , and 

mfd mod)0(
. To 

simulate the opponent vision, we just select the 
xys

 belonging 
to the group of cheated players randomly from the vector

  )14/,...,0( n
.  

We have by now discussed that the cheated player private 

key shares are arbitrary numbers in the vector
)1,...,0( m

. We 

hold 
)(4/12/)(4/ 2/1'' nOqpmn 

; and from this 
easy computation illustrates that the statistical distance between 

the regular distribution on   )14/,...,0( n
 and the regular 

distribution on 
)1,...,0( m

is
)( 2/1nO

. When these 
xys

 

members are selected, the values xs
for the honest players are 

also entirely fixed mod m , although cannot be simply 
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calculated. Though, provided 
ji,

and
ij e 

, we can simply 

find 
xsa

x ii
**2


for the honest player x as: 

))*...*((2
11,11,0, 


 rx

s

rxxx
s

xx
s
x sHsHeH

x ji . 

Such that
),...,,( 11  rxxos

, this results from (3). Employing 

this method, we can create the vector Ruuu ,...,, 1 , and also 

create some share xi  of the signature, provided the common 

RSA signature. This case illustrates that we described the share 

xi to be
xsa

i
**2

and not
xs

i
*2

. This thought was employed by 
Feldman [14] in the situation of where another associated 

problem of provable secret sharing.  
Proofs of correctness: entity can use the random oracle 

model for the hash value 
'h  to obtain soundness and 

arithmetical zero-knowledge. This is very simple, but we 
drawing the information.  

Now, we study soundness. We need to illustrate that the 
opponent cannot build, except with insignificant probability, 

the proof of correctness for an inaccurate share. Assume i  and 

xi is provided, and a valid proof of correctness
),( cz

. We hold
),,,,,( ''2'' iuiuiuhc xx such that:  

 aii *4'   

 c
x

z uuu  *'   

 c
x

z iii *2'' *   

Right away, ''2' ,,,, iuiui xx are simply observed in nD , and 

we are supposing that u  create nD . So we hold:  

aui '  

xs
x uu   

B
x ui 2

 

juu '  
gui '  

For a number of integers gjBv ,,,  furthermore,  

mjscz x mod*   

mgBcvz mod**    

Multiplying the first formula by v  and subtracting the 

second, we obtain: mgjvvsBc x mod*)*(             

(7)  

So, the share is accurate when and only when 

mvsB j mod*                                                 (8) 

When (8) fails to retain, therefore it should be unsuccessful 

to have 
'mod p
 or

'mod q
, and thus (7) uniquely finds out 

modc one of these primes. Although in the random oracle 

model, the distribution of c  is consistent and separate from the 

data to a hash value, and thus this still occurs with insignificant 
probability.  

Now, we will study zero-knowledge. We can build a 
simulator that simulates the opponent vision without knowing 

the result of xs
. This observation contains the results of the 

random oracle at those situations where the opponent has 
queried the oracle, thus the simulator is in entire charge of the 
random oracle. When the opponent constructs a query to the 
random oracle, if an oracle has not been determine before at the 
provided point, the simulator describes it an arbitrary value, 
and in all cases return the result to the opponent. If an honest 
player is supposed to create a proof of correctness for a 

provided xii,
, the simulator selects 

)12,...,0( 1 
L

c
and 

)12,...,0( 1*2)(


 LnL
z

 randomly, and for provided integers

xii,
 determines the number of the random oracle

)*,*,,,,( *2'2' c
x

zc
x

z
xx iiuuxuiu 

 to be c . With insignificant 
probability, the simulator has not described the random oracle 

at this point, and thus it is limitless to do so. The proof is 
),( cz
. 

It is easy to check a distribution created by this simulator is 
statistically near to perfect.  

From soundness, we obtain the strength of the threshold 
signature protocol. From zero-knowledge, we obtain the non-
forgeability of the threshold signature protocol, supposing the 
common RSA signature scheme is secure, that is existentially 
non-forgeable anti-adaptive chosen message attack. Such 

approach is more correct in the random oracle model for h , this 

typed follows from the RSA-based provided random
*
nZi

, it 

is difficult to find
j

where
ij e 

.  

VI. CONCLUSION 

In this paper, we illustrated the threshold signature scheme. 
We introduced a strong threshold signature scheme relied on a 
secret sharing scheme. The suggested signature scheme 
simplifies threshold RSA signature in which relied on Shamir 
secret sharing, and is an efficient. In addition, the method can 
be extended to further public key cryptography as the secret 
key is utilized in the exponent. 
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Abstract—In the mobile era, users started using Smartphone’s, 

tablets and other handheld devices, The advances in telecom 

technologies like 3G accelerates the migration towards smart 

phones.  But still battery power and frequent change of handsets 

is still a constraint. They burden on user had to manually 

synchronize their contacts, applications they use to the new 

phones. Also they loss whatever they are doing when the mobile 

get power down. In this paper, we propose a solution to the 

problem discussed with a new fault tolerant platform which can 
provide application mobility across the devices.  

Keywords- Fault tolerance; Middle ware; Midstore Manager. 

I. INTRODUCTION  

 Application mobility refers to the idea  application can run 
across multiple devices seamlessly even if it fails on one device 
say to battery down or users move to some other device. The 
application does not stop and it continues doing its work across 
user’s movement to devices. We choose smart phones as the 
device and laptops as the devices to consider for application 
mobility. Application can be anything from word editing, 
preparing the power point presentations etc. 

 We explain the case for application mobility with some 
scenarios. Say a user is a browsing a web page in his 
smartphone, his battery power is low, can he work with he 
work with the same page in browser in laptop automatically, or 
he has another phone and want to work with same page in the 
handheld. Say the user is watching a you tube video, he is at 2 
min another 3 min video is pending, he wants to watch this 
video on his tablet from the 2min or his phone switches off and 
he powers again, can he still watch the video from 2min 
automatically. Currently there is no solution available in 
market for these problems which motivated our work. In this 
paper, we address these challenges and design a software 
solution these problems. 

II.  RELATED  WORK 

Fault Tolerance solutions usually are designed for 
production servers like air traffic control, distributed disaster 
system, railways reservation system, internet banking where a 
single fault may lead to huge loss of money and even human 
lives. Replication based technique is one of the popular fault 
tolerance techniques [1]. A replica means multiple copies. 
Replication is a process of maintaining different copies of a 
data item or object. In replication techniques, request from 
client is forwarded to one of replica among a set of replicas. 

This technique is used for request that do not modify state of 
service. Replication adds redundancy in system. In this way 
failure of some nodes will not result in failure in system and 
thus fault tolerance is achieved. 

Checkpoint with rollback-recovery is a well-known 
technique. Checkpoint is an operation which stores the current 
state of computation in stable storage. Checkpoints are 
established during the normal execution of a program 
periodically. This information is saved on a stable storage so 
that it can be used in case of node failures. The information 
includes the process state, its environment, the value of 
registers, etc. When an error is detected, the process is roll 
backed to the last saved state [2]. 

Although replication method is widely used as a fault 
tolerance technique but number of backups is a main drawback. 
Number of backups increases drastically as coverage against 
number of faults increases. As the number of backup increases 
management of these backups is very costly. Fusion based 
techniques overcome this problem. It is emerging as a popular 
technique to handle multiple faults. Basically it is an alternate 
idea for fault tolerance that requires fewer backup machines 
than replication based approaches. In fusion based fault 
tolerance a technique, back up machines is used which cross 
product of original as fusions is corresponding to the given set 
of machines [3]. Overhead in fusion based techniques is very 
high during recovery from faults. Hence this technique is 
acceptable if probability of fault is low. 

All these fault tolerance solutions address only for the 
server systems. We cannot use these solutions directly for our 
problem; all these solutions are designed for applications 
running in homogenous platform and the platform on which 
application run are same across devices.  

But in our problem we need to work across devices with 
different platform. We need to provide application mobility for 
application running in Android platform to the Application 
running in Symbian platform or to windows on a laptop. So the 
fault tolerance solution for application mobility becomes even 
more complex. 

III.  PROPOSED SOLUTION  

The proposed solution consists of designing a middleware. 
The middle ware will provide fault tolerant application 
mobility. The middleware provides API’s for application to 
synchronize essential information.  
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The middleware can write the synchronization information 
into a memory card and it can also read this synchronization 
information and start the applications. We could have used 
cloud storage for synchronization of   information, but relaying 
on cloud will sometimes become a problem like network not 
available.  Using memory card has its advantages. The read and 
write operations for synchronization becomes very much faster. 
The memory card can be used to stat the application seamlessly 
on another laptop or other handheld easily, just insert the 
memory card and start the middleware. 

 

 

 

 

 

 

 

 

 

So proposed system now standardizes the protocols and the 
standards used for Application Mobility.  

A. Middleware 

There are two approaches for the design of middleware. In 
first case, the application has to manually call the API‘s to set 
the synchronization information. In the next case, middle ware 
is dynamic and abstract the device API’s. 

In this work , we limit our scope to application has to 
manually call the middle’s API.  

Middleware API’s should take a minimal amount of time 
for providing the fault tolerance without affecting the 
application performance.  Poor design of middleware will 
result in lower application performance and will seriously 
impact user experience. Middle ware records the session 
activity in a XML format in the Memory Card.   

Since the Memory Card is also used by user for his 
contents, we should provide secure and incorruptible way for 
our XML. This can be provided by creating a folder in the 
Memory card for the purpose of middleware alone and using a 
virtual file system. These way middleware operations are 
assured a separate workspace in the Card.  This virtual file 
system is referred as MidStore from here on.  

Applications uses the middleware API’s to record the 
current application session activity into the MidStore.  At any 
point of time, the information in the middleware provides the 
snapshot of mobile user’s current activity. The information is 
MidStore has this snapshot. Our job of Application mobility in 
case of fault tolerance is very easy, if we can reconstruct this 
snap on any other device or platform. To make this easy, first 
step is standardizing the format of recording the snapshot. We 
use XML standard for this purpose. XML is well standardized 
way to share data across cross platforms.  

Middleware must also provide a reconstruct job as service 
which can invoked on the other platform to reconstruct the 
snapshot. Based on the discussion above, so far we formulate 
the architecture of middleware as  

    

 

 

 

 

 

 

 

 

 

 

 

       

 

 

 

The core of our proposed solution is in the Middleware App 
Layer, Mid Store Manager, MidStore and Snap Re constructor. 

B. Middleware App Layer  

This layer provides the API’s for the application to store the 
session activity in the MidStore. Say the Application is browser 
on the mobile handset. User has entered a URL and got the 
webpage.  This activity must be recorded into the midstore.  

Say the Middleware provides the API like below. 

          RecordActivity (Application, DescritorParam);  

The Browser Application will call RecordActivity with the 

parameters filled as  

Application: IE  
DescriptorParam:  www.yahoo.com 

Once this API call is made, middle API Layer delegates the 

API to the MidStore manager.   
We care not addressing any specific implementation of 

API‘s in this paper. But as a general guideline, the API should 
give the following information about user activity to the 
Middleware platform. It should provide the activity is related to 
which application and the additional descriptor of the activity. 

If the user is browsing a webpage with internet explorer, the 
application is IE and the descriptor is URL for browsing. If the 
user is playing a song with media player, the application is 
WMP and the descriptor is the song name. 

C. MidStore Manager  

As discussed previously the memory card have a virtual file 
system called as MidStore. In order to manage the read and 
write to the MidStore we need the MidStore manager. 
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MidStore Manger handles the api call from the APP Layer 
and records this activity in the MidStore. It is upto the specific 
implementation of Mid Store Manager , to record all the 
activity in a single XML file or make separate XML file for 
each application. The case of making separate XML for each 
application has a particular advantage during reconstruct 
process. This will be addressed in the Snap re constructor.  

We only suggest a way for the XML format, but it is upto 
the specific implementers to have their own way  

<midstore> 

   <application>  
    < instance = “IE”/> 

   < descriptor url =www.yahoo.com /> 

   </application>  

</midstore> 
Suppose the User have closed the browsing application , the 

browser should call an API  

RemoveInstance(Application , Descriptor )  

With Application value as IE.  

When this api is called, the midstore manager must remove 
the application entries for IE.  

D. SnapReConstructor 

SnapReConstructor is an important module in our design. It 

reads the midstore and replicates the user activity on any target 
platform.  

Suppose the mid store has the following  

<midstore> 

   <application>  

    < instance = “IE”/> 

   < descriptor url =www.yahoo.com /> 

   </application>  

</midstore> 
And reconstuctor is running on desktop system with 

windows.  Then by reading this snap the reconstuctor should be 
able to open the IE browser with url as www.yahoo.com.  
SnapReConstructor  can also have additional logic called as 
ApplicationAliter. 

 ApplicationAliter can help partial replication in target 
platform. Say IE is not in the target platform, but it’s found out 
that Mozilla is installed in the target. Since both IE and Mozilla 
are web browsers,  SnapReConstructor  can start the Mozilla 
with url as www.yahoo.com. So this guarantees partial 
restoration. 

SnapReConstructor must always try to achieve maximum 
restoration without user intervention. Instead of 
SnapReConstructor to be provided as an application and user 
always click to start , it can be made auto start whenever the 
device is introduced into target platform. But we leave this to 
implementers choice.  

For any new application to be supported by the middleware, 
we need to extend the middleware API layer for providing 
parameters and SnapReConstructor must be extended to start 
the application or must ApplicationAliter must be extended for 
doing partial reconstruction. 

Instead of application reading each application tag in the 
MidStore , if it can get all instances for that specific 
application, it can start the application at one start with all 
instances. We find this very useful in certain targets for some 
applications. In windows, stating a IE can be done with 
multiple url , so one ie instance comes up with different tabs 
for each url. 

Not all application available in mobile platform is available 
for desktop platform. Also not all applications are available 
across different mobile platform. But popular applications for 
consumer user and the enterprise application are moving 
towards availability in all platforms. Also with the use of 
ApplicationAliter we can always find alternative for the 
applications.  

E. Application of proposed Platform 

In this section we detail the possible usage scenarios for our 
project.  

A user adds contacts to his phone. He adds as many 
contacts to his phone. Since mobile phones are cheaper and 
new model comes to market every day, and in rapid mobile use 
in  countries like India , people often change phone  , so every 
time they change they have sync with contacts , important 
messages , calendar events  etc , but with our platform in place 
,  the user can just change the handset and  connect to his 
computer, the platform will immediately get the application 
information like messages , calendar events etc applications  
continues in the new handset. 

F. Platform against Battery Backup  

Modern smart phones even claim a battery backup of 10 
days or so, but for busy business users, they see that battery 
does not last for even 2 days. Many times business user has to 
carry another phone. He has to continue his operation using the 
new handset, but from the same point of continuity. 

Currently there is no solution for this problem and the 
transitory phase for business user from handset to handset is a 
very bad experience, but with our platform the transitory is 
smooth for the user, with the application snapshot same as he 
worked previously. 

 Since our platform is not so complex and uses less 
resources it can even run with low end platforms.  

IV. CONCLUSION 

In this paper work, we have provided a solution for 
application fault tolerance and mobility across different 
platforms. Any Implementation can use the solution to realize it 
on different platforms. The Application mobility will be of 
great advantage to the enterprise and consumer applications. 
The application has to change a bit to save the user activity into 
the MidStore. This will be a disadvantage for the existing 
applications. In Android platform , with the concept of 
Broadcast receiver, any application can watch for certain 
events , so browsing a url , playing a song etc are all events , so 
a watcher application cab be written to watch for the events and 
record user activity to the MidStore. We are looking for the 
same kind of solutions on other platforms too.  Once we are 
able to find the generic watcher solution, the Watcher 

http://www.yahoo.com/
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component can also be added to the middleware. This will be a 
big advantage for providing mobility for existing applications. 
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Abstract— Various Handover techniques and modifications for 

Handover in MIPv6 come into light during past few years. Still 

the problem remains, such as quality of services, better resource 

utilization during Handover and Handover latency. This paper 

focuses on such problems within various Handover techniques 

and proposes some modifications to reduce the Handover latency. 

This also improves the quality of services related with Handover 

in MIPv6. Experimental results presented in this paper shows 

that the Handover latency in MIPv6 will be reduced by applying 

these proposed modifications. This paper is organized in 

following sections: section I gives the introduction, Section II 

presents the Basic operations for MIPv6 Handover, Section III 

focuses on the related work with background, Section IV 

proposes modifications and Section V concludes the paper while 
underlining future prospects in this domain. 

Keywords- Handover; CoA; Home Agent; Foreign Agent; MIPv4; 
MIPv6. 

I. INTRODUCTION 

Various Handover techniques for MIPv6 is applied so that 
the user enjoys continuous internet connectivity and avoids 
rebooting their application as they move from one subnet to 
another subnet. 

Internet connectivity is based on certain protocols such as 
Transmission Control Protocol (TCP) and Internet Protocol 
(IP). Such protocols require a unique IP Address for identifying 
the physical location of the Mobile Node (MN) for setting up 
the connection but the mobility of the MN is only achieved if 
its IP address keeps on changing from one subnet to another. 
To overcome this problem, Mobile IP was developed which 
removes the problem by providing MN with two types of 
addresses, i.e. first, a Home Address (HA) that does not change 
as the node moves and second, a Care-of-Address (CoA) that 
keeps on changing as the MN moves from one subnet to other 
subnet [4]. 

Mobility support was first incorporated using Internet 
Protocol Version 4(IPv4) bringing forth MIPv4,later on 
Internet Engineering Task Force (IETF) developed another 
Mobile IP that is MIPv6.The major factor that led to switching 
from MIPv4 to MIPv6 are Route Optimization in MIPv6 and 
Triangular Routing problem that existed in MIPv4. 

Until now, there are approaches to solve the problem of 
Handover such as L3- Driven Fast Handover which not only 
uses network layer (L3-layer) information but also uses the 
link-layer (L2-Layer) information for better Handover process 
and Resource Efficient CoA Provisioning which makes use of 
the various caches such as active proxy cache and active 
garbage cache for better performance in terms of Handover and 
quality of services. 

The basic operations related to Handover are presented in 
the next section. 

II. MIPV6 BASIC OPERATIONS: A QUICK LOOK 

MIPv6 protocol was developed which allows MN to be 
communicated and reachable while moving around in IPv6 
internet. MIPv6 performs mobility with the help of three 
addresses such as HA (static address), CoA and Link Layer 
Address (Prefix). 

    Packets are to be transmitted to the MN using HA 
without actually bothering about MN current point of 
attachment to the internet. Only HA is not sufficient at all, the 
CoA generated by the Foreign Agent (FA) is also required. 
After knowing CoA, a correspondent node or HA can send the 
desired packets to the MN. So, these two addresses are 
sufficient enough for the proper flow of the packets. HA is a 
router on a MN's home network which maintains current 
location information for the mobile.  Now, the question arises 
as to what for the Link Layer address is used. In brief, it is used 
for the better Handover. Handover or Handoff refers to the 
process of transferring an ongoing call or data session from one 
subnet connected to the next subnet where the mobile node is 
going to get attached.  While, Correspondent Node (CN) is a 
peer node with which a MN is communicating. It may be either 
mobile or stationary. 

    When a MN moves from HA to FA, the actual 
communication starts between MN and CN after performing 
the following processes as mentioned also in figure 1.  

A. Agent Solicitation 

It refers to messages that are sent by the MNs which is 
looking for a Router to carry out its previous communication 
activity with its HA or Correspondent node [2]. 
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Figure 1:  Qualnet Simulated example of Process Involved in Handover 

B. Router Discovery 

In this process, the Access Router (AR) multicasts Router 
Advertisement message on a loosely periodic basis and MN 
senses these messages to determine whether it is in the same 
AR or it has switched to other Access Routers domain.  

C. Address Configuration. 

 As shown in Fig.1 MN configures a new global IP 
address called Care-of-Address by the help of prefix received 
which is present in the Router Advertisement message.  

D. Movement Detection. 

As shown in Fig.1 the Router Advertisement message 
contains a prefix that is generated by all the access routers but 
these prefixes are different for different routers respectively. 
This allows the MN to check for the change in prefix and, as 
soon as, it detects the change in prefix, it is able to decide that 
it has now changed its domain [2]. 

E. Mobile IPv6 Registration 

As shown in Fig.1 After following all these previous 
processes, the MN comes to know that it has left its previous 
domain and has entered into domain of new access router. 
Now, MN has got the responsibility to get its New IP Address 
i.e. CoA registered with its HA and the Correspondent Node 
[5]. 

To make the registration more authentic and appropriate 
following processes are followed: 

a) a)  Home Registration 
The MN sends a Binding Update Message to the HA after 

notifying it about the New Care-of-Address (CoA) and, in 
response, the HA sends a Binding Acknowledgement message. 

b) b)  Correspondent Registration 
As shown in Fig.1 In Correspondent Registration, the 

Binding Update message are send to the Correspondent Node 
and, in response, Correspondent Node sends the Binding 
Acknowledgement message.  

III. RELATED WORK AND BACKGROUND 

To improve the Handover process various techniques are 
described in this section to improve Handover process and 
quality of services. The various techniques are as follows:- 

A. L3 (Network Layer) Driven Fast Handover Approach    

The Handover is the main concern in MIPv6.The 
bottleneck of  Handover is due to the fact that is that network 
layer use only the network layer information to detect whether 
the Handover had taken place or not. To solve this problem 
several fast Handover approaches came in to lime light which 
started using link layer information (L2) to speed the process of 
Handover [12]. 

There are two sub-processes related to the main Handover 
approach: 

Link-Layer Handover (L2):-In this Handover, the MN 
comes to know about change of AR as MN detects link layer 
address change to which it is linked with. 

Network layer Handover (L3) 

L3 Handover consists of two phases: 

Preparation Phase:-In this phase a CoA for mobile is 
generated as well as Duplicate Address Detection (DAD) 
protocol is executed. 

Signaling Phase:-In this phase the CoA is registered with its 
HA. 

The evolution of L3- Driven Handover was not at all 
abrupt. First of all Normal Handover Sequence was followed 
then after some time. Later on Handover Sequence was 
developed Using L2 information. It was followed for some 
time and then L3- Driven Handover was developed which was, 
indeed, more efficient than the other two previous approaches 
[7]. 

a) Normal Handover Sequence 
First of all L2 Handover will take place, whose functioning 

is not at all known to network layer. After a while the MN 
would receive a Router Advertisement and only then the L3 
Handover would start its sub phases: preparation phase and 
signaling phase will occur. However the figure clearly 
establishes that there is delay of few seconds before L3 
Handover starts [6]. 

b) Handover sequence Using L2 Information 
As soon as the L2 Handover is finished, the link layer 

notifies the network layer of the end of L2 Handover. After 
getting this notification, the network layer sends the Router 
Solicitation message to the AR and, consequently, AR starts 
sending router advertisement message [7]. 

c) L3- Driven Fast Handover using L2 Information 
As shown in the Ref [7] Fig.2 the link-layer senses the link 

quality and it notifies the network-layer. As soon as the link is 
down below the threshold the network- layer correspondingly 
executes the preparation phase immediately. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 3, No. 1, 2012 

123 | P a g e  
www.ijacsa.thesai.org 

 
          Figure 2: L3-Driven Handover 

When the link layer finishes the L2 Handover, it informs 
the network layer for executing its signaling phase. It is 
important to know that the bottleneck of L3-Driven approach 
lies in being subservient to device dependent information. It is 
manifested through the radio wave strength by which to link 
layer can judge exact signal strength and notify the network 
layer that the link is down. 

B. Resource Efficient Care-of-Address Provisioning 

Duplicate Address Detection (DAD) protocol is followed so 
that each MN is using a unique address CoA  i.e. no other node 
existed within the same domain subnet using the same global 
IP address (CoA) but it was found that DAD was a time 
consuming process ,which might interrupt the seamless 
Handover.  in e.g. RFC 2462 DAD algorithm took more than 
1000 millisecond to complete the DAD process which was not 
at all viable[3]. 

After that a protocol called aDAD (advance DAD) was 
developed. The major advantage of aDAD is that it reserves 
unique New Care–of-Address in advance, as a result, it almost 
eliminated the latency needed for the Address Configuration 
and Confirmation .Another major advantage of aDAD is that it 
follows a concept called “Piggybacking” in accordance with 
which the MN sends a message called Router Solicitation to 
the AR and then the AR reverts the same message giving reply 
in the form of Router Advertisement [4].The major drawback 
of this protocol is that it uses excessively a lot of network 
resources such as bandwidth to generate new CoA and verify 
its uniqueness as aDAD generates New CoA and checks their 
uniqueness one by one [11].  

Third protocol is called Agent-based-DAD (XDAD).It’s the  
most efficient approach for providing New Care-of –Address 
,the advantage of this protocol is that it readily decreases the 
latency during Handover. Another advantage is that it also 
reserves New CoA in an optimized and effective way. It 
generates New CoA and stores them in a cache [10]. 

XDAD uses two types of cache:-Active Proxy Cache and 
Active Garbage Cache. Active Proxy Cache contains the newly 
generated CoA and the Active Proxy Garbage contains the 
CoA which MN relinquishes as soon as it leaves the subnet. 

Actual Processes Involved In XDAD are:- 

After receiving a solicitation message AR tries to reuse the 
CoA from the Active Proxy Garbage. If it doesn’t get it from 
there, it uses store Active Proxy Cache address subsequently 
[6]. Access routers then check the uniqueness of the generated 
CoA. If it is unique, it sends back the CoA within the same 
message as a Router Advertisement message through 

Piggybacking process. Otherwise AR drops the CoA and 
regenerates it [8]. 

As soon as the CoA is assigned to a MN, CoA is deleted 
from the cache. 

Therefore it is observed while reviewing various paper that 
there exist following challenges such as for L3 driven approach 
use of devices to gauge whether the link is down or up and for 
Resource efficient approach the problem is use of various 
caches that directly affect the quality of service. Various 
modifications for challenges are proposed in subsequent 
sections.  

IV. PROPOSED MODIFICATION 

There are two modifications proposed in this sections these 
are described as follows:- 

A. Modification 1: In Domain Of L3-Driven Fast Handover 

Approach  

In the previously defined L3-Driven Fast Handover 
approach, there is need to frequently check whether link is 
down or not, and if the link is down that means that the present 
value of signal strength is below than threshold value. It is 
important to note here that L3–Driven Handover requires some 
of the devices dependent information. So this dependence on 
the device for constant measuring and monitoring the signal 
strength is not at all required as it will frequently create 
problems such as wrong measurement of signal strength in a 
real dynamic environment. 

To remove this device dependent problem, the internal 
entities such as MN and AR should decide about the weak 
signal strength (Link). To know whether the link is down or not 
MN sends a packet to the AR and starts a timer, the router will 
revert the same packet back to the MN. This process is done 
when MN is very much connected to the access router. The 
running timer will calculate the average time taken by the 
packet to traverse to and fro i.e. from MN to AR and from AR 
to the MN. Standard measurement of average time will be 
calculated by sending the packets at least 5 times. Then the 
average of separate to and fro dispatching will be calculated 
and compared if these values remain same in all 5 remittances. 
Only then it will be set as standard time within the subnet. 

 Now the MN will keep on moving and sending this 
packet. After some time, it will happen that packet would start 
taking more time to reach MN, because when MN moves away 
beyond the reach of present Access Router, packets will not be 
able to reach the MN within set standard limit of the time.  

Now to enhance the efficiency of proposed modified 
version of MIPv6, it is also seen that if the to and fro dispatch 
time is more than standard time and shows increasing trend of 
delay for 3 subsequent packets, then the device is so 
customized that it understands the feeble signal strength 
immediately and starts multicasting solicitation message to the 
adjacent router. for e.g. in Fig.3.the to and fro dispatch of three 
consecutive dispatch are 2ms,7ms,10ms as a result it will again 
watch the another set of 3 to and fro dispatch and if it shows 
the increasing trend in these values  the Handover will take 
place. 
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If the to and fro dispatch time of 3 subsequent packet for 
this router is less than the standard time, the MN is not going to  
immediately perform the L2 Handover. Whereas in Fig.4 the to 
and fro dispatch of three consecutive dispatch are 2ms, 10ms, 
3ms. So Handover will not take place. This process finally 
eliminates the need of device-based-signal-based-monitoring 
system and also overcome the delay on account of it. 

 
Figure.3 Handover is required as To and Fro Dispatch time keeps on 

increasing with the time as compared to Standard Measurement 

 
 
Figure.4 No Handover is required as To and Fro Dispatch time keeps on 

fluctuating with the increase in time as compared to Standard 

Measurement 

B. Modification 2: In Domain of Resource Efficient CoA              

                                     Provisioning 
In the previously defined Resource-Efficient CoA 

Provisioning two caches are used: 

a) Active Proxy cache. 

b) Active Proxy Garbage. 

These two caches are being managed by the Access Routers 
which will definitely increase to its overhead. To subside the 
overhead, it is recommended to reduce the no. of caches to one. 
Now, instead of using two caches, scope is reduced to one 
cache and named this cache as Working Cache. This Working 
Cache will store and allocate new unique CoA to the MN. 

The allocated CoA will be removed from the Working 
Cache and as soon as the MN leaves the subnet, again that CoA 
is reallocated to the Working Cache for reuse purpose. The 
CoA is generated by the help of an algorithm and stored in the 
Working Cache.  

The algorithm will always generate an unique CoA that will 
remove the need of running DAD protocol and multicasting 
Neighbor Solicitation messages as every CoA is unique. If the 
need of running DAD protocol and multicasting Neighbor 
Solicitation is removed, it will definitely reduce the latency. 

Now the question arises that if the same algorithm is used 
by all the Access Routers to create unique CoA then what will 
differentiate the CoA if MN moves from one network to 
another and it will again get the same CoA in another Access 
Router. To resolve this problem use of the Link-Layer Address 
Prefix is suggested as it is very much unique for a subnet. The 
Prefix will be attached to the CoA and that’s what will make it 
Unique within the subnet and outside the subnet. 

V. CONCLUSION AND FUTURE SCOPE 

This paper focuses on L3 Driven fast handover technique 
and Resource efficient CoA provisioning techniques and 
proposes some viable comprehensive modification to enhance 
the quality of services and resolve the problems of Handover in 
MIPv6. Experimental results show that the challenges during 
Handover can be drastically improved by applying the 
proposed comprehensive modification. Hopefully, if the 
proposed radical changes are incorporated in the existing 
MIPv6, it will not only bring about large scale viability in the 
system but also make it cost-effective, robust, and dynamic all 
the more. 

The work may be further extended in the domain of care-
of-address provisioning and fast Handover using the techniques 
as proposed in this paper.  
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Abstract—New challenges arise with the presence of various 

types of physical links, such as wireless networks, high speed and 

satellite in today’s ever-changing network. It is clear that the  

TCP  throughput deteriorates in high-speed networks with large 

bandwidth-delay product, and new congestion control 

algorithms have  been proposed to address such deterioration. 

Traditional TCP protocols treat all packet loss as a sign of 

congestion. Their inability to recognize non-congestion related 

packet loss has significant effects on the communication 

efficiency. The proposed protocols such as TCP Adaptive 

Westwood, Scalable TCP, HS-TCP, BIC-TCP, FAST-TCP and 

H-TCP all have some improvement in functionality over the 

traditional TCP protocols. This survey gives a summarization of 

all the protocols for high speed networks.   

Keywords- TCP protocols; high speed networks; TCP congestion. 

I. INTRODUCTION 

The Transmission Control Protocol (TCP) congestion 
control algorithm is successful in making the functioning of 
internet efficiently. However, it shows very poor performance 
over the networks with high bandwidth - delay product paths.  
The problem starts from the fact that the standard AIMD 
(Additive increase and multiplicative decrease) congestion 
control algorithm increases the congestion window too slowly. 
This would lead to probably long file transfer times.  With the 
present algorithms, latencies of only a few tens of milliseconds 
are quire sufficient to create bandwidth-delay products that 
yield poor throughput performance [1].  Therefore innovative 
schemes were designed to provide a solution to certain issues. 
TCP designed mainly for wired networks is a connection 
oriented transport protocol that provides reliable data 
communications. The reason for the performance degradation 
is that the congestion control mechanism in TCP cannot 
distinguish between the packet loss caused by wireless link 
error and that caused by network congestion, thus, reacting to 
the loss by reducing its congestion window (cwnd). Therefore, 
these in appropriate reductions of the cwnd lead to 
unnecessary throughput degradation for TCP applications [2].   

A solution to the problem has been given by many authors. 
The main aim is to increase the rate at  which cwnd is 
increased and thereby  shortens  the congestion epoch duration 
and also it should be  suitable to standard TCP  paths with low 
bandwidth  –  delay  product (BDP). The previous research on 
these lines includes the HS-TCP proposal [8], the scalable 
TCP [7] and the FAST – TCP [11] and many more recent 
proposals include BIC-TCP [8] and H-TCP [10]. The rest of 
the document is organized as follows.  Section 2 offers an 
overview of the basic design of TCP protocol and its 

mechanisms. Section 3 discusses various protocols for high 
speed networks provided in the previous research papers. 

Section 4  describes the experimental results from the 
related work and Section 5 concludes the  review  of  the study  
of  various TCP  protocols  for  high speed  networks.   

II. BASIC DESING OF TCP PROTOCOLS 

TCP is a transport layer protocol that provides a reliable 
and in-order delivery of data between two hosts. It is a 
defensive protocol highly sensitive to network congestion.TCP 
issues an acknowledgement packet (ACK) as a response to a 
successfully delivered packet to ensure a reliable 
communication.  The standard TCP congestion control 
mechanism is based upon a sliding window, which defines the 
number of packets injected in the network. The congestion 
window value is updated after the reception of an ACK and 
upon the detection of a packet loss. The reception of an ACK 
is interpreted by TCP as a signal of available bandwidth, so 
that the congestion window value, W, may be increased. The 
increase is fast at the beginning of a new connection (the so-
called slow-start phase), where the TCP sender enlarges W by 
one segment for each received ACK. In this way, the 
congestion window grows exponentially on a Round Trip 
Time (RTT) basis. Once  a  given threshold value is crossed, 
the connection enters the congestion avoidance phase, where 
the TCP sender gently increases its transmission rate in a  
linear fashion  over RTT (the  congestion window is increased 
by  1  W upon  an ACK  reception).  

The decrease phase is triggered by the detection of a packet 
loss. A packet loss can be detected either by a timeout 
expiration or by the reception of 3 duplicate ACKs 
(correspondently, the congestion window is halved). Since the 
timeout granularity is fairly large, the first case is interpreted 
by TCP  as a  signal  of  severe  network  congestion  so that  
it  reduces its  transmission rate  to the  minimum. In the other  
case, since  some packets have  been correctly received after 
the lost one(s), the congestion is  assumed to be  a  transient 
phenomenon  It is easy  to verify  that this mechanism  is 
pretty  inefficient  in the presence  of  large  W values  (or, 
equivalently, large  BDP values). Indeed, let us consider an 
error occurring in the presence of a congestion window value 
of W.  Since W grows approximately by 1 for RTT, the time it 
takes to go back from W/2 to W equals Trec  =  (W·RTT) / 2 . 
This will be called as the time to recover from a loss. The fact 
that Trec depends linearly on W suggests that the TCP’s 
AIMD mechanism does not scale well with BDP. This is one 
of the main reasons that have motivated the study of 
congestion control mechanisms able to perform well in 
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a large BDP scenario. The packet loss is detected by (1) a 
timeout and (2) duplicate acknowledgement (ACK). A timeout 
occurs when the TCP sender does not receive any 
acknowledgement from the receiver even after a prescribed 
time. When timeout occurs, TCP treats the situation as 
network congestion and performs slow start. In the second 
case, when the TCP sender receives duplicate ACK, it 
identifies receiver received out-of order packets. TCP enters 
fast retransmit and fast recovery algorithm.  

III. VARIANTS OF TCP 

A. TCP Adaptive Westwood  

TCP Adaptive Westwood (TCP-AW) is a combination of 
the best features from both TCP Westwood ABSE (TCP-
ABSE) [4] and TCP Adaptive Reno (TCP-AReno) [5]. TCP-
ABSE's best feature is its eligible rate estimation (ERE) 
mechanism, which helps predict imminent congestion. 
Essentially, the congestion window is adjusted according to 
the network congestion rate, and is not based on the traditional 
delay model. TCP-AReno's best feature is its use of packet loss 
interval time to adjust the congestion window, instead of using 
bandwidth estimation. 

 

This approach improves RTT-fairness even when accurate 
bandwidth estimation is not available.  For the high-speed 
scenario, TCP-AW[6]  remarkably  improved  the aggregate 
throughput of the control group. This is due to the delay-based 
nature of the protocol. The protocol feels the presence of 
incoming TCP standard Reno flows, and then reacts 
accordingly to grab the extra bandwidth whenever the 
bottleneck is less loaded.  TCP Adaptive Westwood shows 
good throughput in High Speed networks and performs safely. 
TCP-AW obtains a substantial improvement in coexistence 
due to its embedded loss discriminator component.  

B. HS-TCP  

HS-TCP was introduced to achieve high throughput in high 
bandwidth-delay product links without requiring 
unrealistically low packet loss rates. The HS-TCP modifies the 
standard TCP’s Additive increase and multiplicative 
decrease (AIMD) algorithm to improve its loss discovery time. 
Such alteration would only be effective when higher 
congestion windows are encountered. This implies that if the 
congestion window is smaller than a given threshold, it makes 
use of the Standard (TCP Tahoe) AIMD algorithm, otherwise 
the High Speed algorithm is used [3].  The Standard AIMD 
algorithm upon receipt of ACK and in the event of congestion, 
the window is respectively given as:  

w = w + 1/w   
w = 0.5*w 

Parameters a and b for the increase and the decrease of the 
AIMD algorithm are fixed at 1 and 0.5 respectively. The 
modified HS-TCP algorithm is as follows: upon the receipt of 
acknowledgement,  

w = w + a(w)/ w  
And when congestion is encountered, the window (w) is,  

w = w − b(w)w 

The increase and decrease parameters thus vary depending 
on the current value of the congestion window.  

C. Scalable TCP  

STCP seeks to improve the loss recovery time of Standard 
TCP; this idea mirrors that of the HS-TCP  [3].  For standard 
TCP and HS-TCP connection, the packet loss recovery times 
increase (or reduce) in a proportion as the connection’s 
window size and round trip time (RTT) does. In a Scalable 
TCP connection, packet loss recovery times are proportional to 
connection’s RTT only. For the STCP [7], the slow start phase  
of the standard TCP algorithm is not modified, but its 
congestion avoidance  phase  is modifies thus: for every 
acknowledgement received in a RTT, the congestion window 
(cwnd) is  

cwnd = cwnd + 1/cwnd (for Std TCP)   

cwnd = cwnd + 0.01 (for STCP) -------(1)  

and when congestion is encountered in a given RTT,  

cwnd = cwnd - cwnd * 0.5 (for Std TCP)   

cwnd = cwnd – cwnd * 0.125 (for STCP)  ----(2)  
 

Similarly the evolution of STCP’s cwnd is similar to that 
of the HS-TCP; its threshold window size and the modified 
algorithm in equation (1) and (2) are used only when the size 
of the congestion window exceeds threshold window size. The 
values of 0.01and 0.125 are suggested for the increase and the 
decrease parameters. STCP default value for the threshold 
window size  is given as 16 segments [7].  

D. BIC – TCP  

BIC-TCP  [8]  employs  a  binary  search algorithm  to 
update its congestion  window.Briefly a variable w1 is 
maintained which holds a value halfway between the values of 
cwnd just before and Just after the last loss event. The  
window  update rule  seeks to rapidly  increase  its window 
beyond a  specified distance  Smax  from w1, and update cwnd 
more  slowly when its value is  close  tow1.   

Multiplicative backoff of cwnd is used on detecting a 
packet loss with a backoff factor β of 0.8.  It also implements 
an algorithm whereby upon low utilization detection, it 
increases its window more aggressively.  This is controlled 
with two factors namely, low utility and utility check. In order 
to maintain backwards compatibility, it uses the standard TCP 
update parameters when cwnd is below the threshold.  

E. FAST – TCP  

FAST – TCP [9] is a delay based algorithm. It also 
includes rate packing. Rate pacing is a functional change and 
is thus it can be viewed as a part of congestion control 
algorithm. The FAST TCP flows typically converge quickly 
initially, flows may later diverge again to create significant and 
sustained unfairness. The main drawback of this is where the 
threshold is somewhat higher, owing to the standing queue 
created by the delay-based congestion control action used here.  

F. H – TCP  

H-TCP [10] uses the elapsed time ∆ since the last 
congestion event, rather than cwnd, to indicate path 
bandwidth-delay product and the AIMD increase parameter is 
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varied as a function of ∆.  The AIMD increase parameter is 
also scaled with path round – trip time to mitigate unfairness 
between competing flows with different round-trip times. The 
AIMD decrease factor is adjusted to improve link utilization 
based on an estimate of the queue provisioning on a path.   

IV. EXPERIMENTAL RESULTS FROM THE RELATED WORK 

The performance analysis relevant to the present study is 
derived from many papers. In [7], Kelly presents an 
experimental comparison of the aggregate throughput 
performance of scalable-TCP and standard TCP. In [11], 
aggregate throughput measurements are presented for FAST-
TCP and TCP-Reno. In all of these studies, measurements 
focus on aggregate throughput i.e., link utilization.  Here 
efficiency as a function of queue size is not considered, nor 
fairness, friendliness, responsiveness and convergence times.  

In [9], throughput and cwnd time histories of FAST-TCP, 
HS-TCP, Scalable-TCP, and TCP-Reno are presented for a lab 
scale experiment test bed. Aggregate throughput, throughput 
Fairness and a number of other measures are presented. 
However, results are confined solely to an 800-Mb/s 
bottleneck link with a 2000-packet buffer. The impact of link 
rate, RTT, queue size, and level of Web traffic on fairness and 
responsiveness are not considered nor is the impact of queue 
size on efficiency.  In [8], NS simulation results are presented 
comparing the performance of HS-TCP, Scalable-TCP, BIC-
TCP, and standard TCP.   

V. CONCLUSION 

This article concludes by presenting  a  comprehensive 
survey  of current research on running  TCP  in high speed 
networks from various experimental  results evaluating  the  
performance  of Scalable-TCP, HS-TCP, BIC-TCP, FAST 
TCP and H-TCP. All the protocols studied are all successful in 
improving the link utilization in a relatively static environment 
with long-lived flows. And many of them showed poor 
responsiveness to changing network conditions. Though there 
are various schemas and mechanisms proposed, there is no 
single mechanism that can overcome the unreliable nature of 
network in a reliable way.  

Each and every mechanism has its own advantages and 
disadvantages. In short, any mechanism will be effective based 
on the factors that are to be taken into consideration. To 
conclude this area is not completely explored to its maximum 
and still lot more research can be done towards establishing a 
basis for the development of new protocols. 
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Abstract—A necessary requirement incumbent on any 

information communication system and/or network is the 

capacity to transmit information with a predefined degree of 

accuracy in the presence of inevitable interference. The 

transmission of audio and video streaming services over different 

conduits (wireless access systems, Internet, etc.) is becoming ever 

more popular. As should be expected, this widespread increase is 

accompanied by the attendant new and difficult task of 

maintaining the quality of service of streaming video. The use of 

very accurate coding techniques for transmissions over wireless 

networks alone cannot guarantee a complete eradication of 

distortions characteristic of the video signal. A software-

hardware composite system has been developed for investigating 

the effect of single bit error and bit packet errors in wideband 

wireless access systems on the quality of H.264/AVC standard 

bursty video streams. Numerical results of the modeling and 

analysis of the effect of interference robustness on quality of 
video streaming are presented and discussed. 

Keywords-codec; H.264/AVC; polynomial approximation coding; 

signal-to-noise ratio; video streaming. 

I.  INTRODUCTION 

One of the most important Quality of Service (QoS) 
parameters for wireless networks is the probability of 
occurrence of bit and packet errors measured by the Bit Error 
Rate (BER) and Packet Error Rates (PER) respectively. Neither 
single packet losses nor single bit errors can provide a 
comprehensive imitation modeling of fading channels. In 
digital systems, errors often occur in packets as a result of 
transmission conditions. Specifically, signals are attenuated 
during transmission and this consequently leads to grouping 
(packetization) of errors. A group of erroneous packets is 
essentially a sequence of packets that are either lost in transit or 
received with error after transmission over a communication 
channel within a given period of time. Burst Error Length 
(BEL) is defined as the number of erroneous packets included 
in a given group of errors. 

II. METHOD 

The H.264/AVC standard is a compendium of innovations 
and improvements on prior video coding technologies vis-à-vis 
enhancement of coding efficiency and effective usage over a 
wide gamut of networks and applications [1]. For a complete 
analysis of the impact of errors on resultant signal quality, we 
investigate the influence of the conduit’s (i.e. wireless 
transmission medium’s) robustness on the perceivable quality 

of streaming video standard H.264/AVC using the developed 
hardware and software complex (HSC) [2], [3].  

Objective and subjective indicators of video quality were 
obtained using methods described in [3]. For qualitative 
assessment, it is imperative to have the video file data before 
transmission over the network (on the transmitting end), and 
after reception from the network (at the receiving end).  

Data required for the qualitative assessment at the 
transmitting end are:  

a)the original unencoded video in YUV format,  

b)the encoded video in MPEG-4,   

c)transmission start time and  

d)type of each packet sent to the network.  

The following data are required for qualitative assessment 
at the receive end:  

a)time of reception of each packet from the network, 

b)type of each packet received from the network,  

c)the encoded video (possibly distorted) in MPEG-4 

format, and  

d)the decoded video in YUV format for display.  

We performed data evaluation by comparing the 
transmitted and received files. 

Structure of the Hardware-Software Complex (HSC) 

Data processing is carried out in the three phases described 
below:  

First phase: the time taken in sending and receiving each 

packet on both sides as well as the packet type are analyzed. 

This results in a record of the type of frame and the time 

elapsed between transmitted and received packets. The 

distorted video file at the receive end is restored using the 

originally encoded video file and information about lost 

packets. Subsequently, the video is decoded for playback to the 

viewer.  
Assessment of video quality is done at this stage. Video 

quality indicators always require a comparison of the received 
(possibly distorted) video frame and the corresponding source 
frame. In the case of a total loss of frame in transit, the 
necessary frame synchronization before and after transmission 
over the network becomes impossible. 
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Second phase: In this phase of data processing, the problem 

of quality assessment is resolved based on the analysis of 

information about frame loses. Substituting the last relayed 

frame for the lost frame restores frame synchronization. This 

methodology allows for subsequent frame-wise assessment of 

video quality. 
Third phase: At this stage, the assessment of the quality of 

decoded video is achieved by means of both the restored and 

source video files. 
Fig. 1 shows a block diagram of the HSC for assessing the 

quality of streaming video. The schematic diagram reflects the 
interaction between modules in the transmission of the digital 
video from a source through the network connection to the 
viewer. The HSC modules interact with the network by using 
traces containing all the necessary data listed above. Thus, for 
proper functioning, the HSC requires two traces, the source 
video and the decoder. The data network can be considered 
simply as a two-port black-box that introduces delay, packet 
loss, and possibly packet rearrangement. The network was 
simulated based on the aforementioned assumptions [4] in the 
NS2 environment. A detailed description of the functional 
modules of the HSC is given in [3]. 

III. PRESENTATION OF DATA AND SIMULATION 

PREPARATION 

Video encoding begins with color space conversion from 
RGB to YUV also known as Y, Cr, Cb i.e. one luma and two 
chroma components [5]. It is common knowledge that there is a 
significant correlation of color components in any typical 
image of the RGB format, which makes it an obviously 
redundant format in terms of compression. The standard 
television uses a different representation of images, which also 
employs three components of the signal, but these components 
are uncorrelated (i.e. void of inter-componential redundancy). 
R, G and B components are converted to luminance Y 
component and two color difference components U and V of 
the YUV format. Since most information is stored in the 
luminance component, little information is lost if a thinning of 
the U and V components is done.  

Standard test videos in the YUV format may be used as 
initial test video sequences. However, these videos have limited 
playback time and hence do not allow for the assessment of 
change in quality under prolonged video broadcast. Similarly, a 
vast amount of experimental data cannot be obtained from 
them. It is for these reasons that we recorded our own 30-

minute video in YUV format (send.YUV) with a resolution of 
640x480 pixels and frame rate of 25fps using special software.  

The first step is to encode the source video to H.264 format 
(video stream file). This is done by the video codec (a device 
used for encoding and decoding video signals). Video codecs 
are usually characterized by a) channel throughput, b) decoded 
video distortion rate, c) startup latency, d) end-to-end delay, 
computational complexity, and e) memory capacity. A good 
codec is one capable of providing the necessary trade-off vis-à-
vis these characteristics [5]. 

In the next step, the encoded video stream is packaged in an 
MP4-container for onward transport over the network using the 
User Datagram Protocol (UDP). The result of encoding the 
original video is an MP4-file. Since it is necessary to evaluate 
the quality of video transmitted over the network, the need 
arises to create a spare decoded YUV file from the newly 
created MPEG layer-4 file, which serves as the control in 
evaluating the quality of video transmitted over the network, 
excluding the impact of the codec. It is thus possible to 
estimate the influence of a wireless network on the received 
visual video quality, while excluding encoding and decoding 
losses.  

For simulation purposes, it is necessary to create a video 
trace file that contains the following information: frame 
number, frame type, frame size, and the number of segments in 
which the frame is divided into packets. This video trace serves 
as the input to the simulator network, where the sending and 
reception of video data occurs. As a result of video 
transmission over the network, it is necessary to obtain 
transmission trace files and reception trace files, which contain 
the following packet data: the transmission/reception time, a 
unique identifier and trace file size. These two traces are used 
to determine lost packets in the network. In the end, we obtain 
files of the sent and received packets containing detailed 
information about the time of sending from the transmitter and 
the time of reception by the receiver. 

IV. MODELING AND SIMULATION OF TRANSMISSION OVER A 

WIRELESS NETWORK 

The HSC allows for the simulation of the main types of 
errors encountered when transmitting video data over wireless 
networks. The two types of simulation required are as listed 
below:  

A. Bit error simulation 

Simulated transmission over a wireless channel model with 
Additive White Gaussian Noise (AWGN) is conducted. In the 
process of simulation, certain bits in the sequence are distorted 
(i.e. inverted) with a given probability. The probability value 
used is defined by the Bit Error Rate (BER).  

B. Packet error simulation.  

The UDP packets can be manually deleted from the 
received trace file. This allows for the observation of codec 
functionality and analysis of change in visual quality in cases 
of packet loss. At the same time, both the received and 
undistorted files can be obtained during transmission over an 
"ideal" channel with unlimited bandwidth and no delay, with 
subsequent removal of some packets. 

 
 

Figure 1. Block diagram of HSC. 
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V. CALCULATION OF LOSSES AND ESTIMATION OF 

OBTAINED VIDEO QUALITY  

Calculation of losses given the availability of unique id of 
the package is quite easily achieved. With the aid of the video 
trace, each packet is assigned a type. Each package of the 
assigned type that is not included in the received trace is 
deemed lost. Loss of frame is calculated for any (and all) 
frame(s) with a lost packet. If the first packet in a frame is lost, 
then the whole frame is considered lost since the video decoder 
cannot decode a frame, which is missing the first part. 
Assessment of received traces is done by the module for trace 
assessment (see Fig. 1). The recovered file must be decoded in 
YUV format. 

There are two major methods of estimating the quality of 
digital video, namely, the subjective and objective methods:  

Subjective quality assessment is always based on viewer 
impression. It is extremely costly, very time consuming and 
requires specialized equipment. Traditionally, subjective video 
quality is determined by expert assessment and calculation of 
the average Mean opinion Score (MOS), which is assigned a 
value from 1 to 5 (ITU scale) [6], [7], where 1 and 5 represent 
worst and best received video quality respectively.  

Objective video quality assessment is usually done by 
measuring the average luminance peak Signal-to-Noise Ratio 
(PSNR). The PSNR is a traditional metric, which allows for the 
comparison of any two images [8]. The PSNR module 

evaluates the objective quality of received video stream in 
polynomial approximation coding (PAC). The end result is the 
values of PSNR calculated for the original and distorted image 
(as shown in Fig. 2). MOS values are calculated from the 
PSNR indicator.  

VI. RESULTS, ANLYSIS AND DISCUSSION 

In order to study the effect of transmission errors on the 
resulting video quality, the transmission of a 30-minute video 

over a wireless network with random packet errors in the 
channel was simulated. Characteristics of sequences used are 
listed in Table I. 

For modeling purposes, the encoded video stream was 
split into RTP/UDP-packets using the hardware-software 
tool reported in [3]. Bit error simulation for transmission 
over a wireless channel was done using an AWGN error 
generator contained within the PAC structure. Simulation of 
packet errors during transmission over a wireless channel 
was done by deleting packets from the received trace file [3]. 
This allowed us to explore and analyze the change in visual 
quality during loss of packets. The received and undistorted 
trace files were obtained for transmission over an "ideal" 
channel with unlimited bandwidth and no delay in using the 

NS2 software environment [4], followed by a random removal 
of packets, according to PER and BER parameters. Quality 
assessment was carried out using PSNR and MOS indicators, 
calculated by using hardware and software tools [4]. The 
standard deviation of the quality of the average PSNR values 
was calculated using equation (1) [9]. 
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C. Effect of bit error 

Fig. 2 shows the effect of BER on the quality of video 
streaming.  

Analysis of the results of streaming video over the 
simulated wireless network with different values of BER 
revealed the following: 

i) Simulating a wireless channel using AWGN model, 

and additive, bit errors with a value of BER ≤ 3x10-5 
does not affect the quality of the video. However, when 

BER ≥ 4x10-3 packet loss in the network reaches its 

maximum value of ≥ 99,9%. 
ii) Objectively, excellent quality of video transmission 

over a channel can be guaranteed for all bit error 

probabilities less than 1x10-4, good quality is in the 

range of 1x10-4 to 4x10-4, satisfactory quality is in the 

range of 4x10-4 to 8x10-4, poor quality is in the range of 

8x10-4 to 1x10-3, while very bad quality is for any BER 

> 1x10-3. 
iii) The histograms of the distribution of PSNR values 

during simulation and broadcast over a real network in 

general are of a twin-peak form. One of the peaks 

characterizes the PSNR value of error-free video 

stream (the decoder is able to correct bit errors when 

they are relatively few in the frame). The second peak 

characterizes PSNR degradation due to the large 

number of corrupted video frames in fading moments 

(the decoder is unable to fix large numbers of bit 

errors). As the number of errors increases, this 
maximum increases commensurately with a decrease in 

the second. During transmission, depending on error 

TABLE 1. CHARACTERISTICS OF ENCODED VIDEO 

Format MPEG-4 Part14 (MP4) 

Codec H.264 
Bit rate Constant @ 1150 kbps 

Frame frequency 25 fps 
Resolution 640 x 480 pixels 
GOP type IBBPBBРВВ 

 

TABLE 2. RELATIONSHIP BETWEEN QUALITY INDICATORS AND BER 

PSNR 

[dB] 

MOS 

[%] 

BER ITU 

Quality Scale 

Picture 

Degradation 

> 37 81–100 < 1X10
-4
 

5 

EXCELLENT NOTICEABLE 

31–37  61–80 1X10
-4 

– 4X10
-4
 

4 

GOOD 

NOTICEABLE, 
BUT NOT 

IRRITATING 

25–31 41–60 4X10
-4 

– 8X10
-4
 

3 

SATISFACTORY 
SLIGHTLY 

IRRITATING 

20–35 21–40
 

8X10
-4 

– 1X10
-3
 

2 

POOR IRRITATING 

< 20 0–20 > 1X10
-3
 1-VERY POOR VERY IRRITATING 
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iv) level, values of either of the maxima increases. In cases 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 3. Values of video sequence quality indicators for different values of 

wireless channel BER: а) –PSNR value distribution histogram; b) – PSNR value 

distribution histogram for certain values of BER; c) – Quality deviation from 
average PSNR value; d) – quality gradation for MOS values. 

 
a) 

b) 

 
c) 

d) 

Figure 2. Values of video sequence quality indicators for different values of 

wireless channel PER: а) –PSNR value distribution histogram; b) – PSNR value 

distribution histogram for certain values of PER; c) – Quality deviation from 
average PSNR value; d) – quality gradation for MOS values. 
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when errors in the communication channel are 

negligible, the PSNR distribution has only one 

maximum. 
Empirical values of BER transitions from an acceptable 

quality to the poor, according to the relationship between 
PSNR and MOS [6], are presented in Table II.  

However, the AWGN model does not allow for adequately 
simulation of a fading channel. Typically, errors are often long 
term, since high probability of bit loss occurs in specific 
periods of transmission, e.g. during poor propagation. 
Attenuation of the transmitted signal results in packetizing 
(grouping) of errors. Another cause of error grouping can be 
physical defects of, and failures inherent in the information 
storage system. When using VLC, bit error occurrence results 
in group errors or packetization of errors. 

B. Effect of packet error  

Fig. 3 shows the effect of PER indicator on streaming video 
quality.  

The range of values of PER, within which the resulting 
quality is maximal (i.e. almost equal to the original) and 
minimal are indicated. It is shown that with PER ≤ 1x10-4 error 
does not affect the resultant video quality and can be easily 
eliminated with decoders and existing methods of error 
correction. A further change in the quality has a stepwise 
nature and decreases with increasing PER.  

Empirical values of PER transitions from an acceptable 
quality to the poor, according to the relationship between 
PSNR and MOS, are presented in Table III. 

Analyzing the results of streaming video over a simulated 
wireless network with a given probability of packet loss, we 
safely conclude that: 

a) A PER value of  ≤ 1x10-4 in simulation of a wireless 

network does not affect the video quality. When PER ≤ 

1x10-3 impact of errors on video quality is not 

noticeable and does not irritate during viewing 

experience. When PER ≥ 0.1, packet loss in the network 

has the worst effect on visual quality. 
b) Objectively, excellent quality of video transmission 

over a channel can be guaranteed for all packet error 

probabilities less than 1x10-3, good quality is in the 

TABLE 3. RELATIONSHIP BETWEEN QUALITY INDICATORS AND PER 

PSNR 

[dB] 

MOS 

[%] 

PER ITU 

Quality Scale 

Picture 

Degradation 

> 37 81–100 < 1X10
-4
 

5 

EXCELLENT NOTICEABLE 

31–37 61–80 1X10
-3

– 3X10
-3

 
4 

GOOD 

NOTICEABLE, 
BUT NOT 

IRRITATING 

25–31 41–60 3X10
-3 

– 1X10
-2
 

3 

SATISFACTORY 
SLIGHTLY 

IRRITATING 

20–35 21–40
 

1X10
-2 

– 5X10
-2
 

2 

POOR IRRITATING 

< 20 0–20 > 5X10
-2
 1VERY POOR VERY IRRITATING 

 

 
a) 

 
b) 

 
c) 

 
d) 

Figure 4. Values of video sequence quality indicators for PER=1x10-3 and 

varying values of wireless channel BEL: а) –PSNR value distribution histogram; 

b) – PSNR value and RTP/UDP packet distribution (black spaces correspond to 

lost packets) for certain values of BEL; c) – Quality deviation from average 

PSNR value; d) – quality gradation for MOS values. 
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range of 1x10-3 to 3x10-3, satisfactory quality is in the 

range of 3x10-3 to 1x10-2, poor quality is in the range 

of 1x10-2 to 5x10-2, while very bad quality is for any 

PER > 5x10-2.  
Histograms of the distribution of values of PSNR when 

PER ≤ 6x10-4, in general, have a bimodal shape. One of the 
peaks characterizes the value of PSNR of video stream 
distorted due to packet loss. The second maximum 
characterizes deterioration in the PSNR of dependent frames. 
As the number of errors increases, one of the peaks increases 
due to a decrease in the other. 

C. Effect of length of error groups 

To study the effect of the length of error groups on resultant 

quality, the simulation of a 30-minute video transfer over a 

wireless network for the values of PER of 1x10-3 to 5x10-2 is 
repeated, since a visual change in video quality is observed at 

this range. The simulation of groups of error packets during 

transmission over a wireless channel was done by means of 

random deletion of packet groups from the receive trace file 

with a given BEL. For this particular example BEL=100 

implies that the total random number of consecutively deleted 

packets does not exceed 100. The total sum of erroneous 

(deleted) packets in the video sequence for the whole 

experiment given PER=const. remained the same, irrespective 

of the value of BEL. Fig.  4 shows the effect of BEL on the 

quality of streaming video for PER=1x10-3. 
 

Analyzing the results of streaming video over the simulated 

wireless network with a given grouping of erroneous packets, 

we can draw the following conclusions: 

v) For PER ≤1x10-3 the effect of single packet errors on 

quality is insignificant and does not irritate the viewing 

experience. 
vi) Histograms of the distribution of values of PSNR have 

two maxima. One of the peaks characterizes the value 

of PSNR of video frames distorted due to the loss of 

packets. The second maximum characterizes the 

deterioration of PSNR of dependent frames. With 

increasing quantities BEL is one of the peaks decreases 

as the number of dependent frames are also reduced, 

whereas the second peak remains unchanged. This is 

explained by the fact that the single scattered 

throughout the video sequence error number of 

distorted frames is large due to error propagation to 

dependent frames. An increase in the BEL value leads 
to a decrease in one of the maxima, since the number of 

dependent frames also decreases, while the second 

maximum remains the same. This is due to the fact that 

under singular errors spread across the whole video 

sequence, the number of distorted frames is large 

because of the distribution of errors on dependent 

frames. 
vii) Increasing the length of the error groups leads to an 

increase in the average quality of the video sequence.  

viii) Effect of error groups on the quality is more powerful 

because of the local concentration of errors. However, 

the average quality of the video sequence increases 

with increase in the length of the grouping for a given 

value of probability of occurrence of packet errors. 

For BEL ≥ 60 the average quality is almost identical to the 

original video. 

D. Relationship between PER and BEL 

The average quality of the experimental video sequence for 
different values of PER and BEL is shown in Fig.  5. 

In assessing the impact of erroneous packets received on 
quality, it is necessary to analyze not only the likelihood of 
occurrence of errors, but also their structure and length of their 
grouping. Additionally, the following conclusions can be 
drawn: 

i) Increasing the length of error groupings leads to an 

increase in the average quality of the video sequence. 

This is due to the deterioration of a small section of 

video, where error groups are concentrated, whereas in 

the case of single bit errors deterioration in the quality 

of video may be observed across the whole sequence; 

ii) When the length of erroneous packets is BEL ≤ 6 the 
change in quality is minor and identical to the influence 

of single packet errors (BEL=1); 

iii) When BEL ≥ 60 the average quality is almost identical 

to the original (PSNR <90 dB). It is logical to assume 

that the value of BEL in the longer video sequences, 

with the same average quality may have a higher value; 

iv) The highest dynamics of change in PSNR=60 dB is 

observed in two cases: a) for a fixed PER = 1x10-3 and 

the variable values of BEL; and b) at BEL ≥ 80 and the 

varying values of the PER. In other cases, the dynamics 

is not essential and minimal in the absence of clustering 

of errors (BEL = 1) 
v) With increasing PER, the effect of BEL on quality 

decreases due to increase in denseness of single errors. 

vi) Analysis of the results of PER and BEL shows that for 

effective assessment of the impact of transmission 

errors on resultant quality it is necessary to analyze not 

only the likelihood of errors, but also their structure and 

length of their grouping. The most realistic and 

 
 

Figure 5. Estimate of video sequence quality indicator for different values 

of wireless channel PER and BEL. 
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accurate method of modeling statistical errors in 

communication channels is the use of probability data 

obtained from real networks. 
At BER values ≤ 3x10-5 bit errors do not affect the quality 

of the received video and are easily eliminated by well-known 
methods of error correction implemented in WiMAX. When 
BER ≥ 4x10-3 packet loss in the network reaches its maximum 
value and leads to an unacceptable quality of the received 
video. Ensuring objectively excellent quality of video sequence 
over a channel can be done for probabilities of bit error rate 
less than 1x10-4; good quality in the range of 1x10-4 – 4x10-4; 
satisfactory quality in the range of 4x10-4 – 8x10-4; poor quality 
in the range of 8x10-4 – 1x10-3 and very bad at BER ≥ 1x10-3. 

The use of H.264/AVC video in wireless access systems 
with VLC codec of variable length leads to a disruption of the 
synchronization of decoded video sequences and the 
occurrence of additional grouping of errors, whose impact on 
the quality for video decoding is much stronger than that of the 
bit error, since it leads to loss of large segments of the 
information. It is shown that the quality of the video affects not 
only the probability of error, but also the structure and length of 
errors. Analysis of individual errors showed that at PER ≤ 
1x10-4 packet errors do not affect the quality of the received 
video and are easily eliminated by well-known methods of 
error correction deployed in wireless networks. When PER ≤ 
1x10-3, the effect of errors on quality is not noticeable and does 
not irritate the viewing experience. For values of PER ≥ 0.1 
packet loss in the network leads to an unacceptable quality of 
the received video. Ensuring objectively excellent quality of 
video sequence over a channel can be done for probabilities of 
bit error rate less than 1x10-3; good quality in the range of 
1x10-3 – 3x10-3; satisfactory quality in the range of 3x10-3 – 
1x10-2; poor quality in the range of 1x10-2 – 5x10-2 and very 
bad at BER ≥ 5x10-2. 

To assess the impact on quality of video playback under 
error grouping conditions of error groups BEL, the use of a 
regular (deterministic) model is proposed. It is shown that the 
effect of errors on the average quality is stronger due to local 
concentration of errors. The average quality of the video 
sequence at the same time increases with increase in the length 
of the grouping for a given value of probability of occurrence 
of packet errors. For groupings of length BEL ≥ 60, average 
quality is almost identical to that of the source video. With 
increasing PER, the effect of BEL on quality decreases due to 
increase in the denseness of single errors. Increase in the BEL 
leads to an increase in the average quality of the video 
sequence irrespective of the PER value. The highest dynamics 
of change in PSNR is observed for fixed PER =1x10-3 and the 
variable values of BEL; at BEL ≥ 80 as well as for the 
changing values of the PER. In other cases, the dynamics is not 
significant and is minimal in the absence of clustering of errors. 
To assess the quality of video under packetization of errors 
under real conditions, it is necessary to investigate the actual 
distribution of packetization of errors in the communication 
channel. 

VII. CONCLUSION 

We have presented in this paper the results of investigating 
the effect of single bit error and bit packet errors on the quality 

of H.264/AVC standard bursty video streams in wideband 
wireless access systems, using a software-hardware composite 
system that was developed specifically for this purpose. From 
analyses of simulation results, we safely conclude as discussed 
in sections VI A through D for BER, PER, BEL, and 
relationship between PER and BEL respectively. 
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Abstract—Software metrics provide a quantitative basis for 

planning and predicting software development processes. 

Therefore the quality of software can be controlled and improved 

easily. Quality in fact aids higher productivity, which has brought 

software metrics to the forefront. This research paper focuses on 

different views on software quality. Moreover, many metrics and 

models have been developed; promoted and utilized resulting in 

remarkable successes. This paper examines the realm of software 

engineering to see why software metrics are needed and also 

reviews their contribution to software quality and reliability. 

Results can be improved further as we acquire additional 

experience with variety of software metrics. These experiences 

can yield tremendous benefits and betterment in quality and 

reliability.  

Keywords- Software metrics; Software quality; Software reliability; 

Lines of code; Function points; object oriented metrics. 

I.  INTRODUCTION  

Software metrics are valuable entity in the entire software 
life cycle. They provide measurement for the software 
development, including software requirement documents, 
designs, programs and tests. Rapid developments of large 
scaled software have evolved complexity that makes the 
quality difficult to control. The successful execution of the 
control over software quality requires software metrics. The 
concepts of software metrics are coherent, understandable and 
well established, and many metrics related to the product 
quality have been developed and used.  

  It is essential to introduce definition of software metrics. 
Software metrics provides measurement of the software 
product and the process of software production. In this paper, 
the software product should be seen as an abstract object that 
begins from an initial statement of requirement to a finished 
software product, including source and object code and the 
several forms of documentation exhibited during the various 
stages of its development.  

Good metrics should enable the development of models that 
are efficient of predicting process or product spectrum. Thus, 
optimal metrics should be: [1] 

 Simple, precisely definable—so that it is clear how 
the metric can be evaluated; 

 Objective, to the greatest extent possible; 

 Easily obtainable (i.e., at reasonable cost); 

 Valid—the metric should measure what it is 
intended to measure; and 

 Robust—relatively insensitive to (intuitively) 
insignificant changes in the process or     product.  

II. OVERVIEW  OF SOFTWARE METRICS 

A. Classification of Software Metrics 

There are three types of software metrics: process metrics, 
project metrics and product metrics. [3] 

1) Process Metrics:  
Process metrics highlights the process of software 

development. It mainly aims at process duration, cost incurred 
and type of methodology used. Process metrics can be used to 
augment software development and maintenance. Examples 
include the efficacy of defect removal during development, the 
patterning of testing defect arrival, and the response time of the 
fix process.  

2) Project Metrics:  
Project metrics are used to monitor project situation and 

status. Project metrics preclude the problems or potential risks 
by calibrating the project and help to optimize the software 
development plan. Project metrics describe the project 
characteristics and execution. Examples include the number of 
software developers, the staffing pattern over the life cycle of 
the software, cost, schedule, and productivity. [4] 

3) Product Metrics:  
Product metrics describe the attributes of the software 

product at any phase of its development. Product metrics may 
measure the size of the program, complexity of the software 
design, performance, portability, maintainability, and product 
scale. Product metrics are used to presume and invent the 
quality of the product. Product metrics are used to measure the 
medium or the final product. 

We can find more efficient ways of improving software 
project, product and process management. 

B. Mathematical Analysis 

A metric has a very explicit meaning in mathematical 
analysis .It is a rule used to determine distance between two 
points. More formally, a metric is a function ‘d’ defined on 
pairs of objects p and q such that d (p, q) expresses the distance 
between p and q. Such metrics must satisfy certain properties: 
[11]  
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d (p,p)  = 0 for all p : that is, the distance from point p to 
itself is zero;   

d (p, q)  = m (q, p) for all p and q: that is, the distance from 
p to q is similar to the distance from q to p;  

d (p, r) ≤ d (p, q)+d (q, r) for all p, q and r: that is, the 
distance from p to r is no larger than the distance measured by 
stopping through an intermediate point.      

A prediction system comprise of a mathematical model 
along with a set of prediction processes for determining 
unknown parameters and depicting the results. The model 
should not be complicated for use. Suppose we want to predict 
the number of pages, P that will print out as a source code 
program, so that we can bring sufficient paper or calculate the 
time the program will take for printing. We can use a simple 
model,   

P = x/a                                            (1) 

Where x is a variable, acts as a measure i.e. length of source 
code program in LOC (line of code), and ‘a’ is a constant that 
represents the average number of lines per page. There are 
number of models to determine effort estimation; from analogy 
based estimation to parametric models. A generic model can be 
used to estimate effort predication. 

                                   E = aSb                                         (2) 

Where a and b are constants. E is effort in person-months. S 
is the size of source code in Line of code. 

III. IMPORTANCE OF SOFTWARE QUALITY 

In recent times the importance of software quality has come 
to light when random errors on a say a telephone bill, or on a 
bank statement were randomly attributed to a bug in the 
“computer code” or using the ignorant adage of “the computer 
does things” without making an effort to undermine the cause 
of the problem or even separating it by hardware or software. 
The problem arises when “computer errors” creep into highly 
critical aspects of our lives involving situations where a small 
error can lead to a cataclysmic chain of events. Bearing all this 
in mind, the importance of enforcing software quality in 
computer practices has become highly important. Seeing the 
penetration of computer code into everyday objects like 
washing machines, automobiles, refrigerators, toys and even 
things like the mars rover, any system be it a large one or a 
small system running embedded IC technology, ensuring the 
highest levels of software quality is paramount.  

However, that brings us to the next logical question, how 
do we assess the quality of something intangible like software 
quality? This is a highly subjective question whose answer will 
vary according to the situation. For example, a small word 
processing error in a student’s assignment will not be a huge 
issue. But a slight code error in a space shuttle’s guidance 
computer might be mission critical and endanger human lives. 

Hence in terms of software quality, it is imperative that we 
understand that it’s impossible to have a boilerplate definition 
or meaning of software quality. The definition will differ 
according to factors like quality of products and business. Also 
crucial is the proper setting of goals as well as proactive 

monitoring of quality factors and goals making sure that that 
the goals set are resolved and completed in the given timelines 
and specifics. Views on Software Quality  

Software quality, as stated earlier, depends on a number of 
factors. Also as theorized by David & Garwin, quality is a 
complex as well as multifaceted concept, which can be viewed 
according to different points of view as follows  

1) User View  
The user viewpoint of software quality tends to be a lot 

more concrete and can be highly subjective depending upon the 
user. This view evaluates the software product against the 
user’s needs. In certain types of software products like 
reliability performance modelling and operational products, the 
user is monitored according to how they use the product.  

2) Manufacturing View 
This viewpoint looks at the production aspect of the 

software product. It basically stresses on enforcing building the 
product without any defects and getting it right the first time 
rather than subsequently making a defective product and 
spending valuable project time and more importantly costs 
ironing out the defects or bugs at a later stage. Being process 
based, this viewpoint focuses on conformity to the process, 
which will eventually lead to a better product. 

Models such as ISO 9001 as well as the Capability Maturity 
Model do encompass this viewpoint that stress on following the 
process as opposed to going by specification. However, that 
being said, the theory that following the best and high quality 
manufacturing process will automatically lead to a better 
product cannot be inferred. The critic’s viewpoint is that 
following an optimized and high quality product manufacturing 
method can also lead to the standardization of a product 
making it more of a commodity rather than a standout product. 

That being said, there have been a lot of industry example 
where the philosophy of “doing it right” the first time been 
profitable. Also both the models CMM as well as the ISO, 
indirectly do imply by following the principle of 
“Documenting what you do and doing what you say” helps in 
improving the product quality.  

3) Product View 
The product viewpoint looks at the internal features as well 

as the characteristics of the product. The idea behind this 
viewpoint is that in case a product is sound in terms of the 
features and functionality it offers, and then it will also be 
favourable when viewed from a user viewpoint in terms of 
software quality. The idea is that controlling the internal 
product quality indicators will influence positively the external 
product behaviour (user quality) There are models trying to 
link both the views of software quality but more work is 
needed is this area.  

4) Value based view 
The value-based view becomes important when there are 

lots of contrasting views, which are held by different 
departments in an organization. For example, the marketing 
department generally take a user view and the technical 
department will generally take a product-based view. Though 
initially these contrasting viewpoints help to develop a 360-
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degree product with the different viewpoints complementing 
each other, the later stages of the software product development 
might have issues 

The issues arise when there might be a set of change 
proposed to a certain view that can end up throwing a conflict 
in the other view. For example, say the marketing department 
(user view) want changes to the user interface that are not 
technically feasible (product view).  

This is where a value-based view comes into play helping 
resolve such conflicts so that the software product is not 
delayed indefinitely. The value-based viewpoint looks the 
conflict with a cost to benefit angle. It help in resolving such 
issues by looking at the issue in relation to terms like costing, 
constraints, resources, time. Using this viewpoint, it’s possible 
to resolve interview conflicts helping to keep the software 
product on track and within initial cost and timeline estimates. 

IV. CASE STUDY ON SOFTWARE QUALITY  

The Boeing 777 project – Boeing with its 777 airplane 
project was a giant leap forward in the direction of Software 
quality and is compelling case and point in the importance in 
reinforcing strong software quality management. With almost 
2.5 million lines of code written for the new jetliner’s state of 
the art avionics and other on board software, it was super 
critical to ensure best software quality practices and 
implementation.  Complications like an extensive network of 
third party suppliers who would supply crucial components for 
the 777 made it a large challenge to ensure that deadlines are 
met without a compromise on software quality as a whole. [15]  

Measures taken by Boeing – interestingly, at the beginning 
of the 777 project, since there was extensive vendor 
fragmentation, each vendor was using different measures and 
metrics to keep in track of software quality and measure the 
status of the work. As a result, this soon snowballed into a 
situation where due to non-standard practices being followed, it 
was extremely hard to understand the progress of the project as 
a whole. Therefore, around the 777 project’s midway point, 
Boeing implemented measures, which called for uniformity in 
reporting as well as monitoring all variables related to the 
project status and software quality. A uniform use of metrics 
like came into effect which made the suppliers report around 
the simple metrics like test definition, resource utilization, test 
execution as well as detailed plans for the software coding and 
design.  

As a result, since the reporting was uniform as well as the 
enforcement of these metrics was universal for the of Boeing’s 
vendors, each vendor was now reporting on a bi weekly basis 
as which now contained information about completed code, 
testing as well as design. This not only lowered the effort on 
Boeing’s part in consolidating the fragmented data (as was 
happening previously) but also allowed Boeing to adjust its 
own plans in sync with the vendor’s estimates and hence keep 
the project on schedule.  

Key Takeaways – Boeing realized early enough of the 
importance of enforcing a uniform set of metrics. Also vital 
learnings from Boeing’s experience is that done properly, 
enforcing software quality in a project ensures that program 
risk points can be identified early which would allow a 

reasonable time to apply corrective measures without delaying 
a project indefinitely. Additional key points are the 
implementation of metrics allowed each project point to be 
having a check and balance so that the project flows smoothly 
without any major roadblocks. A good consequence of the 
metrics implementation was the streamlining and the regularity 
of communications between Boeing and its vendors, which was 
touted as being of equal importance to the metrics as well.  
Clear goals, milestones and constant monitoring of the key 
metrics around software design coding and testing made sure 
the 777 project was a success.  

V. COMPARISON OF SOFTWARE METRICS- STRENGTHS AND 

WEAKNESSES 

The software industry does not have standard metric and 
measurement practices.  Most of the software metric has 
multiple definitions and ambiguous rules for counting.  There 
are also important subject issues that do not have specific 
metrics, such as quantifying the volume or quality levels of 
databases, web sites and data warehouses. There is a lack of 
strong empirical data on software costs, schedules, effort, 
quality, and other tangible elements, which results in metric 
problems. [12] 

A. Source Code Metrics 

“Source lines of code” or SLOC was the first metric 
developed for quantifying the outcome of a software project. 
The divergent “lines of code” or LOC has similar meaning and 
is also widely acceptable.  “Lines of code” could be defined 
either:   

 A physical line of code. 

 A logical line of code. 

Physical lines of code are sets of coded instructions 
terminated by hitting the enter key of a keyboard. Physical 
lines of code and logical lines of code are almost identical for 
some languages, but for some languages there can be 
considerable differences.  Generally, the difference between 
physical lines of code and logical lines of code is often 
excluded from the software metrics literature. 

Strengths of physical lines of code (LOC) are:   

 It is easy to measure.  

 There is a scope for automation of counting. 

 It is used in a verity of software project estimation 
tools.   

Weaknesses of physical LOC are:  

 It may include significant “dead code.”  

 It may include white spaces and comments. 

 This metric is vague for software reuse. 

 It does not function for a few “visual” languages.  

 Direct conversion to function points is erroneous. 

 It is inconsistent for direct conversion to logical 
statements.  
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Strengths of the logical LOC are:   

 It omits dead code, blanks, and comments.  

 Mathematical conversion of logical statements into 
function point metrics is possible. 

 Logical LOC are used in many software project 
estimation tools.   

Weaknesses of logical LOC are:   

 It can be difficult to measure. 

 These are not comprehensively automated. 

 These are ambiguous for a number of “visual” 
languages. 

 This metric is vague for software reuse. 

 Direct conversion to the physical LOC metric may be 
erroneous. 

"Measuring software productivity by lines of code is like 
measuring progress on an airplane by how much it weighs." – 
Bill Gates. 

It is prudent to focus more on building expertise on 
Function Point Analysis and use it effectively. 

B. Function Point Metrics 

The function point analysis to measure software application 
is enumerated from analysis of the requirements and logical 
design of the application. Function Point count can be applied 
to Development projects, Enhancement projects, and existing 
applications as well. [13] There are five key elements of 
Function Point Analysis, which capture the functionality of the 
application. These are:  

 External Inputs (EIs), 

 External Outputs (EOs) 

 External Inquiries (EQs) 

 Internal Logical Files (ILFs) and External 

 Interface Files (EIFs).  

First three elements are of Transactional Function Types 
and last two are of Data Function Types. Function Point 
Analysis consists of performing the following steps: 

 Determine the type of Function Point count 

 Determine the application boundary 

 Identify and rate transactional function types to 
calculate their contribution to the Unadjusted Function 
Point count (UFP) 

 Identify and rate the data function types to calculate 
their contribution to the UFP 

 Determine the Value Adjustment Factor (VAF) by 
using General System Characteristics (GSCs) 

Finally, calculate the adjusted Function Point count 

When we examine the patterns of strengths and weaknesses 
of function point metrics, we observe that for economic studies 
and for studies that include non-coding work such as 
specifications, function points are clearly superior to lines of 
code metrics. [12] 

Strengths of function point metrics are:   

 It stays stable regardless of programming languages 
used.  

 It can compute non-coding activities such as 
documentation. 

 It can measure non-coding defects in requirements and 
design. 

 These are useful for software reuse analysis. 

 Function points are used for object-oriented economic 
studies. 

 These are supported by a lot of software cost 
estimating tools.  

 Mathematical conversion of function points into 
logical code statements is very easy. 

Weaknesses of function point metrics are:   

 Function Point counting requires good deal of 
experience. 

 Function point counting can be protracted and pricey. 

 Function point counting automation is of indefinite 
accuracy.  

 Function point counts are unreliable for those projects 
that are below 15 function points in size.  

 Function point variant have no conversion rules to 
IFPUG function points.  

C.  Object-Oriented Metrics   

In today’s software development environment, Object-
oriented analysis and design concepts are well known. Object-
Oriented Analysis and Design of software provide many 
advantages such as reusability, decomposition of problem into 
easily understandable object and the aiding of future 
modifications. Object-oriented software development requires 
a diverse approach from more traditional functional 
decomposition and dataflow development methods. But the 
OOAD software development life cycle is not easier than the 
typical procedural approach. Therefore, it is necessary to 
provide dependable guidelines that one may follow to help 
ensure good OO programming practices and write reliable 
code. Object-Oriented programming metrics is an aspect to be 
considered. Metrics should be a set of standards against which 
one can measure the effectiveness of Object-Oriented Analysis 
techniques in the design of a system. [2] 

Strengths of OO metrics are:  [12] 

 The OO metrics are psychologically attractive within 
the OO community.  
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 The OO metrics come out to be able to differentiate 
simple from complex OO projects.  

 Weaknesses of OO metrics are:   

 The OO metrics do not support studies outside of the 
OO paradigm.  

 The OO metrics have not yet been applied to testing.  

 The OO metrics have not yet been applied to 
maintenance.  

 The OO metrics have no conversion rules to lines of 
code metrics.  

 The OO metrics have no conversion rules to function 
point metrics. 

 The OO metrics lack automation.  

  The OO metrics are difficult to enumerate. 

 Software project estimation tools do not support the 
OO metrics.   

OO metrics are not linked to all other known software 
metrics. There are no conversion rules between the OO metrics 
and any other metrics, so it is complicated to perform alongside 
comparisons between OO projects and conservative projects 
using the currently available OO metrics. 

VI. FUTURE SCOPE  

Looking at rising demand for the implementation and 
successful case studies of software quality, it is safe to 
conclude that in the coming years, software metric’s 
importance will increase multifold as industry leaders like 
embrace newer and more stringent approaches to monitoring, 
improving as well as delivering better software quality in 
products as well as processes. A number of metrics are 
proposed and exercised for measuring the quality of a system 
before implementation. Future research directions include 
improvement in existing metrics based on the nature and 
magnitude of the problem statement. There is a scope for 
various tools to support software project development reducing 
time, effort and cost of the project in consistent manner.   

VII. SUMMARY AND CONCLUSION 

With the rapid advancement in software industries, 
software metrics have also developed fast. Software metrics 
become the basis of the software management and crucial to 
the accomplishment of software development. It can be 
anticipated that by using software metrics the overall rate of 
progress in software productivity and software quality will 
improve. If relative changes in productivity and quality can be 
determined and studied over time, then focus can be put upon 
an organization’s strengths and weaknesses. Although people 
appreciate the significance of software metrics, the metrics 
field still needs to mature. Each of the key software metrics 
candidates has broken into many competing alternatives, often 
following national restrictions. There is no adequate 
international standard for any of the extensively used software 

metrics. Absence of firm theoretic background and the 
assurance of methods, software metrics are still young in 
comparison of other software theories. 
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Abstract—This paper presents a novel approach to the design and 

implementation of a low-cost universal digital process control 

trainer. The need to equip undergraduates studying Electronic 

Engineering and other related courses in higher institutions with 

the fundamental knowledge of digital process control practical 

was the main objective of the work. Microcontroller-based design 

and implementation was the approach used where only one 

AT59C81 with few flip-flops were used for the whole eight 

processes covered by the trainer thereby justifying its low-cost 
and versatility. 

Keywords- process control; control algorithm; Algorithmic State 

machine (ASM) chart; State Transition Table (STT); Fully-
expanded STT; Control software. 

I. INTRODUCTION 

The basic objective in process control is to regulate the 
value of some quantity which means to maintain that quantity 
at some desired value regardless of external influences. The 
desired value is called the reference value or set point [2]. 
Inyiama H. C and Okezie C.C (2007) stated that a process 
control is typically a sequential logic system whose control 
algorithm can be represented in the form of a flow chart called 
an algorithmic State machine (ASM) chart [3] or in the form of 
State Transition Diagram (STD) [4]. The ASM chart is a 
diagrammatic description of the output function and the next-
state function of a state machine to implement an algorithm and 
becomes part of the design documentation when completed. 
The symbols covered are the STATE BOX, THE DECISION 
BOX, THE CONDITIONAL OUTPUT BOX and ASM 
BLOCK. 

According to Clare C.R [1973], the ASM chart has three 
basic elements: the state, the qualifier and the conditional 
output [3]. The need to equip undergraduates studying 
Electronic Engineering and other related courses in higher 
institutions with the fundamental knowledge of digital process 
control practical was the main objective of this work. The 
design approach used was the use of Algorithmic State 
machine (ASM) charts State Transition Diagrams (STD), State 
Transition Tables (STT), Fully Expanded STT, and Link Path 
Addressable ROM Structure. The significance of the work 
extends to the fact that it presented a standard approach to the 
design and implementation of the process control systems that 
can be applied to any process controls in the industries and it 

also bridges the gap created in the lives of these students due to 
their lack of exposure to electronics practical. 

The following processes were covered by the trainer: 

 Temperature Level Control systems 

 Automatic Liquid Dispenser System 

 Automatic Water Pump control system 

 Traffic Light Control System  

 Upper Tank Water level Control systems 

 Lower Tank Water level Control systems 

 Automatic Gate control system 

 Automatic Street Light Control system 

II. METHODOLOGY & DESIGN ANALYSIS 

The design of the digital process control system can be 
achieved through various methods which include: Gate-
Oriented Design which involves equation-to-gate conversions, 
map simplifications, output function synthesis, and next-state 
function synthesis, flip flops, state assignment and hazards. 
When such discrete logic gates (such as AND, NAND, OR, 
NOR, EX-OR, INVERTERS etc) and memory flip flops are 
used, what is termed a RANDOM LOGIC system results. Since 
such a system involves mostly small scale integration 
components, the component count is usually high for a fairly 
complex circuit. This implies several interconnections and 
many potential sources of error. Modifications and 
maintenance are also difficult to achieve when either re-
designing or fault-finding becomes necessary. A random logic 
system is therefore very inflexible. 

Fortunately however, logic systems can be implemented in 
forms more structured than random logic. Such systems 
employ structured logic devices such as Multiplexers (or Data 
Selectors) (5), and Read-Only-Memories (ROMs).  A 
multiplexer-based controller requires as many multiplexers as 
there are columns in the bit-pattern sequence to be generated 
and each of these multiplexers must have at least as many data 
input lines as there are rows in the bit-pattern sequence. Thus, 
if an 8-bit pattern is to be generated by means of multiplexers, a 
total of 64 data input lines would be involved. This is in 
addition to other control inputs and outputs necessary in such a 
system. The rapid proliferation of data input lines (and hence 
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potential sources of error) in multiplexer based complex 
sequential logic systems is its main disadvantage in such 
applications. Multiplexers being structured logic devices do, 
however have a considerable advantage over random logic in 
that errors in the design can be corrected simply by altering the 
logic levels applied to their data inputs. For compact, reliable 
and easily maintainable implementation of a complex 
sequential logic ROMs have an edge over multiplexers and are 
usually preferred. 

The microcontroller-based implementation was chosen for 
this work due to its numerous advantage over the others which 
include its simplicity, and the fact that a simple control 
software can be developed which can be used without any 
modification in any control system, no matter how complex or 
how simple, and even when the numbers of input qualifiers, 
state code, size and number of output lines differ from one 
control system to the other, provided one input port is sufficient 
for Address inputs and one output port for the control pattern 
output. The system is made up of the hardware subsystem and 
software subsystem. The hardware subsystem is comprised of 
the input interface, the control systems and the output interface. 

The Structure of the Microcontroller-based Digital Process 
Control is shown in Fig. 2 below. It comprise of the 
microcontroller with its input and output ports, the input 
interface subsystem connected to the input port of the 
microcontroller, the output interface subsystem connected to 
output port of the microcontroller. The input interface system 
comprise of all the sensors that will be used for a particular 
process. For example in the temperature level control system, 
LM 35 is the sensor, which senses the temperature of the water 
container. Also the output interface comprises all the 
transducers such as light emitting diodes, LCDs and so on. 
Note that buttons and keypads are part of the input subsystems 
since they are used for selecting the particular process to be 
controlled. 

 

  

 

 

 

 

 

 

 

Figure 4. The Structure of the Microcontroller-based Digital Process 

Control. 

III. THE GENERATION OF CONTROL BIT- PATTERN 

SEQUENCE 

The procedure that is followed for the generation of the 
control bit-patterns include: the drawing of ASM chart for each 
of the processes, transforming the ASM charts into a state 
transition table, and expanding the state transition table fully so 
that the location address and the content address for the process 

are generated which is then burned into the flash drive of the 
microcontroller. 

This procedure was used for all the processes to generate 
the control bit-patterns in Table 3 below but the design process 
that led to that was illustrated in this paper by one of the 
processes which is the temperature level control system of 
water or other liquids . The ASM chart of the temperature 
control system is shown in Fig. 2 below. These ASM chart is 
then transformed into a state transition table of Table1 and then 
to fully expanded state transition table of Table2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. (i)The ASM chart of the temperature control system 

2 (iii) STATE ASSIGNMENT  2 (ii) STATE MAP 

 

 

 

 

 

 

 

 

The labels or names inside some of the state boxes are the 
state outputs. The ASM charts of the Fig. 2 above have only 
one state output namely: HHEATER. The logic level of the 
output signal is high or active when the control system is in that 
state. The bit pattern at the top right end of the state box is its 
state code. The letters B, A above the state code signify that 
two flip flops B and A are used to represents the various states 
of the machine. 

The state codes are the logical levels at the Q outputs of 
these two flip flops respectively. Each rectangular box in the 
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ASM chart is a state box. The word (e.g ST0) enclosed in a 
circle at the bottom left hand corner of a state box is the state 
name. Here ST0 stands for state 0, and similar interpretations 
apply to the other states, hence ST1 Means state 1, and so on. 
Each decision box has one entry path and two exit paths. The 
exact value of an input qualifier determines which exit path is 
followed out of a decision box. In the ASM chart of Fig. 2 Uth 
and Lth are the input qualifiers.     

With the help of a K_map in which the state names are 
inserted serially in an adjacent cells (Fig. 2ii) and which is 
called a state map, the state codes are chosen such that only one 
bit changes level as one moves from one state of the control 
system to another. This is clearly brought out in the state 
assignment of Fig. 2iii. This method of state assignment 
facilitates complexity reduction when hardwired logic is the 
preferred technique of control system implementation and 
helps to prevent race hazards [3].  

Every ASM chart has an equivalent tabular representation 
known as a State Transition Table (STT) [3]. An ASM chart 
can be fully described in terms of the link paths comprising it. 
A State machine such as is represented by an ASM chart 
attempts to change state (i.e. transits from the present state to 
the next) when a clock pulse occurs. A link path is a path 
followed from the present state back to itself or to another state, 
when the clock pulse arrives. When there is an input qualifier 
between the present state and another, the logic level of the 
qualifier determines the next state the machine goes to at the 
clock pulse. If there is no qualifier between the present state 
and the next, the machine must unconditionally transit from its 
present state to the adjacent state in the forward direction, when 
a clock pulse arrives.  

The ASM chart of Fig. 2i has 7 link paths labeled L1 to L7. 
L1 is the link path from state 0 back to itself when the input 
qualifier is 0. Also L2 is the link path from state 0 to state 1 
when the input qualifier Lth is 1. Similarly, L3 represents the 
transition from state ST1 to state 2 when the qualifier Lth is 0. 
L4 is the transition from state2 back to itself when the input 
qualifier Uth is 0 and L5 is the transition from state 2 to state 0 
when Lth input qualifier Uth is 1. L6 is the transition from state 
1 to state 3 which is the error state where the system stays until 
a key is pressed to return it to state 0 through link path L7. 

In the STT of Table 1 a number of dashes appear under the 
columns headed by the input qualifiers Lth and Uth. A dash (_) 
implies that the input qualifier above that column is not 
relevant for the transition being made in the link path shown on 
the STT row where the dash appeared. That input qualifier may 
become relevant in some other link path transition and then its 
value would become 0 or 1, rather than a dash. A dash in the 
STT also means that the input qualifier that appears as column 
heading for that dash may be at logic 0 without affecting the 
control process at that material time.   

A State Transition Table (STT) is said to fully-expanded 
when all the dashes on each row are given all possible 
combination of logic values, leading to new rows in the State 
Transition Table, one for each combination of the logic values 
for the dashes on that row. In this respect, a STT data row with 
one row when that (dashed) qualifier is given the logic value 0 

and the other when that qualifier is given the logic level 1. 
Similarly a STT data row with 2 dashes expands into 4 STT 
rows. Assume the (dashed) qualifiers are represented by q1, q2. 
Then the first STT row in the expansion will give q1, q2 = 0, 0, 
the second would have q1, q2 = 0, 1, the third row would have 
q1, q2 = 1, 0, the fourth row would have q1, q2 = 1,1. Three 
dashes on an STT data row would in like manner lead to 8 rows 
in the fully expanded STT of Table 2 results. 

IV. MICROCONTROLLER-BASED IMPLEMENTATION 

The high capacity of ROMs relative to the number of 
unique bit-patterns in a fully expanded STT suggests the use of 
a single ROM to store the fully expanded bit-pattern of all the 
processes. The link-path addressable word structure is based on 
storing the next state and the output for each link path in the 
ASM charts. The next-state portion of the ROM word is called 
the LINK PART, while the output portion of the ROM word is 
called the INSTRUCTION PART. Each address is a function 
of the present state and qualifier inputs and called a link-path 
address. In general any process described by an ASM chart can 
be implemented with this structure, called a link-path 
addressable ROM. 

Since a microcontroller-based implementation is used, the 
same link path addressable ROM patterns will be programmed 
into its ROM or the Erasable and Programmable ROM (i.e. 
EPROM) or Flash Drive (now available in newer 
microcontrollers). The ADDRESS inputs to the Address 
Decoder part of the ROM device would now be input via an 
input port of the microcontroller which is then used to locate 
the corresponding NEXT STATE and STATE OUTPUT.  

When a clock pulse occurs, the NEXT STATE pattern 
becomes the present state pattern. This joins the input qualifiers 
to comprise the next Address input to be used by the 
microcontroller. A power-up one-shot applied to the D flip 
flops that feedback the Next State as the present state when a 
clock pulse occurs, initializes the system to state 0 at the start 
up[6]. Thereafter, the control system behaves as defined by the 
ASM chart, with the help of the control software running in the 
microcontroller. The user may use a simple switch to stop the 
control software run. 

A. The Control Software 

A very important universal concept that is a natural 
outcome of the use of a fully expanded STT in a link path 
addressable ROM structure, as part of a microcontroller-based 
implementation is that a simple software can be developed 
which can be used without any modification in any control 
system, no matter how complex or how simple, and even when 
the numbers of the input qualifiers, state code, size and number 
of the output lines differs from one control system to the other, 
provided one input port is sufficient for address inputs and one 
output port for control pattern output.  

The flowchart for this universally applicable control 
software is shown in the Fig. 3 below; with a pseudo code that 
explains what it does above it. 

The control cycle time is the time delay required for the 
system to settle and become ready for the next round of input-
output. Its default value is zero seconds. 
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TABLE 1. THE STT FOR TEMPERATURE LEVEL CONTROL. 

LINK 

PATHS 

 

INPUT  

QUALIFIERS 

 

Lth       Uth 

PRESENT 

STATE 

NAME 

 

PRESENT 

STATE 

CODE 

  B      A 

NEXT 

STATE 

NAME 

 

 

 

NEXT 

STATE 

CODE 

B’     A’ 

STATE  

OUTPUT 

 

HHEATER 

 

L1 0           _ ST0   0      0   ST0  0    0 0 

L2 1           _ ST0   0      0   ST1  0    1  0 

L3 0           _ ST1   0      1   ST2  1    1  1 

L4 _           0 ST2   1      1   ST2  1    1  1 

L5 _           1 ST2   1      1   ST0  0    0  1 

L6 1           _ ST1   0      1   ST3  1    0  1 

L7 _           _ ST3   1      0   ST0  0    0  0 

TABLE 2. FULLY EXPANDED STT TABLE FOR THE SYSTEM 

LINK 

PATH 

LOCATION 

ADDRESS 

    (hex) 

ADDRESS PATTERN 

Lth    Uth   B  A 

CONTENT 

PATTERN 

B’     A’      H 

LOCATION 

CONTENT 

   (hex) 

L1 

 

0       0 

0       4 

0        0      0   0 

0        1      0   0 

0      0       0 

0      0       0     

   0      0 

   0      0  

L2 0       8 

0       C 

1        0      0   0 

1        1      0   0 

0      1       0 

0      1      0     

   0      2 

   0      0  

L3 0       1 

0       5 

0        0      0   1 

0        1      0   1 

1      1       1 

1      1       1     

   0      7 

   0      7  

L4 

 

0       3 

0       B 

0        0      1   1 

1        0      1   1 

1      1       1 

1      1       1     

   0      7 

   0      7 

L5 0       7 

0       F 

0        1      1   1 

1        1      1   1 

0      0       1 

0      0       1    

   0      1 

   0      1  

L6 

 

0       9 

0       D 

1        0      0   1 

1        1      0   1 

1      0       1 

1      0       1    

   0      5 

   0      5  

L7 0       2 

0       6 

0       E 

0       A 

0        0      1   0 

0        1      1   0 

1        1      1   0 

1        0      1   0 

0      0       0 

0      0       0 

0      0       0 

0      0       0     

   0      0 

   0      0  

   0      0 

   0  

 

B. Pseudo Code 

BEGIN 

Repeat 

Input Next Control Pattern Address from Input Port; 

Retrieve Next Control Pattern from Link-path 

Address Rom      Structure; 

 

 

Output Next Control Pattern Address from Output Port; 

Delay for Control Cycle Time. 

Until HSTOP = 1 

END 
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OUTPUT ROM PATTERN TO OUTPUT PORT 

INPUT ADDRESS FROM INPUT PORT 

RETRIEVE ROM PATTERN AT ADDRESS 

 

DELAY FOR CONTROL CYCLE TIME 

HSTOP? 

EN

D 

BEGIN 

C. Flow Chart 

 

Figure 6. The Flowchart rep. of the control software 

V. RESULTS AND DISCUSSION 

A software-based universal digital process control system 
was achieved with the program design method presented. 
Following the procedure for developing a fully-expanded state 
transition table, which begins with representing the process in 
an ASM chart, developing a state transition table for the 
process from the ASM chart and then translating the state 
transition table to a fully-expanded state transition table, the 
fully-expanded state transition table for the other processes was 
also developed and all of them were shown in Table 3. The 
location address is the input address of the processes, which is 
used to locate where in the ROM memory the location content 
is stored. The location address and the location content will be 
burned into the ROM permanently.  

The difference in terms of programming effort, between a 
software-based controller intended for just one control system 
and that designed for several control systems (each with a 
different number of input qualifiers) is minimal. Fig. 4 
illustrates a typical microcontroller-based digital process 
control system. With this trainer the student can perform 
several experiments on each of the processes as covered in the 
laboratory manual developed for the trainer which enables him 
gain the needed practical knowledge on digital process control. 
The keyboard (Fig. 4) is used for selecting the particular 
process desired to be controlled. It also facilitates the input of 
variables or control parameters which make software-based 
controllers very flexible, while the LCD display enables the 
microcontroller to transmit responses to user commands in 
addition to providing the current status of the controlled device 
where necessary. 

 

TABLE 3. LOCATION ADDRESS & CONTENT FOR THE 

CONTROLLER ROM FROM THE FULLY-EXPANDED STT OF THE 8 

PROCESSES.  

Location 

address 

(hex) 

Location 

content 

(hex) 

Location 

address 

(hex) 

Location 

content 

(hex) 

0 0 0 0 0 4 0 0 0 0 

0 0 4 0 0 4 0 4 0 0 

0 0 8 0 2 4 0 8 0 2 

0 0 C 0 0 4 0 C 0 0 

0 0 1 0 7 4 0 1 0 7 

0 0 5 0 7 4 0 5 0 7 

0 0 3 0 7 4 0 3 0 7 

0 0 B 0 7 4 0 B 0 7 

0 0 7 0 1 4 0 7 0 1 

0 0 F 0 1 4 0 F 0 1 

0 0 9 0 5 4 0 9 0 5 

0 0 D 0 5 4 0 D 0 5 

0 0 2 0 0  4 0 2 0 0  

0 0 6 0 0 4 0 6 0 0 

0 0 E 0 0 4 0 E 0 0 

0 0 A 0 0 4 0 A 0 0 

1 0 4 0 2 5 0 0 0 2 

1 0 8 0 2 5 0 4 0 2 

1 0 C 0 2 5 0 8 0 2 

1 1 0 0 6 5 0 C 0 2 

1 1 4 0 6 5 1 0 0 6 

1 1 8 0 6 5 1 4 0 6 

1 1 C 0 6 5 1 8 0 6 

1 0 1 0 4 5 1 C 0 6 

1 0 5 0 4 5 0 1 0 4 

1 1 0 0 4 5 0 5 0 4 

1 1 5 0 4 5 1 0 0 4 

1 0 9 0 C  5 1 5 0 4 

1 0 D 0 C 5 0 9 0 C  

1 1 9 0 C 5 0 D 0 C 

2 0 3 0 D 6 0 3 0 D 

2 0 B 0 D 6 0 B 0 D 

2 1 3 0 D 6 1 3 0 D 

2 1 B  0 D 6 1 B  0 D 

2 0 7 0 9 6 0 7 0 9 

2 0 F 0 9 6 0 F 0 9 

2 1 7 0 9 6 1 7 0 9 

2 1 F 0 9 6 1 F 0 9 

2 0 2 0 8 6 0 2 0 8 

2 0 6 0 8 6 0 6 0 8 

2 1 2 0 8 6 1 2 0 8 

2 1 6 0 8 6 1 6 0 8 

2 0 A 0 0  6 0 A 0 0  

2 0 E 0 0 6 0 E 0 0 

3 0 4 0 0 7 0 0 0 0 

3 0 8 0 2 7 0 4 0 0 

3 0 C 0 0 7 0 8 0 2 

3 0 1 0 7 7 0 C 0 0 

3 0 5 0 7 7 0 1 0 7 

3 0 3 0 7 7 0 5 0 7 

3 0 B 0 7 7 0 3 0 7 

3 0 7 0 1 7 0 B 0 7 

3 0 F 0 1 7 0 7 0 1 

3 0 9 0 5 7 0 F 0 1 

3 0 D 0 5 7 0 9 0 5 
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TABLE 4. COST IMPLICATIONS OF THE PROJECT 

                  ITEM  QTY Unit Cost 

(Naira) 

Cost 

(Naira) 

1  Sensors       7     400   2800 

2 ADC0804       1     200   200 

3 Microcontroller, AT89C51       1     350   350 

4 4x20 Liquid crystal display       1     2500   2500 

8  DC relays (12V & 6V)       2    70   140 

12 10k ohm resistors       7      5   35 

13 Transistor, BC337       5      5   25 

14 Diodes, 1N4001       6      5   30 

15 10kohm Variable resistor       2      20   40 

16 10uf & 33pf capacitor       2      20   40 

19 7805       1      40   40 

21 Copper clad board       1      100   100 

22 40 pin IC socket       1      40   40 

23 Soldering Lead       1      150   150 

25 Casing materials        -      1000   1000 

                   TOTAL   7490NGN 

Table 4 shows the cost implication of the project. The total 
cost implication of the project is 7490 NGN (Nigerian Naira). 
When compared to the cost implication of the same project 
using other methods such gate-oriented designed method, 
multiplexer and ROM-based design method as shown in Table 
5, it is cheaper thereby justifying the cost-effectiveness of the 
approach used in this work.

TABLE 5. COST COMPARISON WITH OTHER METHODLOGIES 

Methodology Cost (NGN) 

Gate-oriented design method 12,350 

Multiplexer-based design method 10,200 

ROM-based design method 9,400 

Microcontroller-based design method 7,490 

VI. CONCLUSION  

The use of a single microcontroller to control several 
processes, based on storing the fully expanded State Transition 
Tables of those processes in its ROM or flash drive makes 
possible the realization of a low-cost universal processes 
control trainer.  
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Abstract—Enterprise Messaging is a very popular message 

exchange concept in asynchronous distributed computing 

environments. The Enterprise Messaging Servers are heavily 

used in building business critical Enterprise applications such as 

Internet based Order processing systems, pricing distribution of 

B2B, geographically dispersed enterprise applications.  It is 

always desirable that Messaging Servers exhibit high 

performance to meet the Service Level Agreements (SLAs). 

There are investigations in this area of managing the 

performance of the distributed computing systems in different 

ways such as the IT administrators configuring and tuning the 

Messaging Servers parameters, implement complex conditional 

programming to handle the workload dynamics. But in practice 

it is extremely difficult to handle such dynamics of changing 

workloads in order to meet the performance requirements. 

Additionally it is challenging to cater to the future resource 

requirements based on the future workloads. Though there have 

been attempts to self-regulate the performance of Enterprise 

Messaging Servers, there is a limited investigation done in 

exploring feedback control systems theory in managing the 

Messaging Servers performance. We propose an adaptive control 

based solution to not only manage the performance of the servers 

to meet SLAs but also to pro-actively self-regulate the 

performance such that the Messaging Servers are capable to meet 

the current and future workloads. We implemented and 

evaluated our solution and observed that the control theory based 

solution will improve the performance of Enterprise Messaging 
Servers significantly. 

Keywords-Feedback control; Message Oriented Middleware; 

Enterprise Messaging; Java Messaging Service; JMS Providers; 

Adaptive Control 

I. INTRODUCTION 

Enterprise Messaging also known as Message Oriented 
Middleware [1] is a popular asynchronous message exchange 
mechanism in heterogeneous distributed applications.  It 
provides the applications in a distributed environment to send 
and receive messages, but still being loosely coupled. Loose 
coupling between enterprise class applications and legacy 
systems such as business workflow applications, databases, and 
data warehouses plays a significant role in Enterprise 
Application Integration (EAI) [2]. The Message based 
integration provides automation and simplifies the time 
consuming integration tasks like create, deploy and manage 
integration solutions. There are many such applications such as 
Business to Business (B2B) solutions, messaging across 
various entities within a business enterprise that are 

geographically separate where asynchronous messaging 
becomes a major building block [2]. Asynchronous Messaging 
is a backbone for many of the Event driven architectures due to 
the obvious advantages of asynchronous systems where the 
message client need not maintain the connection and session 
with the message receiver; no confirmation is required from the 
receiving application [2].  As we discussed Enterprise 
Messaging is an important element in the business critical 
environments, it is always important for the Enterprise 
Messaging Servers to exhibit high performance and 
availability. Typically there would be Service Level 
Agreements (SLAs) [3] defined between the business service 
providers and the consumers. Performance is an obvious 
Service Level Objective in such SLAs. Any violation of 
performance SLOs [4] will affect the business and reputation of 
the business enterprise. In this paper we want to discuss the 
performance regulation of Java based Enterprise Messaging 
Servers. There are different implementations of such Enterprise 
Messaging Servers. The Java based Messaging Service is 
called as Java Message Service [5], included in the 
specification for Java based Enterprise Environments called as 
JEE (called as J2EE previously) [6]. There are different 
vendors who implemented the JMS Specification and Java 
based Enterprise Messaging Servers are referred as JMS 
Providers. Hence forth in the document the Enterprise 
Messaging Servers are referred as JMS Providers [7].  

Typically the performance of JMS Providers is measured 
by its message throughput, though CPU and Memory usage [8] 
are common metrics to measure the performance of any 
computing server. The message throughput will depend upon 
various factors such as the number of subscribers, message 
size, number of publishers, and number of JMS message 
brokers [9].  By tuning these different parameters the desired 
performance can be achieved on the JMS Providers.  One of 
the mechanisms to improve the JMS provider’s performance is 
by following some best practices such as setting non-durable 
messages, set the message time to live parameter appropriately, 
close message publishers and subscribers when they complete 
their jobs [10].  But these kinds of practices will not be able to 
address different kinds of JMS environments and applications 
limiting the performance improvement. The other mechanism 
is to provide the facilities to the administrators to configure 
[11] and fix the various parameters values which influence the 
JMS Provider performance. Due to the dynamics of messages 
flow and workload on the JMS Provider, it will be difficult for 
the administrator to tune these values accurately and 
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periodically.  When there are sudden huge loads administrator 
may decide to provision additional resources which may be left 
unutilized [12] later when there are relatively lesser loads. This 
will eventually lead to either not addressing the performance 
needs or ineffective utilization of computing server assets. 
Another way to manage the performance is to include 
conditional programming within JMS Provider implementation 
to change the values of the parameters at runtime based on the 
workload and deviation from the expected performance. This 
method is though useful it is very complex because during 
design the workload dynamics have to be accurately estimated. 
During implementation the conditional programming is 
implemented which is very complex [13] as the conditions 
implemented may not be sufficient to meet the run time 
dynamics, any spikes in the workload.  To summarize, though 
there are different mechanisms to adjust the JMS Providers 
parameters to regulate and improve the message throughput 
either it involves manual intervention, involve complex 
conditional programming implementation. 

In order to handle such situations, we propose an adaptive 
control [14] based solution that regulates the message 
throughput according to the pre-defined reference using a 
feedback controller. Also, predict the future load on the JMS 
Provider, modify the control parameters accordingly.  There 
may be a case where the future load predicted may demand 
additional servers; our controller will actuate a signal to 
provision additional resources.   

In this paper we will first present a background on the 
choosing feedback control systems in Distributed computing 
systems, then a brief overview on the Java Messaging Service, 
followed by discussing the adaptive controller algorithm that 
we have implemented to regulate the performance of the JMS 
Provider. 

II. BACKGROUND 

We have discussed the importance of JMS Providers and 
importance of their performance in building business critical 
applications and services in enterprise level or at internet level. 
There are attempts to predict the performance of JMS Providers 
[15], or study and compare the performance of different 
vendors of JMS Providers [16]. Additionally there are some 
best practices [10] identified to improve the JMS Providers 
performance.  Manual configuration is one of the most 
common approaches followed to tune the JMS Provider 
performance. There is a very limited investigation done in 
automatic regulation the JMS Providers performance. The 
message throughput of the JMS Providers depends upon the 
number of subscribers, publishers and number of brokers. 
Allowing more number of subscribers on a given JMS Provider 
may decline message throughput or having a less number of 
subscribers may leave the JMS Provider less utilized.  The 
control system based solutions provide mechanism to 
automatically tune the maximum number of subscribers in an 
optimal operating range. In this paper we propose a control 
systems based solution for managing the performance by 
tuning the maximum number of subscribers that influence the 
message throughput.       

Control systems theory has been in investigation to address 
these kinds of problems related to regulating the performance, 

in computing [17].  But the majority of focus is on Web 
Servers [18][19][20], Application Server performance 
regulation [21], in computer networks such as congestion 
control [22]. There are recent investigations to explore the 
applicability of control systems in other areas of Java based 
Cloud and Enterprise Environments [23], database driver cache 
hit ratio improvement [24], spring based software applications 
[25]. But in our study we have observed there is no 
investigation carried out in applying feedback control system 
theory in improving the performance of JMS based servers. We 
investigated to apply control systems theory in Enterprise 
Messaging server performance improvement and evaluated 
how the feedback controllers improve the JMS Providers 
performance significantly. 

III. THEORITICAL AND PRACTICAL CONSIDERATIONS 

The message throughput of the JMS Providers depends 
upon various factors such as publishers, subscribers, JMS 
brokers. The performance varies based on whether the 
messages are persisted are not. The JMS Providers exhibit 
higher performance when the messages are not persisted. In 
this paper the persistence factor is not considered and the 
performance is evaluated with proposed solution.  The 
subscribers are identified as a significant independent variable 
influencing the message throughput. The number of publishers 
and the brokers will have a definite impact on the message 
throughput to cater huge publisher and subscriber volumes.  
When the subscribers and message throughput are depicted in 
mathematical model, the accuracy of the JMS Provider model 
depends upon the constant values chosen for that model.  These 
constants can be determined by using different data set values 
of message throughput for varying subscribers. These values 
may not hold good for different workload conditions on the 
JMS Provider, but the best suitable constants can be chosen 
before running the experiments. 

IV. ENTERPRISE MESSAGING PRIMITIVES 

In this section we discuss a brief overview of the Enterprise 
messaging [26] also known as Message Oriented Middleware 
(MoM). The key concept behind MoM is the asynchronous 
messaging. It means that the sender is not required to wait for 
the message to be received or handled by the receiver.  The Fig 
1 shows high level diagram of MoM. The sender can forward 
the message and continue the processing. The asynchronous 
messages are treated as autonomic units. The message contains 
all the data and state needed by the business logic that 
processes it. 

A. Enterprise Messaging Architectures 

 
Figure 1. Message Oriented Middleware 

1) Centralized  Architectures :  
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In Centralized Architectures there will be a Message Server 
also called as a message router or message broker that is 
responsible of sending messages such that the message sender 
is decoupled from the message receiver. This enables the 
clients to be added and removed without impacting the system.  
In this model, the hub-and-spoke topology is used as shown in 
Fig 2 below: 

 

Figure 2. Centralized MoM Architecture 

2) Decentralized  Architectures 
In Decentralized architectures, the IP multicast is used at 

the network level. There is no centralized server and some of 
the JMS functionality like persistence, transactions, security is 
embedded in the client application.  The messaging routing is 
delegated to the network layer by using the IP multicast 
protocol as shown in Fig 3. 

 

Figure 3. Decentralized MoM Architecture 

B. Java Messaging Service [26] 

The Java Message Service (JMS) is a specification that 
proposes programming API for Enterprise Messaging. JMS 
supports messaging as a first-class java distributed computing 
paradigm.  There are many vendors who implemented the JMS 
specification and such implementations are called JMS 
Providers, which are nothing but Enterprise Message Servers 
based on Java. 

1) JMS Messaging Models 
The JMS provides two types of messaging models, point-

to-point and publish-subscribe models.  The intermediate 
element that enables the communication between the message 
producer and message consumer in JMS is called a broker. 
There are two types of JMS brokers as explained below. 

a) Point-to-Point 

The Fig 4 below shows point-to-point model in which the 
producer can send a message to only one consumer. In JMS 
Providers such JMS Brokers called Queues.  

 
Figure 4. Point-to-Point Model 

b) Publish-Subscribe 

The Fig 5 below shows publish-subscribe model in which 
the producer can send a message to many consumers. In JMS 
Providers such JMS Brokers called Topics. 

 
Figure 5. Publish-Subscribe Model 

V. ADAPTIVE CONTROL 

The message throughput (T) depends upon various factors 
such as the number of subscribers and publishers to the 
different brokers of the JMS Provider, The messages size, 
number of brokers running.  In this paper we have considered 
how the number of subscribers of the JMS brokers affects the 
message throughput (T).  Though there are other parameters 
that influence the JMS Provider message throughput, the 
maximum number of subscribers allowed on the server will 
affect significantly. The number of publishers are considered to 
be constant as 1 in our implementation. The Fig 6 is a Single 
Input Single Output (SISO) Adaptive control system [27] that 
shows how the message throughput is regulated using the 
controller and the Predictor. 

 

Figure 6. Adaptive Control of JMS Provider 

We explain how the message throughput depends upon the 
number of subscribers of the JMS Provider. 

The following equation (1) represents the Message 
Throughput and its relation with the number of subscribers. 

T = bS  (1) 

Where 

T = Message Throughput of JMS Provider measured as 
number of messages per unit time 

S  = Total number of subscribers on the JMS Providers 

b   = proportional coefficient for the Subscribers 

There is a feedback control loop that is implemented which 
is used to calculate the error signal of the actual Message 
throughput (Ta) and the Reference Message Throughput (Tref). 
The error signal is represented by the equation (2) 

E = Tref - Ta  (2) 
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The controller takes the error signal as one input and the 
other input signal to the controller is the predicted values of 
number of subscribers and message throughput. The predicted 
subscribers will help in estimating the possible future 
subscriber’s volume.  The predicted subscriber’s value is used 
to predict the message throughput and the latter one is 
important to determine the future resource requirements. The 
resources may either be more JMS brokers or additional virtual 
machines [28] that can be scaled to cater the future load 
requirements on the JMS Providers. There are threshold values 
defined for the message throughput based on which the 
actuator signals are triggered either to add new virtual 
machines or brokers. The following sections explain the 
different parts of the solution in detail. 

A. Modeling JMS Provider  

The JMS Provider, whose message throughput needs to be 
controlled, has to be mathematically modeled first in order to 
apply the feedback control techniques.  There are many ways to 
model the compute systems such as difference equations [29], 
ARMA models [30] that is based on Least Squares Parameter 
Estimation [31].  In our solution we have used the ARMA 
model to represent the JMS Provider.  The Fig 7 below shows 
ARMA based modeling of the JMS Provider. 

 

Figure 7. JMS Provider Model for Feedback control 

1) Parameter Estimation 

In the JMS Provider the message throughput is defined as a 

function 

 The number of subscribers that the JMS Provider is 
supporting. 

 Though the number of publishers and number of 
message brokers also influence the JMS Provider 
performance we considered the number of subscribers 
as the factor in our paper. 

According to ARMA, in a Single Input Single Output 
model, for a given sample data set, the next sample of the 
output can be predicted using the current and previous inputs. 
The same is explained in the equation (3) below: 

y(t + 1) = ay(t)  + bu(t)  (3) 

     Where  

y(t)     = The current output 

u(t)      = The current input 

a     = The model parameter to be estimated 

b     = the model parameter to be estimated 

y (t + 1) = the output in the next step 

 
The same ARMA model if is applied to model the JMS 

Provider, it is represented by the equation (4): 

     T(t + 1) = aT(t) + bSmax(t) (4) 

Where 

T (t)    = The current output of message           

         Throughput 

Smax(t)   = the current input of maximum number  

                  of Subscribers 

a      = the model parameter to be estimated 

b      = the model parameter to be estimated 

T (t + 1)  = the output in the next step 

The ARMA model is used to estimate the model parameters 
‘a’ and ‘b’. The details of the experiments and the estimated 
values are explained in the section VI. “Implementation and 
Analysis”. Based on our experiments the parameter ‘a’ is 
determined as 0.91 and ‘b’ is 0.12. 

2) Input Operating Range 
It is important to determine the operating range of the 

maximum number of Subscribers (Smax).  The training data set 
is used again to determine the range of Smax that provides the 
desired Tref. 

In order to achieve the desired value of the Tref, the 
maximum number of subscribers will have to be adjusted. This 
value of Smax again will change during runtime due to the 
stochastic nature of the load and the controller is useful to 
automatically adjust the Smax to meet the Tref.  The details are 
explained in the Section VI.A “Implementation and Analysis – 
Modeling JMS Provider” 

B. Adaptive Controller 

The adaptive controller is designed and implemented to 
self-regulate the message throughput of the JMS Provider for a 
pre-defined threshold of message throughput.   

We implemented the adaptive control algorithm such that 
any changes in the JMS Provider load can be well managed 
such that the desired message throughput (Tref) is achieved at 
any given point of time.  The adaptive control has two different 
parts. 

 Feedback Controller: The feedback controller is 
reactive in nature and tunes the controller gain based 
on the current measured message throughput, but 
cannot handle the future load on the JMS Provider.  
This runs a “sub-control loop” and at the end of each 
such loop the controller parameter is tuned such that 
the message throughput is in an allowed range of  Tref 

 Predictor: In order to handle the future dynamics of the 
loads on the JMS Provider, a predictor is used that 
predicts the Smax and Tref.  Based on these predicted 
values the P-Controller Gain is tuned if predicted 
desired message throughput is lesser than a pre-defined 
error. We defined a “parent control loop” that runs 
periodically. In each parent-control loop the Smax and 
Tref are predicted. After each parent-control loop, the 
predicted value of message throughput is compared 
with the Tref. If the predicted value is less than Tref 
within a pre-defined deviation then controller tunes the 
Smax allowed, by adjusting the Controller gain (Kp) 
such that subsequent loads on the JMS Provider meet 
the Tref.  We used the basic P-Controller [32] to tune 
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the value of Smax. If this deviation is greater than a 
pre-defined threshold then it demands additional 
resources, then the actuator triggers request to create a 
new Virtual Machine.  

Now we explain the two different parts of the proposed 
Adaptive control solution, Feedback Controller and the 
Predictor. 

1) Feedback P- Controller 
The JMS Provider during its operation will have varying 

workloads that may affect its performance. In order to maintain 
and regulate the performance in terms of Tref, the maximum 
number of subscribers that can be allowed on the JMS Provider 
will have to be tuned. We implemented a P-Controller [32] to 
adjust the Smax during runtime such that JMS Provider 
exhibits desired performance.  The lower number of 
subscribers will have the possibility of high Tref, but having a 
too low value of Smax keeps the JMS Provider under-utilized. 
In the section VI.A “Implementation and Analysis – Modeling 
JMS Provider” we have discussed optimal operating region of 
Smax based on our experiments. In order to keep the desired 
Tref, the P-Controller will tune the Smax in the operating 
region. But there may be cases where the actual measure 
Throughput (Ta) is much lower than Tref. In such scenarios, 
the control law will trigger a request to provision additional 
compute resource such as more compute power (e.g., Virtual 
Machine).  The Fig 8 below shows the P-Controller to tune the 
Smax.  

 

Figure 8. Feedback Control of JMS Provider 

The output of the controller is represented by the equation 
(5) below  

u(t) = Kp.E(t)   (5) 

Where 

u(t) = The controller output 

Kp = Proportional Gain 
The P-Controller Gain is represented in the equation (6) in 

z-Transform 

Kp = E (z)/U (z) (6) 

 

Figure 9. Feedback Control of JMS Provider in z-Transform 

The Fig 9 shows the z-Transform [33] of the JMS Provider 
adaptive loop control. 

The equation (5) represents the controller output is. The 
controller output, which is the new Smax becomes the control 
input to the JMS Provider. The reactive feedback control runs 
for every “sub-control loop”. 

The JMS Provider is represented by G (z) is a first order 
system as shown in the equation (7) below 

G (z) = b/ (z - a)  (7) 

2) Predictor 
The Predictor is a component in our proposed solution that 

predicts the maximum number of subscribers for the future 
periods. The Time-Series Triple Exponential Smoothing [34] is 
used to predict the Smax that represents the possible future 
maximum number of subscribers that could be allowed on the 
JMS Provider based on the past history.  

The smoothing technique has the ability to forecast up to 
‘m’ periods ahead. It means that the maximum number of 
subscribers that can be supported after ‘m’ periods from the 
current time can be predicted and hence the corresponding 
Tref.  

The Reference Message Throughput is predicted using the 
predicted Smax and the previous value of the reference 
message throughput. The equation (8) below shows how the 
Tref is predicted 

Tref(t + 1) = aTref(t) + bSmax(t + 1) (8) 
In the Fig 6, we can notice that the Predictor accepts the 

measured throughput (Ta), current Smax and outputs the 
predicted Tref. (TrefPred) thus helps in tuning the Kp for the 
future period. 

C. Controller Algorithm 

In this section we explain the controller algorithm 

The following are the pre-conditions and Initialization 
operations before the controller is executed 

 The JMS Provider model parameters ‘a’ and ‘b’ are 

estimated 

 The “parent-loop control” and “sub-control loop” is 

initialized 

o Sampling time of sub-control loop = ‘m’ 

o Sampling time of parent-control loop = ‘c’ 

times of ‘n’ 

 Determine the P-Controller Gain ‘Kp’ 

 Initialize subscribers at the beginning = Si 

 new VM triggering actuating signal message 

throughput threshold = ‘NTh’ 

 Error Threshold range to tune the Kp  = Er,min, Er,max 

 Parent-control loop execute threshold for message 

throughput = PT 

o During running the sub-control loop if the 

message throughput , when Ta <= PT then the 

parent-control loop is triggered 
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ALGORITHM 

i. Start the JMS Provider 

ii. Start loading the JMS Provider with initial number of 

subscribers as Si 

iii. for every ‘m’ units of time run the sub-control loop as 

shown below 

a. measure the actual message throughput (Ta) 

b. If Ta is observed to be less than Tref  for more than 4 

times, then trigger the parent-control loop (step iv.) 

c. Get Ta , compute the Error ‘e’ 

i. If ‘e’ is between Er,min and Er,max where Ta < Tref , then 

adjust the P-Controller Gain ‘Kp’  to meet Tref 

d. Repeat the steps from a. to d. for ‘m’ times 

iv. For every ‘c x m’ units of time run the parent-control 

loop (i,e for every ‘c’ sub-control loops) 

a. Define the prediction period ‘p’  determines the number 

of parent control loops from the current parent control 

loop) 

b. Compute or predict Smax for ‘p’ periods in advance Smax, 

p 

c. Compute or predict Tref for ‘p’ periods in advance Tref, p 

d. Feed the predicted values to feedback controller 

v. The controller will compare the Tref, p and the current 

message throughput Ta. 

a. If the Tref, p is more by NTh than Ta., then trigger the 

actuator to provision new Virtual Machine 

b. If the Tref, p is less by Er,max  than Ta., then tune the P-

Controller Gain ‘Kp’ 

VI. IMPLEMENATATION AND ANALYSIS 

The adaptive control discussed is implemented in Java 
using an experiment data collected on Apache JMS Provider 
ActiveMQ [35] running on Ubuntu Linux 10.04 , i5 Intel 2 
GHz CPU, 4 GB RAM, 1 TB Hard disk. A sample custom JMS 
application is run to generate the experiment data.  A single 
JMS topic and a single publisher are used. The subscribers are 
increased which read different messages from the JMS Topic 
that are published. The data is collected on the explained 
experimental setup. 

Then the proposed solution is run offline on the 
experimental data to examine the improvement in the message 
throughput, without running the proposed controller on the 
ActiveMQ server online.  

The following are the different steps performed for 
implementing and evaluating the performance of the proposed 
solution.  

 The model parameters (as in Equation (7)) are estimated 
with two different data sets. The parameters with least 
error are identified and used for the controller 

 Operating range of maximum possible number of 
subscribers is determined for best possible message 
throughput, which is between 60 to 90 subscribers  

 Based on the operating range, the P-controller Gain (Kp) 

is calculated as 2.67 and the Reference Message 

Throughput (Tref) is determined as 220. 

 The Feedback Controller and Predictor are implemented 

based on the values of P-controller Gain (Kp) and 

Reference Message Throughput (Tref). The improvement 
in the message throughput using the proposed controller is 

evaluated in comparison with the actual message 

throughput.  

We explain the implementation details of modeling the 
JMS Provider, the controller and discuss the results below.  

B. Modeling JMS Provider  

The model parameters ‘a’ and ‘b’ of the Equation (7) are 
estimated using the ARMA model where the actual message 
throughput is measured by linearly increasing the number of 
subscribers, and predicting the Message throughput. The error 
percentage is computed between the measured throughput and 
the predicted throughput. The experiments are run with two 
different data sets. The Table I shows the estimated model 
parameters for both the data sets with their error. We observe 
that the values a = 0.91 and b = 0.12 proved to have a lesser 
percentage of prediction error. 

TABLE I.  MODEL PARAMETER ESTIMATION 

Data Sets 
Model Parameter Estimation 

a b 
Percentage of 

Error 

Data Set 1 1 0.28 9.12 

Data Set 2 0.91 0.12 8.33 

 
Now using these constants the JMS Provider model in z- 

Transform is represented as the equation (9) below, using the 
model parameters estimated. 

G (z) = 0.12/ (z – 0.91) (9) 
The Fig 10 and Fig 11 show the parameter estimation with 

actual message throughput (Ta) and the predicted throughput 
(Tpred). The message throughput in these figures is number of 
messages per second. In Fig 10 the number of messages is 
plotted against the increasing number of subscribers. There is a 
saturation of message throughput after a certain number of 
subscribers.  

C. Adaptive Control 

The Fig 12 below shows the performance evaluation of the 
message throughput without Controller and with adaptive 
controller proposed in this paper. We observe that the message 
throughput using proposed Controller is better by about 25 % 
which is a significant improvement in message throughput over 
the throughput without controller. We can notice that there are 
spikes where there is a sudden increase of the number of 
subscribers. The actual message throughput has reduced 
suddenly in such cases, but using a P-Controller tuning along 
with the predictor, provided the adaptive control and has 
regulated the throughput to be in the operating range between 
200 and 250.  
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Figure 10. Model Parameter Estimation – Data set 1 

 
Figure 11. Model Parameter Estimation – Data Set 2 

 
Figure 12. Performance Evaluation of Message Throughput using Adaptive 

Control 

1) Feedback Controller 
From the experimental data the value of P-Controller Gain 

Kp is determined as 2.67. This is computed by adjusting the 
value of Kp between 2 and 4 and the average Kp is computed. 
The reference message throughput is computed from the 
operating range average as 220.  By tuning Kp the output of the 
controller is adjusted which is nothing but the tuning of Smax 
to obtain the desired reference message throughput. But our 
implementation has shown that the value of Smax is typically 
around 59 with a maximum value of 120.  The optimal 
operating range of Smax is 59 ≤ Smax ≤ 90. The Table II 
shows the operating range limits of Kp  and Smax. 

2) Predictor 
We implemented the Triple Exponential Smoothing 

predictor using openforecast Java API [36]. The Table III 
shows the different values chosen for Predictor. 

TABLE II.  OPERATING RANGES 

P-Controller Gain (Kp) Range 

Kp 

Range 

Smax 

Range 
Tref 

2.67, 3, 

2, 2.4 
59-90 220 

 

TABLE III.  PREDICTOR PARAMETER VALUES 

Predictor Values 

Triple Exponential 

Smoothing 

Coefficients 

Er,max 
Forecast period 

(p) 

0.2, 0.6, 0.6 70 1 

 
The Fig 13 below shows the predicted values of the Smax  

(Smaxp) and the Tref. (Trefpred). These values are predicted 
using Triple Exponential Smoothing with coefficients shown in 
the Table III. In our experiment the parent control loop is run 
once the Trefpred starts decreasing less than 150, which is less 
than the Tref by 70. From the Fig 13, the predicted Tref 
(TrefPred) is less than 150,   the P-Controller gain Kp is tuned 
to a value of 4 such that message throughput is regulated 
without fluctuations. The Er,max is set to as 70 ( 220-150). The 
predictor adjusts the Kp once the Tref,pred is less by Er,max  
(70) than original Tref. In our experimental data we didn’t 
simulate the condition of the Ta exceeding the threshold to 
trigger addition Virtual Machine requests. 

 
Figure 13. Prediction of Smax and Tref 

VII. CONCLUSION 

We observed using the P-Controller will have a distinct 
improvement in the message throughput of the Enterprise 
messaging servers.  Our experiments are currently limited to 
using the P-Controller only which helps in reducing the rise 
time [37], but in order to obtain reduce the overshoot and 
settling time using the PI-Controller [17] is more helpful. 
Additionally, the parameter estimation is done on experimental 
data and only two data set samples are used.    Our results are 
based on a simulation like environment as the P-Controller is 
not directly verified online on the JMS Provider. Our 
experiments are rather run on the data collected from the JMS 
Provider by running a sample application with one publisher 
and one JMS topic. We infer that applicability of adaptive 
control systems will have significant improvement on the 
performance of the Enterprise messaging servers in distributed 
computing systems. 
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VIII. FUTURE WORK 

There is a scope of improvement of the solution explained 
in this paper. We intend to extend the experiments to adjust the 
model parameters during runtime such that model represents 
the behavior of the system to be controlled in a real time. Also, 
we want to examine the SASO [17] properties of our control 
system to determine the controller stability and accuracy. We 
also want to verify the solution on the ActiveMQ server with 
varying publishers and topics, not limiting to the subscribers 
only. 

We suggest exploring a hybrid approach where techniques 
like fuzzy control [38] can be used in conjunction with the 
classic PI controller which can show better performance. The 
applicability of fuzzy control enables creating a knowledge 
base of rules and can be evaluated against using Triple 
Exponential Smoothing for predicting future message 
throughput. These rules can be helpful when the Enterprise 
Messaging servers are used in massively large distributed 
computing systems.  We are also studying the different aspects 
of Data Mining which can be used to build novel prediction 
algorithms there by the adaptive control system is more robust. 
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Abstract—The theme of the work presented in the paper is 

Multilevel Block Truncation Coding based Face Recognition 

using the Kekre’s LUV (K’LUV) color space. In [1], Multilevel 

Block Truncation Coding was applied on the RGB color space up 

to four levels for face recognition. The experimental results 

showed that Block Truncation Coding Level 4 (BTC-level 4) was 

better as compared to other BTC levels of RGB color space. 

Results displaying a similar pattern are realized when the K’LUV 

color is used. It is further observed that K’LUV color space gives 
improved results on all four levels.  

Keywords- Face recognition; BTC; RGB; K’LUV; Multilevel BTC; 

FAR; GAR. 

I.  INTRODUCTION  

The term face recognition refers to identifying and 
verifying a face image. It is basically the process of classifying 
a face as ‘known’ or ‘unknown’, based on training set. While 
humans can easily identify faces, it is a challenging task for 
computer systems. The computer systems store the faces in 
such way that the important contents of the face image they 
store, can be used efficiently for recognizing the face. 

There are many biometric systems such as finger prints, 
voice, iris, face and retina. Among these face recognition turns 
out to be the most effective system since it requires very less 
human interaction [21, 22]. Researchers from the field of 
biometrics, image processing, computer vision, pattern 
recognition system and neural network give a lot of importance 
to face recognition. It is the fastest growing biometric 
technology [18]. Some of the applications of face recognition 
include physical, security and computer access controls, law 
enforcement [12, 13], criminal list verification, surveillance at 
various places [15], forensic, authentication at airports[17], etc. 

Many algorithms are used to make effective face 
recognition systems. Some of the algorithms include Principle 
Component Analysis (PCA) [2, 3, 4, 5], Linear Discriminant 
Analysis (LDA) [6, 7, 8], Independent Component Analysis 
(ICA) [9, 10, 11], Block Truncation Coding (BTC) [1, 15, 19, 
22] etc. 

The paper presents an approach to enhance the performance 
of BTC based face recognition using K’LUV color space.  

Applying the technique described in [1], using K’LUV 
color, it is observed that K’LUV out performs RGB color space 
at each level of Multilevel BTC. 

II. BLOCK TRUNCATION CODING 

Block truncation coding (BTC) [1, 12, 13, 14] was 
developed in the early years of digital imaging more than 29 
years. It was first developed in 1979 for greyscale image 
coding [14]. It is comparatively a simple image coding 
technique.  BTC has played a vital role in the history of digital 
image coding in such a way that   many advanced coding 
techniques have been developed, based on BTC.  

III. MULTILEVEL BLOCK TRUNCATION CODING [1, 13, 20] 

The feature vector in this algorithm is calculated by using 
Block Truncation Coding [12, 13 and 14].   In [1], BTC has 
been implemented up to four levels on RGB colour space for 
face recognition. The feature vector size at BTC-Level 1, BTC-
Level 2, BTC-Level 3 and BTC-Level 4 was 6, 12, 24 and 48 
respectively. In the same way BTC on K‘LUV colour space is 
implemented up to four levels for face recognition. 

IV. KEKRE’S LUV COLOR SPACE 

It was obvious to extend BTC to multi-spectral images such 
as color images. Most color images are recorded in RGB space, 
which is perhaps the most well-known color space.  

K’LUV color space [12] is a special case of Kekre 
transform. Where L gives luminance and U and V gives 
chromaticity values of color image. Positive value of U 
indicates prominence of red component in color image and 
negative value of V indicates prominence of green component. 

Equation (1) gives the RGB to LUV conversion matrix 
which indicates the corresponding L, U and V components for 
an image from the R, G and B components. 
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(1) 

 
The reverse conversion, that is from LUV color space to 

RGB color space is given in Equation (2). 
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V. PROPOSED METHOD 

For color space, for each BTC level; the feature vector for 
the query image and database set is by using Multilevel BTC. 

In each level of BTC, the feature vector of the query image 
is compared with the feature vector of each image in the 
training set. The comparison (Similarity measurement) is done 
by Mean Square Error (MSE) given by equation 3. 
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(3) 

  
Where,  

I & I’ are two feature vectors of size M*N which are being 
compared. 

To assess the performance of the different BTC levels 
based face recognition techniques, False Acceptance Rate 
(FAR) and Genuine Acceptance Rate (GAR) are used.  

VI. IMPLEMENTATION 

A. Platform 

The effectuation of the Multilevel BTC is done in 
MATLAB 2010. It was carried out on a computer using an 
Intel Core i5-2410M CPU (2.4 GHz). 

B. Database 

The experiments were performed on two face databases. 

1) Face Database [16] 

This database is created by Dr Libor consisting of 1000 
images (each with 180 pixels by 200 pixels), corresponding to 
100 persons in 10 poses each, including both males and 
females. All the images are captured against a dark or bright 
homogeneous background, little variation of illumination, 
different facial expressions and details. The subjects sit at fixed 
distance from the camera and are asked to speak, whilst a 
sequence of images is taken. The speech is used to introduce 
facial expression variation. The images were taken in a single 
session. The ten poses of Face database are shown in Figure 1. 

2) Our Own Database [1, 20] 

This database consists of 1600 face images of 160 people 
(92 males and 68 females).For each person 10 images are 
taken. The images in the database are captured under numerous 
illumination settings. The images are taken with a homogenous 
background with the subjects having different expressions. The 
images are of variable sizes, unlike the Face database. The ten 
poses of Our Own Database are shown in Figure 2. 

 

Figure 1. Sample images from Face database 

 

Figure 2. Sample images from Our Own Database 

VII. RESULTS AND DISCUSSIONS 

False Acceptance Rate (FAR) and Genuine Acceptance 
Rate (GAR) are standard performance evaluation parameters of 
face recognition system. 

The False acceptance rate (FAR) is the measure of the 
likelihood that the biometric security system will incorrectly 
accept an access attempt by an unauthorized user. A system’s 
FAR typically is stated as the ratio of the number of false 
acceptances divided by the number of identification attempts. 

FAR = (False Claims Accepted/Total   Claims) X 
100    

  (4) 

The Genuine Acceptance Rate (GAR) is evaluated by 
subtracting the FAR values from 100. 

GAR=100-FAR (in percentage)                (5) 

In all 10000 queries (10 images for each of 1000 persons) 
are fired on face database and 16000 queries (10 images for 
each of 1600 persons) are fired on our own database. For each 
query, FAR and GAR values are calculated for respective BTC 
level based face recognition technique. At the end the average 
FAR and GAR of all queries in respective face databases are 
considered for performance ranking of BTC levels based face 
recognition techniques.  
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FAR and GAR are calculated for both RGB color space and 
K’LUV color space. 

A. Face Database 

To analyze the performance of proposed algorithm, 10000 
queries are tested on the database. The feature vectors of each 
image for all four BTC levels in RGB color space and K’LUV 
color space were calculated and then compared with the 
database. The FAR and GAR values are calculated by 
employing equations 4 and 5.  

 
Figure 3. FAR values at different BTC levels of K’LUV and RGB color 

spaces for Face Database 

Figure 3 gives the FAR values of the different BTC levels 
based face recognition techniques tested on face database for 
both RGB and K’LUV color spaces. Here it can be seen that 
the FAR values go on decreasing for each succeeding level of 
BTC of respective color spaces. This shows that the accuracy 
of face recognition increases with increasing level of BTC and 
hence BTC-level 4 gives the best result with the least FAR 
value in both the color spaces. Also the FAR values of K’LUV 
are lesser than the RGB as shown in the figure. Thus, it can be 
concluded that the implementation of BTC levels based face 
recognition techniques is better when applied in K’LUV color 
space.  

Figure 4 gives the GAR values of the different BTC levels 
based face recognition techniques tested on face database for 
both RGB and K’LUV color spaces. Here it is observed that 
with each successive level of BTC the GAR values go on 
increasing in respective color spaces and hence a BTC-level 4 
gives the best result with the highest value in both the color 
spaces. Also the GAR values of K’LUV are greater than the 
RGB as shown in the figure. Thus, it can be concluded that the 
implementation of BTC levels based face recognition 
techniques is better when applied in K’LUV color space. For 
optimal performance the FAR values must be less and 
accordingly the GAR values must be high for each successive 
levels of BTC. Thus, the performance of K’LUV color space 

for BTC levels based face recognition techniques is superior to 
the performance of RGB color space for Face database. 

 
Figure 4. GAR values at different BTC levels of K’LUV and RGB color 

spaces for Face Database 

B. Our Own Database 

In all 16000 queries were tested on the database for 
analyzing the performance of the proposed BTC level based 
face recognition algorithm for both RGB color space and 
K’LUV color space. The experimental results of proposed face 
recognition techniques have shown that BTC level 4 gives the 
best performance in respective color spaces. The efficiency of 
the Multi-level BTC based face recognition increases with the 
increasing levels of BTC.  

 
Figure 5. FAR values at different BTC levels of K’LUV and RGB color 

spaces for Our Own Database 
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Figure 5 gives the FAR values of the different BTC levels 
based face recognition techniques tested on Our Own Database 
for both RGB and K’LUV color spaces. The FAR values go on 
decreasing for each succeeding level of BTC of respective 
color spaces. Thus, when BTC based face recognition 
techniques is applied on Our Own Database, it gives a result 
similar to the Face Database; The BTC level 4 gives the best 
result for respective color spaces and K’LUV color space is 
better than RGB color space for implementing this  proposed 
algorithm. 

 
Figure 6. GAR values at different BTC levels of K’LUV and RGB color 

spaces for Our Own Database 

Figure 6 gives the GAR values of the different BTC levels 
based face recognition techniques tested on Our Own Database 
for both RGB and K’LUV color spaces. It can be seen from the 
above figure that BTC-Level 4 has the highest GAR values and 
hence it is better than other BTC-Levels. Also the GAR values 
of K’LUV color space are greater than RGB color space at all 
the levels. Thus it can be concluded that the implementation of 
BTC levels based face recognition techniques is better when 
applied in K’LUV color space.  

As seen from the performance of both the databases it can 
be concluded that the implementation of BTC based face 
recognition techniques on K’LUV color space is superior to 
RGB color space. 

VIII. CONCLUSION 

As the Multilevel BTC yields a greatly reduced feature 
space, this reduces the processing time required by the system. 
Thus, this system can be implemented is real time applications 
which generally require fast recognition time and have low 
computation power. The proposed face recognition system 
using Multilevel BTC has been tested using two face databases. 
For experimental analysis in all 10000 queries are fired on Face 
Database and 16000 queries on Our Own Database. The 
average FAR and GAR values of these queries clearly indicate 
that better performance is obtained when Multilevel Block 

Truncation Coding is employed using Kekre’s LUV color 
space than RGB color space for face recognition.  
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Abstract—Operational profile is often used in software reliability 

testing, but it is limited to non-obvious-operation software such 

as Autonomous Control System. After analyzing the autonomous 

control system and scenario technology, a scenario-based profile 

constructing method for software reliability testing is presented. 

Two levels of scenario-based profile in the paper are introduced: 

system level and software level, and the scenario-based profile 

could be obtained through mapping them. With the method, the 
testing data for software reliability testing could be generated. 

Keywords- software reliability testing; scenario-based testing 

profile; autonomous control system. 

I.  INTRODUCTION  

Software Reliability Testing(SRT) is used to ensure and 
verify software reliability requirement. The regular method is 
to perform a random statistical testing which is based on 
operational profile [1][2][3]. Operation profile delegates the 
probability distribution of the software usage, and the testing 
data could be generated by random sample with it[4][5][6]. But 
operational profile is limited to the Autonomous control 
system(ACS), in which the operation is not obvious. 

Autonomous control system (ACS) usually has autonomy 
as it could run without people. The missile and unmanned 
plane are two typical examples [10]. It is a kind of non-
obvious-operation system. The traditional operational profile 
could not be used in ACS directly. Consequently, it is 
necessary to develop a profile constructing method for ACS. 

This paper describes a scenario-based software reliability 
testing profile (SRTP), which could solve the problem 
mentioned above about ACS. At first, the feature of ACS and 
the limitation of operational profile in SRT for ACS are 
analyzed. And then the conception and constructing method of 
scenario-based SRTP are presented combing with scenario 
technique. Finally, the feasibility would be validated by an 
instance. 

II. SRTP REQUIREMENTS OF ACS 

ACS does not have obvious operations. The running 
process of ACS is affected by system interactive, environment 
influencing and activity sequential. Therefore, there are some 
new technical requirements for the SRTP of ACS. 

A. System-interactive: 

System-interactive means the running of ACS software is 
affected by the cross-linking systems of ACS. At every 
moment, the stimulated inputs from the other cross-linking 
systems happen synchronously.  

Different system interactions may cause different running 
modes and the states of the software are possibly determined by 
all inputs from the cross-linking systems. Consequently, all of 
the possible systems and their running processes should be 
presented in the SRTP. 

B. Evironment-influencing: 

Environment-influencing means ACS is sensitive to the 
change of environment. In other words, different strategies 
would be made along with the change by ACS. Autonomy 
control means online perceiving situation, making strategies 
and executing missions automatically according to definite 
assignments and principles [9]. Accordingly, to truly simulate 
software running processes, external environment in the life 
cycle of ACS should be described in testing profile. 

C. Active-sequential: 

Active-sequential means the system running periods could 
be apperceived by ACS in entire lifecycle, and all of the actives 
are sequentially. While working, real-time mission evaluation 
should be made, the mission in which period and the 
accomplishments should be determined by ACS. In addition, 
the next activity should be decided automatically too.  
Consequently, testing profile should be able to describe the   
mission periods and their time sequence. 

According to these characteristics and SRT technical 
requirements of ACS, this paper proposes a testing profile 
constructing method based on scenario to support SRT for this 
kind of system. 

III. SCENARIO-BASED SRTP 

At first, the concept of usage scenario for software is made 
as follow:  

usage scenario profile describes the possible time-series of 
software states and environments, which occur in the running 
process of software and system. For embedded software, the 
usage scenario profile should include both the active states of 
software and the environmental changes of embedded system. 
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Therefore, for the software of ACS, the usage scenario and 
its corresponding probability constitute its scenario-based 
SRTP. And the scenario-based SRTP can be express as: 

                                    SP={<Sys, So>}                                    (1) 

                    Sys={Sc1, Sc2, Sc3，…，Sci，…，Scn}         (2) 

                  Sc={<Pi, Fj>;i=1,2,3,…,m; j=1,2,3,…,n }            (3) 

                            P={<Ti, pi>,i=1,2,3,…,n}                             (4) 

                                       So={< Ai, pi, Lj,>}                           (5) 

                                   A={<Ii，Oi, pi>}                                  (6) 

In the formulas，SP refers to the scenario-based SRTP; Sys 
refers to the system under test(SUT); So refers to the software 
under test; Sc refers to cross-linking system; P refers to 
parameter of the interactive system; F refers to function of the 
interactive system; T refers to equivalence class; A refers to 
activity; L refers to layer of the activity; I is a input of the 
activity; O refers to output of the activity; p refers to the 
corresponding probability. 

As mentioned above, a complete usage scenario profile 
should include descriptions of both the system’s and software’s 
running process and their statistical distribution. The 
constitution of usage scenario profile is shown in Figure 1. : 

Usage
Scenario

System 
Scenario

Software 
Scenario

System 
Process

Associate 
Systems

Software 
Activities

Data

Scenario Mapping

 

Figure 1.  Constitution of usage scenario profile 

In other words, the usage scenario profile consists of 
system scenario profile and software scenario profile. System 
scenario profile is used to describe the running process of ACS 
and its statistical distribution, including system running states, 
environments, and external driving sources. Software scenario 
profile is used to describe software running states and possible 
inputs and their distribution. System scenario profile is looked 
as the constraints of software scenario, which define the 
possible running condition of the software; while software 
scenario is the detail representation of system scenario. The 
combination of the two scenario profiles performs an 
expression of the software usage. 

IV. SCENARIO-BASED SRTP CONSTRUCTION 

According to the analysis of scenario-based SRTP, the main 
constructing process can be shown in Figure 2. . 

System Scenario Software Scenario

Mapping

Profile Construction Testing Data

Limitetion

Manifestations

Property/Function

Software Activities

Software Info

Independent Scenario

Information

Model Tranceformation

Scenario Construction

 

Figure 2.  The constructing process of scenario-based SRTP 

At first, the usage scenario should be analyzed and modeled 
in system level and software level. In this way, the system 
scenario profile and software scenario profile could be 
constructed. And then the mapping from system scenarios to 
software scenarios according to their properties would be 
made. In this step, independent system scenario should be 
extracted from the system scenario profile, which would be 
used to analyze software scenario profile. After the analysis, 
the input and output during the software process could be 
obtained, and the corresponding SRT data could be generated. 

During the constructing process, some UML standard 
diagrams could be used to describe the usage scenario profile. 
The details are introduced as follows: 

A. System Scenario profile Construction 

Scenario-based SRTP includes description of the software 
under test and associate systems during the software process. 
As a top-to-bottom constructing method, analysis and 
construction of the associate systems should be done firstly. 
The main purpose of system scenario profile construction is 
describing system’s states and environments during the 
system’s running process and all the factors which could affect 
the running of system. 

Commonly, there are four steps in the system scenario 
profile construction: 

1) Define associate systems: including the SUT, associate 
system, user, and enviroment; 

2) Define external interactions of the systems: including 
the interactions between SUT and other systems; 

3) Define the running input data: including the input data 
lead to the change of the state of SUT; 

4) Define the factors and their distribution: including all 
the factors which could affect the running of system 
and the occurrence probability of the factors. 

The Class Diagram is used to describe system’s states and 
environments. The variables in the class are the data which 
could be exchanged among the SUT and the state of system is 
decided by the variables, associate system, user and 
environment. The operations in the class could be used to 
describe the relationship among the variables, for example: 
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Data A is twice of Data B. An example of system and its 
interactions is expressed as Figure 3.  

+OperationA()

User

-DataA

+OperationA()
+OperationX()

System Under Test

-DataA
-DataX
-Data1

+OperationX()

Associate System

-DataX

Enviroment

-Data1

** **

*

**

*

 
Figure 3.  System and its interactions 

 In the system scenario, activities of users, interactions of 
cross-linking systems, effect of environment, and other 
influence from the SUT should be described. The factors which 
could affect the running of system should be listed and possible 
value range or value trend of the factors should be given. The 
factors and its value distribution could be expressed with a 
system scenario profile table, such as TABLEI. 

TABLE I.  EXAMPLE OF FACTOR TABLE 

Factor Value 
range 

Probability Source Target …. 

Altitude 1~100 0.3 Altitude 
meter 

System … 

100~1000 0.7 Altitude 
meter 

System … 

Speed <20km/h 0.4 Speed 
meter 

System  

… … … … …  

B. Software Scenario Profile Construction 

The main purpose of this period is to construct the scenario 
model of software running process and its input infomation. 

1) Activity dividing: dividing task of the software 
according to the main purpose of each activity. 

2) Use case modeling: constructing functional use case 
models for the software according to the mission and 
process. 

ActorA

Usecase1

Usecase2

Package

ActorX

*

*
*

*

*

*

*

**

*

*

*  
Figure 4.  Use case model example of software function 

As shown in Figure 4. , use case model (which is expressed 
by Use case Diagram) is used to analyze functional 
requirements of the software. However, the detailed description 
for each function is not necessary. 

3) Scenario flow analyzing: software scenario can be 
determined by a path through use cases. A path starts 
from a use case and ends with a use case, traversaling 
through all of the basic-flow and alternative-flow. 

State 1 State 2

/ Basic flow / Basic flow / Basic flow

/ Alternative flow

 
Figure 5.  Software scenario flow example 

As shown in Figure 5. , software scenario flow could be 
expressed by State chart Diagram. Each path describes a basic-
flow or an alternative-flow with  an arrow-line. 

Basic-flow: an arrow-line which is the simplest path 
through the regular use cases; in this path the program should 
run from beginning to the end with no error. 

Alternative-flow: an arrow-line which starts from a basic-
flow or an alternative-flow in some specific conditions, and 
rejoin the basic-flow or ends with a use case.  

Combining the basic-flow and alternative-flows, a scenario 
table can be obtained, such as TABLE II.  

TABLE II.  SOFTWARE SCENARIO FLOW 

S 1 BF    

S 2 BF AF 1   

… … …  … 

S 8 BF AF 3  AF 4 

4) Scenario flow Refine: analyzing the basic-flow and 
alternative-flows according to the stimulation and 
sources, the equivalence class of inputs could be 
divided. 

UserA System SystemX

M1

M2

M3

M4

 
Figure 6.  Software scenario flow refine example 

It could be expressed by Sequence Diagram, as shown in 
Figure 6. The arrow-line in the diagram presents messages and 
data in the interactions. 

5) Scenario Splicing: A software scenario with inputs and 
output could be obtained by splicing sequence 
diagrams in the “scenario flow refine” process 
according to the orders in the basic-flow or alternative-
flow.  

Generally, a software scenario is an instance of the use 
case. The software scenario flows through some use cases, 
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defines the relevant data and covers the use case flows through 
the path. Data associates with specific scenarios by means of 
input/output and some intermediate state. There would be 
multiple use cases in a complex scenario. The operations 
between use cases are described by execution orders, 
controlling conditions, parallels, or loops. 

C. Scenario Mapping 

System scenario and software scenario describe the running 
process of the software under test in macro and micro view. 
Using them without connections could not satisfy the testing 
requirements mentioned before.  

Decision table could be used to map system scenarios with 
software scenarios. A decision table example is shown in 
TABLE III. , where each row represents software scenario and 
each column represent a system scenario. Each software 
scenario should contain the scenario ID, conditions (or states), 
all data and the expected results elements involved. The 
decision table should at least include necessary system scenario 
information in executing a software scenario.  

TABLE III.  SCENARIO MAPPING DECISION TABLE EXAMPLE 

S  ID S Data X1 Data Y1 Active A1 Result 

S1. BF V V V A1 

S2. BF-AF2 V V V 
Active1- 

Active2 

S3. BF-AF I V n/a 

Active1- 

Active3- 

Active1 

Here V means the basic-flow could be executed only when 
the condition is valid; the I means in the invalid condition the 
alternative-flow would be activated; and n/a means the 
condition is not applicable to this scenario.  

By scenario mapping, the activities in software scenario 
could be Modular with details, and a scenario combing system 
scenario with software scenario could be obtained, which could 
be used to generate software reliability testing data. 

D. Distributing probability 

By distributing probabilities to each data, activity, and 
branches in the scenario diagrams and tables, a scenario profile 
with both scenarios and probabilities is produced.  

Then we could obtain software reliability test cases by 
extracting a certain scenario and necessary data in describing 
scenario from the profile.  

Therefore, scenario-based SRTP construction is an iterative 
process of refinement. Describe system and software behaviors 
in different points of view.  

V. INSTANCE VALIDATION 

An ACS software has been taken as an instance, which is a 
flight control system for a model airplane. In the issue, we 
simplified the detail data of the system. The scenario-based 
SRTP is constructed as follow: 

A.  System Scenario Profile Constructing 

By analyzing the embedded ACS, the system scenario 
contains the system under test, seeker, fuse, environment and 
the carrier aircraft.  

+Send Task()
+Guidance Revise()

-Task Info
-Guidance Info

Carrier

+Seeker Control()
+Fuse control()
+Guidance revise()

-Seeker Signal
-Fuse Signal
-Guidance data

SUT

+Guide()

-Guidance Data

Seeker

+Detonate()

-Fuse Signal

Fuse
-Distance
-Hight

Enviroment

** * *

* *

*

*

*

* *
*

 

Figure 7.  ACS system scenario construction diagram 

We analyzing the input/output and activity of each object, 
and construct a system scenario as Figure 7, and the factor table 
is as TABLE I. ACS system scenario contains description of 
both objects and their factors. 

B. Software Scenario Profile Construction 

Construct the functional use case model as Figure 8. : 

Carrier

Guidance recise

Seeker Control

Con-
Flight

Enviroment

*

* *

*

*

* *

*

Fuse Control

System Under Test

Seeker
Fuse

*
*

*

*
*

*

*

*

 

Figure 8.  ACS functional use case diagram 

A complex use case sequence contains guidance revise, 
seeker control, and fuse control is selected as an example for 
scenario flow analyzing, as in Figure 9. : 

Guidance Revise

Send Fuse Control Signal

Target 

Intercepted

Fuse Control

Whether be in Fuse 

Working Distance

 

Figure 9.  ACS scenario flow diagram 

Form the system scenario flow table: 
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TABLE IV.  SIMPLIFY ACS SCENARIO FLOW TABLE 

S 1 Guidance Revise   

S 2 Guidance Revise Seeker Control Target Lost 

… … … … 

 

The refined scenario flow sequence diagram will be express in 

the following process. 

C. Scenario Mapping 

Decision table based for scenario mapping can be 
demonstrated as TABLE V. : 

TABLE V.  SIMPLIFY ACS SCENARIO MAPPING DECISION 

TABLE 

S ID Guidance 
Revise 
Data 

Seeker 
Working 
Distance 

Fuse 
Working 
Distance 

Fuse Result 

S1. V I n/a n/a Guidance 
Flight 

… … … … … … 

S4. V Seeker 

Control 

Fuse 

Control 

S 4 Guidance 
Revise 

D. Scenario Profile and Test Data 

By distributing probabilities to each data, activity, and 
branches in the scenario, the scenario profile with scenarios and 
probabilities is generated. Then a scenario such as figure 12 
could be extracted. 

Enviroment ACS Seeker

Guidance

Guidance Signal

Seeker Signal

Seeker Control

Fuse

Guidance Revise

Seeker Signal

 

Figure 10.  scenario sequence diagram 

According to the system scenario factors in the scenario 
mapping table, the properties of system scenario are 
determined. By make a secant ling through the ACS scenario 
sequence diagram, data across the secant line is the test data in 
the very scenario. 

A scenario-based SRTP constructing process for the ACS is 
demonstrated above. In particular, some data are simplified in 
the process. 

VI. SUMMARY 

A scenario-based SRTP constructing method is proposed in 
this paper. With system scenario profile and software scenario 

profile, the possible running state and usage of the SUT could 
be modeled. 

TABLE VI.  SIMPLIFY TEST CASE 

Test case Id: T01-01 

Input: 

1) Input Guidance Data XXX，XXX……； 

2) In Seeker Working Distance, Input Seeker Control 

Signal XX……； 

3) Seeker Guidance Data XX……； 

4) In Fuse Working Distance, Input Fuse Control 

Signal XX……； 

5) Input Fuse Signal XX…… 

According to scenario profile, the software reliability test 
case could be generated. The problem that traditional operation 
profile could not be used in ACS has been resolved. With the 
instance of a flight control system for model airplane, the 
method in this paper is effective. 
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Abstract— This paper considers a network where nodes are 

connected randomly and can fail at random times. The critical-

node test detects nodes, whose failures are malicious behavior, 

disconnects or significantly degrades the performance of the 

network.  The critical node is an element, position or control 

entity whose disruption, is immediately degrades the ability of a 

force to command, control or effectively conducts combat 

operations. If a node is critical node, then more attention must be 

paid to it to avoid its failure or removal of a network. So how to 

confirm critical nodes in the ad hoc network is the premise to 

predict the network partition. A critical node is the most 

important node within the entity of a network. This paper 

suggests methods that find the critical nodes of a network based 

on residual battery power, reliability, bandwidth, availability and 

service traffic type. The metrics for evaluation has been 

considered as packet delivery ratio, end-to-end delay and 
throughput.  

Keywords- Critical node; malicious; residual battery power; 

reliability; bandwidth; Mobile Ad hoc Network. 

I. INTRODUCTION  

Nodes in Mobile Ad hoc Networks (MANETs) are battery 
powered and hence have limited lifetime. Due to excessive 
utilization a node may die which can result in energy depletion 
problem and thereby affect overall network performance. Local 
rate of energy consumption based on application can be 
monitored. Thus early detection and avoidance of energy 
depletion problem is possible based on monitoring of power 
and remaining battery lifetime. As and when the rate of 
consumption based on the application returns to efficient levels, 
the mobile relay is released so that it can be made available for 
other critical nodes. This technique can be applied to any 
protocol used in MANETs such as DSDV, DSR, AODV, 
TORA etc.  

In this work, we focus on maximizing avoidance of 
network partition, rather than after the network partition, then 
taking some remedial measures. We describe the critical nodes 
compensation approach to increase the network connectivity 
and improve packet delivery rate. First, we detect the critical 
nodes which may lead to the network partitioning. Secondly, 
propose the compensation algorithm to avoid the network 
partitioning. This approach described in this paper is built 
around the notion of a critical node in an ad hoc network. Our 

definition of a critical node is a node, whose failure or 
malicious behavior disconnects or significantly degrades the 
performance of the network. Once identified, a critical node 
can be monitored in terms of resource. If a node is not 
considered critical, this metric can be used to decide if the 
application or the risk environment warrant the expenditure of 
the additional resources required to monitor, diagnose, and alert 
other nodes about the problem. Determining the global network 
topology in a MANET gives the time delays of the diagnostic 
packets and the mobility of the nodes makes this task futile, but 
determining an approximation of this topology or subset of this 
topology, within a certain time frame may be useful.  

An approximation of the network topology can still provide 
useful information about network the density, network 
mobility, critical paths, and critical nodes. Even with the 
uncertainty associated with correctly reconstructing the 
network topology for a given time period, this additional 
information can help to reduce the resources consumed to 
monitor all nodes in the absence of this information.  

The node performing the test is referred to as the testing 
node and the node being tested is referred to as the node under 
test. Three steps are required to detect whether a testing node 
shares a critical link with its neighbor. First step is to 
temporarily modify the testing node’s routing table to allow 
only one communication link to be operational at a time, while 
blocking communication through all others. The enabled 
communication link will be between the testing node and a 
node other than the node under test. Each communication link 
will be tested sequentially in this manner to determine if an 
alternative path to the link under test exists.  

The responsibilities of a routing protocol include 
exchanging the route information, finding a feasible path to a 
destination based on criteria such as hop length, minimum 
power required and life time of the wireless link. Gathering 
information about the path breaks, mending the broken paths 
expending minimum processing power, bandwidth and 
utilizing the minimum bandwidth. Fig.1 shows the graphical 
view of identification of the critical node in the network. 

If the critical node find in the network, then alternate path 
will be selected for the efficient network. The major challenges 
are: 
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A. Ability to Measure the Resource Availability 

In order to handle the resources such as bandwidth 
efficiently and perform call admission control based on their 
availability, the MAC protocol should be able to provide an 
estimation of resource availability at every node.  

B. Capability for Power Control 

The transmission power control reduces the energy 
consumption at the nodes, causes a decreasing interference at 
neighboring nodes and increases frequency reuse. 

C. Mobility  

One of the most important properties of MANET is the 
mobility associated with the nodes. The mobility of the nodes 
results in frequent path breaks, packet, collisions, transient 
loops, stare routing information and difficulty in resource 
reservation. A good routing protocol should be able to 
efficiently solve all the above issues. 

The rest of the paper is organized as follows.  In section II, 
some previous work related to this paper and some applications 
are identified.  In Section III, we present the different 
mechanisms with algorithms and full connectivity when the 
only randomness is due to random connections and there are no 
node failures. Section IV contains the simulation results, 
analyzing and comparison of different parameters and also it 
includes the discussion on the performance by the various 
protocols agents in our simulations. Finally, Section V 
concludes the paper. 

  
Figure 1. Critical Node representation in network. 

II. SOME OF THE RELATED RESEARCH WORK 

A. Critical Nodes Compensation Algorithm in Sparse Ad hoc 
Wireless network 

Sparse ad hoc wireless networks [1] are an active 
application in recent years, though sparse environment often 
makes the network unconnected. However, most of the 
previous researches focus on connected networks where an 
end-to-end path exists between any two nodes in the network, 
therefore these technologies would not work well in sparse ad 
hoc networks, where restricted node communication radius can 
result in periods of intermittent connectivity. In this work, we 
develop a critical nodes compensation algorithm in order to 
prevent network from partitioning, thereby insure network 
connectivity and throughput. 

But the drawback of previous studies is that they 
overlooked the importance of the service traffic flow [2] and 
non-articulation nodes. We propose a method that evaluates 

how important each node is based on service traffic flow and 
articulation node. Based on this evaluation, we can give priority 
to each node. In a complex network, it is useful for a network 
administrator to focus mainly on some high-ranked nodes, 
which are relatively important for security purposes. 

B. Determining Node Priority Order Based on Traffic Volume 

Assuming that there is a web server with a small amount of 
traffic volume and a backup server with huge amount of traffic 
volume, it is possible for the network   administrator to value 
the web server because it needs to be alive all the time 
compared to backup server. In this case, the web server node is 
more important in spite of its low traffic volume [5]. 

C. Depth First Search Algorithm(DFS) 

DFS was used to detect critical nodes in [3]. DFS is a 
centralized algorithm and can be also implemented in 
globalized distributed manner. The algorithms in [4] require 
that a node should be aware of global topology. In practice, this 
method is inefficient and involves a quadratic (in number of 
nodes) communication overhead. The node density is the 
average number of neighbor nodes of a node in the network. 
This value reflects the density of the network. The larger the 
value is, the denser the network is [6]. In this paper, we present 
a novel critical node detection algorithm for wireless ad hoc 
networks. It is an effective distributed localized algorithm, 
which greatly reduces communication overheads and the speed 
of detection. This is a distributed algorithm which adapts the 
dynamic topology adaptively, detects the critical node faster 
and more reliably, and decreases the detection overheads 
efficiently. 

D. Bandwidth Balancing 

The bandwidth balancing [7] solves the fairness problems 
suffered by long bandwidth in the networks. By constraining 
each node to take only a fraction of the available slots, 
bandwidth balancing can achieve a fair operation point when 
several nodes are performing large file transfers.  

As routing protocols exchange routing data between nodes, 
as a result, they would maintain routing status in each node. 
Based on routing status, data packets are transmitted by 
mediated nodes along an established route to the destination 
[8].  M.K Rafsanjani, A Movaghar presents a scheme in which 
nodes do not need to exchange multiple messages to prove their 
identities [10]. However, most of the previous researches[11,9] 
focus on connected networks where an end to end path exists 
between any two nodes in the network, therefore these 
technologies would not work well in sparse ad hoc networks, 
where restricted node communication radius can result in 
periods of intermittent connectivity. 

As routing protocols exchange routing data between nodes, 
as a result, they would maintain routing status in each node. 
Based on routing status, data packets are transmitted by 
mediated nodes along an established route to the destination 
[12]. In [13], the authors describe a distributed intrusion 
detection system for MANETs that consists of the local 
components data collection, detection and response and of the 
global components. Whereas their architecture is very 
promising and similar to the one we use in our paper, they 
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neglect the aspect how their local data collection should find 
out on incidents like dropped packets, concealed links, etc. 

III. DESIGN AND IMPLEMENTATION 

A. Bandwidth Constraint in MANET  

Since the channel is shared by all nodes in the broadcast 
region (any reason in which all nodes can hear all other nodes), 
the bandwidth available per wireless link depends on the 
number of nodes and a traffic they handle. Thus only a fraction 
of the total bandwidth is available for every node. The control 
over head involved must be kept as minimal as possible.  

Bandwidth efficiency can be defined as the ratio of the 
bandwidth used for actual data transmission to the total 
available bandwidth. The limited bandwidth availability also 
imposes a constraint on routing protocols in maintaining the 
topological information. Due to the critical nodes, maintaining 
consistence topological information at all the nodes involves 
more control over head which, in turn, results in more band 
width.   

        Available bandwidth calculation for the MANET: 

Sufficient Bandwidth = BWavailable= 
     

 
 × W   ------(1)      ………………………………… (1) 

T=Sampling time window for calculating real time bandwidth. 

Tidle= Time period when a mobile node in idle mode. 

W= Maximum bandwidth for data transmission.  

B. Location Dependent Contention 

The load on the wireless channel varies with the number of 
critical nodes present in a given geographical region. This 
makes the contention for the channel high when the number of 
nodes increases. The high contention for the channel results in 
a high number of collisions and a subsequent wastage of 
bandwidth. A good routing protocol should have built in 
mechanism for distributing the network load uniformly across 
the network so that the information of regions where channel 
contention is high can be avoided.  

C. Quick Route Reconfiguration  

The unpredictable changes in the topology of the network 
require that the routing protocol be able to quickly perform 
route configuration in order to handle path break and 
subsequent packet losses because of critical nodes in the 
network. 

D. Loop Free Routing 

This is a fundamental requirement of any routing protocol 
to avoid unnecessary wastage of network bandwidth. In 
MANET, wireless network due to the random movement of 
critical nodes, transient loops may form in the route. A routing 
protocol should detect such critical nodes and take corrective 
actions. 

E. Signal Strength Based Reliability  

A node, N can measure signal strength of its active 
neighbors. The received signal strength is measured at physical 
layer and made available to the access of top layers. 

R(node)=P(new)/[P(old)+P(new)]       ………(2) 

Where R(node) denotes node reliability and it will be a 
value between 0 and 1. Whatever new signal strength is more 
than before, R(node) approaches towards one and whatever 
new signal strength is less than before, R(node) approaches 
towards zero. 

F. Reliability  

The reliability of the real time data being transmitted can be 
enhanced by introducing a buffer of a fixed size calculated 
through monitoring the data transmitted by employing self-
healing nodes. 

G. Residual Battery Power 

Power conservation in wireless ad hoc networks is a critical 
issue as energy resources are limited at the electronic devices 
used. Therefore to conserve battery energy of the nodes, there 
are various routing algorithms and schemes designed to select 
alternative routes. These algorithms and schemes are 
collectively known as ‘power-aware routing protocols’ and an 
example of a better choice of routes selected is one where 
packets get routed through paths that may be longer but that 
pass through nodes that have plenty of energy reserves. Some 
or all of the nodes in a MANET may rely on batteries or other 
exhaustible means for their energy. For these nodes, the most 
important system design criteria for optimization may be 
energy conservation. 

H. Minimize Energy Consumed/Packet 

This is one of the more obvious metrics. To conserve 
energy, we want to minimize the amount of energy consumed 
by all packets traversing from the source node to the 
destination node. That is, we want to know the total amount of 
energy the packets consumed when it travels from each and 
every node on the route to the next node. The energy consumed 
for one packet is thus given by the equation: 







1

1

1),(
k

i

ii nnTE

-------------- (3) 
 

In equation (1), n1 to nk are nodes in the route while T 
denotes the energy consumed in transmitting and receiving a 
packet over one hop. Then we find the minimum E for all 
packets. However, this metric has a drawback and i.e. nodes 
will tend to have widely differing energy consumption profiles 
resulting in early death for some nodes. Power aware routing 
schemes make routing decisions to optimize performance of 
power or energy related evaluation metric. 

Excessively, conserving energy neglects power 
consumption at individual nodes, which speeds up network 
partition by draining batteries of the critical nodes in the 
network one by one. In effect, it shortens the network lifetime. 
On the other hand, overly conserving power expels energy 
consideration, which commits to paths with large number of 
hops and longer total distance. Consequently, the total energy 
dissipated is high and on average, the battery power decays 
faster. In effect, it also shortens the network lifetime. Energy 
efficiency is also an important design consideration due to the 
limited battery life of wireless node. Since, the network 
interface is a significant consumer of power, considerable 
research has been devoted to low power design of the entire 
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network protocol stack of wireless network in an effort to 
enhance energy efficiency. 

All mobile should drain their power at equal rate as a 
minimal set of mobile exist such that their removal cause 
network to partition. Such node is called as a critical node. The 
route between these two partitions must go through one of 
these critical nodes. A routing procedure must divide the work 
among these nodes to maximize the life of the network. This 
problem is similar to load balancing problem. A packet to be 
routed through a path contains mobiles having grater amount of 
energy though it is not a shortest path. Delay is minimized as 
no congestion and nodes having less number of loads.  

I. Availability 

MANETs establishing trust relationships between the nodes 
in a decentralized fashion has been an important research issue 
for a long time. If the sender nodes accurately identify the 
legitimate nodes in the network, a robust routing can be 
provided while mitigating the effects of malicious nodes. 
Further, there is always a mutual interaction between a sender 
and its neighbor nodes during the communication. The scheme 
guarantees the availability of message as long as a legitimate 
path exists. Through simulations, we will show the efficiency 
of the scheme with respect to latency, availability and energy 
consumption in the presence of adversary. 

J. Residual Capacity 

Residual capacity at a node is the difference between the 
node’s channel capacity and the sum of the bandwidth 
consumed by all contending flows of that node. It denotes the 
channel capacity that is not used and it constrains the rate that 
contending flows can acquire. To measure the residual 
capacity, each node in the network monitors the channel 
activity. The fraction of channel idle time during the past 
measuring period and the channel capacity, determine its 
residual capacity. The residual capacity at node k can be 
expressed as 

 Rk=  Tidle  (Ck)                  -----------------------(4)  

                TP 
In equation(4), Ck is the channel capacity at node k; Tidle 

is the channel idle time during the last measuring period Tp. 
Larger Tp will give more accurate channel view but also longer 
response time for the source node to react to the change in the 
network. In this paper, Tp is set to 0.5 second. 

IV. SIMULATION SETUP AND RESULT DISCUSSION 

Network Simulator (NS-2.33) has a very rich component 
library, which is compiled of two languages: C++ or Python is 
object oriented extension of TCL. First of all, we define the 
simulation in the 1,000 m×1,000 m region, random waypoint 
mobile model, the node number: 65; node original 
communication radius: 40m; according to the distance between 
compensation node and critical node, choose compensation 
transmission power; in order to maintain low-speed movement 
environment, node movement speed is not more than 2 m/s.  

We choose two ad hoc network performance parameters: 
critical node number and network throughput. For our 
simulation, we used NS-2.33 with mobility extension. These 
extensions include the modeling of an IEEE 802.11/MAC.  

Table 1 shows the simulation parameters used in the 
network setup for identifying the critical node and select the 
alternate path for maintaining the continuous efficient network 
connection in MANET. 

TABLE 1. SIMULATION PARAMETERS. 

Simulation time 0-50 sec 

Traffic type TCP 

Packet size 1460 

Hello packet interval 2 sec 

Node mobility 0 to 10 mts/sec 

Frequency 1 Ghz 

Channel capacity 2 M bps 

Transmit power  2.0  Mw 

Receiver power 2.0 Mw 

Total number nodes 65 
Communication system  MAC/IEEE 802.11G 

TABLE 2. OVERALL NETWORK INFORMATION WITH CRITICAL NODE AND 

WITHOUT CRITICAL NODE IN MANET. 

 
 

 

Figure 2. Throughput with and without critical node in MANET. 
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Figure 3. Throughput of receiving packets when there is critical node occurs 

during the transmission of data.    

     
Figure 4. Throughput of receiving packets during the transmission of data. 

      
Figure 5. Throughput of generating packets at destination node.                                                 

 
Figure 6. Throughput of dropping bits at destination node.  

       

 
Figure 7. Average of end-to-end delay. 

Figure-2 shows the throughput response of the MANET is 
78% difference with and without critical nodes. In this paper, 
the performance analysis of MANET for different scenario as 
mention in Table-2 has been studied using trace graph. The 
first part of the table-2 shows more dropping packets, more 
number of lost packets in the presence of critical node as 
intermediate node. The second part of the table-2 shows that 
the improvements in MANET approximately 94% with more 
received packets, less dropped packets and less number of lost 
packets. 

The figure-3 represents the throughput performance in 
MANET. The Y axis shows throughput of receiving packets at 
destination node in kilo bytes and the X axis shows simulation 
time in sec. The red line of the graph represents the best effort 
with 92% of the throughput. The green line of the graph shows 
the throughput of critical node presence and it is approximately 
52% of the throughput. We start the best effort approximately 
started at 12 sec and going on until 50 sec. The presence of 
critical node in MANET, results in large delay. Since the delay 
has been increased, the throughput is gradually reduced. When 
the neighbor nodes are communicating with each other, the 
packets will move between source and destination and thus the 
throughput will be increased.   

Figure-4 plots the receiving packets during the transmission 
time v/s simulation time after identified the critical node and 
alternate path has been selected. It shows the sum of numbers 
of all the intermediate nodes, receiving packets sent by the 
source node and number of received packets at the destination 
node. There is some packet losses (6% to 12%) for the rates of 
78 to 90pkts/sec for both the schemes on some of the nodes. 
This may be due to insufficient bandwidth, less residual battery 
power and minimized energy consumed per packet. If these 
metrics are good, then throughput of the network will be 
increased. 

Figure-5 shows the throughput of generating packets at any 
intermediate nodes v/s simulation time (sec).The graph reflects 
the simulation time for which an intermediate node in route 
generated packets. In other words, it depicts how long the route 
through the intermediate node was valid during the simulation 
after selected alternate path for the best efficiency. 
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The throughput for the proposed Networks as shown in 
figure-6, are calculated based on the distance. The throughput 
has dropped around 45.3%. The number of data packets 
dropped at any critical node present in the network. This is an 
important parameter because if the number of dropped packets 
increases, the throughput would decrease. Therefore the lower 
packets drop; lower would be delay in the network. 

Figure-7 represents the average of end to end delay for both 
the schemes (with and without critical node). Though the nodes 
are at same distance from the route, they receive different 
bandwidth. This is the average delay of all the data packets. 
The delay different is 50% of the throughput of receiving bytes. 
It is calculated as the time taken between the generation of data 
packets and arrival of last bit of destination. There are possible 
delays caused by bandwidth, throughput, average number of 
node receiving delay between current and other node etc. This 
metric describes the packet delivery time. The lower end to end 
delay is the better application performance in MANET. 

V. CONCLUSION 

In this work, we develop a critical nodes compensation 
algorithm in order to prevent network from partitioning, 
thereby insure the network connectivity and throughput. 
Finally, we give simulation design and analysis of the critical 
nodes compensation algorithm using NS-2.33 model. Our 
simulation results show that the algorithm can effectively 
improve ad hoc networks performance. In addition, some time-
critical applications may not be able to function properly in 
disconnected MANET as the end-to-end delay. However, there 
are lacks of full proof in theory and in practice. In these 
systems, nodes are subject to battery power, efficient 
bandwidth constraints and good throughput. The overall 
performance of the network is increased after detection of the 
critical node and selecting alternate path for the continuation of 
the same operation. By considering all the above metrics we 
come to a conclusion that while a network is set up, each node 
is leveled with a threshold value of energy. The node’s energy 
is decreasing gradually as it is used in network connectivity. 

So the failure of critical node depends on less bandwidth, less 
residual battery power and poor throughput. 
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Abstract—We develop an approach of key distribution 

protocol(KDP) proposed recently by T.Aono et al., where the 

security of KDP is only partly estimated in terms of 

eavesdropper's key bit errors. Instead we calculate the Shannon's 

information leaking to a wire tapper and we also apply the 

privacy amplification procedure from the side of the legal users. 

A more general mathematical model based on the use of 

Variable-Directional Antenna (VDA) under the condition of 

multipath wave propagation is proposed. The new method can 

effectively be used even in noiseless interception channels 

providing thus a widened area with respect to practical 

applications. Statistical characteristics of the VDA are 

investigated by simulation, allowing to specify the model 

parameters. We prove that the proposed KDP provides both 

security and reliability of the shared keys even for very short 

distances between legal users and eavesdroppers. Antenna 

diversity is proposed as a mean to enhance the KDP security. In 

order to provide a better performance evaluation of the KDP, it 
is investigated the use of error correcting codes. 

Keywords-wireless communication; wave propagation; 

cryptography; key distribution. 

I.  INTRODUCTION 

The problem of key distribution is still in focus of research 
activity especially for wireless LAN systems. This is due to the 
severe restriction of asymmetric (public key) cryptography 
WLAN implementation entailing a lower processing speed. 

In order to solve this problem, quantum cryptography [1] 
which allows eavesdropping detection within the key sharing 
procedure seems useful. However, this approach does not reach 
a practical level due to many technical problems, such as the 
requirement of special quantum devices. There are well known 
key distribution protocols (KDP) based on the presence of 
noise in both legal and illegal channels [2], [3], [4]. But even 
though the eavesdropper's channel is less noisy than the legal 
ones and the eavesdroppers is passive, it is necessary to have 
the knowledge of the eavesdropper's noisy power in order to 
guarantee a fixed level of key security. Unfortunately this 
condition cannot be taken for granted because an eavesdropper 
may be able to get some advantage at the cost of better receiver 
sensitivity or a shorter distance of interception that it was 
considered by legal parties in the design of the secure KDP. 

The most basic assumption on the executed KDP is that the 
legal and illegal users have different locations, and this fact has 

to be verified by physical means. (For that matter, an existing 
special zone surrounding each legal user shall be assumed 
where the presence of an eavesdropper is not allowed.) 

This assumption is sufficient for secure key distribution if 
either the communication channel between the legal users and 
the eavesdropper have random parameters or one legal user 
generates some randomness, under the condition that this 
randomness is transmitted to other legal users over multipath 
channels and any eavesdropper is able to receive this 
information only on a multipath channel, but with some other 
parameters, due to different locations of the legal users and the 
eavesdropper. 

The first approach is considered in [5], [6] for multipath 
channels with random parameters and in [7], [8] for ultra-wide 
band channels with random pulse responses. But the 
randomness exploiting of the fluctuation of channel parameters 
is very questionable because there may be such channel states 
in which a temporal variation of propagation characteristics is 
slow and small. In order to take for granted some given 
randomness level it would be better to create artificially this 
randomness by means of legal users. 

Let us consider the following mathematical model of the 
channels between a source of randomness (the first legal user) 
and both the second legal user and the eavesdropper: 

 where  is the 

vector randomness,  is the coefficient vector of the 

multipath propagation to the second legal user, and  
is the coefficient vector of multipath propagation to the 
eavesdropper. Let us assume for simplicity E(ξ)=0, then the 
following relation for the correlation coefficient between η and 
ζ results: 

 

where Rξ is correlation matrix of the random vector ξ. In a 
general case ρ(η,ζ) ≤1. Moreover if x and y are orthogonal, 

(e.g.‹x, y›=0) and Rξ=Idm is the (m×m)-identity matrix, then 
ρ(η, ζ)=0. 
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The key bits of the second legal user can be generated after 
multiple repetition of the random independent vector (ξ) and 
the binary quantization of the random values (η). The first legal 
user can form key bits in a similar manner after a signal 
reception from the second user over the same multipath 
channel with the same randomness. If the variables η and ζ are 
Gaussian and non-correlated, then the shared key is provided 
secure due to the statistical independence of the variables. (A 
more general situation with non-zero correlation is considered 
in Section II.) 

Common randomness can result from fluctuation of the 
cannel characteristics due to communicating object motion. 
Such approach has been proposed in [9], [10], [11]. But it still 
entails another problem: it is easy to break the secret key under 
an environment with small fluctuation of the channel 
characteristics or in the case when the communicating objects 
are stopped. In order to overcome these defects, a more 
sophisticated method, using smart antenna excited randomly by 
electronic means [12], has been proposed (although their 
results were obtained experimentally without an estimation of 
information-theoretic security of the shared keys). 

This direction has been developed in many papers, [13], 
[14], [15], [16] are among the most important. In [14] some 
additional interference signals are simultaneously transmitted 
from the auxiliary antenna at legitimate access point. The 
authors of [13] change slightly the KDP based on Variable 
Directional Antenna (VDA) at the cost of a special selection of 
appropriate RSSI values in order to improve the key 
distribution security. In [15], an experimental scheme with the 
execution of dipole antennas was introduced. Such criterion of 
KDP security as Information Mutual Anti-tapping Condition 
(IMac) has been proposed in [16] but it was not proved that the 
IMac correctly estimates the security of KDP. 

It is worth to note that in all above mentioned papers, there 
has not been considered the use of Privacy Amplification (PA) 
of the raw key bit strings and the application of the Privacy 
Amplification Theorem in order to correctly estimate the 
amount of Shannon’s information leaking to an eavesdropper, 
although it is a very common technique used in the execution 
of different KDP [2], [3], [4], [17], [18], [19]. 

Our contribution consists first of all in an application of PA 
to VDA-based KDP that allows restricting reasonably the 
values of the required correlations between samples of legal 
users and eavesdroppers which are used for key bit generation. 
But in order to come closer to this main problem we have to 
solve a number of particular problems. The first attempt of 
such approach has been presented in [20]. 

In Section II, we describe the conditions of the physical 
channel and we introduce an exact mathematical model of the 
KDP. The results of the VDA simulation are presented in 
Section III. Section IV contains an optimization of the KDP in 
order to provide both reliability and security. Finally we 
conclude the main results and present some open problems in 
Section V. 

II. KDP BASED ON MULTIPATCH WAVE PROPAGATION 

AND RANDOMLY EXCITED VDA 

The scheme of the communication system corresponding to 
the KDP is presented in Fig. 1. 

 

Figure 1. Scheme of communication system corresponding KDP 

The KDP is described in the following steps: 

1) The legal user A forms the random antenna diagram 

by exciting the VDA with output of truly random generator 

(TRG) and fix this diagram for some given time interval [0,Tj] 

of the j-th key bit generation, j=1,2,..., n. 

2) A transmits to B a harmonic signal Sj(t) = cosω0t, 

0 ≤ t ≤ Tj/2, with the beam pattern obtained at step 1 over the 

multipath channel. 

3) B receives a harmonic signal by an omni directional 

antenna (ODA) and forms the j-th key bit by comparing some 
functional ηj computed with the received signal on the time 

interval [0, Tj/2] with a given threshold, forming the j-th key bit 

kj. 

4) The user B switches its ODA in a regime of radiation 

and transmits the same harmonic signal Sj(t)=cosω0t within the 

time interval Tj/2 ≤ t ≤ Tj. 

5) The user A switches its VDA to a receiver and 

processes the received signal in the same manner as B did, 

forming the j-th key bit kj. 

6) A and B repeat n times the steps 1-5 with new and 

independent outputs of TRG in order to create the desired 
number of key bits. 

Thanks to the Reciprocity Theorem of radio wave 

propagation between uplink and downlink, the key sequences 

of A and B should be identical up to a random noise of 

receivers. Then the signal received by B at the time interval 

Tj/2≤ t ≤ Tj can be expressed as: 

 

where with respect to the i-th ray at the j-th time interval, βij is 
the channel attenuation coefficient, υij is the VDA amplitude 

gain, θij is the phase shift, including both phases in antenna 

diagram and phase shift in i-th ray, and m is the number of 

paths (rays). 

The signal received by E at time interval Tj/2≤t≤Tj is: 

where the primed parameters have the same meaning as the  

  

(1) 
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corresponding parameters in (1) but in possession of E. (We 
neglect initially the noise at the legal receivers, and we assume 
at this moment a noise absence at the eavesdropper E, in 
advantage with the illegal users.) 

Later we will show that the probability distributions of the 
random values ηj and ζj, which are produced by executing some 
functionals from both yj(t) and zj(t) can have a good 
approximation by a zero mean Gaussian law. 

It is easy to prove by a series of simple but tedious 
transforms that the probability of a bit disagreement between 
the j-th bit of the legal users and the eavesdropper key bits is: 

 

where ρ is the correlation coefficient between ηj and ζj, 

σ2=Var(ηj)=Var(ζj).The dependence of pe versus ρ is presented 

in Fig. 2. We can see that in contrast to our intuition, the 

probability pe = 0.1 can be provided even when the correlation 

coefficient ρ has a significant value 0.95. 

 
Figure 2. The probability of the key bit disagreement between legal and 

illegal users depending on the correlation coefficient ρ 

In order to enhance the security of the legal user key string 
k shared after completion of the KDP it should be performed a 
privacy amplification [3], [17], [18], [19], or more specifically 
a mapping of the raw key string k to a shorter key string ǩ of 
length l<n, using the so called hashing procedure ǩ =h(k) taken 
from the universal class of hash functions [21]. Then the 
amount of Shannon’s information leaking to E given her 
knowledge of the string k′ satisfies 

 

where t = n+nlog2(p
2

e+(1-pe)
2) is the Renyi information under 

the assumption that the errors in the eavesdropper's key bits 
occur independently due to the independently generated VDA 
on each of the j-th time intervals. Hence in order to select the 
parameter l we should calculate the correlation coefficient ρ 
depending on the mutual location of the legal user and the 
eavesdropper, the properties of VDA and the characteristics of 
the multipath cannel. A solution for this problem will be 
presented in the next Section. 

It is worth to remark that the quantized string k' has no 
redundancy and it is senseless to perform its soft decoding. As 
far as the use of a list decoding with the cipher text encrypted 
through the known key k, it looks as an completely intractable 
problem due to its large length (see Tables I and II at the end of 
Section IV below). 

III.  CORRELATION BETWEEN THE VALUES η AND ζ 

Let us consider as VDA the so called ring antenna (RA) 
shown in Fig. 3 having N identical isotropic radiators excited 
by their random phases. Then the complex instant antenna 
diagram can be presented by the well-known formula [22]: 

 

where ψs is a phase in the s-th radiator; k0=2π/λ, λ is the length 
of the wave; R the radius of the RA; φ is the angle in the 
azimuthally plane; and θ is the angle in the vertical plane. 

Both instant amplitude and the phase antenna diagrams can 
be obtained from (5) and they are random values providing 
random exciting to the RA. It would be possible to find 
different statistical characteristics of f(φ,θ) theoretically but it is 
rather more easy to solve the same problem by simulation. 
Since the current paper is limited in space, we present only the 
main conclusions based on the simulations for the case of 
independent and uniformly distributed phases ψs on (0, 2π): 

 

Figure 3. Ring antenna with N identical radiators 

 the probability distribution of the amplitude antenna 
diagram has a good approximation through the Rice 
law which can be approximated in its turn by a 
Gaussian non-zero mean law; 

 the probability distribution of the phase antenna 
diagram has a good approximation by an uniform law 
on the interval (0,2π). 

Next it is possible to compute theoretically the correlation 
coefficients between ηj and ζj for different functionals 
producing them and to find their probability distributions by 
simulation. However, it is necessary to specify the channel 
model and thereafter the functional description. To be more 
specific, let us consider a 3-ray channel model and a location of 
eavesdropper on the line connecting legal users (Fig. 4). 

We select two functionals of yj(t) and zj(t) producing ηj and 

ζj respectively. Henceforth the functionals are compared with 

some thresholds in order to obtain the key bit kj. The 

functionals are (see eq. (1)): 

(2) 

(3) 

(4) 

(5) 
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Figure 4. Channel model with 3-ray wave propagation 

 envelope: , 

where 

   
 phase difference 

 
In a similar manner, there can be presented the 

corresponding functionals for eavesdropper: μ′j, μ′cj, μ′sj, ∆ψ′j. 

We will be interested in a procedure to find the probability 
distributions of all functionals and correlations between similar 
functionals of any legal user B and the eavesdropper E. 
Because it is very hard to compute these values theoretically, 
we will find them by simulation for some given channel 
parameters. 

Let us take distance between AB l1=25m; distances to the 
first and to the second reflecting surfaces, respectively h1=3m, 
h2=3m, N=6, λ=12.5cm, R=λ/2 (see Fig's. 3 and 4). Assume 
that E is placed between legal users A and B within the interval 
Δl=3-22m. The dependences of the correlation coefficients rμ,μ′ 
and r∆ψ, ∆ψ′ versus distance ∆l between the eavesdropper E and 
the legal user B are shown in Fig. 5(a) and Fig. 5(b) 
respectively. 

Similar dependences  versus distance l1 between legal users 
A and B where Δl=4m, h1=h2=3m are presented in Fig.6 (a) and 
6(b). In Fig 7 (a) and 7(b) are shown the same dependences but 
versus distances to the first reflecting surface and for other 
parameters: l1=25m, Δl=4m, h2=3m. 

As we can see from these figures, these dependences are 
looking very strange because if, for the thing, in some points on 
the line connecting A and B the correlation of amplitude is 
small enough, nevertheless a small shift of the eavesdropper 
location with respect to the locations of legal users results in 
strong correlation. Similar property holds also for the 
correlation of phase differences but the absolute values of this 
correlation are at most 0.8 for any conditions. Since the 
correlation between the values ∆ψj and ∆ψ′j occurs less than the 
correlation between μj and μ′j (see Fig. 5, 6, 7), it is reasonable 
to select the phase difference functional in order to form ηj and 
compare it with zero threshold for the kj key- bit generation. (In 
order to coincide phases of support generators at users A and B, 

it is possible to transmit a special pilot signal and to tune 
phases of both users at the initial stage of KDP.) 

In Fig. 8 there are presented empirical probability 
distributions for these functionals. It is evident that both cases 
can be approximated by appropriated Gaussian distributions 
(see solid curves). Therefore the relation (3) can be used to find 
the probability of disagreement between the key bits of the 
legal users and the eavesdropper. But before we address to eq. 
(4) in order to calculate security of KDP, it should be taken into 
account an opportunity for the presence of noise at the 
receivers of the legal users. 

 
(a) 

 
(b) 

Figure 5. The dependence of correlation coefficients versus distances 

between legal use and eavesdropper. 

a) for envelope, b) for phase difference 

 
(a) 

 
(b) 

Figure 6. The dependence of correlation coefficients versus distances l1 

between legal users for ∆l=4m, h1=h2=3m.  

a) for envelope, b) for phase difference 

 
(a) 
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(b) 

Figure 7. The dependence of correlation coefficients versus distances to the 

first reflecting surface and parameters: l1=25m, ∆l=4m, h2=3m. a) for 

envelope, b) for phase difference 

 

(a) envelope                     (b) phase difference 

Figure 8. Empirical probability distribution for chosen functionals 

IV. KDP OPTIMIZATION UNDER NOISY LEGAL CHANNEL 

From now on we remove our previous assumption that the 
multipath channel among legal users A and B is noiseless but 
keep such condition for eavesdropper's channel. (Obviously, 
the last assumption cannot degrade the security of KDP.) 

In this setting it is necessary to use some methods in order 
to correct disagreements in key bits of legal users. It is very 
reasonable to use firstly a selection of the most reliable key bits 
with a public discussion over a noiseless channel between legal 
users, and then to apply forward error correction codes (FEC) 
by sending of the check bits over the same but noiseless 
channel. (It is worth to note that a noiseless public channel 
among legal users can be arranged by the choice of special 
regime, namely large signal power or omni directional antenna 
of the user A that we were unable to use for the execution of 
KDP.) 

The first method of the most reliable key bit selection is to 
take the decision according to the rule: 

 

where ηj is the output of ∆ψj, and α a threshold. 

After a completion of the KDP including a production of 
the erased bits for both legal users it is necessary to mutually 
announce the numbers of these bits over public noiseless 
channels. In this case, the probability of a key bit disagreement 
between legal users and eavesdropper, given by (3), has to be 
corrected because an eavesdropper is able to intercept 
information about the numbers of accepted key bits over the 
public channel. We will take into account this fact later for the 
simulation procedure. The second method is to keep only the 
most reliable key bits, say M, and to remove the others. This 
means that the legal users form variation series of the values |ηj| 
on a decreasing order and next to keep (after mutual public 

discussion) the first M members of this series to generate the 
key bits. Of course in this case the probability of key bit 
disagreement pe is changed also against (3). 

Let us denote by p1 and p2 the probability of legal key bit 
errors after the first and the second method, respectively. Next 
we use an error-correcting code (n0+r, n0) sending a sequence 
of r check symbols over public noiseless channel in order to 
correct eventually errors in the key sequence. 

Then the probability of erroneous decoding Ped by the 
modified Gallager's theorem is [19]: Ped ≤ 2-noE(Rc), where 

 

 

RC = n0/(n0+r), and no is the number of bits kj which have 
been kept by legal users after erasing the unreliable bits 
following the first or the second procedures, and p is the error 
probability for the kept bits. In the case of check symbol 
sending, the Privacy Amplification Theorem against (4) 
becomes [19]: 

 

KDP optimization problem is to get the maximum key rate 

 

where ner is the number of erased symbols after the use of the 

method 1 or 2 and given the values I(ǩ;k′), Ped, l, and different 
signal-to-noise ratio (S/N) at the receivers of the legal users. 
We solve this problem by simulation for the case of Gaussian 
noise at the legal receivers. 

In Tables I and II there are presented the results of such 
optimization for typical conditions for the first and the second 
method of unreliable bits removal, respectively, where Per is 
the probability of key bit erasing. 

We can see from these tables that the second method is for 
large correlation a little bit better than the first one. However 
both methods provide sufficiently reliable and secure key 
sharing if eavesdropper is placed on 3-21m away from legal 
user B and phase difference is used as key generating method 
(see Fig. 5(b)).  

A similar conclusion is drawn also for multipath channels 
with a greater number of rays and with other reasonable 
parameters and eavesdropper locations. In order to enhance the 
security of the KDP, antenna diversity can be used when B has 
m omni directional antennas and he selects randomly one of 
them at each time period Tj to receive and transmit signal. Then 
the relation finding the Renyi information used in (4) changes 
for: 

 

(5) 
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TABLE 1. KEY RATE MAXIMIZATION FOR THE FIRST METHOD GIVEN 

I(Ǩ;K′)=10
-9

, PED=10
-5

, S/N=10 AND DEFFERENT Ρ 

ρ αopt pe Per p1 l n0 Rk 

0.8 0.18 0.263 

0.19

4 
0.0087 128 539 0.243 

0.19

1 
0.0083 256 940 0.272 

0.18

9 
0.0082 512 1685 0.303 

0.95 0.14 0.152 

0.18

9 
0.0083 128 1528 0.084 

0.18

8 
0.0082 256 2484 0.103 

0.18

7 
0.0082 512 4195 0.122 

0.99 0.11 0.051 

0.18

3 
0.0078 128 7405 0.017 

0.18

1 
0.0075 256 10977 0.023 

0.18 0.0075 512 15234 0.033 

TABLE 2. KEY RATE MAXIMIZATION FOR THE SECOND METHOD GIVEN 

I(Ǩ;K′)=10
-9

, PED=10
-5

, S/N=10 AND DEFFERENT Ρ 

ρ Mopt pe Per p2 l Rk 

0.8 

539 

0.222 

0.24 

0.0075 

128 0.245 

940 0.238 256 0.277 

1685 0.236 512 0.306 

0.95 

1528 

0.115 

0.236 

0.0072 

128 0.095 

2484 0.235 256 0.105 

4195 0.233 512 0.123 

0.99 

7405 

0.049 

0.23 

0.0069 

128 0.017 

10977 0.29 256 0.023 

15234 0.29 512 0.033 

 

The relation (6) holds with the probability equal to the 
probability of the event in which with at least of one of 
antennas mutual location of the legal user and the eavesdropper 

is got such that ρ≤ρ*, where ρ* is found by (3) given ep%
. 

We considered so far a scenario when an eavesdropper uses 
the same omni directional antenna as the legal user B. But E 
can execute directional antenna to separate all rays and to 
process the best of them or even apply joint processing to all of 
them. We have performed a simulation of the case with single 
ray separation and it has been shown that the correlation 
coefficient even decreases in comparison with one presented 
before. The case of joint processing of separated rays is 
noteworthy. But we can remark that even under the very strong 
condition in which the eavesdropper knows exactly all channel 
parameters both for E and B, there is still uncertainty about 
VDA gains in the direction of E and B. Therefore, generally 
speaking, the correlation coefficient occurs even in this case 
with a value less than one. 

V. CONCLUSION AND FUTURE WORK 

We considered a method of key sharing based on the 
concept of a VDA under the condition of multipath channel 
and we showed that sufficient security and reliability of the 
shared keys can be provided even when the eavesdropper's 
channel is noiseless. (It is worth to remark that in order to get 
such result, the following two conditions are necessary: to 
create truly randomness with the help of a VDA and to have 
multipath channels.) The results of investigations show that the 

security of the KDP (in terms of Shannon's information leaking 
to eavesdropper) does not depend only on the distance between 
legal users and eavesdropper but also on the eavesdropper's 
location. This result somewhat contradicts to a very optimistic 
conclusion in [12]. 

We propose to use the difference-phase functional instead 
of either quadrature components or envelope in order to form 
key bits. This approach results in less mutual correlation 
between legal user and eavesdropper and simplifies a choice of 
threshold. The key sequence k is i.i.d if VDA is excited by 
independent random phases and threshold is chosen in an 
appropriate manner. (This fact has been confirmed by 
simulation using statistical tests.) Our contribution consists also 
in the proof of relation (3) which allows to connect the 
probability of disagreement between the key bits of legal users 
and eavesdropper with the correlation of corresponding values. 
Unfortunately, a limited space of the paper does not allow us to 
show all simulation results for different multipath channels and 
mutual location of legal users and eavesdroppers, which we 
have got at our disposition. It is pertinent to note that although 
some results were obtained by the use of computer simulation, 
it does not lead to a loss of generality because this is only an 
approach to reach the same goal by a simpler way. As far as the 
limitation due to the parameter selection (number of rays, 
position of eavesdropper, S/N, etc) it can be explained only by 
the space paper limitations. Indeed, following our theory, one 
can get the results corresponding to arbitrary parameters. 

In the future we are going to investigate: i) the use of 
multitone signals in the KDP, ii) the optimal processing of the 
eavesdropper rays separation in order to provide the greatest 
correlation, iii) the use of real FEC and effective decoding 
algorithms with KDP (instead of extended Gallager's 
bounds);and, iv) the use of other types of VDA (like ESPAR or 
others). 

REFERENCES 

[1] C. H. Bennett and G. Brassard, "Quantum cryptography: Public key 

distribution and coin tossing," in Proceedings of International 
Conference on Computers, Systems and Signal Processing, December 

1984. 

[2] U. Maurer, "Protocols for secret key agreement by public discussion 
based on common information." in CRYPTO, ser. Lecture Notes in 

Computer Science, E. F. Brickell, Ed., vol. 740. Springer, 1992, pp.461-
470. 

[3] U. Maurer and S. Wolf, "Secret-key agreement over unauthenticated 

public channels II: the simulatability condition." IEEE Transactions 
onInformation Theory, vol. 49, no. 4, pp. 832-838, 2003. 

[4] V. Yakovlev, V. Korzhik, and G. Morales-Luna, "Key distribution 

protocols based on noisy channels in presence of an active adversary: 
Conventional and new versions with parameter optimization," IEEE 

Transactions on Information Theory, vol. 54, no. 6, pp. 2535-2549, 
2008. 

[5] A. M. Sayeed and A. Perrig, "Secure wireless communications: Secret 

keys through multipath," in ICASSP. IEEE, 2008, pp. 3013-3016. 

[6] Y. Liu, S. C. Draper, and A. M. Sayeed, "Secret key generation through 
ofdm multipath channel," in CISS. IEEE, 2011, pp. 1-6. 

[7] M. G. Madiseh, M. L. McGuire, S. S. Neville, L. Cai, and M. Horie, 
"Secret key generation and agreement in uwbcommuniction channels," 

in GLOBECOM 2008.IEEE, 2008. 

[8] M. G. Madiseh, S. W. Neville, and M. L. McGuire, "Time correlation 
analysis of secret key generation via uwb channels," in GLOBECOM. 

IEEE, 2010, pp. 1-6. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 3, No. 1, 2012 

178 | P a g e  
www.ijacsa.thesai.org 

[9] A. A. Hassan, W. E. Stark, J. E. Hershey, and S. Chennakeshu, 

"Cryptographic key agreement for mobile radio," Digital Signal 
Processing, vol. 6, pp. 207-212, 1996. 

[10] J. Hershey, A. Hassan, and R. Yarlagadda, "Unconventional 
cryptographic keying variable management," Communications, IEEE 

Transactions on, vol. 43, no. 1, pp. 3 -6, Jan. 1995. 

[11] Ch.Ye, S. Mathur, AReznik, W. Trappe and N.B. Mandayam. 
"Information-Theoretically Secrete Key Generation for Fading Wireless 

Channels, IEEE Transactions on Information Forensics and Security , 
vol.5, No.2,June 2010,pp.240-254. 

[12] T. Aono, K. Higuchi, T. Ohira, B. Komiyam, and H. Sasaoka, "Wireless 

secret key generation exploiting reactance-domain scalar response of 
multipath fading channels," IEEE Trans. Antennas &ropagation,vol. 53, 

pp. 3776-3784, Nov. 2005. 

[13] T. Shimizu, H. Iwai, and H. Sasaoka, "Improvement of key agreement 
scheme using espar antenna," in Proc. 2008 Int. Symp. Antennas 

Propag.(ISAP2008). Taipei, Taiwan, 2008, pp. 1-4. 

[14] M. Onishi, T. Kitano, H. Iwai, and H. Sasaoka, "Improvement of 
tolerance for eavesdropping in wireless key agreement scheme using 

espar antenna based on interference transmission," in The 2009 
International Symposium on Antennas and Propagation (ISAP 

2009).Bangkok, Thailand: ISAP, October 20-23 2009. 

[15] T. Shimizu, N. Otani, T. Kitano, H. Iwai, and H. Sasaoka, "Experimental 

validation of wireless secret key agreement using array antennas," in 

XXX URSI General Assembly and Scientific Symposium. Istambul, 
Turkey: URSI, August 11-20 2011. 

[16] T. Yoshida, T. Saito, K. Fujiki, K. Uematsu, and H. U. T. Ohira, "Impact 
of direct-path wave on imac in secret key agreement system using espar 

antennas," in XXX URSI General Assembly and Scientific Symposium. 
Istambul, Turkey: URSI, August 11-20 2011. 

[17] C. H. Bennett, G. Brassard, C. Crepeau, and U. M. Maurer, "Generalized 

privacy amplification," IEEE Transactions on Information Theory, vol. 
41, no. 6, pp. 1915-1923, 1995. 

[18] U. Maurer and S. Wolf, "Privacy amplification secure against active 

adversaries," Lecture Notes in Computer Science, vol. 1294, pp. 307-
321,1997. 

[19] V. Korjik, G. Morales-Luna, and V. Balakirsky, "Privacy amplification 

theorem for noisy main channel," Lecture Notes in Computer Science, 
vol. 2200, pp. 18-26, 2001. 

[20] V.Korzhik V. Yakovlev,,G. Morales-Luna, Yu. Kovajkin. "Wireless 

Secrete Key Sharing Based on on the Use of Variable-directional 
Antenna over Multipath Channels", in Proc.ELMAR' 2010 ,pp.277-280. 

[21] L. Carter and M. N. Wegman, "Universal classes of hash functions," J. 

Comput. Syst. Sci., vol. 18, no. 2, pp. 143-154, 1979. 

[22] R. E. Collin and F. J. Zucker, Antenna Theory - Part 1.McGraw-

Hill,1969.

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 3, No. 1, 2012 

179 | P a g e  
www.ijacsa.thesai.org 

The Relationships of Soft Systems Methodology 

(SSM), Business Process Modeling and e-

Government 
 

Dana Indra Sensuse 

Faculty of Computer Science 

University of Indonesia 

Depok, Indonesia 

 

Arief Ramadhan 

Faculty of Computer Science 

University of Indonesia 

Depok, Indonesia 

 

Abstract—e-Government have emerged in several countries.  

Because of many aspects that must be considered, and because of 

there are exist some soft components in e-Government, then the 

Soft Systems Methodology (SSM) can be considered to use in e-

Government systems development process. On the other hand, 

business process modeling is essential in many fields nowadays, 

as well as in e-Government. Some researchers have used SSM in 

e-Government. Several studies that relate the business processes 

modeling with e-Government have been conducted. This paper 
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modeling. Moreover, this paper also tries to explain how business 

process modeling is integrated within SSM, and further link that 

integration to the e-Government. 
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I.  INTRODUCTION 

e-Government is the use of Information Technology (IT) by 
public sector organizations [1]. The main orientation of e-
Government is the accessibility of information by the public, 
rather than financial income, as implied in [1]. 

Because the target of e-Government is the public sector, 
then the e-Government systems are generally built based on the 
web technology. This technology is used because it has ability 
to reach people quickly and widely. Therefore, the e-
Government can be associated as an attempt to put the public 
administration online. This means, e-Government is not simply 
replace all the equipment in the public sector, from a typewriter 
to a computer. e-Government is more than that. e-Government 
move the whole system along with existing business processes 
within the public sector to the online world. 

Because of its relation with IT, then most people thought 
that e-Government is part of computer science. However, e-
Government has become an emergent multidisciplinary field of 
research [2]. In addition to computer science, there are many 
other scientific fields in e-Government, for example public 
administration, management, politics, socio culture etc.  

It is revealed in [2], that although theoretical ground is still 
under construction, e-Government certainly qualifies as a 
legitimate emerging scientific discipline. It also revealed in [2], 

that as technological innovations are continuously hitting the 
market, the frontiers of the e-government discipline are moving 
and its multidisciplinary nature confirmed [2]. 

Currently the development of e-Government systems have 
proliferated in several countries, both in developing countries 
and developed countries. It is stated in [3], that e-government is 
a useful tool for modernizing the state given that it enables 
government to offer higher-quality services to citizens and 
provide those services in a more efficient, effective, and 
transparent way. 

Heeks in [1] says that e-Government is also an information 
system, but it is enriched with various aspects, such as the 
management aspects, political aspects, economical aspects and 
others. These aspects have to be considered by developers 
when developing an e-Government system. 

Because of many aspects that must be considered, then the 
e-Government system development process can be very 
complex. These aspects cannot be observed separately, but 
should be observed as a whole, where there is interaction in it. 
Such characteristics can be solved using systems thinking. 

e-Government is a socio-technical system that consists of 
soft components and hard components [1]. It could be argued 
that the soft component is the people who are involved in e-
Government, whereas the hard component is the Information 
Technology (IT) that being used. The management approach of 
the soft component is likely inspired by social sciences, it tends 
to be subjective, qualitative, and further highlight by the 
aspects of humanism [1]. The management approach of the 
hard component is inspired by engineering science, it tends to 
be objective, quantitative and further highlight by the technical 
aspects [1].  

It is implied in [1], that the most critical factor to determine 
whether an e-Government system development fail or not is the 
soft component. Because of the soft component is very 
dominating and is tend to be subjective, then we see that one 
type of systems thinking, that is soft systems thinking, can be 
used in e-Government system development. 

Soft systems thinking do not assume that the world is 
systemic and well-ordered; on the contrary, it assumes social 
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reality to be “problematical”, characterized by multiple angles 
of approaches and perspectives [4]. The understanding of 
reality is dependent upon the observer, his interpretations and 
what he chooses to focus on [4]. 

Some of the methodologies that can be used in soft systems 
thinking is a meta-synthesis approach used in [5], and Soft 
Systems Methodology (SSM). In this paper, we choose SSM 
and try to find the relationships between SSM and others. 

II. SOFT SYSTEMS METHODOLOGY 

Soft Systems Methodology (SSM) was proposed in 1981 by 
Peter Checkland [6]. As the name implies, SSM is based on 
soft systems thinking. The picture of SSM can be seen in Fig. 
1. SSM consists of seven steps, i.e. (extracted from [6]): 

1) The identification of a problem situation that demands 

attention 

 

Figure 1.  The seven-step of Soft System Methodology (SSM) [6]. 

2) Problem situation is expressed. The expression can be 

described using the Rich Picture Diagram. The examples of the 

Rich Picture Diagram can be seen in Fig. 2. 

3) Some relevant human activity systems, potentially 

offering insight into the problem situation, are selected and 

from these ‘root definitions’ are built. In this step, CATWOE 

analysis is performed. CATWOE stands for Customers, Actors, 

Transformation process, World view, Owner, and 

Environmental constraints. 

4) Construct conceptual models. This is the most important 

step in the SSM. Various modes of modeling techniques can be 

applied at this step. 

5) Comparing the conceptual model with the real world. 

The aim is to provide material for debate about possible change 

among those interested in the problem situation. This step 

shows the social processes within the SSM. 

6) Making changes to the model by accommodating the 

interests of several actors involved. Changes should be able to 

follow the desired model but still possible (feasible) 

historically, culturally and politically. Changes may include 

changes in attitudes, structures, or procedures. 

7) Perform various activities to implement the model and 

fix the problem. In this step, the conclusions are drawn and 

long-term solution is formulated. 

SSM has been amended several times. The first change is 
made in 1990 in the form of "two-strands model" [6]. In this 
model, were added three types of inquiry, referred to as 
Analysis 1, 2 and 3 [6]. Analysis 1 considers the intervention 
itself and the roles of client, problem-solver and problem-
owners. Analysis 2 is social system analysis. Analysis 3 
examines the politics of the problem situation and how power 
is obtained and used [6]. 

 

Figure 2.  Rich Picture diagram for the system of procurement in the 
Department of Agriculture [1]. 

Subsequent change of SSM is made when the original 
seven-step is merged into just four steps. The new four-step is 
named as “learning cycle of SSM”. Four new steps are [7]: 

1) Finding out about a problem situation, including 

culturally/politically. 

2) Formulating some relevant purposeful activity models 

3) Debating the situation, using the models, seeking from 

that debate both : 

a) changes which would improve the situation and are 

regarded as both desirable and (culturally) feasible 

b) the accommodations between conflicting interests 

which will enable action-to-improve to be taken 

4) Taking action in the situation to bring about 

improvement. 
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Although the SSM has been amended several times and 
although Checkland no longer favours it, the representation of 
SSM as a seven-step, which appeared in 1981, is still 
frequently used today [6]. Some researchers have used SSM in 
e-Government, for example can be seen in [24]. 

III. BUSINESS PROCESS MODELING AND E-GOVERNMENT 

Business process is characterized by three key words, i.e. 
activities, linked, and objective. It can be seen from some of the 
definitions of business process. In [8], it is said that business 
process is a set of one or more linked procedures or activities 
which collectively realize a business objective or policy goal, 
normally within the context of an organizational structure 
defining functional roles and relationships. Other definition 
about business process is a set of coordinated tasks and 
activities, involving both human and system interactions, that 
will lead to accomplishing a set of specific organizational goals 
[9]. In [10], it is stated that a business process is a set of related 
activities or operations which, together, create value and assist 
organizations to achieve their strategic objectives.  

A business process has a clear beginning and end, creating 
outputs by adding value to inputs [10]. It seems that business 
process is more likely a function. However, in [11], it was 
stated that a business process is not the same as a function [11]. 
It was said in [11], that the people and operations that include 
in a single business process may come from more than one 
traditional functional group. 

The first stage of the analysis of a business process is 
concerned with constructing a model of the business process 
[11]. This "constructing" activity is commonly called business 
process modeling. 

Business process modeling became popular in the context 
of enterprise reorganization and modernization in the early 
1990’s [12]. Business process modeling is the visual 
representation of business processes [13]. Visual representation 
is usually done in the form of pictures or notations with 
specific meanings.  

Guizzardi et. al. in [14] stated that business process 
modeling is about the description of sequence of business 
activities carried out in organizations in order to make them 
explicit. It is implied in [15], that business process modeling is 
done for better understanding and analysis about the business 
process. 

It is indicated in [16], that business process modeling can 
be used to communicate a wide variety of information to a 
wide variety of audiences. Some audiences who become the 
main focus are the stakeholders. The graphical nature of 
business process models can be used as a medium of 
communication between stakeholders (e.g., executives, 
developers, and employees) [15]. Business process modeling 
capabilities as a medium of communication is also revealed in 
[17].  

Currently, there exists some software that can be used to 
manage the business processes, one of which is SAP [29]. 
Bider in [30] stated that there are four common views on the 
process development, i.e.: input/output flow, workflow, agent-
related workflow, and state workflow. 

Business process modeling is essential in many fields 
nowadays, and much research and many initiatives have been 
proposed in order to facilitate and improve its development 
[18]. One example of business process modeling activities 
regarding shipment process of a hardware retailer can be seen 
in Fig. 3. 

 

Figure 3.  Shipment Process of a hardware retailer [16]. 

From its name, i.e. "Business Process", and from some of 
the above explanations, it is impressed that the "business 
process" is only needed and used within the business sector 
(private sector). However, there are some studies that link the 
business process modeling with e-Government (public sector). 
Several studies that relate the business processes modeling with 
e-Government can be seen in [25], [26] and [27]. 

IV. SOFT SYSTEMS METHODOLOGY, BUSINESS PROCESS 

MODELING AND E-GOVERNMENT 

In the section I and II it has been explained that there is a 
correlation between the SSM with e-Government, that is based 
on its characteristics, SSM can be used in the development of 
e-Government systems and that there has been many studies 
linking SSM with e-Government. Then, in section III it has 
been revealed that many studies has linked business process 
modeling with e-Government.  

Within this section, we try to describe and propose how 
SSM can also be associated with business process modeling. In 
addition, at the same time, we also will reconcile these linkages 
with e-Government. 

In [19], it is shown that the SSM can be associated with 
business process modeling. In [19], it is implied that the result 
of business process modeling is depicted using Unified 
Modeling Language (UML). However, in [19], the process of 
making business process model with the UML, is depicted as 
standing outside the SSM. In [19], that being compared with 
the rich picture diagram is still the conceptual model and not 
the business process model. It was further shown, that in [19], 
the process of making business process models with the UML, 
is conducted separately from the SSM. 

In this paper, we propose that the process of making 
business process model can be fused within SSM. This 
integration process occurs by placing the process of making 
business process model into the step 4 of the SSM. So, the 
conceptual model that originally resulting from that step can be 
in the form of a business process model, which can be depicted 
using UML, Business Process Modeling Notation (BPMN) or 
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the other. Because of this integration, the result of step 1 (e.g. 
in the form of surveys results or interviews results), step 2 (e.g. 
in the form of rich picture diagram) and step 3 (e.g. CATWOE 
analysis) of the SSM, can be considered by business process 
modeler to create the business process model in step 4. 
Henceforth, in step 5, the business process model will be 
compared with the rich picture diagram of the real-world 
conditions. It can be seen that in our proposal the making of 
business process model is integrated within SSM, and not to 
put it separately. The reason for this integration proposal will 
be described in the explanation below. 

In the conduct of business process modeling there are 
several obstacles that may be faced. In [28], it was said that 
defining a business process is a taxing, vexing, and iterative 
process. Business process modeling is often time-consuming 
and sometimes involves a certain amount of redundant work 
because of the similarity between modeling objects [20]. 
Business process modeling is a complicated process [21]. 

In addition to these constraints, the business process 
modeling is also ultimately depends on the modeler who is also 
a human being. As stated in [22] that the business process 
model is the result of mapping a business process, and that 
business process can be either a real-world business process as 
perceived by a modeler, or a business process conceptualized 
by a modeler. In this case it appears there are two key words 
which tend to be subjective and depends on the modeler’s 
perspective, i.e. “to perceive” and “to conceptualize”. Because 
of the subjective tendencies that are “soft” and the fact that 
business process modeling is very complicated, the SSM is 
really suitable to this case.  

In [23], it is said that building a model of a real business 
process is a challenging task because: 

 Business processes are not always clearly visible as 
they may go through the whole, often functionally 
structured organization. 

 Written information about business processes is often 
non-existing or not reliable. The only practical way to 
obtain reliable information for creating a model of a 
real business process is by interviewing the people 
engaged in the process. 

From the statement in [23] above, again it is shown that 
there is a very common thing carried out in SSM, i.e. the 
interview. In the SSM, the interview, usually carried out in the 
step 1. This again shows the relationship between SSM with 
business process modeling. 

In addition, business process modeling involves an 
abstraction from the real-world business process [22]. It is 
highly compatible with SSM paradigm. Based on Fig. 1, it is 
shown that the SSM actually also tried to make abstraction of 
the real-world problems. SSM bring the real-world problems 
(upper half of the figure) into the conceptual model (bottom 
half of the figure). The fact that there are similarities between 
SSM paradigms with business process modeling further 
strengthen our proposal that the business process modeling can 
be integrated in the SSM. 

Based on the above explanation and based on our 
explanations in section I, II and III, further, we can see that the 
SSM, business process modeling and e-Government can be 
mixed together. In other words, the making of business process 
model in the development of e-Government system can be 
done with the SSM.  

V. CONCLUSIONS 

This paper has explained how the business process 
modeling can be integrated into the SSM. Furthermore, this 
paper also has described the relationship between the SSM, 
business process modeling and e-Government. It can be 
concluded that the SSM can be used in the making of business 
process models in the development of e-Government system. 
Some further research can be conducted to enrich this paper, 
for example the research about how to do the real 
implementation of the integration of SSM and business process 
modeling in a country. 
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Abstract—Static code analysis is a methodology of detecting 

errors in program code based on the programmer's reviewing the 

code in areas within the program text where errors are likely to 

be found and since the process considers all syntactic program 

paths; there is the need for a model-based approach with slicing. 

This paper presented a model of high-level abstraction of code 

structure analysis for a large component based software system. 

The work leveraged on the most important advantage of static 

code structure analysis in re-tooling software maintenance for a 

developing economy. A program slicing technique was defined 

and deployed to partition the source text to manageable 

fragments to aid in the analysis and statecharts were deployed as 

visual formalism for viewing the dynamic slices. The resulting 

model was a high-tech static analysis process aimed at 

determining and confirming the expected behaviour of a software 
system using slices of the source text presented in the statecharts.  

Keywords- software maintenance; static analysis; syntactic program 

behavior; program slicing. 

I.  INTRODUCTION 

There had been a growing use of static analysis both in 
commercial and academic areas in the verification of properties 
of software used and locating potentially vulnerable code 
in critical sensitive computer systems [1]. Static code 
analysis is the analysis of computer software that is performed 
without actually executing programs built from that software. 
This is in contrast to the analysis performed on executing 
programs which is known as dynamic analysis [2]. Empirical 
evidence from [3] and [4] showed that software maintenance 
consumed between 50% and 80% of the resources in the total 
software budget. In addition, according to [5] and [6]; an 
estimated 50% to 80% of the time and material involved in 
software development is devoted to maintenance of existing 
code, hence the main justification for this work was to leverage 
on the most important advantage of static code structure 
analysis in re-tooling software maintenance for a developing 
economy.     

The most important advantage of static code analysis lied in 
the possibility of considerable cost saving by defects 
elimination in a program; this is expected to bring about some 
economic benefits to a developing country as technological 

innovations were known to do and they can be expected to save 
considerable costs in software maintenance. The earlier an 
error is determined; the lower the cost of its correction. 
According to [7], correction of an error at the testing stage is 
ten times more expensive than its correction at the construction 
(coding) stage. 

This paper presented a model for code structure analysis for 
a large component based software system. A program slicing 
technique was deployed to partition the code to manageable 
fragments to aid in the analysis and statecharts were deployed 
as visual formalism to view the dynamism of the static slices. 
The model aimed at determining and confirming the expected 
behavior of a software system using the source text because 
research had shown that during maintenance, the most reliable 
and accurate description of the actual behavior of a software 
system is its source code [8]. The rest of this paper is organized 
as follows: A background to the concepts of static codes 
structure analysis and program slicing was presented in section 
II; section 3 described the materials and methods adopted in the 
research, the resultant models were discussed in section 4 and 
the section 5 concluded the paper.  

II. RESEARCH BACKGROUND  

Identifying errors in software during development is very 
important so that the end product can be error free and perform 
to its specification.  Reference [9] believed that early 
identification of bugs in a developing program can be achieved 
through the concept of program slicing. Generally, program 
slice has a wider spectrum of applications that include 
debugging, testing, maintenance, code understanding, 
complexity measurement, security etc.  

Static analysis is any form of analysis that does not require 
a system to be operated. The process complements dynamic 
analysis, where system operation is central. When applied to 
code, static analysis is typically referred to as white-box, glass-
box, structural or implementation based techniques [10].  In 
most cases the analysis is performed on some version of 
the source code and in the other cases some form of the object 
code. The term is sometimes applied to the analysis performed 
by an automated tool, with human analysis being called 
program understanding, program comprehension or code 
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review. Static Analysis is performed without program 
execution and the process includes almost everything except 
conventional testing. This is because dynamic testing requires 
running code, some program properties such as race conditions 
are too hard to test for and though it may be impossible to 
program correctness, one can easily prove simple properties of 
simplified models. Static analysis can be applied earlier in 
development because some kinds of defects are hard to find by 
testing (e.g., timing-dependent errors) and because testing and 
analysis are complementary; each is best at finding different 
faults. The sophistication of the analysis performed by tools 
varies from those that only consider the behavior of individual 
statements and declarations, to those that include the complete 
source code of a program in their analysis. Uses of the 
information obtained from the analysis vary from highlighting 
possible coding errors to formal methods that mathematically 
prove properties about a given program [11]. 

One implementation technique of formal static analysis is 
model checking; it includes the consideration of systems that 
have finite state or may be reduced to finite state 
by abstraction. Data-flow analysis is a lattice-based static 
analysis technique for gathering information about the possible 
set of values and the abstract interpretation models the effect 
that every statement has on the state of an abstract machine. In 
this case, the model 'executes' the software based on the 
mathematical properties of each statement and declaration. This 
abstract machine over-approximates the behaviours of the 
system and the abstract system is thus made simpler to analyze, 
at the expense of incompleteness since not every property true 
of the original system is true of the abstract system. If properly 
done, though, abstract interpretation is sound as every property 
true of the abstract system can be mapped to a true property of 
the original system [12].   

The sophistication of the analysis performed by the model 
varies from those that only consider the behavior of individual 
statements and declarations, to those that include the complete 
source code of a program in their analysis. Uses of the 
information obtained from the analysis vary from highlighting 
possible coding errors to formal methods that mathematically 
prove properties about a given program [13].  Static analysis 
can find weaknesses in the code at the exact location, it can be 
conducted by trained software assurance developers who fully 
understand the code and it allows a quicker turn around for 
fixes. In addition to all these, it permits weaknesses to be found 
earlier in the development life cycle, reducing the cost to fix.  

Program slicing was initially proposed to guide 
programmers during program debugging, but had been found to 
be useful for the process of understanding programs. Dynamic 
slicing was used to identify those parts of the program that 
contributed to the computation of the selected function for a 
given program execution. This can be used to understand 
program execution by adopting a commonly used high level 
abstraction. Program slicing is the computation of the set of 
programs statements, the program slice that may affect the 
values at some point of interest, referred to as a slicing 
criterion. Program slicing can be used in debugging to locate 
source of errors more easily. Other applications of slicing 
include software maintenance, optimization, program analysis, 

and information flow control. [13]. Slicing techniques have 
been seeing a rapid development since the original definition 
by Mark Weiser. At first, slicing was only static, i.e., applied 
on the source code with no other information than the source 
code. Reference [14] introduced dynamic slicing, which 
worked on a specific execution of the program; for a given 
execution trace. Based on the original definition of [15], 
informally, a static program slice S consists of all statements in 
program P that may affect the value of variable v at some point 
p. The slice is defined for a slicing criterion C=(x,V), where x 
is a statement in program P and V is a subset of variables in P. 
A static slice includes all the statements that affect variable v 
for a set of all possible inputs at the point of interest (i.e., at the 
statement x). Static slices are computed by finding consecutive 
sets of indirectly relevant statements, according to data and 
control dependencies. Dynamic slicing techniques provided a 
means to prune unrelated computation, and it may help to 
narrow down this part of a program that contributed to the 
computation of a function of interest for a particular program 
input.  

III. MATERIALS AND METHODS 

The methodology adopted in the work was a modification 
of the Jakstab framework [16]. Jakstab is an Abstract 
interpretation-based, integrated disassembly and static analysis 
framework for designing analyses on executables and 
recovering reliable control flow graphs. In order to make the 
framework suitable for the research in this paper, the author 
added an extra layer of abstraction to the original framework to 
obtain a modified methodology suitable for the task at hand. 
While the starting point for the Jakstab framework is binary 
source, the approach in this paper performs the analysis on the 
program source code.  

In addition to the modified Jakstab framework; the 
following materials were deployed in building the model-based 
high-tech source analysis system. 

 A bottom-up dynamic slicing technique was defined in 
this work and deployed to obtain a hybrid-tech static 
analysis model (Fig. 1). A slice was constituted by an 
executable portion of the original program whose 
behavior is, under the same input, indistinguishable 
from that of  the original program on a given variable 
‘V’ at point ‘P’ in the program. Reference [13] had 
showed that bottom-up program slicing techniques 
could be successfully deployed to transform a large 
component-based program into a smaller one that 
contains only statements relevant to the computation of 
a given function.  

 Statecharts notations used in [17] were deployed as a 
concise visual formalism that captured the dynamic 
behaviour of a system in representing program slices in 
this work. Illustrated below is a visualization of a login 
module Passwd.pas (Fig. 2). 

 Goal models- a graph structure representing 
stakeholder goals and their inter-dependencies was 
deployed to decompose goals into sub-goals through 
AND/OR refinements (Fig. 3).  
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Figure 1. Source model-based slicing for static analysis 

 

 

Figure 2. Sample statechart notation 

 

 

Figure 3. Patterns to extract goal models from abstract code [17] 
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Figure 4. The model-based high-tech source analysis system 

IV. RESULTS AND DISCUSSIONS 

This work described a model-based high-tech methodology 
for static source analysis which consisted of systematically 
using slices of code source models as primary source artifacts 
throughout the analysis process (Fig.1). This was because, 
though proving program correctness may be wrong at static 
analysis phase, it is possible to prove simple properties of 
simplified models. The process took as input, the program 
source text and generated slices based on slicing criterion.  

The knowledge schema at this point comprised of the 
knowledge of the syntax and semantics of the programming 
language (Fig.4). Low-tech static analysis that involved simple 
software inspection and manual checking of simple syntactic 
standards were first carried out. This was followed by the high-
tech static analysis that included enforced syntactic checks, 
check for conformance with respect to specifications, designs, 
and the code data flow analysis. The model was bottom-up and 
generated slices were analyzed, refined if necessary and 
evaluated. The sum of all analyzed parts (slices) gave the 
whole (entire source) at the end of the day which may 
eventually become a candidate for analysis at a later time. 
Generated slices were represented by statecharts and resolved 
into goal models.  

The Static analysis model was applied to a real-life legacy 
application [13]. A procedural application developed for a 
commercial bank in Nigeria prior to the consolidation of the 
banking sector in the country was chosen due to its high 
availability and statecharts were deployed to show the abstract 
description of the behaviour of the source system. Fig. 5 
showed the statechart that implemented the login page of the 
application, passwd.pas. 

Visualizations like the one above (Fig. 5) were built for 
different slices of the application and the different 
visualizations were combined to obtain a high-level meta-
model that contained the entire description of the original 
system (Fig. 6). 

The top-level statechart above was converted to an 
annotated goal model using the conversion process described 

earlier (Fig. 3), all the transitions were converted into goals 
using the AND/OR decomposition rules. Some tasks in the 
goal model contributed to quality concerns modeled by the 
softgoals; for example, “correctPassword” contributed to the 
security concern while “ErrorMessage” contributed to the 
usability concern (Fig.7). 

 

Figure 5. Sample visualization of the login module using Statechart 

V. CONCLUSION 

Previous research had showed that the maintenance of 
existing software source code consumed up to ¾ of the 
resources in the total software budget (time and material), and 
that the earlier an error is determined, the lower is the cost of 
its correction. In addition, [18] opined that code comprehension 
require 47% and 62% of the total time for enhancement and 
correction tasks, respectively. The main justification for this 
work therefore is to leverage on the most important advantage 
of static code structure analysis in re-tooling software 
maintenance for a developing economy- cost saving.  In this 
work, a framework for code structure analysis for a large 
component based software system with program slicing was 
developed as a re-tooling technique for developing economies 
in order to enable an early detection of bugs during a software 
development process thereby saving significant costs in 
software maintenance.  
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Figure 6. Sample top-level Statechart of the Procedural application  

 

Figure 7. Sample goal model for the application [13] 
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Abstract— The physiological biometric characteristics are better 

compared to behavioral biometric identification of human beings 

to identify a person. In this paper, we propose Transform 

Domain Fingerprint Identification Based on DTCWT. The 

original Fingerprint is cropped and resized to suitable dimension 

to apply DTCWT. The DTCWT is applied on Fingerprint to 

generate coefficient which form features. The performance 

analysis is discussed with different levels of DTCWT and also 

with different sizes of Fingerprint database. It is observed that 

the recognition rate is better in the case of level 7 compared to 
other levels of DTCWT. 

Keywords-Fingerprint; DTCWT; Euclidean Distance; Preprocessing 

I.  INTRODUCTION 

The term biometric is derived from the Greek word bio 
(life) and metrics (to measure). The biometrics identifies the 
person, based on feature vectors derived from physiological or 
behavioral characteristics. The biometric traits must satisfy 
universality, uniqueness, permanence, accessibility, 
collectability.  The physiological biometrics are Fingerprint, 
Hand Scan, Iris Scan, Facial Scan and Retina Scan etc. and 
behavioral bio-metric are Voice, Keystroke, Gait, Signature 
etc. The physiological biometrics traits are almost constant 
throughout the life span of a person [1], even for identical 
twins. The behavior biometric trait varies with mood and 
environment.  

The bio-metric authentication is better than traditional 
methods. The existing traditional methods to authenticate are 
Passwords, Personnel Identification Numbers (PINs), Tokens 
and Smart Cards.  The disadvantages of traditional methods are 
(i) Passwords and Pins are difficult to remember. (ii) More 
chances of losing tokens and smart cards. (iii) The misuse of 
traditional methods of authentication by miscreants is very 
high, especially in the case of money transaction through 
ATMs, access to the unauthorized places, etc.   

Biometric traits are identified in different domains, such as 
spatial, transformation and hybrid domain. In spatial domain 
biometric traits are considered as image itself, wherein features 
of image are obtained by computing the area, height, width, 
pixel density, mean, variance and standard deviation etc. In 
transform domain, the spatial domain image is converted into 
other domain using Fast Fourier Transform (FFT), The 
Discrete Cosine Transform (DCT), Discrete Wavelet 
Transform (DWT), Dual-Tree Complex Wavelet Transform 
(DTCWT), Empirical Mode Decomposition (EMD), Singular 
Value Decomposition (SVD), Principal Components Analysis 

(PCA), Independent Component Analysis (ICA), etc. These 
coefficients of transform domain form feature vectors. In 
hybrid domain, the combination of spatial and transformation 
domain features are obtained. The features of spatial, 
transformation and hybrid domains are compared using 
distance vector formulae such as Equivalent Distance (ED), 
Hamming Distance (HD), Chi-square test, or classifiers such as 
Neural Networks (NN), Support Vector Machine (SVM) and 
Random Forest (RF).  

Fingerprint is a physiological trait which is constant 
throughout the life span of a person. The fingerprint is unique 
even for the twins. It has been used as the identification 
technique for over a century. The fingerprint authentication 
officially established as a means of identifying people around 
1900s. This authentication got the popularity because; the 
devices for accessing the fingerprints are small and 
inexpensive. When a biometric verification is to occur, a scan 
of the biometric of a person is made and which is to be 
compared with the stored data of the same person.  

A fingerprint usually appears as a series of dark lines that 
represents the high, peaking portion of the friction ridge skin, 
while the valleys between these ridges appears as white space 
and are the low, shallow portion of the friction ridge skin, 
minutiae, or the location and direction of the ridge endings and 
bifurcations along a ridge path. The upper most point on the 
inner most ridge of the fingerprint image is known as core. The 
fingerprints are mainly classified as Arch, Tented Arch, Whorl, 
Left Loop, and Right Loop. There are separating point between 
pattern area and non-pattern area in many of the fingerprint 
images. These points are generally known as delta. 

A. Contribution: In this paper the Transform Domain 

Fingerprint Identification Based on DTCWT at different 

levels is introduced. DTCWT generates complex 

coefficients by using a dual tree of wavelet filters to obtain 

two parts of the images, i.e., real and imaginary part. 

DTCWT is applied on Fingerprint to generate different 

levels to obtain Fingerprint features.  

B. Organization: The Introduction is given in section I, the 
existing research papers are discussed in section II, the 

proposed model is explained in section III, the algorithm is 

described in section IV, the performance analysis is 

discussed in section V and finally, conclusion is given in 

section VI. 
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II. LITERATURE SURVEY 

The Fingerprint for individual identification and 
verification with existing different technique and applications 
are described in this section. 

S. Vasuki et. al., [2] proposed a model for segmentation of 
a color textured regions of a given images. This is obtained by 
the segmentation and by applying DTCWT. This model works 
in two levels where in first level, after applying DTCWT, the 
image is divided into 16 sub images and from where the 
maximum energy sub image is selected as an optimum feature 
space. In the second level, K-means spatial refinement 
algorithm is applied. The main advantage of this model is the 
accuracy. Zhao Song and Liu Yuanpeng [3] gave a novel image 
diagnosing scheme by applying 2-D DTCWT to the second 
bandlet transform. This is obtained based on the shift – 
invariance and better directionality of the DTCWT. The 
bandlet reconstruction recovers the transitions and directional 
textures. This improves significantly image diagnosing results. 
Chen Feng and Yu Song – nian [4] proposed a model which 
retrieves the multi scale image by using a new class of image 
features as the image descriptors from DTCWT. From this 
work, we can conclude that the performance of DTCWT is 
better in the experiment on the stander COREL image database 
due to the rotation invariance, translation invariance, robust to 
noise and getting the key point according to people’s cognitive 
habits. Sathesh and Samuel Manoharan [5] discussed on 
advantages and disadvantages of DWT. Also they give the 
methods to overcome the limitations of DWT and the 
theoretical analysis of complex wavelet transform and its 
verification using the simulated images. V. Lulian and B. 
Monica [6] proposed a method to design and optimize 
separately two channels perfect reconstruction filter banks. 
This method ensures the good quality for the two levels. This 
method is more useful where the only the few levels of 
decomposition is required.  

Shahid and Gupta S [7] proposed a novel method to fuse an 
image using the DTCWT. This is achieved through the 
formation of a fused pyramid using DTCWT coefficients from 
the decomposed pyramids of a source image. This method 
gives better qualitative and quantitative results than the DWT 
methods. Yun and Cho [8] proposed an adaptive preprocessing 
method, which extracts five features from the fingerprint 
images, analyzes image quality with clustering method, and 
enhances the images according to their characteristics. The 
preprocessing is performed after distinguishing the fingerprint 
image quality according to its characteristics. Brankica M. 
Popovi´c and L. Maskovic [9] used multi scale directional 
information obtained from orientation field image to filter the 
spurious minutiae. The feature extraction in pattern recognition 
system is to extract information from the input data and 
depends greatly on the quality of the images. Multi scale 
directional information estimated based on orientation field 
estimation. F. A. Afar et. al., [10] presented the minutiae based 
Automatic Fingerprint Identification Systems. The technique is 
based on the extraction of minutiae from the thinned, binarized 
and segmented version of a fingerprint image. The system uses 
fingerprint classification for indexing during fingerprint 
matching. G. Jagadeeswar Reddy et. al., [11] presented 
fingerprint diagnosing using both wavelet and Curvelet 

Transforms. The search-rearrangement method performs better 
than minutiae based matching for fingerprint binary constraint 
graph matching since it does not require implicit alignment of 
two fingerprint images.  

K. Zebbiche and F. Khelifi [12] presented biometric images 
as one Region of Interest (ROI) that has the data processed by 
most biometric based system. The scheme consists of 
embedding the watermark into ROI in fingerprint images.  
Discrete Wavelet Transform and Discrete Fourier Transform 
are used. Bhupesh Gour et. al., [13] introduced midpoint ridge 
contour representation in order to extract the minutiae from 
fingerprint images. Color coding scheme is used to scan each 
ridge only once. Seung Hoon chae and Jong Ku Kim [14] 
proposed Fingerprint Verification in which both minutiae and 
ridge information are used to reduce the errors due to 
incomplete alignment or distortion. This works gives more 
importance to the areas where we get errors in processing the 
algorithms. Aparecido Nilcau Marana and A. K. Jain [15] 
proposed Ridge Based Fingerprint matching using the Hough 
transform. The major straight lines that match the fingerprint 
ridges are used to estimate rotation and translation parameters. 
This method gives better and accurate results. Anil K Jain et 
al., [16] described the use of logistic regression method to 
integrate multiple fingerprint matching algorithms. The 
integration of Hough transform based matching, string distance 
based matching and 2D dynamic programming based matching 
using the logistic regression has minimized the False Rejection 
Rate for a specified level of False Acceptance Ratio.  

Fanglin Chen and Jie Zhou [17] proposed an algorithm for 
reconstructing fingerprint orientation field from saved minutiae 
and are used in the matching stage to compare with the 
minutiae from the query fingerprint. The orientation fields 
computed from the saved minutiae is a global feature and the 
saved minutia is the local feature, are used to get more 
information. Chunxian Ren and Yilong Yin [18] used the 
hybrid algorithm based on linear classifier to segregate 
foreground and background blocks. The pixel wise classifier 
uses three pixel features such as Coherence, mean and 
variance. Hartwig Front haler and Klaus Kollreider [19] used a 
multi grid representation of a discrete differential scale space 
enhancement strategy of fingerprint recognition system. The 
fingerprint image is decomposed using Laplacian Pyramid as 
relevant information is concentrated within a few frequency 
bands. The Fausian Directional Filtering is used to enhance  
ridge valley pattern of fingerprint using 1-D filtering on higher 
pyramid level.  The linear symmetric features are used to 
extract the local ridge –valley orientation. D. R. Shashi Kumar 
et. al., [20] proposed fingerprint verification based on fusion of 
minutiae and ridges using strength factors. In this model, to 
extract minutiae and ridges, block filter and Hough Transform 
are used. This proposed algorithm gives better results than the 
many other existing ones. This is achieved by fusing the 
minutiae and the ridge parameters using strength factors. 

III. MODEL 

In this section, definitions of Performance Analysis and 
proposed model are discussed. 
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No. of persons accepted from out of database  

               Total no. of persons in database.      (1) 

  No. of correct persons rejected  

Total no. of persons in database.                     (2) 

                         

No. of persons correctly Matched in the database 

               Total no. of persons in database.                         (3) 

 

A. Definitons 

a) False Accept Rate (FAR): It is the probability that 

system incorrectly matches with images stored with input 

image database. The FAR can be calculated using Equation 1. 

 
FAR =          

b) False Rejection Rate (FRR): It is the probability that 

system fails to recognize the correct pattern to match with the 

database images. It is the ratio of number of correct persons 

rejected in the database to the total number of persons in 

database and can be calculated using Equation 2. 

 

FRR   = 

 

c) Equal Error Rate (EER): It is the value where both 

the reject and accept rates are equal. 

  

d) True Success Rate (TSR): It is the ratio of total 

number of persons correctly matched in the database to the 

total number of persons in the database and is given by 

Equation 3. 

TSR   = 

 

B. Proposed Model 

The proposed model of Fingerprint Identification using 
DTCWT is given in the Fig. 1. 

 

Figure 1. Proposed model  

a) Fingerprint Database: Database collection is one of 

the important works in testing the biometric system. The best 

and advisable way of collecting the database is with a different 

sensor. There are different databases made available for the 

researchers to study on the different biometrics systems. The 

Fingerprint database available are the first, second and third 

International Competition on Fingerprint verification such as 

FVC 2000, FVC 2002 and FVC 2004 [21] respectively. 

Four distinct databases for FVC 2004 provided by the 
organizers constitute the benchmark: DB1, DB2, DB3 and 
DB4. Each database is 110 fingers wide and 8 samples per 
finger in depth i.e., it consists of 880 fingerprint images. Each 
database is partitioned into disjoint subsets A and B. 

The subsets DB1-A, DB2-A, DB3-A and DB4-A, which 
contain the first 100 fingers (800 images) of DB1, DB2, DB3 
and DB4, respectively, is used for the algorithm performance 
evaluation. The subsets DB1-B, DB2-B, DB3-B and DB4-B, 
containing the last 10 fingers (80 images) of DB1, DB2, DB3 
and DB4 respectively made available to the participants to 
allow parameter tuning before executable(s) submission. 

The Fig. 2 shows a sample image from each database. The 
DB3_A database is considered to test our algorithm due to its 
high resolution and size compatibility. A sample of finger print 
with eight impressions of DB3 is given in Fig. 3.  

 

 

Figure 2. One fingerprint image from each database 

 
Figure 3. Fingerprint sample of DB3_A 

 Source Database:  The first seven Fingerprint images 
of each person from DB3 _A database of FVC 2004 
are stored.   

 Test Template: The eighth Fingerprint of each person 
from DB3 _A database of FVC 2004 are used in the 
test template and is compared with source database to 
compute FRR and TSR.  

 Mismatch template database: The DB3_B of FVC 
2004 database of 10 fingers are stored in Mismatch 
template database and compared with source database 
to compute FAR. 

b) Pre-processing:  The original Fingerprint image is of 

size 480 X 300. An observing the DB3_A of FVC 2004, we 

crop the input image to the size 401 X 201 in order to remove 

the unwanted portion in the image. And then the cropped image 

is resized into 512 X 256 for the DTCWT requirement.  
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c) DTCWT: Dual Tree Complex Wavelet Transform is a 

recent enhancement technique to the Discrete Wavelet 

Transform with some additional properties and changes. It is a 

effective method for implementing an analytical wavelet 

transform, introduced by Kings bury in 1998 [22], [23], [24]. 

DTCWT gives the complex transform of a signal using two 

separate DWT decompositions ie., tree ‘a’ and tree ‘b’. 

DTCWT produces complex coefficients by using a dual tree of 

wavelet filters and gives real and imaginary parts which are 

shown in Fig 4. 

 
Figure 4. Real and imaginary parts of the complex coefficients 

 
The DTCWT has following properties: 

 Approximate shift invariance; 

 Good directional selectivity in 2-dimensions (2-D) 
with Gabor-like filters also true for higher 
dimensionality: m-D); 

 Perfect reconstruction (PR) using short linear-phase 
filters; 

 Limited redundancy: independent of the number of 
scales: 2:1 for 1-D ( 2m :1 for m-D); 

 Efficient order-N computation - only. 

 DTCWT differentiates positive and negative 
frequencies and generates six sub bands oriented in 
±15°, ±45°, and ±75 °. The different levels of DTCWT 
such as levels 5, 6, and 7 are applied on pre-processed 
Fingerprint Image. 

d) Matching:  The Euclidian Distance (ED) is used to 

verify the test image with the database images using the 

Equation 4.  

  (   )  √
 

 
∑ (     )

  
                     (4) 

Where,  

M  = the dimension of feature vector.  

Pi  =   is the database feature vector. 

qi  = is the test feature vector. 

IV. ALGORITHM 

A. Problem Definition 

The physiological trait Fingerprint is used to identify a 
person using the features obtained by the coefficients of 
DTCWT. The proposed algorithm for the performance analysis 

of the fingerprint identification for different levels of DTCWT 
is given in the Table1. 

The objectives are; 

 Fingerprint verification to authenticate a person using 
DTCWT 

 To achieve high TSR 

 To have FRR and FAR very low 

While applying the DTCWT in different levels, the number 
of features and dimensions are reduces. The Fingerprint images 
for level-1, level-2, level-3, level-4 and level-5, level-6, level-7 
are shown in Fig. 5. 

TABLE 1. PROPOSED ALGORITHM. 

 
 

1) FVC 2004, DB3_A database is considered. 

2) Pre-processing is done by cropping the input 

fingerprint image to 401 X 201. 

3) Cropped image is resized to 512 X 256 for DTCWT 

requirement. 

4) DTCWT is applied on Fingerprint with levels 5, 6 

and 7.  

5) Magnitude and phase resulted from DTCWT are 

concatenated and considered as features. 

6) Source database is created with the features 

obtained by step 5.  

7) For the test fingerprint DTCWT is applied and 

features obtained using step 5. 

8) Test Fingerprint is compared with the database 

fingerprint using ED to verify a person 
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Figure 5. DTCWT images at different levels. 

V. PERFORMANCE ANALYSIS 

For the performance analysis, DB3_A of FVC 2004 
Fingerprint database is considered. The number of persons 
inside the database (PIDB) to compute FRR and TSR are 
varied from 30 to 90 and the number of persons outside the 
database (PODB) are 10 to compute FAR is given in Table 2. 

It is observed from the table 2 that the values of EER and 
TSR depend on the quality of Fingerprint image than the 
number of images in PIDB and PODB. The values of EER and 
TSR are better in the case of PIDB: PODB of 40:10. The 
performance of recognition rate is better in DTCWT level 7 
compared to other lower levels of DTCWT. The TSR and EER 
is 85% and 0.15 respectively for DTCWT level 7 with PIDB: 
PODB of 40:10. 

The graph for FRR, FAR and TSR is given in Fig. 6 and the 
variations of FRR and TSR with threshold for POIB: PODB of 
40:10 is tabulated in Table 3 and It is noticed that as threshold 
increases, the value of FRR decreases, whereas the values of 
FAR and TSR increases. The highest success rate of 
recognition of 85% is achieved for the threshold value of 2.4. 

VI. CONCLUSION 

The Fingerprint biometric is used to authenticate a person. 
In this paper, Transform Domain Fingerprint Identification 
Based on DTCWT is proposed. The Fingerprint is preprocessed 
to a suitable size that suit DTCWT. The Fingerprint features 
are obtained by applying DTCWT with different levels. The 
test image features are compared with Database images using 
Euclidean Distance. It is observed that the recognition rate is 
better in the case of DTCWT level 7 compared to lower levels 
with PIDB: PODB of 40:10. In future, the algorithm may be 
combined with spatial domain features such as global and local 
features to enhance recognition rate. 

TABLE 2. EER AND TSR FOR DIFFERENT LEVELS OF DTCWT

 

 

 
 

Figure 6. Variations of FRR, FAR and TSR with respect to different thresholds 
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TABLE 3. VALUES OF FRR, FAR AND TSR FOR DIFFERENT 

THRESHOLDS 

Threshold FRR FAR TSR % 

0 1 0 50 

0.3 1 0 50 

0.6 1 0 50 

0.9 1 0 50 

1.2 0.85 0 50 

1.5 0.6 0 60 

1.8 0.35 0 64 

2.1 0.15 0.1 72 

2.4 0.1 0.4 85 

2.7 0.05 0.4 80 

3 0 0.4 74 

3.3 0 0.5 72 

3.6 0 0.8 60 

3.9 0 0.8 55 

4.2 0 0.8 50 

4.3 0 0.9 50 

4.8 0 0.9 50 

5.1 0 1 50 

5.4 0 1 50 

5.7 0 1 50 

6 0 1 50 
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Abstract—This work presents a candidate scheme for effective 
security policy that defines the requirements that will facilitate 
protection of network resources from internal and external 
security threats. Also, it ensures data privacy and integrity in a 
virtualized data center network (VDCN). An integration of Open 
Flow Software Defined Networking (OFSDN) with VLAN Virtual 
Server Security (VVSS) architecture is presented to address 
distinct security issues in virtualized data centers. The OFSDN 
with VVSS is proposed to create a more secured protection and 
maintain compliance integrity of servers and applications in the 
DCN. This proposal though still on the prototype phase, calls   for 
community driven responses.  

Keywords- Infrastructure; Virtualization; VDCN; OFSDN; VVSS; 
VLAN; Virtual Server. 

I. INTRODUCTION 

Recently, data center   networks (DCNs) have attracted a lot 
of interest in the enterprise networking industry. DCNs   are 
used to provide data storage and files transfer where end 
stations are interconnected as clusters and bladed systems [1].  
A data center represents the heart of any organization’s 
network [2]. Companies rely on the data stored in the data 
center to interact with its employees and customers. 

The proliferation of the Web-based technologies makes the 
data center more vulnerable to security attacks. Any security 
attack on the data center can destroy the whole organization’s 
network and data [2].   Besides throughput and low latency 
required in DCNs, the security considerations of enterprise data 
centers is also very critical. Several researches were dedicated 
to the security issues and the design constraints of large scale 
data centers from different points of view [2]. The authors in 
[2], [3], [4], [5], [6] discussed on the data center security 
problems, technologies, security strategies such as 
consolidation, relocation, migration, expansion and review of 
asset management policies. The authors of [4] carried out an 
overview of the communication network design problems that 
arise with large numbers of nodes, links and switch costs. 
Some layered security models for addressing complex security 
issues are discussed in [5] and [6]. With fast changing 
technologies and service demands in DCNs, the need for an 
effective open platform secure model becomes very imperative. 

In this paper with detailed study on the security proposals 
existing in literature, and having considered all the 
requirements of network security management for a virtualized 
data center model, we propose an effective secured model: 
Open Flow Software Defined Networking (OFSDN) with 
VLAN Virtual Server Security (VVSS). The design is based on 
layered security architecture for virtual servers and open flow 

switch architecture. Operational mechanism is presented in 
section V with other details. By allowing the MAC controllers 
in the virtual open flow switch in our DCN to house the flow 
tables for each virtual port, this work creates lines of defense 
against any security threat. Unicast, broadcast and multicast 
traffic are characterized and monitored by the modeled switch 
architecture which serves as an aggregation link buffer.  

The paper is organized as follows. In Section II, we 
discussed virtualization in data center network, data center 
security problems as presented in [2]. In section III, the 
proposed security model (OFSDN) is shown with the Virtual 
server security system. Section IV gives the experimental setup 
for VLAN open flow switch. The paper ends with conclusions 
and future directions  

II. VIRTUALIZATION IN DATA CENTER NETWORKS 

Server virtualization has become popular in data centers 
since it provides an easy mechanism to cleanly partition 
physical resources, allowing multiple applications to run in 
isolation on a single server [7]. Virtualization helps with server 
consolidation and provides flexible resource management 
mechanisms [7] in DCNs particularly. We quickly add that 
Virtualization is not a new technology, but it has regained 
popularity in recent years because of the promise of improved 
resource utilization through server consolidation.  According to 
[8], a Data Center is the consolidation point for provisioning 
multiple services that drive an Enterprise business.  In [2], the 
authors enlist the data center   hardware   and software 
components. The hardware components are: firewalls, 
Intrusion Detection Systems, contents switches, access 
switches and core switches. The software components are: 
IPSec and VPN, antivirus software, network management 
systems and access control server. However, for effective 
security implementation in a virtualized DCN, this work goes 
further to propose a more secured data center design that is 
programmable, secured with strong isolation, and flexible using 
the OFSDN approach in our context. 

III. DATA CENTER SECURITY PROBLEMS 

 Data center networks usually have its security threats. The 
work carried out in [8], [9]and[10] discussed some of these 
problems, viz: Unauthorized Access, MAC Flooding, ARP 
Spoofing, IP Spoofing, Denial of Service (DOS), Viruses, 
Worms, Trojans, and internal Security threats. However, 
sampled solutions to these problems   were given in [2]. We 
still argue that these solutions do not completely eradicate 
security vulnerabilities in contemporary data center networks. 
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For a virtualized data center domain, a restructured architecture 
which will address the possible lapses in addition to the 
outlined remedies in [2], will serve in securing today’s 
enterprise networks.  

IV. DATA CENTER SECURITY TECHNOLOGIES 

Information stored at the data center must be protected from 
any security threat that may destroy or modify it in any 
unwanted way [2]. These security threats can originate from 
hackers outside or from inside the data center network. 
Different solutions to the security threats can be used together 
to achieve the highest possible data protection. Some of these 
technologies are: 

 Firewalls. 

 Network intrusion detection and prevention systems. 

  Virtual Local Area Networks (VLAN). 

  Virtual Private Network (VPN) and IPSec. 

Leveraging on these four technologies, our contribution is 
shown in the Open Flow Software Defined Network model in 
Fig. 2. OFSDN is a layer 2 protocol   in the virtual Software 
Defined Network (SDN) switch that allows for policy control 
via its open flow visor (virtualization layer). This model creates 
multiple layers of security for the virtualized DCN controlling 
unicast, broadcast and multicast traffics. Section IV and V 
discussed in details the security models for highly scalable and 
secure virtualized DCN. 

V. VLAN VIRTUAL SERVER SECURITY SYSTEM 

VLAN Virtual Server Security (VVSS) system proposed in 
this work for the server VM provides multi-layered workgroup 
segmentation while utilizing the underlying hardware 
technology to protect the virtual data center. The VVSS 
solution is a generic purpose-built framework   proposed for 
large scale enterprises. The virtual environment at the core of 
the infrastructure is the Vm server running on ESX platform 
with its VMware.   

Fig. 1 shows the VVSS model while Fig. 5 and Fig. 6 show 
the packet tracer simulation. Again, in our architecture shown 
in Fig. 2, MAC controllers were assigned to all the network 
entities to house their flow tables. For active participation in 
the network, the open flow visor must uniquely identify and 
authenticate the client node else, the terminal is dropped for 
access.  

As shown in Fig. 1, VLAN virtual security model was 
modeled to be deployed on a virtualized server for various 
applications (Vm1…Vm5). The kernel utilizes the hypervisor 
API to inspect and control the virtual switch network and VM 
behavior. Virtual Security Service (VSS) utilizes a subnetted IP 
mapping, which is provided as VMsafe for various user groups. 
For demonstration in this work, each VM server on virtualized 
server is managed and configured through packet tracer 
environment.   

 

Figure 1. VLAN   Virtual Security System Model. 

A VLAN backbone which hosts the Vm server is the 
central manager for the applications. VVSS has the following 
functions: 

 Inter-VM migration of Applications and    services for 

compatibility issues 

  Virtual Machine generator and monitor 

  Network Access Control (NAC) 

  Discovery and Broadcast  Isolation 

  License and Update Management (LUM) 

VI. OPEN FLOW SOFTWARE DEFINED NETWORK MODEL 

FOR DCN 

The Open flow software defined networking switch in 
figure 2 is a speed redundant device with isolated MAC 
controllers housing the flow tables shown in Fig. 4. An open 
flow protocol (OFP) which can be enabled in the switch carries 
out control policy (CP), reaction execution (RE) and history 
tracking (HT). Once OFP is enabled on the switch, any device 
interfaced with the switch is actively monitored as a software 
robot, thereby securing the overall network against any form of 
threat. This is proposed for virtualized data center in context. 
The key security metric is the MAC ID of the interfacing 
devices.  

The  security policy of the flow table in Fig. 4 controls  
activities that is handled  by  conventional VLAN and Access 
control list (ACL)  such as traffic denial  or flow allowance, 
routing, broadcast isolation flow, flow detection and 
suppression in the OFSDN switch. All servers, etc shown in 
Fig. 2 are mapped in the MAC controllers. Fig. 3 shows the 
open virtual isolation in the OFSDN switch. This model offers 
a highly secured security layer to existing security approaches 
in literature.  
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Figure 2. OFSDN   Security Model   for DCN 

 

 

 

 

 

 

 

 

 

 

Figure 3. A Virtualized Open Flow Switch 

 

 

 

 

 

 

 

 

 

Figure 4. Flow table Ingress in Open Flow Switch Model 

VII. EXPERIMENTAL SETUP  

The first phase experiment involves virtualizing   the server 
test bed consisting of one standard HP machine with a dual-
core Intel Xeon processor connected to a rack-mounted disk 
enclosure with a Small Computer Scale Interface (SCSI) 
backplane running on ESX linux sever.  

For the purposes of trace security, six VLANs were created 
for the server and simulated with packet trace tool. In the 
server, a Seagate model 15,000RPM disks: of size 1TB was 

considered with a RAM of 6GB. The server was connected via 
a switched (OFSDN) 1Gbps Ethernet link.  

This work provides three fundamental security services: 

 Data confidentiality: protecting against unauthorized 

access to data being transmitted. 

 Data integrity: protecting against alteration or future 

replay of traffic. 

 Source authentication: network addresses are 

authenticated as part of the protocol.  
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We deployed Classless Inter-domain Routing (CIDR) 
approach to generate usable IP for the VM server and users on 
the network.  For   valid IP range for 200 users with   128Vm 
servers, we used a class valid host range: 192.168.10.1 to 
192.168.10.199 with a subnet mask of 255.255.255.0. For 
effective security and broadcast isolation, virtual IP mapping 
on the Vm server enables the   hosts, guests and clients to 
communicate with each other.  Fig. 5 and Fig. 6 show the 
packet flow in the packet tracer integrated development 
environment (IDE). 

TABLE 1: DATA CENTER VM SERVERS (13 SERVERS, 36 
VOLUMES, 79 DISKS) 

TABLE 2:  AVERAGE UTILIZATION RATES. 

       Resource Utilization 

CPU 6% 

MEMORY 40% 

NETWORK I/O <5% 

DISK I/O <5% 

 

Figure 5. DCN VLAN workgroup Model with ESx server 

 

Figure 6. Simulated Packet Flow for secured DCN 

VIII. CONCLUSION  

The effective security architecture discussed in this paper is 
conceived to achieve the best possible solution for virtualized 
data center networks. Owing to advancements in virtualization 
technology, the security methodologies for traditional data 
centers which includes: firewalls, intrusion detection 
system/intrusion protection system, virtual local area network 
(VLAN) and virtual private network (VPN) cannot effectively 
handle security implications of a virtualized data center 
networks. This work presents an effective open flow software 
defined network switch with VVSS model and with emphasis 
on VLAN virtualization on ESX server to ensure total security 
of the critical data in the virtualized data center network.  

  

VmServers VLAN  Volumes IP Mapping 

UserVM 10 3 192.168.10.2 

ProjectVM 10 3 192.168.10.3 

PrtrVM 20 4 192.168.10.4 

HrdmVM 20 5 192.168.10.24 

RDVm 20 1 192.168.10.20 

PrxyVM 30 2 192.168.10.22 

ScrVM 30 3 192.168.10.50 

WebVm 40 2 192.168.10.24 

MdSVm 40 4 192.168.10.23 

ERPVm 40 2 192.168.10.68 

NACVm 50 4 192.168.10.70 

E-ComVM 30 2 192.168.10.58 

IntrantVm 60 1 192.168.10.78 
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The analytical model and validation of the proposed 
models in Fig. 2 and 3 will be clearly shown in the future 
work; however   this work seeks to use the presented 
approaches to enhance the security design of a virtualized data 
center network. 
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