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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor

IJACSA

Volume 8 Issue 11 November 2017
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Abstract—The analytic network process (ANP) is capable of
structuring decision problems and finding mathematically deter-
mined judgments built on knowledge and experience. Researches
suggest that ANP can be useful in software development, where
complicated decisions happen routinely. In extreme programming
(XP), the refactoring is applied where the code smells bad. This
might cost more effort and time. As a result, in order to increase
the advantages of refactoring in less effort and time, the analytic
network process has been used to accomplish this purpose. This
paper presents an example of applying the ANP in order to
rank the refactoring patterns regarding the internal code quality
attributes. A case study that was conducted in an academic
environment is presented in this paper. The results of the case
study show the benefits of using the ANP in XP development
cycle.

Keywords—Analytic network process; extreme programming;
refactoring practice; refactoring patterns

I. INTRODUCTION

The process of enhancing the structure of an existing
code by altering the internal design without changing the
external design is called code refactoring [1]. It is a signif-
icant issue in the XP development cycle to enhance software
design, and to minimize the cost and effort that are needed
for testing and coding. Some researchers have concentrated
on guidelines for the refactoring process; for example, a 3-
stage model has been introduced by Kataoka er al. [2], and
the model contains “identification of refactoring candidates,
validation of refactoring effects, and application of refactoring”
[2]. Meanwhile, Mens and Tourwe [3] have described the
refactoring phases in more detail. These phases start with
specifying the portion of the software that should be refactored,
then determining which refactoring technique is suitable to
be applied, performing the refactoring, and finally measuring
the influence of the applied refactoring technique on the code
quality [3]. Other researchers investigated various aspects of
refactoring techniques. Simmonds and Mens [4] studied four
software-refactoring methods: Eclipse, Together ControlCenter
6.0, SmalltalkWorks 7.0, and Gurn. In addition, Murphy-Hill
et al. [5] conducted an empirical investigation to compare
four techniques. These four techniques were applied to collect
refactoring data in order to assist in establishing a powerful
refactoring technique.

Maticorna and Perez [6] introduced refactoring interpreta-
tion and the possibility of using it as a method in order to
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compare various refactoring explanations, involving refactor-
ing catalogs. Moreover, Maticorna and Perez [6] have worked
on various refactoring concerns, like actions, application on
scheduling, design, and scope, which might lead to the building
of refactoring tools.

Several open-source Java systems have been investigated
by Brunel et al. [7] in order to measure the accuracy of
refactoring methods. This measuring is done by examining the
following Java systems: MegaMek, Velocity, Antlr, HSQLDB,
PDFBox, Tyrant, and JasperReports. Murphy-Hill [8] built a
model to investigate how refactoring techniques work in terms
of the style of the refactoring browser. The model is made up
of the following phases: identify, initiate, and execute [8].

Roberts et al. [9] examined the practical factors and tech-
nical requirements for the refactoring techniques. The authors
emphasized that the ability to search the whole program and
the accuracy are the most technical requirements. In addition,
integration and speed are the most practical factors.

Marija and Kresimir [10] evaluated seven refactoring tools
in order to choose the most suitable one. The seven tools were:
Refactoring Browser (Smalltalk), Eclipse (C++, Java), Refactor
(C# VB.NET, C++, ASP.NET), IntelliJ Idea (Java), Refactor
(C# VB.NET, ASP.NET), NDepend (.NET code base), and
Refactor (C++, Java). These refactoring tools were compared
to each other concerning various issues, such as reliability,
scalability, automation, discover-ability, coverage, and config-
urability.

Mahmood and Reddy [11] examined three refactoring
techniques in order to avoid human errors while performing the
manual refactoring. The authors evaluated the following refac-
toring tools: JBuilder 2008, RefactorIT 2.7 beta, and IntelliJ
Idea 7.0.4. The authors compared these techniques with respect
to various issues, such as user control, consistency, information
processing, user experience, goal assessment, errors, design
for the user, and ease of use. The authors proposed some
enhancements in order to maximize the consistency of software
usability.

Other studies focused on the identification of code smells
in order to locate possible refactoring. For example, Hayashi et
al. [12] introduced a tool for Eclipse using plug-ins. This tool
directs the developer in terms of how to perform refactoring
and which part of the code uses the histories of program
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modification. The proposed tool focused on answering the
following questions: Where to refactor? Which suitable refac-
toring technique should be used? When should refactoring be
applied?

II. THE ANP

The Analytic Network Process (ANP) is a multi-criteria
approach of estimation used to infer relative need sizes of
supreme numbers from singular judgments (or from genuine
estimations standardized to a relative frame) that likewise have
a place with a central size of outright numbers [13]. The ANP
gives a structure to show an solution for a specific problem,
which prompts a choice for that issue. In the ANP technique,
dependencies among different criteria are considered making
it not the same as the Analytic Hierarchy Process (AHP) [13].
Saaty stated that in truth the ANP utilizes a system without
the need to indicate levels. As in, the AHP, strength or the
relative significance of impact is a focal idea [13]. In the
ANP, one structures a judgment from the principal size of the
AHP by noting two sorts of inquiries with respect to quality
of strength: 1) Given a rule, which of two components is
more overwhelming concerning that basis? 2) Which of two
components impacts a third component more, as for a measure
[13]?

In pairwise comparisons, entered values reflect the rela-
tive impact among components regarding a control paradigm.
These entered values depend on the significance of every
criterion. As such, the ANP is a helpful approach for forecast
and for representing to an assortment of contenders with
their expressly known and verifiably accepted cooperations
and the relative qualities with which they use their impact
in making a decision. It is likewise helpful in struggle de-
termination where there can be many contradicting impacts
[13]. The system structure comprises of various clusters, and
these clusters contain different nodes or components. These
clusters are associated with each other in view of the relative
impacts among the nodes. The connections can either have
outer relative impact, which implies components in cluster X
influence component in cluster Y, or interior relative impact,
which implies components in a similar cluster (e.g.X) influence
each other. For this situation, the outside relative impact is
named external reliance, and the interior relative impact is
named internal reliance [13]. The network structure permits
criticism models through cycle association, and the ANP gives
distinctive sorts of nodes, for example, source, middle, and
sink. Again, as indicated by Saaty that a source node is a
starting point of ways of impact (significance) and never a
goal of such ways. A sink node is a goal of ways of impact
and never a root of such ways. A full network can incorporate
source nodes; middle of the road nodes that fall on ways from
source nodes, lie on cycles, or fall on ways to sink nodes;
lastly sink nodes [14]. Fig. 1 gives a general idea of the ANP
structure [14].

Another part of the ANP structure is the organizing of
various alternatives keeping in mind the end goal to make
a suitable decision. This begins by making pairwise com-
parisons, in light of a principal scale, as appeared in Table
I. Following this, the vector of priorities is the foremost
eigenvector of the matrix. This vector gives the relative priority
of the criteria measured on a ratio scale. That is, these priorities
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Feedback network with Components having Inner and outer Dependence

among Their Elements

Fig. 1. The analytic network process structure [14].
TABLE 1. ANP FUNDAMENTAL SCALE DEVELOPED BY SAATY [15]
Scale Numerical rating | Reciprocal
Equal importance 1 1
Moderate importance of one over other 3 %
Very strong or demonstrated importance 7 %
Extreme importance 9 =
Tate values T T I 1
Intermediate values 2,4,6,8 3.7 6°%
TABLE II. RANDOM INDEX [14]
Order [ 1| 2 3 4 5 6 7 8 9 10

R.I 0| 0 052 ] 089 1.11 1.25 1.35 1.4 | 145 1.49
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Fig. 2. The Super-matrix of a network [14].

are remarkable inside augmentation by a positive consistent.
In the event that one guarantees that they whole to one they
are then extraordinary and have a place with a size of supreme
numbers [14]. “The consistency index of a matrix is given by
C.I. (max n)/(n-1), where n is the number of alternatives. The
consistency ratio (C.R.) is obtained by forming the ratio of C.I.
The suitable group of numbers is exihibited in Table II, each
of which is an average random consistency index computed for
n 10 for very large samples. They create randomly generated
reciprocal matrices using the scale 3, &, 2, 1, 2, 8, 9 and
calculate the average of their eigenvalues. This average is
used to form the Random Consistency Index R .I” [14]. The
consistency proportion (C.R) ought to be lower than 0.10
(or 0.20), something else, the entered judgements should be
improved.

In the wake of getting all priorities from the pairwise
comparisons, these priorities are set in a supermatrix. As per
Saaty [14] the supermatrix represents the impact priority of a
component on the left of the matrix on a component at the
top of the matrix as for a specific control rule. A supermatrix
alongside a case of one of its general passage matrices is
appeared in Fig. 2. The segment Cl in the supermatrix
incorporates all priority vectors inferred for nodes that are
parent nodes in the C1 cluster [14].
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III. REFACTORING TECHNIQUES

Refactoring assists the development team to enhance the
software design, understand the software more easily, find er-
rors, and program faster, as Fowler er al. [1] confirmed. Fowler
et al. [1] specified several refactoring techniques and arranged
them into the following categories: moving features between
objects, making method calls simpler, simplifying conditional
expressions, composing methods, dealing with generalization,
and organizing data. Each of these categories influences the
quality attributes. Each project might have different quality
attribute priorities, and using the refactoring techniques en-
hances the software design and the code. Therefore, in order
to maximize the benefit from the system, it is important to
assign the developers’ efforts to the most significant quality
attributes. Selecting the refactoring techniques consumes time
and might lead to conflicting opinions.

In this paper, the main objective is to rank refactoring tech-
niques according to their influence on the internal code quality
attributes. Five refactoring techniques have been selected in
this study, in order to examine their importance using the
ANP. These techniques were selected from the four different
groups introduced by Fowler et al. [1]. The selected refactoring
techniques are: Extract Method, Extract Class, Inline Class,
Pull UP Method, and Rename Method.

IV. METHODOLOGY

The main objective in this research is to investigate how the
analytic network process might be used to rank the refactoring
patterns in order to determine the most suitable one for
the software project. The case study methodology, which is
explained in [16], is the research methodology.

The following research questions provide more focus for
the research case study:

1)  What is the significance of engaging the ANP when
applying refactoring?

2) How can refactoring patterns be ranked using the
ANP?

3)  How does the ANP influence the development team’s
communication and productivity in the refactoring
practice?

4)  How can the development team reduce time when
refactoring using the ANP?

Moreover, the study propositions are as follows:

Proposition 1: The ANP catches significant criteria and
alternatives that affect refactoring patterns.

Proposition 2: The ANP supports ranking and selection
activities in the refactoring practice.

Proposition 3: The ANP includes creative debate and
enhances team communication.

Proposition 4: The ANP focuses on the most valuable
refactoring methods in order to increase the quality of the
code.

Proposition 5: The ANP clarifies conflicting perspectives
between the development teams when performing refactoring.
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From the above inquiries, we determined the units of
analysis for our investigation. The primary target is ranking
different XP refactoring patterns in regards to the inside quality
attributes. Properly, assessing and ranking are two units of
analysis. Another is the members’ point of view of the ANP
benefits in refactoring practice. Hence, the plan of this case
study incorporates numerous cases, installed with different
units of analysis. The rationale connecting of the gathered
information to the study propositions is appeared at the end of
this paper.

V. DATA COLLECTION AND SOURCES

At the beginning of each use for the ANP in extreme
programming, we investigate the ANP benefits and ability
by introducing the related criteria and extreme programming
areas. Data is gathered from looking past studies and literature
review. Too, data triangulation is gained with a specific end
goal to expand the validity of the study.

The main data origin of this paper is an extreme program-
ming project, developed during the winter semester of 2016
at the University of Regina. The data sources in this research
are:

e  Questionnaires given to the students during the devel-
opment of the XP project.

e  Archival records, such as study plans, from the stu-
dents.

e  Comments from the customer.

e  Open-ended interviews with the students.

VI. CASE STUDY

At the beginning, the authors would like to address that a
part of this case study has been published in [17]. The case
study was organized during a 12-week Winter 2016 semester
at the University of Regina. Several researches, as [18], [19]
and [20], tended to that the reasonable XP team size is in the
vicinity of three and seven individuals. In addition, Ambler
[21] accentuated that the accomplishment of agile project
is 83 % with group estimate under eleven individuals, and
the rate runs bring down with expanding the group measure
for more than eleven individuals [21]. The significant reason
for this diminishing in the achievement rate is in regards
to correspondence need or misconstruing with the the large
team size. In this way, we had 12 graduate students from
the University of Regina, and one extra member, a customer,
who was incorporated into this case study. These students had
transitional information of XP process and practices, and var-
ious programming levels. The dominant part of these students
was a part of an expert program, implying that their graduate
degree was a part of their expert development and that they had
past work involvement in the software industry. Some of these
students were proceeding to work part-time. The members’
experiences included different programming languages, for
example, C++, Java, and PHP. The members were sorted out
into two groups, the principal group utilized the ANP strategy
with a specific end goal to make their decisions in ranking
the refactoring techniques, and the second group took after
the traditional XP way, which is based on voting, for their
decisions. The two groups were made a request to develop an
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XP project called‘Professors’ Availability Managing System”
finish with an arrangement of requirements. The undertaking
was produced in 5 iterations, permitting two weeks for each.
Toward the finish of the project, the two groups actualized
all framework requirements. The members were asked to
working on refactoring techniques amid the improvement cycle
to rank them. Help materials that concentrated on refactoring
practice were given to the members so as to guarantee their
comprehension. The ANP group was given white papers, a few
introductions, and other imperative materials about the ANP
keeping in mind the end goal to enable them to apply it in their
development. Team 1 honed on a few pairwise comparisons
and expanded their understandings of the ANP structure. At
the end, the researcher handed out a questionnaire to the
participants in order to gather more data about the members’
points of view.

VII. APPLYING ANP IN REFACTORING

The main objective of applying the ANP in refactoring
is to assist the XP team members in ranking the refactoring
techniques with respect to the code quality attributes. In this
paper, the ANP is used to rank the refactoring techniques based
on internal quality attributes. The following sections present
the ANP structure, evaluation and process.

A. Background

This section will introduce some previous studies that have
examined the effect of refactoring techniques on the internal
code quality attributes. This is following by introducing the
ANP applying to rank the refactoring techniques.

Zhao and Hayes [22] conducted two case studies in order
to investigate an approach that specifies which packages and
classes need to be refactored according to various measures,
like complexity, coupling, and code size. Using a measure-
driven refactoring decision, the authors presented a rank-based
software in order to support the team members’ decisions about
where resources can be applied during refactoring.

Dallal and Briand [23] presented an automated refactoring
method to enhance the cohesion of the software in order to
enhance program testability. Sahraoui et al. [24] organized an
empirical study in order to examine the effect of coupling and
inheritance metrics on maintainability. The authors discovered
a portion of the system that needed to be enhanced and
refactored.

Stroulia and Kapoor [25] studied the possibility of enhanc-
ing the design and code quality using refactoring. Several
refactoring techniques, such as Extract Abstract Class and
Extract Superclass, were applied, and the results showed
decreases in the number of methods, the number of statements,
lines of code, and the number of collaborators in the individual
system classes.

Moser et al. [26] organized a case study to investigate the
influence of refactoring on the internal quality attributes of
source code. The case study was done in an Agile environment,
and the selected quality attributes were coupling, response of
class, number of children, number of methods per class, depth
of inheritance tree, cohesion, and complexity. Based on their
proposed method, the authors found that refactoring might
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enhance the internal metrics of object-oriented classes that are
written in Java for reusability.

Bois and Mens [27] introduced a framework for the internal
code qualities, like cohesion, number of children, number of
methods, coupling, and response for a class. In order to achieve
this, the authors investigated various refactoring techniques,
such as Encapsulate Filled, Pull Up Method, and Extract
Method.

Elish and Alshayeb [28] categorized refactoring patterns
according to their influence on external and internal code
quality attributes. The authors selected the following refactor-
ing techniques: Form Template Method, Replace Construction
with Creation Methods, Replace Conditional Dispatcher with
Command, Chain Constructors, Introduce Null Object, Unify
Interface, and Compose Method. The authors investigated
different internal code quality metrics such as Number of Test
Cases (NOTC) for the size of test case, Lines of Code for
Class (LOCC), FOUT, LOC, DIT, LCOM, Number of Methods
(NOM), Number of Fields (NOF), Number of Children (NOC),
RFC, and WMC.

Over the course of 15 months, Ratzinger et al. [29]
evaluated an industrial system. The authors exhibited the way
that refactoring could improve the software evolvability and
minimize the change couplings. In addition, Kataoka et al.
[30] emphasized that refactoring patterns like extract class and
extract method enhance system maintainability and minimize
coupling in the code.

B. Proposed Criteria for Ranking the Refactoring Techniques

It is important to specify code quality attributes in order to
rank refactoring techniques. The code quality attributes should
be identified based on their value to the organization or the
team member. Different projects will have different factors
and alternative refactoring techniques to be examined. In this
thesis, there are four internal code quality attributes that are
selected as criteria used to rank the refactoring patterns:

e  Complexity: The degree of connectivity among com-
ponents of a design unit [31].

e  Cohesion: Each component implements one function
and implements it well [31].

e Code Size: Size in terms of number of files, number
of lines of code (#LOC), functions, tables, classes, etc.
[31].

e  Coupling: The strength of the interconnections be-
tween the system components [31].

C. ANP Structure for Ranking Refactoring Methods Based on
the Internal Attributes

Structuring the problem as a network that consists of three
clusters is the first step in the ANP. The first cluster is the
objective, which ranks the refactoring patterns. The second
cluster contains the criteria: coupling, code size, complexity,
and cohesion. The third cluster includes the alternatives: Pull
Up Method, Extract Class, Rename Method, Extract Method,
and Inline Class. Fig. 3 shows the ANP structure for the
problem.
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Fig. 3. ANP network for ranking refactoring techniques based on the internal

attributes.

TABLE III.

INTERNAL ATTRIBUTES BY TEAM 1

Refactoring Patterns Scores (%)
Extract Method 29.17 %
Extract Class 25.01 %
Pull Up Method 18.74 %
Inline Class 17.58 %
Rename Method 9.48 %

RANKING THE REFACTORING PATTERNS BASED ON

D. Pairwise Comparisons for the Refactoring Techniques

The participants have applied the refactoring techniques in
their XP project in order to note the effect on the code. After
that, based on the proposed criteria, the students evaluated each
refactoring technique. The ANP team received the suitable
ANP papers and tables in order to facilitate the comparisons
process. Examples of the participants’ questions are:

e  With respect to Extract Method: which criterion is
more important, cohesion or coupling and by how
much?

e  With respect to Extract Class: which criterion is more
important, complexity or cohesion and by how much?

e  With respect to cohesion: which method do you prefer,
Extract Method or Extract Class?

e  With respect to coupling: which method do you prefer,
Extract Method or Extract Class?

The same comparisons and questions were done again for all
refactoring techniques and code quality attributes.

VIII. FINDING AND RESULTS

Team 1’s results of ranking the refactoring patterns with
respect to all four criteria is as follows: first, Extract Method;
second, Extract Class; third, Pull Up Method; fourth, Inline
Class; and fifth, Rename Method. Table III shows the scores
of each pattern. Team 1 ranked cohesion as the most important
criterion, followed by complexity in the second position, while
code size and coupling were ranked in the third and fourth
positions, respectively. Fig. 4 exhibits the importance of each
criterion as a percentage according to Team 1.

Team 2 ranked the refactoring patterns as follows: first,
Extract Class; second, Extract Method; third, Inline Class;
fourth, Pull Up Method; and fifth, Rename Method. Table
IV displays the ranking of refactoring patterns by Team 2.
Moreover, in terms of the most important criterion, Team 2
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Code Size, 22.05%
Cohesion, 38.59%
Coupling, 14.20%

Fig. 4. The importance of the internal attributes for the refactoring patterns
by Team 1.

TABLE IV. REFACTORING TECHNIQUES RANKING BY TEAM 2

Ranking | Refactoring Techniques
1 Extract Class
2 Extract Method
3 Inline Class
4 Pull Up Method
5 Rename Method

ranked coupling in the first position. Table V shows the ranking
of the criteria by Team 2.

TABLE V. THE IMPORTANCE OF THE CRITERIA BY TEAM 2
Ranking Criteria
1 Coupling
2 Cohesion
3 Complexity
4 Code Size

A. Observations

1)  With respect to all of the criteria, Team 1 ranked the
Extract Method as the highest refactoring technique.

2)  Team 2 ranked Extract Class as the highest refactor-
ing technique.

3)  Both teams ranked Rename Method in the last posi-
tion.

4) Team 1 ranked cohesion as the most important cri-
terion, while Team 2 ranked coupling as the most
important criterion.

5)  With respect to each criterion individually, Team 1
ranked the Pull Up Method highest in terms of code
size. Table VI shows the ranking of all refactoring
techniques with respect to each criterion.

6) Inline Class was ranked highest with respect to the
coupling criterion by Team 1.

7)  With respect to each refactoring technique individu-
ally, we can see that reducing complexity was ranked
highest according to Rename Method. Table VII
shows the weight of each criterion with respect to
each refactoring pattern.

IX. REFACTORING VALIDATION

Based on the previous ANP evaluation, we discovered
that three refactoring patterns received high rankings: Extract
Method, Extract Class, and Rename Method. This section
shows several collected technical information in order to
validate the ANP evaluation findings.
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TABLE VI REFACTORING TECHNIQUES WITH RESPECT TO EACH CRITERION FOR TEAM 1
Techniques Cohesion Techniques Coupling Techniques Code-Size Techniques Complexity
Extract Method 53.09 % Inline Class 46.23 % Pull Up Method 41.22 % Extract Class 47.30 %
Extract Class 28.42 % Pull Up Method 28.51 % Inline Class 31.20 % Extract Method 23.16 %
Pull Up Method 9.26 % Rename Method 11.96 % Rename Method 13.44 % Inline Class 11.38 %
Rename Method 591 % Extract Method 7.75 % Extract Method 7.96 % Rename Method 10.10 %
Inline Class 3.29 % Extract Class 5.52 % Extract Class 6.16 % Pull Up Method 8.04 %
TABLE VII. CRITERIA WEIGHTS WITH RESPECT TO EACH REFACTORING TECHNIQUE FOR TEAM 1
Extract Method Extract Class Inline Class Pull Up Method Rename Method
Cohesion 64.32 % 66.36 % 7.01 % 5.48 % 15.54 %
Coupling 11.32 % 10.36 % 14.13 % 26.61 % 6.29 %
Code-Size 20.28 % 18.24 % 22.33 % 34.88 % 6.29 %
Complexity 4.06 % 5.02 % 56.51 % 33.01 % 71.86 %
TABLE VIIIL. REFACTORING PATTERNS EFFECT ON THE INTERNAL The int . findi h iti ks f th
ATTRIBUTES BY TEAM 1 € 1n G.I’VIGW ndings show positive remarks from the
members with respect to the ANP. The ANP was a useful
Cohesion | Coupling | Code-Size | Complexity approach in explaining struggle points of view, and urged each
Extract Method + + + + colleague to take an interest in deciding. The fundamental
Inline Class - - - + concern was the time it took amid the ANP assessment, and
Extract Class + + + - th tit £ . . . Anoth. t
Pull Up Method - - - - (& qL}an 1y O pall‘WlSC comparlsons.. nother suggestion was
Rename Method ¥ ) - . applying the ANP in more XP practices and concentrate the

TABLE IX. REFACTORING PATTERNS EFFECT ON THE INTERNAL
ATTRIBUTES BY TEAM 2
Cohesion | Coupling | Code-Size | Complexity
Extract Method + 0 + -
Inline Class + - - +
Extract Class - + + -
Pull Up Method + + - -
Rename Method 0 0 0 -

A. Observations of the Internal Effect of Refactoring

This section shows the effect of the refactoring patterns on
the internal quality metrics. The students were asked to use
(-) to indicate a decrease, (+) to indicate an increase, and (0)
to indicate no use or no change. Tables VIII and IX display
the effect of refactoring on the internal quality attributes as
reported by both teams.

B. Number of Times Applying the Refactoring Patterns

Tables X and XI show the number of refactoring patterns
that have been applied by both teams in each iteration.

X. INTERVIEW RESULTS

Subsequent to finishing the project, the consequences of
the ANP assessment for ranking the refactoring patterns were
appeared to the members so as to lead the interviews. Not all
outcomes were as expected and a few results were surprising.
The interviews included open-ended inquiries so as to gather
the members’ viewpoints about the ANP, their points of view
on its advantages and disadvantages in XP, too to gather their
perspectives about the best application for ANP in XP among
all specified practices. The gathered information was contained
written by hand notes from the interviews.

impacts. All ANP colleagues recommended applying ANP in
their future XP projects.

On the other hand, Team 2 was not totally happy with
the procedure of their decisions. A portion of the colleagues
complained about that the most experienced member had more
voting weight than others, which lead them to take after
decisions that they dislike. Another issue is that the ANP
enabled us to know the distinction between each ranking
position in a rate; in any case, Team 2 couldn’t determined the
measure of contrast between each ranked pattern and criterion.

XI. QUESTIONNAIRES

Surveys were dispersed among the members keeping in
order to gather their experiences and perspectives. The given
surveys comprised of two areas. The principal area included
inquiries concerning ANP as a ranking and decision tool, for
example, catching the required data, decency of the decision
structure, clearness of criteria included, and clearness of alter-
natives included. The second area included inquiries regarding
the advantages of every XP practice, and the students’ ful-
fillment, for example, improving the group correspondence,
elucidating the ranking issue, making positive discourse and
learning chances, group performance, and fulfillment of the
last consequences of the ANP. In this study, a seven-point
Likert scale was used to decide the worthiness level of the
ANP approach as follows:

1)  Totally unacceptable.
2)  Unacceptable.

3)  Slightly unacceptable.
4)  Neutral.

5)  Slightly acceptable.
6)  Acceptable.

7)  Perfectly Acceptable.

In the wake of finishing the questionnaire, the same steps were
followed as in [32]with a specific end goal to total the gathered
information and show the aggregate agreeableness rate.
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TABLE X. NUMBER OF REFACTORING PATTERNS WAS APPLIED BY TEAM 1 IN EACH ITERATION
Iteration 1 Iteration 2 Iteration 3 Tteration 4 Tteration 5 Total
Extract Class 0 7 6 4 5 22
Inline Class 0 4 2 3 5 14
Rename Method 0 42 38 24 7 101
Pull Up Method 0 0 0 0 0 0
Extract Method 0 19 13 11 16 59

TABLE XI. NUMBER OF REFACTORING PATTERNS WAS APPLIED BY TEAM 2 IN EACH ITERATION
Tteration 1 Tteration 2 | Tteration 3 | TIteration 4 | TIteration 5 | Total
Extract Class 0 3 5 2 6 16
Inline Class 0 2 0 0 2
Rename Method 0 3 4 4 6 17
Pull Up Method 0 1 0 4 1 6
Extract Method 0 4 3 2 3 12

The total acceptability percentage can be obtained as
follows:
11"(1)15 total acceptability percentage (TAP)= the average score x

V\;here the average score = the sum of all scores given by team
members / number of the team members.

The following rates show the worthiness level of the ANP
as a ranking and decision tool:

e Enhancing team communication: 82%.
e  Maximizing team performance: 87%.

e  Supporting positive discussion and learning chances:
72%.

e Clearing up conflict perspectives among the team
members: 87%.

e  Defining the ranking problem: 91%.
e  Satisfaction of the ANP final results 71%.

From various information sources, the information was
gathered. By contrasting the gathered information and the
study propositions in view of the understanding of the criteria
that were specified above, we will investigation this gathered
information. The followings are the study propositions and
their answers:

e For the first proposition, we can see that both the
alternatives and criteria are organized adequately, and
considered in Fig. 3. Likewise, the final results and
targets of the ANP use in ranking the refactoring
techniques can be found in Table III, which showed
the ranking of the ANP team for the XP refactoring
patterns, and extract method was ranked as the highest.

e The survey statement ‘satisfaction of the ANP final
outcomes’ supported the second proposition, and the
comment of this was positive, which is 71 %. In
addition, the statement ‘ clearing up conflict points
of view among the developers’ supported the third
proposition, and the score was 87 %.

XII. VALIDITY

In this part, related threats to the validity are clarified.
These threats are construct validity, external validity, internal

validity, and reliability. Several studies underscored that case
studies are hard to analyze because of biases and validity
threats as described in [33] empirical studies in general and
case studies specifically are inclined to predispositions and
validity threats that make it hard to control the nature of the
study in order to generalize its outcomes [33].

A. Construct Validity

Construct validity guarantees that the treatment mirrors the
develop of the reason well, and the result mirrors the construct
of the impact well [34]. It manages coordinating the idea being
inquired about and considered, to the particular measurements.
The modest number of members is the fundamental risk to this
case study.

Using different strategies to guarantee the validity of the
outcomes decreased this threat. Some of these strategies are:

e Data triangulation: a noteworthy favorable position of
case study is the chance to utilize different sources
of proof [35]. A proof chain is built through using
interviews and questionnaire with different sorts of
members with various abilities and experience levels,
and the utilization of members’ remarks and numerous
perceptions. Hence, a valid conclusion can be come to.

e  Methodological triangulation: employing a combina-
tion of research techniques such as organizing an
XP project to serve the study purpose, questionnaire,
findings of ANP pairwise comparisons, researchers’
notes, and interviews.

e Member checking: showing the final results to the
members is recommended. This issue was addressed
by showing the final findings to all participants in
order to ensure the study accuracy and to avoid
researcher bias.

B. Internal Validity

Internal validity is tied in with ensuring the result is caused
by the treatment (the impact). This kind of validity is just
identified with explanatory case study. This issue might be
tended to by connecting all information sources with respect to
the research questions, and connecting the research questions
to the study propositions.
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C. External Validity

External validity guarantees the connection between the
construct and the impact to ensure that the study will be
generalized to a different environment [34]. In this investiga-
tion, extra case study will be need to be conducted in various
situations, for example, industry to include more specialists
from the field. Leading such a case study will help in looking at
the different outcomes and discoveries from various conditions.
Future work will add to expanded External validity.

D. Reliability

Reliability deals with the procedure of the gathered data
and results. Similar conclusions and findings can be arrived
by different researchers when following the same procedure,
and using the same data. This might be done through the
availability of same research questions, data collection, and
case studies designed by other researchers.

XIII. CONCLUSION

After using the analytic network process to rank the refac-
toring patterns used in extreme programming, ANP was an
appropriate and beneficial tool that gave the development team
a good understanding for determining the most valuable refac-
toring patterns. The participants evaluated various refactoring
patterns based on four internal code quality attributes, which
were complexity, cohesion, code-size, and coupling. The most
refactoring patterns that have enhanced the code quality in our
study were Extract Method and Extract Class. in addition, the
other mentioned refactoring patterns have added advantages
to the code quality as well. Moreover, the ANP allowed us
to specify the difference between each element in our model
by a percentage, while the traditional XP team were not be
able to do that. The ANP helped the team members resolve
conflicts based on a structured approach grounded in scientific
principles. The ANP ended up simplifying decision making,
which maximized the effect of the software being developed.
Team 1 members reconciled their conflicts of perspectives
based on a mathematical approach. This maximized their
satisfaction with the team’s decisions.
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Abstract—There is a great benefit of Alzheimer disease (AD)
classification for health care application. AD is the most common
form of dementia. This paper presents a new methodology of
invariant interest point descriptor for Alzheimer disease
classification. The descriptor depends on the normalized Hu
Moment Invariants (NHMI). The proposed approach deals with
raw Magnetic Resonance Imaging (MRI) of Alzheimer disease.
Seven Hu moments are computed for extracting images’ features.
These moments are then normalized giving new more powerful
features that highly improve the classification system
performance. The moments are invariant which is the robustness
point of Hu moments algorithm to extract features. The
classification process is implemented using two different
classifiers, K-Nearest Neighbors algorithm (KNN) and Linear
Support Vector Machines (SVM). A comparison among their
performances is investigated. The results are evaluated on
Alzheimer’s Disease Neuroimaging Initiative (ADNI) database.
The best classification accuracy is 91.4% for KNN classifier and
100% for SVM classifier.

Keywords—Alzheimer disease; machine learning; Hu moment
invariants; SVM; K-Nearest Neighbors (KNN) classifier

I.  INTRODUCTION

Alzheimer's disease (AD) is a permanent, progressive
neurological brain disorder and complex disease which
gradually destroys brain cells, reducing memory and thinking
ability causing the dead, and eventually loss of the capability
to perform even the simplest tasks. The mental weakening
produced by this illness leads to dementia in the end [1]. AD
was named after the German psychoanalyst and pathologist
Alois Alzheimer when he tested a female patient (post
mortem) in 1906 [2]. The first area affected is the
hippocampus, which is responsible for episodic and spatial
memory and works as a communicate structure between the
brain and the body. The hippocampus shrinks unusually in an
AD patient; where the normal decrease is between 0.24 and
1.73 percent yearly, a hippocampus imposed with AD might
shrink between 2.2 and 5.9 percent [3].

Magnetic resonance imaging (MRI) is a medical imaging
technique used in radiology to examine the body’s anatomy
and physiology in both healthy and diseased patients [4]. MRI
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scans can offer a utilitarian tool for estimating the properties
of anti-dementia drugs in clinical tests which can highly serve
the researchers in these fields. Scans can provide information
about the levels and location of cell damage over time, and
that would help to get valuable information about the
optimistic effects of potential treatments.

Basically, the most distinctive structure which different a
normal brain from a pathological brain is the symmetry. If it is
clear from any view in either coronal or axial directions, that
indicates a normal brain, and if broken it is a pathological
brain [5]. Though, sometimes there is a strong similarity
between the normal cognitive brain image and the brain with
AD, especially when the brain is compromised by the start of
AD. These situations also result in distinguishing the disease
correctly. To beat this problem and to enhance the recognition
accuracy, Hu moments approach presented by Hu [6] is used
in this work, where the values are invariant with respect to the
scale, translation, and rotation. Moment invariants were
chosen because they are one of the most important and most
used methods in the object recognition field.

In this work, seven-moment invariants have been
computed for each image of normal cognitive and AD cases,
and they are kept as a 1D vector. These calculations are
repeated for the testing dataset, too. To highly improve the
classification performance, these moments are then
normalized to get more efficient features, which can be easily
distinguished by the classifiers later. Two different classifiers
are used for the classification process, KNN and SVM, to
measure the minimum matching between the training and
testing datasets for each class. Minimum matching indicates
the closer case of testing dataset to the specific class of the
training dataset.

The organization of this paper is as follows: Section Il
illustrates the related work with this study. Section Il explains
the Hu moments theory. Section IV describes the proposed
material and methods. The NHMI is trained based on that
database by applying Hu moment invariants algorithm
designed for feature extraction. Section V explains a
comparison between KNN and SVM classifiers. Section VI
shows the experiments’ results. Finally, Section VII and VIII
summarizes the conclusions and discussion of this work.
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Il. LITERATURE REVIEW

Numerous systems have been used to solve classification
problems. One of the influential methods is machine learning
algorithms. Hu moments theory has been considered as a
powerful way to extract the dominant features of an image as
we did in our earlier work in [7]. It highly proved the strength
of the extracted features for different human actions. On other
hand, Support Vector Machine (SVM), an influential binary
classifier, is one of the most broadly used classifiers. It is
suitable for high dimensional classification problems, where
not too many examples exist. SVM has been utilized, for
instance, in [8] for classifying MR images and in [9], [10] to
classify Position Emission Tomography (PET) images. All
these works used voxel intensity (VI) as features. In a
different approach, a single multi-kernel SVM has been
employed for the multimodal classification of MRI, PET, and
CSF using VI within regions of interest [11]. Although SVM
has been the preferred single classifier, other options such as
Gaussian Naives Bayes [4], [12] or Gaussian Processes [13]
have also been used successfully.

Another way to classify accurately is to use ensembles
which combine the outputs of several classifiers. Several well-
known ensemble methods have already been explored for AD
classification. For instance, [14] propose the favorite class
ensemble of classifiers where each base classifier in the
ensemble uses a different feature subset which is optimized
for a given class. In [15], an ensemble classifier was learned
from different random subsets of local patches. Ensemble
methods have also been used in order to combine information
from different modalities such as EEG, MRI and PET [16].
Many of these methods use a prior feature selection step in
order to reduce dimensionality. Different techniques have
been used for this purpose, such as PCA [9] or selecting the
best ranking features according to some criteria such as the t-
test [11].

An Atrophy Differential Diagnosis Approach for early
detection of Alzheimer disease (AD), where the atrophy is
located on the brain and it offers hippocampus, a regional
atrophy analysis for differential diagnosis of different
neurodegenerative diseases, which is a computer aided system
[17]. Wavelet Fuzzy C- Means (WFCM) algorithm is used for
image segmentation in noisy medical images. The feature
extraction is done by wavelet decomposition, and the feature
vector is fed as input to FCM [18].

Another method to classify AD is to use voxel-wise,
cortical thickness, and hippocampus shape volume features of
the sSMRI [19]. In this method, the first step is co-aligning
(registering) all the brain image. So, each brain voxel will be
associated with a vector of many scalar measurements. Then,
voxel-wise features were extracted. While the work of [20]
extracted the features by using the gray matter (GM) voxels,
and use them to train an SVM to distinguish between the AD
and NC subjects. A different view to extract features is from
brain volume. The work of [21] was segmented the brain
volume to GM, white matter (WM), and CSF parts, and then
estimate all voxel-wise densities and relating each voxel with
a vector of GM, WM, and CSF densities for classification.
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I1l. HU MOMENTS THEORY

The moment invariants were initially presented by Hu [6].
Hu moments algorithm is selected to extract image features
since the created features are rotation scale translation.
Basically, Geometric Moment (GM) was effectively used in
aircraft documentation, texture classification, and radar
images for optical images matching [22].

Basic terms in the construction of the invariant moments
have two steps. First, consider an image that has a gray
function (X, y) having a bounded support and a finite
nonzero integral. Second, geometric moment my, of the digital
sampled M x M image [ (X, y)] which can be computed
using (1) [23].

x=M-1 y=M-1 p
Mu= 3 > (x) -(y) fFxy)
x0 =0 (1)

p,q =0,1,2,3,....., where p,q are non-negative integers and

(p+q) is called the order of the moment.

<

The moments of f (X, y) are translated by an amount (a, b),
which is calculated by (2).

Moo= zz x+a)’ - (y+b)' f(x,y) (2)

Consequently, the central moment ppg can be calculated
from (2) by replacing @ =—X ,and b=—-Y as

szl,oly:m()l’
m0,0 mOO
— —\4d
fye=2 X (x=%)" -(y-9)" f(x,y), @)
Xy
The central moment of the image is invariant to

translation, while the scaling invariance can be achieved by
normalizing the moments of the scaled image by the scaled
energy of the original image that can be computed as stated
below:

H +
D ,}/zp q+1’

oo 2

where vy is the normalization factor.
M, =170 +1765 »
M, = (1220 = 1762 +40%11,
M= (730 =3ma )" + (31721~ 1105 )",
M= (730 + 112, + (20 #1705 )
My (77 37712)(7730 + 7712)[(7730 + 7712) 3(7721 + 7703)2 ]+ —
(37725 ~1708) 7+ 65 (o 4 1 ¥ + s |

6 =(7720_7702 [7730"'7712 7721"'7703) ]
4m, (7730 + 7712)(7721 + 7703)

M, = (37721 - 7703)(7730 + 7712)[(7730 +1, )2 _3(7721 + 7703)]"’
(7730 —3m, )(7721 + 7703)[3(’730 2 )2 - (’721 o3 )2 ] ) (4)

<

In fact, Hu defined seven values, calculated by
normalizing central moments completed order three that are
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invariant to object scale, position, and orientation. In terms of
the central moments, the seven moments are given as shown
in (4) [24].

IV. MATERIAL AND METHODOLOGY

The proposed NHMI approach goals to obtain the more
powerful features of the brain images for both healthy and AD
cases. It extracts the features of the training and testing
datasets using HMI algorithm. The extracted features of each
image for both training and testing datasets are then
normalized, representing the distinctive features of that image
which results in a better -classification performance.
Subsequently, the classification process is taken over using
two different supervised classifiers; KNN, and Linear SVM.
Eventually, the closed features of the maximum matching
would be selected as a matching output class. Fig. 1 shows the
block diagram of NHMI approach.

A. Data

The investigated data in this work was obtained from the
ADNI (Alzheimer’s Disease Neuroimaging Initiative)
database http://www.adni-info.org/. The ADNI initiative

includes a longitudinal multi-modal track of all applicants
through 36 months in which bio specimen, imageology, and
clinical data were composed.

ADNI began its work in 2004. It is an enormous, 7-year
effort to support and assist the discovery and development
research that limits or restricts the growth of AD. Its target is
to govern the features of AD as the pathology which grows
from normal cognitive to mild symptoms, to Mild Cognitive
Impairment MCI, and finally to dementia. ADNI is dedicated
to creating standardized methods for imaging/biomarker
groups and analysis to be used in clinical trials. In this paper,
MRI core is only the interested core [25].

Generally, ADNI’s subjects are between 55-90 years old,
of both genders male and female. They have a study partner
that can offer an independent estimation of functioning.
Basically, there are two important criteria for diagnosing AD;
Mini-Mental State Examination (MMSE), and Clinical
Dementia Rating (CDR). MMSE ranges between 0-30, while
CDR has five values; 0, 0.5, 1, 2, 3. For healthy applicants;
MMSE scores are between 24-30, CDR of 0, this case refers
to non-depressed, hon-MCI, and non-demented subjects. With
MCI subjects, MMSE scores between 24-30, but they have
objective memory loss and a CDR of 0.5, basically conserved
activities of daily life with absence of dementia. They do not
classify as AD. Nevertheless, if MMSE scores are less than
20, and CDR scores are more than 0.5 (1, 2, and 3), that case
would be considered as AD. They illustrate measures of
disease severity.

In this paper, 100 subjects have been selected for training
purposes, 50 with healthy controls (normal cognitive or MCI),
and 50 subjects with AD. While another 28 subjects are used
for testing purposes, 16 of them with AD and 12 of healthy
subjects (normal control). An example of the used data in this
work are shown in Fig. 2.

Vol. 8, No. 11, 2017

B. Feature Extraction and Selection

Features extraction process is a technique of image
conversions, which transfers high-dimension features to the
low-dimension features vector. In other words, the feature
extraction achieves dimensional reduction at the same time it
preserves the valuable information, which is most
representative and essential to the image [26]. Features
selection is an outstanding process among the most significant
steps in image recognition, which could highly influence
upcoming recognition process phases [27].

( Data Acuisition ) (" Feotue extiaction | ( Normalizing the Hu )
(Brain ;lm ) (Hu moment Invariant) (—*|  moment Invariants
\ = (HMI) ) L (NHMI)

(" Classification Process
1. KNN
2. SVM

Brain image class
Normal cognitive or AD

\

Fig. 1. Block diagram of the proposed technique.

TABLE I. HU MOMENTS FOR FOUR DIFFERENT BRAIN IMAGES

Hu Imagel Image2 Image3 Image4

moments (CDR=0) (CDR=1) (CDR=2) (CDR=3)
M1 1.5176 1.7704 1.6916 1.9289
M2 0.1508 0.6493 0.4815 0.9766
M3 0.7273 0.4747 0.2239 0.9659
M4 0.5079 0.2675 0.0367 0.7407
M5 0.1245 0.6307 0.1517 0.6169
M6 0.0833 0.0922 0.7775 0.7290
M7 -8.8941 104012 9.9237- -11.4032

Fig. 2. MRI brain images: (a) Healthy brain with CDR=0. (b) AD brain with
CDR=L1. (c) AD brain with CDR=2. (d) Severe AD brain with CDR=3.
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It is obvious that HMI is a set of seven invariants moments
which can be used in applications that require scale,
translation and rotation invariants. Truly, in this work, feature
extraction process contains calculating seven Hu moments for
each brain image as in (4), and all moment’s values are
concatenated into a 1D vector. Under those circumstances, a
vector of seven Hu moments has been calculated for each
brain image for both cases the normal control and AD.
Therefore, each 2D brain image is transformed to a 1D vector
containing the most significant feature of that image. Table 1
shows an example of seven Hu moments for four different
brain images as in Fig. 2.

C. Normalizing the Hu moments

As it is clear from Table 1, there is some convergence
among moments’ values, which make it confuse for the
classifiers to make the classification decision. To handle this
issue, normalizing these moments has been found as the
perfect way to diverge among them and make them specific
features for each category to which they belong. The input
features are normalized to real values between 0 and 1. The
normalized moments have dissimilar values.

Normalization is the method used to reduce the needless
repetition of data i.e., redundant data. It makes the data in a
normalized arrangement. The main advantage of normalizing
is to separate data into distinct, unique sets. Mostly, data
normalizing is performed to improve the performance.
Database normalization is a sequence of steps followed to get
a database structure that permits reliable storage and effective
access of data in a relational database. These steps decrease
data redundancy and the hazard of data being unpredictable.
Normalizing a database helps design the database construction
to store data in a rational and related way. It is common for all
databases to be normalized. First, normalizing data could
reduce data duplication. Since databases can hold a significant
amount of information, maybe millions or billions of pieces of
data, normalizing the database reduces its size and prevents
data duplication from happening. It makes sure that every
piece of data is stored just once. Second, normalizing can
group data logically.

Practically, application providers who make applications
dealing directly with the database discover it is easier to treat
with a normalized database. The data is arranged more
logically when it is normalized. Normalizing gives fewer null
values and less redundant data, making the database more
compact. Conceptually, normalization is cleaner and easier to
preserve and change whenever change is needed. As a result,
normalizing highly improves the performance of the two
classifiers used for identifying each image’s class exactly.
Table 2 displays the normalized Hu moments that shown in
Table 1. Fig. 3 illustrates the feature extraction process.

D. Classification Process

The similarity measurement among images is still a hot
topic and an essential issue in the machine learning and
computer vision. Several applications in machine learning
have usually used the Euclidean distance, for example, K-
Nearest Neighbor (KNN), K-Means Clustering (KMC), and
the Gaussian kernel. Some of them have used a binary
classifier like SVM. Each classifier has specific
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characteristics, in terms of time consumption, performance
accuracy, and cost, which make it the proper classsifier for
some applications.

The basic classifiers that are used in this study are KNN
and linear SVM. The main idea of using different classifiers is
to demonstrate that the proposed technique is appropriate for
more than one classifier. The option of these classifiers rested
in KNN and SVM, both are suitable to high dimensional
application, particularly when the available training examples
are quite few. Both KNN and SVM are distinctive classifiers;
they attempt to estimate classification limits in the feature
space as a substitute of modelling the conditional density of
the class. Fig. 4 shows the structure of the classification
process in this work.

In general, The classification methods can be classified
into parametric and non-parametric problems. In fact,
parametric methods are based upon the assumptions of
normally distributed population, and they estimate the
parameters of the distributions to solve the problem. However,
nonparametric methods make no assumptions about the
specific distributions involved, and are therefore distribution-
free [28].

TABLE Il.  NORMALIZED HU MOMENTS OF TABLE |
Hu Imagel Image2 Image3 Image4
moments | (cpRr=0) (CDR=1) (CDR=2) (CDR=3)
M1 0.4377 0.5107 0.4879 0.5564
M2 0.1181 0.5086 0.3772 0.7650
M3 0.5518 0.3602 0.1699 0.7328
M4 0.5416 0.2852 0.0391 0.7898
M5 0.1377 0.6978 0.1679 0.6826
M6 0.0776 0.0859 0.7246 0.6794
M7 043621 g5101 0.4867 0.5592
¥, ‘ Normalizing

M1, M2, M3, M4, M8, Mé, M7

M1, M2, M3, M4, M5, M6, M7

M1, M2, M3, M4, M5, M6, M7

Input Brain Images Seven Hu moments Normalizing seven

moments vector

Fig. 3. Structure of feature extraction process.
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(0 N O N
‘/ NHMI yomal Cognitive ‘ Classification Process )
- Output
——— 1. KNN Image class
. NHMIp 2. SVM \ )
. O\ /
Training dataset H
NHMI testing dataset

Fig. 4. Block diagram of classification process.

1) K- Nearest Neighbor KNN

The KNN classifier assists as a design of a non-parametric
statistical method. When a testing data is examined, a K-NN
classifier tries to find the pattern space for the k training cases
which are alike in unknown cases. These k training cases
consider the “K-nearest neighbors” of the unknown cases. K-
NN classifier can also be suitable for the dependent variable
that deals with more than two principles like high risk,
medium risk, and low risk. Besides, K-NN classifier needs an
identical number of good and bad sample cases for improved
performance. The selection of k also infuluences the
performance of the k-NN process [28].

The K-nearest neighbor algorithm depends on the
knowledge of clustering components of similar nature. In
other words, items of the same class should be nearer in
distance [29]. The execution process of the K-nearest neighbor
algorithm is as follows:

Let T be a training dataset, and S a test dataset.
Individually, every sample X, is a tuple (Xa1, Xa2, ..., Xap, 2),
where, X is the value of the f-th feature of the a-th sample.
This sample belongs to a class z, represented as xza, and a
specific dimensional space. For the T set, the class z is
identified, while it is unidentified for S set. Basically, for each
sample X held in the S set, the k-NN model searches for the
k nearest samples in the T set. Mathematically, it calculates
the distances between Xgs and all the samples of T set.
Normally, the Euclidean distance is used for this task.
According to this calculated distance, the k closest samples
(neighy, neigh,, ..., neighy) are found by placing the training
samples in ascending direction. Based on the k closest
neighbors, a majority vote is managed to compute which class
is prime among the neighbors. The value of k could possibly
affect the performance and the noise of this method [30]. So,
the KNN algorithm can be summarized as two main
procedures [29]:

a) First, the number of closest points of test sample x
against training data T is determined using a Euclidean
distance equation. If there are two points in j dimensional
space, X = [X, Xz, ..., Xxj] and y = [y1, Ya, ..., yj], the Euclidean
distance between them can be denoted by (15) [28]:

d(xy) =D (%~ %) (5)

b) When a test sample x has more representatives than a
specific class of data, which means the number of K-nearest
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points accounting for the majority, it is judged that x is of that
specific class [29].

2) Linear SVM

Support Vector Machines (SMVs) were used as a
classification method, using LIBSVM toolbox under
MATLAB as simulation software [31]. Firstly, SVMs are
expressed for binary classification. The SVM technique is a
familiar model which has shown to perform perfectly in
various applications by similar or improved performance than
many other models. SVM has an additional benefit over other
approaches. It is computationally less sensitive to the
dimensionality of the application, which permits dealing with
complex applications of a large number of variables [32].

SVM is a supervised learning technique. It is a binary
classifier which returns a class label. SVM splits binary labels
of the training data by the following hyperplane:

g(x):WTx+W0 (6)

Where, w is known as the weight vector and w, as the
threshold. Fig. 5 illustrates the hyperplane of a linear SVM.
This hyperplane is extremely distant from the two classes [33].
The thematic of a binary classifier is to build a function f:

R" — {£1} using training data that is, n-dimensional
patterns x; and class labels y;:

(X, Y0, (X5, Y, ) (X, Y, Z) € (R > {21)) (7)

0 ©) 0 @margin
__________ Q®
hargin

Fig. 5. The hyperplane of a linear SVM.

So as to f will properly categorize the new samples (X, y)
[29]. This linear separating is found with a maximum-margin
in a richer feature space made by kernel function k (x, z).
There are many general kernel functions consisting of
polynomial, RBF, sigmoid, etc. The typical formula of SVM
classifier is defined as follows [34]:

0= ey, k(x v)+b ®)

Where,{vi }i":l are denoted the support vectors which are a
minor set of training data close to the splitting hyperplane.
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V. KNNvsSVM

Several classifiers have been established by many
researchers, which are used in systems that include object
recognition. Practically, both K-Nearest-Neighbor (KNN) and
Support-Vector-Machine (SVM) classifiers are well known
and commonly used.

In KNN, the object is classified based on the labels of its k
nearest neighbors by popular vote. When k=1, the object is
easily classified as the class of the object closest to it. If there
are just two classes, k should be an odd number. A core
benefit of the KNN algorithm is its strong performance with
multi-modal classes, since the base decision is built on a
minor neighborhood of the same objects. So, the system can
still result with good accuracy if the goal class is multi-modal.
However, a main weakness of the KNN algorithm is that it
uses all the features equally in calculating for similarities. This
could result in classification errors, particularly when there are
just few subsets of features that are valuable for classification.

KNN has some suitable properties. It is mechanically non-
linear; it can recognize linear or non-linear distributed data;
and it works very well with a lot of data points. On the other
hand, KNN has some negatives. It needs to be carefully tuned;
the selection of K and the metric (distance) to be used are
crucial. Besides, KNN may be slower to use when the value of
K is to be reserved high, or the total number of points is high.

A main positive of SVM classification is that SVM
performs well when datasets have numerous characteristics,
even if there are just a few cases that exist for the training
process. SVM performs in a different way and it is a good and
fast solution for many applications. But, some disadvantages
of SVM classification include limits in speed and size
throughout both training and testing processes of the system
and the collection of the kernel function parameters.
Eventually, if the application has a lot of points in a low
dimensional space, then KNN is perhaps an excellent choice.
If the application has a few points in a high dimensional space,
then a linear SVM is possibly better.

VI. EXPERIMENTAL RESULTS

The experiments have been evaluated using two different
classifiers: KNN and SVM. Alzheimer database images in this
work have been classified into two classes: normal cognitive
(MCI) and brain suffered from AD. The proposed approach is
trained with different numbers of training databases for each
classifier, and their performance in discriminating the healthy
and AD brain images are investigated.

A. Training

In this stage, the system is trained using the NHMI
algorithm. The feature extraction process is performed for two
distinct categories. Using NHMI, the moments’ values will be
separated into distinct, unique sets to guarantee the
performance of the classifiers during the classification
process. At the end of this stage, the most important features
were constringed as 1D vector, which contains normalized
moments for each training set (healthy and AD).
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Fig. 6. Hu moment invariants for four different brain images.
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Fig. 7. Normalized Hu moment invariants of Fig. 5.

By way of example, Table 2 illustrates the normalized
moments of four different brain images. It shows the effective
power of NHMI weights. These weights represent the
dominant distinct features of each image. Fig. 6 displays an
example of the salient HMI features, there is a clear
convergence of their moment's values which make it kind of
confusing for the classifiers to do the classification tasks and
put each test dataset in its right class. Therefore, the idea of
normalizing these moments has been proposed to ensure the
moments of every class are separated differently from each
other. This step highly improves the classification system
performance and the accuracy reaches 100% for the SVM
classifier. Fig. 7 shows the same moments after normalization
and how they look spaced out between each other, which was
the key point in this work.

B. Testing and Results

With a view to accomplish best-expected accuracy, we
tested the system using two sets of brain images; MCI and AD
with two different classifiers, KNN and SVM. The
classification accuracy is also estimated for each classifier,
too. Indeed, NHMI model demonstrates an improved
classification performance, as well as training, once the
moments are normalized. Fig. 8 shows the training datasets
distribution for SVM classifier and how the hyperplane
separates the two classes non-linearly. However, the
normalizing process has solved this problem and enables the
classifier to recognize each class perfectly. For evaluation
purposes, the testing results are approved using ADNI
datasets. It is proven that the designed NHMI shows
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promising results. As shown in Tables 3 and 4, confusion
matrices include the classification accuracy for each used
classifier. The usefulness of the normalized moments is
demonstrated in Table 5, where the confusion matrices and the
classification accuracy are recorded before normalizing the Hu
moments, even though we use 100 subjects as a training
dataset. To be fair, we run the same number of training and
testing datasets for the two different classifiers. Also, the
running time that is required for both classifiers to do the
classification process has been computed. Table 6 displays the
running time values. As it is clear in this work, KNN is faster
than the SVM classifier, since we have just two classes.
However, SVM performs better than KNN in the classification
performance. Table 3 illustrates how the NHMI performance
improved as the number of training datasets increased for
KNN classifier. While for SVM, it got its perfect performance
from the beginning when the training dataset is 50, so, SVM
does not need any increase with the training datasets.
However, each classifier has its strength in classifying the
testing datasets in our model.

C. Sensitivity and Specificity

In addition to the accuracy rate of the classification
approach, there are other statistical measures for a binary
classification test named as sensitivity and specificity. They
are widely used to describe a diagnostic test. In any medical
study, each subject may have or may not have the disease. The
test result can be either positive (having the disease), or
negative (does not have the disease). Nevertheless, there is
still a possibility that the test outcome does not match the
actual case of the patient. Sensitivity calculates the ratio of
actual positives which are correctly diagnosed (the percentage
of the patients who are recognized to have the disease). While
Specificity computes the ratio of negatives which are correctly
diagnosed (the percentage of healthy people who are
recognized as not having the disease). They can be expressed
as follows:

Sensitivity =TP /(TP + FN),
Specitivity =TN /(TN + FP)

9)

where TP is the number of true positives, which means
number of AD patients who were correctly classified, TN is
the number of true negatives which is the number of normal
cognitive correctly classified; FN is the number of false
negatives, the number of AD patients classified as normal
cognitive, and FP is the number of false positives which is the
number of normal cognitive people classified as AD patient.
These probabilities expose the skill to distinguish MCI/AD
patterns as illustrates in Table 7.
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Fig. 8. Separating Hyperplane for the input training data space using SVM

classifier.
TABLE Ill.  CONFUSION MATRICES OF CLASSIFICATION ACCURACY FOR
KNN CLASSIFIER
Brain imaaes Training dataset =50 Training dataset=75
9 MCI AD  Accuracy MCI AD  Accuracy
MCI 16 0 100% 16 0 100%
AD 4 8 66% 2 10 83%
Average 83% 91.5%
Accuracy
Training dataset =100
MCI MCI  AD  Accuracy
16 0 100%
AD 2 10 83%
Average o
Accuracy 91.5%
TABLE IV.  CONFUSION MATRICES OF CLASSIFICATION ACCURACY FOR
SVM CLASSIFIER
Brain imaaes Training dataset =50 Training dataset=75
9 MCI AD  Accuracy MCI AD  Accuracy
MCI 16 0 100% 16 0 100%
AD 0 12 100% 0 12 100%
Average 100% 100%
Accuracy
Training dataset =100
MCI MCI  AD  Accuracy
16 0 100%
AD 0 12 100%
Average o
Accuracy 100%
TABLE V.  CONFUSION MATRICES OF CLASSIFICATION ACCURACY
BEFORE NORMALIZING THE MOMENTS WITH TRAINING DATASETS=100
Brain images KAN SVM
9 MCI  AD Accuracy | MCI  AD  Accuracy
MCI 11 5 68.7% 12 4 75%
AD 3 9 75% 9 3 75%
Average Accuracy 71.85% 75%
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TABLE VI.  RUNNING TIME FOR CLASSIFICATION PROCESS WITH
DIFFERENT TRAINING DATASETS FOR BOTH KNN AND SVM CLASSIFIERS
(Msec.)
Training datasets KNN SVM
50 2.1 4.9
75 2.1 13.7
100 25 28.9

TABLE VII. AVERAGE ACCURACY, SENSITIVITY, SPECIfiCITY, FOR KNN
AND SVM WHEN TRAINING DATASETS=100

Classifier Sensitivity Specificity Average Acc.
KNN 0.833 1 91.5%
SVM 1 1 100%

D. Results Comparison

The work of the NHMI model in this paper is compared
with other state-of-the-art techniques which used the same
ADNI database. Table 8 clarifies the classification accuracy
results of the ADNI database literature works used different
algorithms, in comparison with ours. Overall, the proposed
NHMI proves a considerable enhancement in performance
compared with other state-of-the-art methods.

VI1.DISCUSSION

As has been noted, normalizing the Hu moments
significantly affects our proposed system performance and
gives an outstanding result, especially for SVM classifier.
SVM classifier has reached its best performance (accuracy of
100%) once we normalize the Hu moments no matter how
much we increase the training datasets. From the other point
of view, the KNN classifier affected with increasing the
training datasets which enhances its performance, but no
longer than 75 training datasets. It is quite obvious that KNN
classifier has a simpler model structure, which makes it the
faster classifier for low-level classification applications of the
two classes, having low dimensional features like our
application. On the other hand, SVM classifier has the better
performance, but it is a little bit more complex and slower
than KNN. As a future work, we are looking headlong to
classify Alzheimer disease into four different classes,
depending on measures of disease severity (normal cognitive
CDR=0, simple AD (CDR=1), moderate AD (CDR=2), severe
AD (CDR=3)). Besides, investigating new classification
schemes to recognize and classify other diseases, ECG signals
classification, or classification of various medical images for
healthy and non-healthy people.

TABLE VIII. COMPARISON CLASSIFICATION ACCURACY OF OUR NHMI
WITH THE STATE-OF-THE-ART EXISTING ALGORITHMS FOR THE SAME ADNI

DATASETS
ADNI literature Classification Methods Acc (%)
[Clzzr]los Cabral etal. Favourite Class Ensembles 66.78%
L. Herrera et al. [25] DWT and SVM classifier 83.63%
J. Iglesias et al. [35] Self-Smoothing Operator 97.5%
D. Zhang et al. [36] Multimodal classification based on 93.2%
- cheng et ak MRI, PET, and CSF '
M. Lépez et al [37] Principle Component Analysis with 96.7%
neural network
This work NHMI with KNN classifier 91.5%
NHMI with SVM classifier 100%

Vol. 8, No. 11, 2017

VIIl. CONCLUSION

In this paper, we investigate and prove the usefulness of a
NHMI technique for Alzheimer disease classification. The
NHMI system serves medical requests in a specific area for
diagnosing medical images using good classification
techniques with fast processes. It offers greater advantages,
perfect classification accuracy (100% for SVM classifier), and
fast computational processes.

Hu moments Invariant algorithm has been used in this
approach. The key point in this work is to normalize these
moments and make them diverge from each other, which
results in perfect classification performance. This step has
made the proposed system very efficient, even though it is
built from common classifiers. Two different classifiers have
been used in this study, KNN and SVM. The experiments’
results are obtained during short running time and ideal
classification accuracy. To guarantee the preferred results,
different numbers of the training datasets are used (50, 75, and
100), and 28 datasets are used for testing purposes later. Best
results, in terms of best accuracy and low running time, are
obtained with moderate numbers of training datasets.

ACKNOWLEDGMENT

The data collection and sharing for this research was
supported by the Alzheimer’s Disease Neuroimaging Initiative
(ADNI). ADNI data are spread by the Laboratory of Neuro
Imaging at the University of California, Los Angeles.

REFERENCES

[1] S. Sarraf, G. Tofighi, and D. Neuroimaging, “DeepAD : Alzheimer’s
Disease Classification via Deep Convolutional Neural Networks using
MRI and fMRI,” Aug 2016.

[2] V. Sivakumar, V. Murugesh, and S. Arabia, “Australian Journal of Basic
and Applied Sciences Alzheimer ’ s Disease Detection in Brain
Magnetic Resonance Images Using SOM,” vol. 9, no. January, pp. 315—
322, 2015.

[3] R. Mahmood and B. Ghimire, “Automatic Detection and Classification
of Alzheimer‘s Disease From MRI Scans Using Principal Component
Analysis and Artificial Neural Networks,” pp. 133-137.

[4] X. Zhou, S. Wang, W. Xu, G. Ji, P. Phillips, and W. Virginia,
“Detection of Pathological Brain in MRI Scanning Based on Wavelet-
Entropy and Naive Bayes Classifier,” pp. 201-209, 2015.

[5] T.A. Intelligence, “Pathological brain detection in MRI scanning via Hu
moment invariants and machine learning,” no. January, 2016.

[6] M. K. Hu. Visual pattern recognition by moment invariants. IRE Trans.
Inform. Theory, IT(8), 1962.

[7] F. Al-azzo and A. M. Taqi, “3D Human Action Recognition using Hu
Moment Invariants and Euclidean Distance Classifier,” vol. 8, no. 4, pp.
1-9, 2017.

[8] N. Belmokhtar and N. Benamrane, “Article: Classification of
Alzheimer’s Disease from 3D Structural MRI Data,” International
Journal of Computer Applications, vol. 47, no. 3, pp. 40—44, June 2012,
published by Foundation of Computer Science, New York, USA.

[9] I II&n, J. Gérriz, J. Ramirez, D. Salas-Gonzalez, M. Lépez, F. Segovia,
R. Chaves, M. Gémez-Rio, and C. Puntonet, “18F-FDG PET imaging
analysis for computer aided Alzheimer’s diagnosis,” Information
Sciences, vol. 181, no. 4, pp. 903-916, 2011.

[10] P. Padilla, M. Lépez, J. Gorriz, J. Ramirez, D. Salas-Gonzalez, and 1.
Alvarez, “NMF-SVM Based CAD Tool Applied to Functional Brain
Images for the Diagnosis of Alzheimer’s Disease,” Medical Imaging,
IEEE Transactions on, vol. 31, no. 2, pp. 207-216, 2012.

[11] D. Zhang, Y. Wang, L. Zhou, H. Yuan, and D. Shen, “Multimodal
classification of Alzheimer’s disease and mild cognitive impairment,”
Neuroimage, vol. 55, no. 3, pp. 856-867, 2011.

17|Page

www.ijacsa.thesai.org



[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

(IJACSA) International Journal of Advanced Computer Science and Applications,

M. Lopez, J. Ramirez, J. Gorriz, D. Salas-Gonzalez, I. Alvarez, F.
Segovia, and R. Chaves, “Multivariate approaches for Alzheimer’s
disease diagnosis using Bayesian classifiers,” in Nuclear Science
Symposium Conference Record (NSS/MIC), 2009 IEEE, 24 2009-nov. 1
2009, pp. 3190 —3193.

J. Young, M. Modat, M. Cardoso, J. Ashburner, and S. Ourselin,
“Classification of Alzheimer’s disease patients and controls with
Gaussian processes,” in 2012 9th IEEE International Symposium on
Biomedical Imaging (I1SBI), May 2012, pp. 1523 —1526.

C. Cabral, M. Silveira, and N. Initiative, “Classification of Alzheimer ’ s
Disease from FDG-PET images using Favourite Class Ensembles,” pp.
2477-2480, 2013.

M. Liu, D. Zhang, and D. Shen, “Ensemble sparse classification of
Alzheimer’s disease,” Neurolmage, vol. 60, no. 2, pp. 1106 — 1116,
2012.

R. Polikar, C. Tilley, B. Hillis, and C. Clark, “Multimodal EEG, MRI
and PET data fusion for Alzheimer’s disease diagnosis,” in Engineering
in Medicine and Biology Society (EMBC), 2010 Annual International
Conference of the IEEE, 31 2010-sept. 4 2010, pp. 6058 —6061.

Rowayda, A. S. (2013). Regional atrophy analysis of MRI for early
detection of alzheimer's disease. International Journal of Signal
Processing, Image Processing and Pattern Recognisation, 6(1).

Iraky, K., Aliaa, Y. & Howida, Y. (2012). MRI brain image
segmentation based on wavelet and FCM algorithm iraky khalifa.
International Journal of Computer Applications, 47(16).

E.Bron,M.Smits,W.vanderFlieretal.,“Standardized evaluation of
algorithms for computer-aided diagnosis of dementia based on structural
MRI: The CADDementia challenge,” Neurolmage, 2015.

S. Kl oppel, C. Stonnington, C. Chu, B. Draganski, R. Scahill, J. Rohrer,
N. Fox, C. Jack, J. Ashburner, and R. Frackowiak, “Automatic
classification of MR scans
inAlzheimer’sdisease,”Brain,vol.131,n0.3,pp.681— 689, 2008.

Y. Fan, D. Shen, R. Gur, R. Gur, and C. Davatzikos, “COMPARE:
classification of morphological patterns using adaptive regional
elements,” IEEE Trans. Med. Imag., vol. 26, no. 1, pp. 93-105, 2007.
Khotanzad, A., and Y.H. Hong, 1990. Invariant image recognition by
zernike moments. IEEE Trans. Pattern Analysis and Machine
Intelligence, 12: 489-497.

M. Rizon et al., “Object Detection using Geometric Invariant Moment,”
Am. J. Appl. Sci., vol. 3, no. 6, pp. 1876-1878, 2006.

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(37]

Vol. 8, No. 11, 2017

A. Khotanzad and J. Lu, "Classification of invariant image
representation,” IEEE Transaction on Acoustics, Speech, and Signal
Processing, vol. 38, 1990.

L. J. Herrera, . Rojas, H. Pomares, A. Guillén, O. Valenzuela, and O.
Bafios, “Classification of MRI images for Alzheimer ’ s disease
detection,” 2013.

Y. Zilu, L. Jingwen and Z. Youwei, “Facial expression recognition
based on two dimensional feature extraction Signal Processing”, ICSP
9th International Conference on IEEE, (2008), pp. 1440-1444.

V. Sugumaran, V. Muralidharan and K. I. Ramachandran, “Feature
selection using decision tree and classification through proximal support
vector machine for fault diagnostics of roller bearing”, Mechanical
Systems and Signal Processing, vol. 21, no. 2, (2007), pp. 930-942.

A. K. Abdelmoula, “Bank credit risk analysis with k-nearest- neighbor
classifier : Case of Tunisian banks,” vol. 14, no. 1, pp. 79-106, 2015.

C. Chen, W. Huang, T. Tan, C. Chang, and Y. Chang, “Using K-Nearest
Neighbor Classification to Diagnose Abnormal Lung Sounds,” pp.
13132-13158, 2015.

1. Triguero, “A MapReduce-based k-Nearest Neighbor Approach for Big
Data Classification,” 2015.

Chan, C., & Lin, C. (2011). LIBSVM: a library for support vector
machines. ACM Transactions on Intelligen Systems and Technology, 2
(3), 2:27:1-27:27.
L. J. Herrera, I. Rojas, H. Pomares, A. Guillén, O. Valenzuela, and O.
Bafios, “Classification of MRI images for Alzheimer > s disease
detection,” 2013.

M. Lo, “Neurocomputing Principal component analysis-based
techniques and supervised classification schemes for the early detection
of Alzheimer ’ s disease,” vol. 74, pp. 1260-1271, 2011.

H. Cao et al., “Approximate RBF Kernel SVM and Its Applications in
Pedestrian Classification To cite this version : Approximate RBF Kernel
SVM and Its,” 2008.

J. E. Iglesias, J. Jiang, C. Liu, and Z. Tu, “Classification of Alzheimer ’
s Disease Using a Self-Smoothing Operator,” pp. 58-65, 2011.

D. Zhang, Y. Wang, L. Zhou, H. Yuan, and D. Shen, “Neurolmage
Multimodal classification of Alzheimer’s disease and mild cognitive
impairment,” vol. 55, pp. 856-867, 2011.

M. Lo, “Neurocomputing Principal component analysis-based
techniques and supervised classification schemes for the early detection
of Alzheimer ’ s disease,” vol. 74, pp. 1260-1271, 2011.

18|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 8, No. 11, 2017

Multi-Valued Autoencoders and Classification of
Large-Scale Multi-Class Problem

Ryusuke Hata

Graduate School of Engineeri M. A. H. Akhand Kazuyuki Murase
raguate School of Engineering Dept. of Computer Science and Graduate School of Engineering
University of Fukui o T .

Engineering University of Fukui

Fukui 910-8507, Japan

Khulna University of Engineering &

Fukui 910-8507, Japan

Technology

Abstract—Two-layered neural networks are well known as
autoencoders (AESs) in order to reduce the dimensionality of data.
AEs are successfully employed as pre-trained layers of neural
networks for classification tasks. Most of the existing studies
conceived real-valued AEs in real-valued neural networks. This
study investigated complex- and quaternion-valued AEs for
complex- and quaternion-valued neural networks. Inputs,
weights, biases, and outputs in complex-valued AE (CAE) are
complex variables, whereas those in quaternion-valued AE
(QAE) are quaternions. In both methods, a split-type activation
function is used in the hidden and output units. To deal with the
images using the proposed methods, pairs of pixels are allotted to
complex-valued inputs in the CAE and quartets of pixels are
allotted to quaternion-valued inputs in the QAE. Proposed
autoencoders are tested and performance compared with
conventional AE for several tasks which are encoding/decoding,
handwritten numeral recognition and large-scale multi-class
classification. Proposed CAE and QAE revealed as good
recognition methods for the tasks and outperformed
conventional AE with significance performance in case of large-
scale multi-class images recognition.

Keywords—Autoencoder;  classification; complex-valued
autoencoder; quaternion-valued autoencoder; recognition

I.  INTRODUCTION

Autoencoding refers the automatic learning of encoding
and decoding functions from examples without engineered by
an expert or a human. A two-layered neural network is well
known as an autoencoder (AE) in order to reduce the
dimensionality of data. Recent studies proposed many types of
AEs [1]-[6] which are composed of input, hidden, and output
units, and are based on the gradient descent method. AEs
generally deal with image data. If a network is trained with
image data, some features of the input image appear in the
learned weights. These parameters can be used as the initial
parameters to train neural networks for classification tasks.
Most of the existing studies conceived real-valued AEs in real-
valued neural networks [1]-[6].

Artificial neural networks involve in a large number of
applications with significant varieties and recent multi-valued
version is found efficient for higher-dimension data.
Nowadays, real-world data contain higher-dimensional

This work was supported by the Grants-in-Aid from JSPS; Nos.
15K00333 for KM and 16J11219 for RH. The funding source had no role in

study design; in the collection, analysis and interpretation of data; in the
writing of the report; and in the decision to submit the article for publication.

information; examples include image, medical, and web data.
In conventional real-valued neural networks (RNNs), a multi-
dimension values are often treated by using multiple real-
valued neurons. The use of these multi-valued quantities is
now spreading to artificial neural networks in the form of
complex-valued neural networks (CVNNSs) and quaternion
neural networks (QNNS).

Complex and quaternion numbers are widely used in
various areas of engineering. Complex numbers are used to
deal with two-dimensional vectors and wave information,
whereas quaternions are used for three-dimensional graphics
and computer vision. The gradient descent method to tune
complex-valued weights in CVNNs [7] and quaternion-valued
weights in QNNs [8] made efficient to tackle such high
dimensional problems efficiently. With the advent of CVNNs
and QNNs, multi-valued data can now be used as complex and
quaternion signals. The convergence of CVNNs and QNNs is
found better than that of RVNNs to solve such higher
dimension problems. The study of CVNNs has been
developing widely in various areas [9]-[20]. Applications of
CVNNs include those in radar image processing [17], real-
time image recognition [19], and traffic and power systems
[20]. There have also been active studies of QNNs [21]-[24] in,
for example, color image compression [21] and color night
vision [22].

This study proposed two multi-valued autoencoders
extending conventional AE which are complex-valued AE
(CAE) and quaternion-valued AE (QAE). The CAE is a
complex-valued neural network with input, hidden, and output
units; its learning is based on the complex gradient descent
method. The QAE is a quaternion neural network with input,
hidden, and output units; its learning is based on the
quaternion gradient descent method. The signal flows in the
networks are almost the same as those of the AE. In order to
simplify the network calculations, easy-to-use split-type
activation functions are considered in the hidden and output
units of the CAE and QAE. Proficiency of the proposed AEs
are identified comparing with the conventional AE for
encoding/decoding and classification of image objects.

Although CAE and QAE have been outlined in our
previous study [25], the present study is extended and
complete presentation in both theoretical analysis and
experimental results. In this study, proposed methods are
tested for two different activation functions (sigmoid and
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rectified linear unit). Recognition of handwritten numerals and
large-scale multi-class objects is the main significance of the
present study. In another study, complex-valued are
investigated for linear autoencoders [26]; the algorithm is
different from those of our methods. The autoencoders have
considered in this study are nonlinear in category based on
neural network with nonlinear activation function and have
focused on the classification task.

The remainder of this paper is structured as follows.
Conventional AE and proposed multi-valued autoencoders
(i.e., CAE and QAE) are explained in Section Il. This section
also demonstrates autoencoder based classification. In
Section Ill, performance of proposed autoencoders are
investigated for several tasks which are encoding/decoding,
handwritten numeral recognition and a large-scale multi-class
classification. Finally, the study is concluded in Section IV
with future research directions.

Il. MULTI-VALUED AUTOENCODERS AND CLASSIFICATION
WITH THOSE

This section first explains conventional autoencoder (AE)
with a sample architecture for better understanding of
proposed multi-valued autoencoders. It then presents proposed
complex-valued autoencoder (CAE) and quaternion-valued
autoencoder (QAE) extending conventional AE. Finally,
classification based on autoencoders is demonstrated.

A. Conventional Autoencoder(Ae)

An AE is a two-layered neural network that is based on the
gradient descent method. In an AE, the number of outputs is
the same as the number of inputs, and common weights are
used in the first and second layers (weight sharing). To
describe the network architecture clearly, consider a network
with four-input, three-hidden, four-output units as shown in
Fig. 1.

X1 N
X2 V2
X3 V3
X4 Vs

Fig. 1. Network structure of an autoencoder with four-input, three-hidden
and four-output units. In conventional case the inputs and outputs are real
number.

Here, the input vector is X = [x; ---x,], and the bias
vectors in the first and second layers are B = [b; -~ bs]
and B = [b, - b,], respectively. The weight matrix W is
represented as:

Vol. 8, No. 11, 2017

Wiz 0 Wi
W31 0 Wsy

The hidden-unit output vector H = [h, --- h5] is obtained
as

H=f(WX + B), 2)

where f(x) is an activation function such as the sigmoid
or rectified linear unit (ReLU) function. The output vector
Y = [y, -+~ y,] is computed as

Y =f(WTH + B). @)

Here, WT is the transpose of W. When training data are
given to this network, the weights and biases are tuned by
back propagation to minimize the error between inputs and
outputs. The squared error given by (4) is applied as the error
function:

E=|X-Y]|>. 4)

The tuning equations of the network parameters b, Bp,
and wy,, are as follows:

Ab, = —a:TEp = 2a(x, —¥,)f'(zp) (5)
Abg = _a:TEq = pﬂ{ABqup}f,(cq) (6)
Awgy = —a 55 = Aby g, ™

Where, a is the learning rate and z, = ¥3_, wy,h, + b,
and ¢, = Z§=1 WqpXp + by are the net inputs to the p™" output
and g hidden unit, respectively. The learning process is
performed by giving initial values to the parameters and
iterating (5)—(7).

Autoencoders can generate some features in learned
parameters by training with data. For example, if an AE is
trained on a dataset of cat images, features such as silhouettes,
eyes, and ears appear in the learned weights. Furthermore,
AEs can be employed for pre-training weights of different
layers of deep neural networks and hence perform
classification tasks (e.g., image classification). By stacking
AEs, deep neural networks are shown better convergence than
in the case without pre-training of AEs [2].

B. Complex-Valued Autoencoder(CAE)

Proposed CAE is an extension of conventional AE to the
complex domain with complex-valued neurons. To consider
network structure of Fig. 1 for CAE, inputs, weights, biases,
and outputs are all complex valued. CAE operation steps are
similar to AE but perform in complex domain. Input signals
are given to the network through the input units; then, the
weighted sum of the inputs is given to some activation
function in each of the hidden units. Finally, in the output
units, the weighted sums of the hidden outputs are passed
through some activation function.

A complex value contains a real and an imaginary parts
and CAE learning algorithm is based on the complex-valued
gradient descent method. For network structure with Fig. 1,
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the input vector is X = [x; --- x,], the bias vector in the first
Iayer B = [b; ---bs], the bias vector in the second layers

= [by - b, and the weight matrix W (represented by the
same form as (1)) are all complex-valued numbers in CAE. To
describe the real and imaginary parts of the parameters, x,, =

xf +ix), Wop = why +iwgy,, by = b +ibj, and E = BR
ib} (i®=-1). The net |nput cq = cf +ic] and output
hy = hE + iR}, of the g™ hidden unit are calculated as

Cq = Xp=1WapXp + bg

-

+i{Z§=1(W§px{, + Wypx ) + by } ®)
hg = f(cg) +if (c3) ©)

Here, the hidden output is generated by a split type
activation function [27]. The net input z, —zp +1zp and

R yR _ 0 oI R
(quxp quxp)"'bq}

output y, = yx + iy, of the p" output unit are calculated
similarly as

Z, = Yio1Wephg + by (10)

= f(z) +if (z) (12)

The error function to be minimized is the same formula as
(4). For the training, we update the weights and biases by
using (12)—(14):

= 0E

Ab, = —B— 258 —ipZ ab, = AbE +iAb), (12)
=—p2£ abR iB W = AbR + iAb] (13)
oE OE
Awg, B % —ip @ = Awg, +iAwy,
= Ab,hy, (14)

Where, B is the learning rate and Eq is the complex
conjugate of h,. The following equations are for the partial
derivatives within (12)—(14):

O

a5p = ~200 — %) () (15)
o = ~2(% ~ 9)f (=) (16)
3o = (s ABFWE, + Ty Abpwiy ) (cf) (17)
3oy = (Zhoa 8bwi, — Sy 8w, )f(c5) (18)

The learning process is performed by giving initial values
to the parameters and iterating (12)—(14).

C. Quaternion-Valued Autoencoder(QAE)

Proposed QAE is an extension of conventional AE to the
quaternion domain with quaternion-valued neurons. To
consider network structure of Fig. 1 for QAE, inputs, weights,
biases, and outputs are all quaternion valued. The signal flow

Vol. 8, No. 11, 2017

in a QAE network is the same as that in an AE or CAE but
perform in quaternion domain.

A quaternion value contains one real and three imaginary
parts and QAE learning algorithm is based quaternion-valued
gradient descent method [21]. For network structure with
Fig. 1, the input vector is X = [x, --- x,], the bias vector in the
first layer B = [b, - b5], the bias vector in the second layers
B = [by -+ b,] and the weight matrix W (represented by the
same form as (1)) are all quaternion-valued numbers in QAE.
To describe the real and imaginary parts of the
parameters x, = xR + ix} + jx} + kxkX ,w,, = wl, +iwl, +
wi, + kwk, . b, = bX +ibl +jb) +kb¥ , and b, = bR +
ib} + jb) + kbX (i =j2 =k? =ijk=—1). The net input
cq = co +ic) +]c + keg and output b, = hf + ihy +]h]
khy of the q" hldden unit are calculated as

4
Cq = z WepXp + by
p=1
* ] .7
- R \R _ I _ R
= Zp_l(wqpxp WapXp = WapXy = WpXyy ) + bg

4
B R I I R ] K _ K ..J I
+1{zp_1(wqpxp + WapXp + WXy — WapX;,) + bg

4
; R ,J I K J R K I J
+) { § p_l(quxp + WapXy + WapXyy — Wapxp) + by
+k{Xa_ (Wl xK + quxp + W oXp — Wioxh) + b5} (19)

hq = F(c&) +if(ch) +if(c)) + kf(cK) . (20)
Here, a split-type activation function is adopted to generate
the hidden output. The net input z, =z + izp +jz) + kz&
and output y, = yX + iy; +]yZZJ + ky,’ of the p" output unit

are also calculated as
Z, = Y31 hqWep + by (21)

= f(z5) +if (z) +if (25) + kF (7). (22)

The same formula as (4) is used as the error function. For
the training, the weights and biases are updated using the
following equations:

= dE .aE o

Ab, = R ERET ]Vab/ V35K
= AbR +iAb}, + jAb) + kADK (23)
OE . OE 0E
Abg = RET AT —V7 abf Y 3ok
= ABE +iAb} + jAb] + kAbX (24)
0E . 0E . 0E 0E
Awqp -7 oW - Iwgp - awép —kr wgp

= AwE, +iAwl, +jAw], + kawk
_hyab,. @)
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Where, y is the learning rate and Eq is the quaternion
conjugate of h,. The following equations are for the partial
derivatives within (23)—(25):

0E

air = ~205 — %) () (26)
a7 = ~205 = 78)f (z) 27)
:Tg, ==2(x; = %) () (28)
o7 = 20K~ )f () 29)

0E _ ( Ya-18biwgy + 251 Abywy,

+ Y51 AEéW,{p + Yo AbXwk,

) f'(c®) (30)

327 | fF(cd) (31)

0E _ ( Xp=1Abywg, — 51 Abjwg,
e \+Xp Ab{fw,{p - Yo Abéwqp

98 _ ( g=1M~’1§W§p —Xp=1 A?’gwép f’(c’) (32)
o5 — Xp=1 Ang,{p + Xp=1 Abpwi, !
9E _ ( p=1 Af){fwffp + Zg=1ABz£Wép
8\~ Spe1 ABpwgp — Thes AW
The learning process is performed by giving initial values
to the parameters and iterating (23)—(25).

)f’(c?)- (33)

D. Classification using Autoencoder

Conventional AEs are found effective to build networks
for classification task. Proposed CAE and QAE based
networks also might perform well in classification; which is
the main intuition of this study. Size of output layer (i.e.,
nodes in the layer) of the network depends on number of
classes to be identified; and size of input layer depends on
data and how it process. Hidden layer numbers and sizes are
user defined parameters. Autoencoder(s) is used to pre-train
hidden layer(s). Output layer is trained only in fine tuning
with backpropagation in supervised mode.

WBP BBP

wW,B
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Fig. 2. Network structure using conventional autoencoder for handwritten
numeral recognition from 28x28 (=784) size images.

For better understanding of classification using
autoencoder, Fig. 2 is the network structure based on
conventional AE for MNIST handwritten numeral recognition
[28]. MNIST contains handwritten numeral images of 28x28
pixels. Therefore, total input nodes lag is 784 (=28x28)
considering an individual node for an individual pixel value.
To classify the digit images, 10 outputs (corresponding to the
class labels from 0 to 9) are considered in the output layer. If
number of nodes in the hidden layer is defined as Hag hidden
layer weights (W) and biases (B) are size of Hag Xlae and Hag,
respectively. W and B are pre-trained through conventional
AE. WBPand BB are the weight and bias vectors of output
layer, respectively, that have to be tuned by back propagation.
In the output units, signals from the hidden units are processed
by the sigmoid function.

The networks for classification using CAE and QAE are
complex and quaternion-valued, respectively. In CAE based
network, the complex-valued input neuron manipulate two
conjugative pixel values in real and imaginary parts of it.
Therefore, number of input in CAE based network (Icag) will
be half of conventional AE based network of Fig. 2. Similarly,
number of input in QAE based network (loag) will be one
fourth of conventional AE based network. At a glance, lag =
2lcae = 4loae. Due to higher dimension operation, relatively
less number of hidden neurons in CAE and QAE might be
sufficient. However, real valued output neuron is necessary to
classify in both the cases. In order to generate real-valued
outputs from the CAE output units, activation functions for
CAE and QAE are shown in (34) and (35), respectively.

feor(0) = (Fx®) = F(xD)” (34)

foor@ = (F&R) = FGN)* = (F&) = F(x¥))* (35)

In both the equations, f(x) = 1/(1 +e™*), i.e., sigmoid
function. Equation (34) has been investigated for complex-
valued neural networks to solve real-valued classification
problems [27]. Equation (35) is the proposed activation
function for QAE to convert quaternions to real numbers. The
methods used back propagation to tune the weights and biases
between the hidden and output units.

I1l. EXPERIMENTAL STUDIES

This section investigates effectiveness of proposed
multivalued AEs (i.e., CAE and QAE) in encoding/decoding
and classification of image objects. The outcome of the
proposed methods compared with conventional AE.
Encoding/decoding ability is observed on handwritten numeral
images. Recognition of handwritten numeral is also
considered to observe classification ability. Finally,
recognition on large-scale objects with many classes is

performed.  Following individual  sections  explain
experimental setup and compare outcomes of the
encoding/decoding and both classification tasks. The

algorithms are implemented in PGI® Accelerator C
Workstation. Experiments of this study have been conducted
on HP Z440 Workstation having CPU Intel(R) Xeon (R) CPU
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E5-1603 @ 2.80GHz and RAM 32.0GB in Windows 10 Pro
(64 bit) environment.

A. Encoding/Decoding

Performance of encoding/decoding is observed on MNIST
database [28]. MNIST database comprises 28x28-pixel gray-
scale images of handwritten digits from 0 to 9. From the
available samples, 2500 samples are considered as training set
and different 2500 samples are used as test set. In each set
(training/test) 250 of each digit from 0 to 9 are considered.
Same training and test set are used for all three networks
(conventional AE, proposed CAE and QAE).

In training/testing, a pattern is represented in different
forms in AE, CAE and QAE. Each individual pixel value is an
input in AE; therefore, AE required total 784 input neurons.
On the other hand, number of input is less in CAE and QAE
due to multi-valued neurons. Fig. 3 shows pattern construction
for CAE and QAE from a sample numeral image. CAE treated
each pair of pixels as one complex number, and QAE
considered each quartet of pixels as one quaternion number.
Therefore, CAE and QAE required input neurons 392
(=784/2) and 196 (=784/4), respectively.

Two popular activation functions sigmoid and ReLU were
considered to the hidden units of each method. On the other
hand, only the sigmoid function was applied to the output
units of each method. The number of hidden nodes were
considered less than input of a method as of many previous
studies. Experiments conducted for two different number of
hidden units. Table 1 shows the parameters for all the three
methods. Here, the notation AE;g.,7, signifies the method
name “AE” as conventional method; and the number of input
and hidden units are 784 and 272, respectively. Due to less
number of inputs as well as much less number of hidden units
considered in proposed multi-valued autoencoders, total
parameters were much less than conventional AE.

To assess the learning abilities of the proposed methods,
mean squared error (MSE) for the test set and the execution
time required for the training were compared. The test error
was calculated by

MSE = =30 [1X, — Va2 (36)

Where, n is the pattern number and N is the total number
of test samples. Furthermore, we discuss the features appeared
in the learned weights of each method.

Fig. 3. Pattern construction from a sample MNIST image for CAE and QAE.
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TABLE I. NUMBER OF PARAMETERS FOR ENCODER/DECODER TEST ON
MNIST IMAGES
Number of parameters
Method Input Hidden | Output Total®
unit unit unit
AE7g4.072 784 272 784 214,304
AE784.302 784 392 784 308,504
CAE39.136 392 136 392 107,680
CAE3zg,.196 392 196 392 154,840
QAE;96.68 196 68 196 54,368
QAE 196.08 196 98 196 78,008
2 Total number of parameters includes real and imaginary parts of weights and biases in the CAE and

QAE.

Fig. 4 depicts MSE for three methods (AE7gs.392, CAEzg.
196, and QAEjgg.08) for both sigmoid and ReLU functions in
hidden units on a sample run. It is observed from the figure
that the nature of the MSE curve almost same for all the three
methods for a particular activation function. The significance
observation from the figure is that all the methods with the
ReLU function (Fig. 4(b)) converged much faster than the
methods with the sigmoid function (Fig. 4(a)). For ReLU
function, MSE reached steady state position for 5000 epochs;
whereas, steady state position with similar MSE value for
sigmoid was shown to reach for 50000 epochs. Therefore, in
further expereiments, 5000 and 50000 epochs are considered
for ReLU and sigmoid functions, respectively.

1 —AE
- CAE

MSE

0.001
0 10000 20000 30000 40000 50000
Epoch
(a) Sigmoid function
1 —AE
0.1
w
%)
b=
0.01
0.001
0 1000 2000 3000 4000 5000
Epoch

(b) ReLU function

Fig. 4. Training process of AE7gs-302, CAE39,.196, and QAEg6.95 methods with
sigmoid and ReLU activation functions in the hidden units.
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TABLE II. AVERAGE TEST ERROR ON AE, CAE AND QAE WITH
DIFFERENT ARCHITECTURE AND ACTIVATION FUNCTIONS

Hidden unit 3 .
Method act. function Epoch MSE (x107) Time (s)

Sigmoid 50000 10.62 £0.14 1356
AE784-272

RelLU 5000 6.41+0.16 154

Sigmoid 50000 7.39£0.08 2048
AE784-392

RelLU 5000 6.08 £0.12 228

Sigmoid 50000 9.17 £0.07 376
CAE3zg2.136

RelLU 5000 10.53+£0.35 43

Sigmoid 50000 6.23 £0.08 579
CAE3z92.106

RelLU 5000 8.60 +£0.35 63

Sigmoid 50000 8.88+0.19 206
QAE196-68

RelLU 5000 7.39+0.18 24

Sigmoid 50000 6.33£0.09 306
QAE196-98

RelLU 5000 6.10 £0.15 35

Averages are taken over 5 independent runs.

Table 2 shows test error and required time for each method
after fixed number epoch. In relation to the test error, the AE
and the QAE with the ReLU function showed better results
than those of the methods with the sigmoid function even
training epoch is much less in case of ReLU. However, the
error of the CAE with the sigmoid function was better than
that with the ReLU function. Furthermore, each of the
methods showed better convergence as the number of
parameters increased. As an example, MSE value of QAE1gs.98
(heaving 98 hidden units) was less than QAE;gs.¢s (heaving 68
hidden units) for both sigmoid and ReLU. In terms of the
execution time, the period for QAE was much shorter than
period for the other two methods as seen from Table 2. This is
because the execution time is related to the number of
parameters and the computational complexity of the methods.
For better understanding, Fig. 5 shows sample output images
of AE7g4.397, CAE3g5.196, and QAE96.08 with the ReLU function
in the hidden units. Comparing with the output images, the
proposed methods showed almost the same qualities as that of
the conventional AE.

M0 [ 234SG6F3 7
3D [ 234SCT 87
40/ A3HS6F3 7

Fig. 5. Sample output images of the conventional and proposed methods.
The images were obtained Using AE784_392, CAEggz.lge, and QAElgs_gg with
ReLU function in the hidden units. The bottom images are the desired outputs
of the test set.

B. Handwritten Numeral Recognition (HNR)

HNR is a complex classification task and MNIST database
is well studied for this purpose. Classification performance
using proposed CAE and QAE is observed and compared with
conventional AE on MNIST database [28]. Autoencoder based
network construction for classification task is already

Vol. 8, No. 11, 2017

explained in Section 1I-D. The learned parameters that were
obtained from the encoding/decoding problem in previous
section are used as pre-trained hidden layer. To classify the
digit images, output layer heaving 10 output nodes
(corresponding to the class labels from 0 to 9) is added. In the
output units, signals from the hidden units are processed by
the sigmoid function. Finally, back propagation is used to tune
the weights and biases between the hidden and output units.
Fine tuning performed on fixed iteration to compare execution
time among the methods. The methods with the RelLU
function converged faster than the methods with the sigmoid
function; therefore the epochs for fine tuning were 5000 and
10000 for ReL.U and sigmoid, respectively.

Table 3 compares the methods in relation to the test set
accuracy and the execution time for both sigmoid and ReLU
as activation function in hidden units. The method AE7g4.390-10
indicates AE7g,.39, autoencoder from previous section is used
and output layer weight (W®F) size is 10x392 which are
trained in fine tuning. In relation to the accuracy rate, ReLU
achieved better results for AE and QAE; but sigmoid showed
better for CAE. However, both proposed methods is found
better than conventional AE regardless the activation function.
As an example, accuracy for AE;gss0.10 With ReLU was
81.0%; one the other hand, CAE395.196-10 and QAElge_gg_lo
achieved 85.5% and 85.4 %, respectively, for same activation
function. Although both CAE and QAE showed competitive
accuracy; in relation to the execution time, the QAE was faster
than CAE and much faster than AE. For 5000 epochs with
ReLU, QAEgs.08.10 took 18 seconds; whereas, CAEzqs-196-10
and AE7g4.395.10 took 31 and 139 seconds, respectively.

TABLE Ill.  AVERAGE TEST SET ACCURACY ON MNIST HANDWRITTEN
NUMERAL RECOGNITION

Method :cltd ?32;:2; Epoch gctzu(r("zc)y Time (s)
A st a0210 Sigmoid 10000 76.1 280

ReLU 5000 81.0 139
CAEsmms001s Sigmoid 10000 85.6 64

RelLU 5000 85.5 31
QAE 1810 Sigmoid 10000 85.2 38

ReLU 5000 85.4 18

Averages are taken over 5 independent runs.

C. Pokémon Character Recognition (PCR)

In this section, proposed CAE and QAE are evaluated and
compared with AE on Pokémon dataset' which is relatively
much complex problem. Pokémon is the registered trademark
of Nintendo /Creatures Inc. /GAME FREAK Inc. The dataset
is a collection of RGB images of 151 Pokémons where each
character image is 32x32 pixels. A gray-scaled dataset is
considered in this study to perform experiments. Fig. 6 shows
few samples from of the dataset. A single character has eight
patterns: two for each of the front, back, right, and left sides as
shown in Fig. 6(b). Therefore, the dataset is a collection of
1208 (=151x8) images; and the task is to recognize the images
into 151 character classes. Depending on the characters, the
images have quite different patterns. Due to large number of
classes, PCR is much complex than MNIST recognition task.

! http://hikochans.com/pixelart/
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Network structure and total parameters for AE, CAE and
QAE are shown in Table 4. An image with 32x32 pixels is
feed to AE network as 1024 (=32x32) inputs. Pattern
construction for CAE and QAE is similar to pattern
construction from MNIST image data: one CAE neuron
processes a pair of pixels as a complex number and one QAE
processes four conjugative pixels values as one quaternion
number. Therefore, in the experiments, inputs of CAE and
QAE networks were 512 (=1024/2) and 256 (1024/4),
respectively. Hidden nodes of the networks were also selected
in similar fashion. Total parameter of a method depends on
nodes in the input and hidden layers. Due to quaternion
presentation and less number of hidden neurons, total
parameters in QAE is less than CAE and AE. The activation
function in hidden units was the ReLU function for each
method. 75% of available objects were considered as training
set and rest 25% were used for test purpose. In two different
selections, two different data sets (training and test sets) were
prepared.

(b) Each of eight pattern images of two characters (classes).
Fig. 6. Image samples of the Pokémon characters.

TABLE IV. PARAMETERS FOR POKEMON CHARACTER RECOGNITION
Number of parameters
Method Input | Hidden | Output a
unit unit unit Total
AE1024-400-151 1024 400 151 470,551
CAEs;2-350-151 512 350 151 465,102
QAE 256-200-151 256 200 151 327,004
2Total number of parameters includes real and imaginary parts of weights and biases in the CAE and

QAE.

Similar to other autoencoder based classification, training
performs in two different phases: autoencoder based pre-
training of hidden layer and fine tuning of output layer. More
specifically, in AEjos-400-151, the hidden layer is conventional
AE with size 400x1024 and output layer weight (W) with
size 151x400 are trained in fine tuning through back
propagation. Training epochs in first phase (autoencoder) were
10000 for all three methods. On the other hand, training
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epochs of a method in second phase (fine tuning) were 5000
with mini batch of 151.

Fig. 7 shows sample output images of the methods for
training set of data set 1 in the first phase. It is noticeable from
the figure that all the methods were able to learn the training
images. Table 5 compares test set recognition accuracy as well
as required times in both phases for the three methods. It is
noticeable that conventional AE method showed the worst
recognition accuracy for both the data sets which were only
11.4% and 11.9% for data set 1 and 2, respectively. Besides
better encoding in first phase (as seen in Fig. 7), the worst
recognition performance of AE revealed the limitation of real
valued network for a problem to classify objects in such a
large number of classes. Number of hidden node enlargement
might improve performance but not significant level. In such a
case number of parameters and hence computation complexity
will increase much. With similar number of parameters, CAE
showed very good recognition accuracy which were 94.1%
and 96.2% for data set 1 and 2, respectively. On the other
hand, with less number of parameters, QAE showed
competitive performance to CAE and which were 92.1% for
both the data sets. In relation to training time, QAE took less
time in both the phases with resect CAE and AE. Finally,
proposed CAE and QAE revealed as good recognition
methods for such large-scale multi-class images.

AE
CAE
QAE

Train

Fig. 7. Sample output images of the conventional and proposed methods for
training set 1 in the first phase. The bottom images are the desired outputs.

TABLE V. TEST SET ACCURACY ON POKEMON CHARACTER
RECOGNITION
Time (s)
Method g ;ta é;(t::zoa/g First Second
Phase Phase
1 11.4 349 1211
AB1oze-400151 2 11.9 350 1183
1 94.1 196 685
CABs12.350.151 2 96.2 196 637
1 92.1 115 595
QABzs6200151 2 92.1 115 560

Averages are taken over 5 independent runs.

IV. CONCLUSIONS

This paper investigated two multi-valued autoencoders by
extending the conventional AE to complex and quaternion
domains which are complex-valued autoencoder (CAE) and
quaternion-valued autoencoder (QAE). Proposed CAE is a
two-layered neural network with inputs, outputs, weights, and
biases in complex domain. The tuning equations of the
weights and biases are based on the complex gradient descent
method. We adopted an easy-to-use split-type activation
function in the hidden and output units. On the other hand,
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proposed QAE is also a two-layered neural network but with
inputs, outputs, weights, and biases in quaternion domain. The
tuning equations of the parameters are based on the quaternion
gradient descent method. The split-type activation function is
also applied to the QAE. Although computational
complexities become higher in the proposed multi-valued
encoders relatively small sized architecture is found worthy to
handle a given task.

Proposed multi-valued autoencoders  outperformed
conventional AE while tested for encoding/decoding and
classification tasks. In encoding/decoding task, proposed CAE
and QAE showed better convergence than AE for fixed
number of epochs. In terms of the execution time, QAE took
the shortest time and CAE also took less time than AE. In case
of MNIST handwritten numeral recognition based on the
individual autoencoders, proposed CAE and QAE was better
than conventional AE. The most significant outcomes of the
proposed methods are observed on Pokémon Character
Recognition (PCR) which is a large-scaled multi-class
problem having 151 classes. In PCR, CAE and QAE achieved
more than 90% accuracy; whereas accuracy for AE was below
20%. Moreover, proposed methods took less time than
convention AE. Experimental studies with different settings
identified the proficiency of the proposed multi-valued
autoencoders.

A number of future researches are opened from this study.
In the present study, split-type activation functions were
considered for the proposed autoencoders. Complex-valued
and quaternion neural networks with fully complex- and
quaternion-valued activation functions have been studied
recently [29], [30]. Thus, such activation functions into CAE
and QAE might improve their performance and remained as
future work. Furthermore, only gray-scale image data is used
in the experiments. In a previous study, a QNN was used to
treat color image data [22]. It dealt with RGB color values as
quaternion numbers and showed good performance.
Applications of the QAE to such color image data would be
desired. Moreover, deep neural networks based on the
proposed autoencoders might perform well and remain as
future study.
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Abstract—Current intrusion detection systems for Wireless
Sensor Networks (WSNs) which are usually designed to detect a
specific form of intrusion or only applied for one specific type of
network structure has apparently restrictions in facing various
attacks and different network structures. To bridge this gap,
based on the mechanism that attacks are much likely to be
deviated from normal features and from different shapes of
aggregations in feature space, we proposed a knowledge based
intrusion detection strategy (KBIDS) to detect multiple forms of
attacks over different network structure. We firstly, in the
training stage, used a modified unsupervised mean shift
clustering algorithm to discover clusters in network features.
Then the discovered clusters were classified as an anomaly if they
had a certain amount of deviation from the normal cluster
captured at the initial stage where no attacks could occur at all.
The training data combined with a weighted support vector
machine were then used to build the decision function that was
used to flag network behaviors. The decision function was
updated periodically after training by merging newly added
network features to adapt network variability as well as to
achieve time efficiency. During network running, each node
uniformly captured their status as feature vector at certain
interval and forwarded them to the base station on which the
model was deployed and run. Using this way, our model can
work independently of network structure in both detection and
deployment. The efficiency and adaptability of the proposed
method have been tested and evaluated by simulation
experiments deployed on QualNet. The simulations were
conducted as a full-factorial experiment in which all
combinations of three forms of attacks and two types of WSN
structures were tested. Results demonstrated that the detection
accuracy and network structure adaptability of the proposed
method outperforms the state-of-the-art intrusion detection
methods for WSN.

Keywords—Wireless sensor network; intrusion detection
system; knowledge based detection; clustering algorithm; weighted
support vector machine

I.  INTRODUCTION

Wireless Sensor Network (WSN) is usually composed of
many randomly distributed tiny wireless sensor nodes that
collect and send sensory data in a coordinated way. In contrast
to traditional wireless networks, inherent advantages such as
lower cost and more convenient deployment have largely
extended WSN application fields, e.g., health care monitoring

Zeliang Qiu, Xiaoming Tang, Min Xiang, Ping Wang
College of Automation,
Chongging University of Posts and Telecommunications
Chongging, China

[1], smart home [2] and military surveillance and
reconnaissance [3]. The security of WSN for those crucial
fields has been an important demand [4]. Since wireless sensor
nodes usually are limited by power supply, computation
capability and communication range [5], traditional
encryption/decryption techniques that require an uninterrupted
power supply to retain frequently key management and access
control are unrealistic to be applied to WSN [6]. Thus,
establishing an intrusion detection system (IDS) to meet the
security requirements in WSN is essential.

In contrast with wired and ad hoc wireless networks, WSNs
are susceptible to various forms of security threats due to their
open and unreliable communication channel, dynamic topology
structure as well as lacking central coordination [7]. In general,
intrusion can be made by singular or multiple attacks. The
singular attack, such as flooding attack, black hole attack,
rushing attack and so on, occurs independently in WSNs
during a certain interval. In flooding attack, a malicious node
usually attempts to overwhelm processing capacity and energy
of the sensor node as well as network bandwidth by constantly
sending a stream of insignificant packets at a very short
interval [8]. In black hole attack, an intruder tampers with
packets by advertising itself as the possible shortest path to the
destination node, which results in the fact that most of the
packets are forwarded to the intruder [9]. In rushing attack, the
attacker forwards RREQ (route request packets) packets
immediately without processing after received them from other
nodes, which results in high jitter of the entire network [10].
For the multiple attack situations in which various types of
attacks occur simultaneously, the intrusion features might be
blurred by the intertwined attacks. For example, if flooding
attack and black hole attack occurring simultaneously, when
the relay nodes received the flooding packets, they may
forward these packets to the black hole attacker instead of
keeping flooding them, which makes the attacks appearing
reasonable and thus covers the intrusion. Since multiple-attacks
is much likely to happen than single ones, it would be benefit
to have an intrusion detection solution that is capable of
handling multiple attacks [11].

In recent years, many intelligent intrusion detection
systems that can only deal with singular form of malicious
attacks have been developed for WSN. Athmani et al. [12]
protected hierarchical WSN from black hole attack by
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controlling packets transfer between sensor nodes and the base
station. Although this lightweight scheme demonstrated
significant improvement in energy saving, it was unable to
defend flooding attack that aims to increase packets transfer
between sensor nodes [13]. In order to minimize energy
consumption in intrusion detection activities, Di Sarno and
Garofalo [14] proposed a method in which status of node
energy was only necessary to detect multi-layer flooding
attacks. However, this cross-layer intrusion detection approach
has not shown the ability to detect attacks in which energy is
irrelevant. For example, in a selective forwarding attack, a
malicious node either forwards packets of a certain node or not
does not significantly affect its energy consumption. Lim and
Huie [15] introduced a Hop-by-Hop Cooperative Detection
(HCD) method to decrease the probability of misbehavior
forwarding while achieve more than 95% package delivery.
However, the paper did not mention how to detect attacks that
are not mishehavior forwarding revelant, such as flooding
attack. Sarigiannidis et al. [16] presented an expert system, i.e.,
the RADS (rule-based anomaly detection system), based on an
ultra-wideband (UWB) ranging-based detection algorithm. It
seemed promising in detecting sybil attack in large-scale WSN
with high detection rate and low false alarm rate, while no
cooperation and data sharing between nodes are needed.
However, no evidence has been shown that the RADS is able
to detect unknown attacks. Obado et al. [17] calculated the
number of hops on the shortest paths between a source node
and a destination node as input to a Hidden Markov Model
(HMM) Viterbi algorithm to identify wormhole attack.
Although the HMM Viterbi algorithm reduced power
consumption of the sensor nodes, it was unable to recognize
other attacks that are path independent, such as flooding attack
and rushing attack. Although these intrusion detection systems
demonstrated merits in terms of detection capability or
minimization in resource consumption, the bottleneck is that
they just can detect singular threat. Researchers have been
seeking available information that can be helpful to detect
multiple attacks. According to Butun et al. [7], if a profile
representing stochastic network behavior is generated in
feature space based on the captured network traffic, malicious
behaviors against a WSN could lead profile in the feature space
to be deviated from the normal range and form different
aggregations. Thus, different forms of attacks are much likely
to have different shapes of aggregations in feature space.

In general, WSN has two types of network structures
(topologies), i.e., hierarchical (cluster) network and flat
network [18]. In the hierarchical network, nodes are organized
into clusters according to their range of transmission. Each
cluster has a cluster head that is responsible to transmit
information to the base station. In the flat network, all nodes
are identical in routing functions, i.e., transmitting packets in a
multi-hop way [7]. Current intrusion detection systems usually
take advantage of information of network structures to detect
attacks [18]. Shamshirband et al. [19] proposed a cooperative
multi-agent based fuzzy artificial immune system to detect
DDoS (distributed denial-of-service attack), where the sink
node and base station work together to choose the best strategy
for discovering an impending attack. However, the authors did
not detail the cooperative manner between the common nodes
and the base station in the flat network as well as the
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implementation. Based on the mechanism that the residual
energy of nodes around the sinkhole is much less than other
nodes when a flat network is suffering sinkhole attack, Shafiei
et al. [20] built a geostatistical hazard model and a distributed
monitoring method to detect and defend sinkhole attacks.
However, this strategy does not apply to hierarchical case,
because it is very difficult to identify sinkhole attack launched
in a cluster head when there is no significant difference in
residual energy of nodes around the cluster head between
normal and attacked situations. Therefore, the information of
network structure may be helpful to form patterns in intrusion
detection on one hand, it may also restrict the application scope
of IDS [21] on the other hand. That means that how to
efficiently use network structures while not be constrained by
them, i.e., to make the IDS to be network structure
independent, is tricky.

The aim of this research was to develop a network structure
independent intrusion detection model for WSN. The proposed
model employed a knowledge-based detection strategy in
which the mechanism is based on the fact that different forms
of attacks are much likely to have different shapes of
aggregations in feature space. Specifically, we captured
network traffics and projected them into feature space as
profiles representing stochastic network behaviors, and then
the shapes of aggregations of the profiles could be regarded as
an indicator to flag network behavior as normal or abnormal.
To achieve this goal, we firstly, in the training stage, used a
modified unsupervised mean shift clustering algorithm to
discover clusters from the profile in the feature space. Then the
discovered clusters can be classified as an anomaly if they have
a certain amount of deviation from the normal cluster
(behavior) captured at the initial stage where no attacks could
occur at all. The training data combined with a weighted
support vector machine were then used to build the decision
function that was used to flag network behaviors. The decision
function was updated periodically after training by merging
newly added network traffic to mitigate the impact of outliers
and noise as well as improve detection accuracy. During
network running, each node uniformly captured network
traffics as profiles at certain interval and forwarded them to the
based station on which the model was deployed and run. Using
this way, our model can work independently of network
structure in both detection and deployment.

The rest of this paper is organized as follows. Section 2
briefly describes related work. The proposed model is
presented in Section 3. Simulation intended to evaluate the
performance of the model is presented in Section 4. Section 5
summarizes this paper with indications of future work.

Il. RELATED WORKS

A typical anomaly detection technique usually identifies
behavior that has a certain amount of deviation from normal
behavior as an anomaly. Garofalo et al. [22] utilized decision
tree classification and lightweight detection techniques to
achieve trade-off between high detection rate and energy
saving. However, the paper did not give detail how to deal with
unknown attacks not described in the reference dataset. A
lightweight IDS was developed by using a wrapper based
feature selection algorithm to remove redundant features and
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employing a neural network based decision tree to optimize
feature selection [23]. Although this detection paradigm
increased the generalization ability by incorporating neural
networks, its ability to identify unseen pattern was incomplete
due to lacking updated decision function. A bio-inspired
approach, i.e., the Watchdog based Clonal Selection Algorithm
(WCSA), was implemented by Nishanthi and Virudhunagar
[24]. 1t was successful in detecting known attacks but failed to
detect unknown ones [4]. While these intrusion detection
methods were featured as energy saving and high detection
accuracy, they failed to detect “unknown” attacks. To address
this problem, we used an unsupervised data mining method to
classify an anomaly from normal behavior without any prior
knowledge. In addition, the decision function was updated
periodically to adapt to changes in network features over time
to increase the generalization ability.

Improving detection accuracy can be achieved from two
directions, i.e., increasing detection rate and decreasing false
alarm rate. Salmon et al. [25] utilized a tailored Dendritic Cell
Algorithm (DCA) derived from Danger Theory immune-
inspired techniques in which different input signals can be
categorized by DCA, i.e., the signals that caused damage were
regarded as anomalous while others were classified as normal
signals. Experimental data showed that DCA has high
detection rate but no low false alarm rate. An agent-based
artificial immune system was developed by [26]. In their
method, two types of agents, e.g., the dendritic cells agents and
the T-cell agents, collaborated with each other to count danger
value being regarded as indicators to detect malicious attacks.
This scheme achieved low false alarm rate but still cannot
obtain enough detection rate [19]. Accordingly, we used a
weighted support vector machine to maximize the margin
between clusters of normal and anomaly to minimize the
classification error, which in turn effectively enhanced
detection accuracy.

I1l. THE MODEL

In this model, network traffics are discretized by time slice
defined as A¢ (Fig. 1). Each node captures and sends its status
as a d-dimensional feature vector x, = (x,x?,...,x2) to the
base station at interval of Az, where d is the number of feature
types (see Table 3 for detail).

Normal data Af
/J_\ W Feature vector

0 n m t

{ {
Training data Testing data

Fig. 1. Network traffic. Each node captures its status at regular time
interval At as a feature vector. Network traffic is divided into training data and
testing data based on time boundary m. The feature vectors extracted in a
short period of time [0, n] after WSN initialization are regarded as normal
data.
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Fig. 2. The schematic diagram of processing steps in KBIDS.

Definition 1: Network traffic is defined as a matrix X,; =
{x1, x5, ..., xg,} that contains all feature vectors recorded in
interval [0, t], where all = N = t/At, and N is the total number
of nodes.

Definition 2: Normal data is defined as a matrix Xy, =
{x1, %3, ..., Xpr 5, nr = N *n/At , which contains all feature
vectors captured at the initial stage [0, n] where no attacks
could occur at all.

Definition 3: Training data is defined as a matrix X4, =
{x1, %3, ..., X}, tr = N * m/At , which contains all feature
vectors captured at the training stage [0, m].

Definition 4: Testing data is defined as a matrix X5, =
{Xtr 110 Xergzr o0 Xee, te = N # (t —m) /At , which contains
all feature vectors captured at the testing stage (m, t).

The proposed method is performed at the base station and
includes the following four steps (Fig. 2):

1) Preprocessing: Training data are normalized by the
min-max normalization method.

2) Training: The normalized training data are grouped
into a certain number of clusters by a modified mean shift
clustering algorithm. These clusters are eventually merged
into two clusters according to the distance between them and
the center of other clusters. Each feature vector in the training
data is tagged as normal or anomaly by comparing with the
normal data and the result of clustering. Further, each feature
vector is assigned a weight representing the distance between
it and its cluster center. The training data with labels of
weights are served as inputs to a weighted support vector
machine to establish a decision function.

3) Detecting: The testing data are flagged as normal or
anomaly by the decision function.

4) Updating: In the testing stage, the feature vectors that
has been processed are merged into the training data to rebuild
the decision function at specific an interval of AT = kAt k €
N,.
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The intrusion detection algorithm is deployed on the base
station of a WSN and other nodes are only responsible for
capturing and transmitting their own network status.

A. Preprocessing

In order to mitigate the effects of extreme value at one or
several dimensions on final results as well as speed
convergence of the algorithm [23], training data are normalized
by the min-max normalization method. Giving the training
data X7 qin:

1 2 d
[xl xl e xl —|
1 2 d
_lx X X
XTrain - .2 .2 2
1 2 d
lxtr Xtr xtrJter

A set of the minimum and the maximum values for each
column of Xg,.., are respectively obtained as xuni, =

1 2 d — 1 2 d
{xmin' Xmins ""xmin} and Xtmax = {xmax: Xmax» ---:xmax} .
Each feature vector x; € X,;; is then normalized by (1):

Xt—Xtmi
ti — tmin (1)
Xtmax ~Xtmin

Where, x,, is a normalized feature vector.

B. Training

The feature vectors (points) should be aggregated into a
certain region in the feature space in the normal situation. But
they would be deviated from the normal region while being
attacked. From the perspective of feature space, different forms
of attacks may result in significant difference in degree of
deviation from the normal region, and thus generate several
aggregations. The unsupervised mean shift clustering algorithm
(MSCA) [27] can effectively discover different concentrated
regions in the feature space to form arbitrary clusters, which
represents the aggregation of the features resulted from attacks.
In this step, the MSCA is employed to cluster training data,
flag them as normal or anomaly and feeds them into the
classifier for training.

Given nr data points x; € Xy, t = 1,2,...,nr On a d-
dimensional space RY, the initial feature vector x; is
continuously shifted by adding a shifting vector m,, where
my, can be calculated by (2) (please note that the shifting
of x; results in changes in my). x; stops shifting when m,, falls
below a certain threshold.

2
X1 =X
S xee (|2

my, = F(x;) = -
TR

X1 2
Where, g(x) = —k'(x). k'(x) and h are respectively the

derivative and the bandwidth of the kernel profile k(x) which
is defined by a multivariate normal kernel function K (x):

d 1
K(x) = (2m)"2exp (=3 lIxll) = ciak(]IxI|?) 3)

Where, ¢y q is a normalization constant
assuring K(x) integrates to 1. During the process of the
x, shifting, the points that it has traveled are regarded belong to
the same cluster and the last one is regarded as the cluster
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center c;. In the standard MSCA, all data points do the same
work as x; did. However, in order to speed the convergence
and promote precision of the standard MSCA, a modified
version that recording the track of shifting of feature vectors is
given as follows:

Each point p, on the track of x; and its shifting
distances d are recorded to form a similar set s;:

s1 = {(py,d1), (p2,d2), ., (P di)} k= 1,2, 4)
For all feature vectors we have the similar sets:
S ={sy,85,...,5i},i =12, (5)
The cluster centers are defined as:
C= {cl,cz, ...,cj},j =1,2, (6)

Based on the track of x,, the subsequent each feature
vector x; € X, t = 2,3,...,tr is clustered by the following
two steps:

Step 1: The Euclidean distances d,,,,, between x, and each
point p, in each similar set s; € S is calculated by (7). If
dy,p, is less than the shifting distance d, , the

tuple (x;, dy,p, ) is added to s;; Otherwise, proceed to step 2.

2
Axepe = Zld=1(xi - pi() (7

Step 2: x;, does the same work as x; did to generate a new
similar set s, and a cluster center c.. If C has a cluster center c;
which is equal to c., then merge s, into s;: s; = s.Us;;
Otherwise, c; and s, are inserted to C and S, respectively.

After the two steps are completed, the training data are
grouped into several clusters. The cluster including the normal
data is regarded as the normal cluster. The cluster whose
cluster center is farthest from the normal cluster is classified as
the abnormal cluster. The rest of clusters are then merged into
either the normal or abnormal cluster based on the relative
distance to them.

When a feature vector is received after time n, it is
immediately classified into the nearest cluster thus can be
flagged as normal or anomaly without extra training. In
addition, to mitigate the effect of outliers or noise in clustering
process on final decision and improve the detection accuracy, a
weighted support vector machine (WSVM) was introduced to
build a decision function (i.e. the optimal margin hyperplane
classification) from the clustering results.

Given tr data points:

{xt'yt}?;li Xt € Xrrain Ye = {—1,1}

Where y, denotes class labels (i.e. normal or anomaly), the
classification is defined as:

f(x) = sign(< w,x > +b) (8)

Where w is a weight vector and b is the bias. In order to
optimize w and b, the WSVM requires the solution of the
following optimization problem:

30|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

L1 2 1
min E||W|| +EZ§T=1 W, 0< v<1
sty <w,p(x) >+b)=1-¢, & =20,t=12,...,tr
©)

Where, v is the penalty factor of misclassification. &, is the
slack parameter to control noise. Vectors x; is mapped into a
higher dimensional space by the function ¢. W, is a weight,
which represents the relative contribution of x, to the decision
function. W, assigned to data point x; is calculated by (10):

W, = exp(— fZiL(Xl —cHh?) (10)

Where c is the cluster center of x,. Unlike the standard
SVM, where all training data points in one class are equally
important, WSVM reduces the effect of outliers and noises by
setting different weights [28]. According to Lagrangian duality
theory, the WSVM optimization problem in (9) is converted to
a quadratic programming problem:

{mm TE @ =3 B T aayeye < 9 G, () > a

sit Yiay,=0,0<a; < v*_lerf’i =1.2,..,tr
where a; is the Lagrangian parameter. The Karush—Kuhn—
Tucker conditions of the SVM are defined as:
acly(w,o(x) >+b)—1+&]1=0,t=12,..,tr
1 (12)
( Wt_at)fr =0, t=12,..,tr

vxtT

Finally, the optimal value of w and b are gained by:

{ w =Nl ayep(xe) (13)
b=y, — XL year < o(x), (x) >, Vk € [1,tr]
Hence, the decision function is obtained by:

fx) =sgn(Xily acye < o(x), (%) > = XL, yea, <
o (xe), (xi) > +yi)

:{ 1: Normal
—1 : Anomalous

(14)

C. Detecting

In this step, each feature vector in testing data is flagged as
normal or anomaly by the decision function (14). The feature
vector is then merged into either normal or anomaly cluster
according to the decision that has been made by the decision
function. After that, it is used to update the decision function
afterwards.

D. Updating

In order to cope with the possible changes in network
features over time, the decision function needs to be updated at
an interval of time AT. In this step, the cluster centers are
reevaluated by MSCA with updated training data, and the
weight of each feature vector is adjusted as well. After that, the
decision function is updated accordingly by WSVM.

The pseudo code of KBIDS is shown in Algorithm 1.
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Algorithm 1: KBIDS

Input:
Xau = {21, %3, oov e ,x.} feature vectors
AT interval of updating
Output:
1 flag of normal
-1 flat of anomaly

1. Normalize each feature vector x; € X,;;,t = 1,2, ... by (1).
2. Shift x; in feature space constructed by normal data X,,,,, =
{x1, x5, ..., Xpr-} Dy (2) until the shift distance m,, falls below a
certain threshold ¢.
3. Record the tracks that x; has traveled as a similar sets; =
{(p,dy), (P2, dy), ., (Pr,dy)} k=12,... and a cluster
center c;.
4. Cluster the training data Xr,qin = {xq, X2, -, X J:
For each feature vector x; € Xr,4in
If the distance d,,p, between x, and point p, in similar
sets; < S less than d,
Add (xt, dxtpk) into s;.
Else
Generate a new cluster center c; and a similar set s, by
MSCA.
Ifc.isequaltoc; € C
s; = s¢Us;.
Else
Add ¢, into C and s, into S.
End If
End If
End For
5. Merge clusters into two clusters and allocate label for x; €
Xrrain-
6. Allocate weights for x; € Xr,4in DY its relative distance to
cluster center (10).
7. Generate the decision function by WSVM.
8. Flag each subsequent feature vector x; IN Xppe =
{Xtr 41, Xerg2, - Xee} @S 1 0Or -1 by decision function. Merge
the feature vector x, and its label into training data.
Iftimet =m+ kAT, k =1,2, ...
Update the cluster center by MSCA.
Allocate weights for each feature vector x, of the training
data again.
Update decision function by WSVM.
End If

IV. SIMULATION EXPERIMENTS

In order to evaluate the performance of KBIDS, eight
experiment scenario (Table 1) were simulated by QualNet on a
PC with Inter(R) Core (TM) i7-4470k, 3.50GHz, 8GB memory
(RAM). In a flat network, we randomly deployed 30 sensor
nodes in a region with dimension of 1000(m) x 1000(m) and
deployed the base station in the center of the region, as shown
in Fig. 3(a). Ten percent of nodes were designated as malicious
nodes that performed attack. Compared with the flat network,
the hierarchical protocol is more suitable for large-scale
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networks in reducing node energy consumption and
communication bandwidth [29]. Hence, the number of nodes in
the hierarchical network was 100, and the number of attackers
was 10. The relationship between nodes in the hierarchical
network is given in Fig. 3(b).

TABLE I. SIMULATION SCENARIOS

Experiment Attack type Network structure
Case 1 Black hole attack Flat network

Case 2 Flooding attack Flat network

Case 3 Rushing attack Flat network

Case 4 Multiple attacks Flat network

Case 5 Black hole attack Hierarchical network
Case 6 Flooding attack Hierarchical network
Case 7 Rushing attack Hierarchical network
Case 8 Multiple attacks Hierarchical network

(a) ﬂ[No de 10] fg INode 16] fg [Node 23]

, [Node 2 :
fgINcde 17] gj{Node 27] fgNode 20]
e E] g [Node 26] f [Nods 19]
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jpNods 28] g (Node 11
) i [Node 24] g [Node 9]

#1hode 14] B [Node 13] [Noda 30]
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[Nods 25]
fNode 211 IN°de 121 “ifiNode 2) }) Node 4]
j{Node 6] fg [Node 11]
iNode 77[g Node 51
[Node 18] [Node 15]
E [Node 8] El [Node 29]
(b)
iSsac=hyd] ﬂ;fg"mmhya’]
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Fig. 3. QualNet simulation of two types of network structure in WSN. (a)
Flat network, in which nodes transmit data in a multi-hop way. (b)
Hierarchical network, in which nodes transmit data to base station in a
hierarchy way.
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For all types of network structure, the MAC layer and
routing protocol of all devices were IEEE802.11 and Ad hoc
On-demand Distance Vector Routing (AODV), respectively.
Simulation time for each experiment scenario was set as 10000
seconds. The value of time n was 100 seconds and m was 5000
seconds. Network traffic flow was simulated by constant bit
rate (CBR) with packets of 512 bytes. The mobility model of
nodes was simulated random waypoint (RWP) model with
pause time of 5 seconds and the maximum speed of 10m/s. The
statistical data of the energy consumption was counted by
MicaZ radio energy model [30]. The key parameters of the
simulation experiments were presented in Table 2.

In each singular attack scenario, only one type of the three
attacks, e.g., the black hole attack, flooding attack or rushing
attack, was lunched during 4000 and 7000 seconds. Unlike
singular attack scenarios, the three attacks were simultaneously
lunched during 4000 and 7000 seconds in the multiple attacks
scenarios. Each of these scenarios was replicated five times by
setting different initial position of sensor nodes.

TABLE Il WSN CONFIGURATION
Flat network Hierarchical network

Parameter Value Value
Simulation time 10000(s) 10000(s)
Field size 1000(m) x 1000(m) 1000(m) x 1000(m)
Total number of nodes 30 100
Number of attackers 3 10
Traffic type CBR CBR
Traffic size 512(B) 512(B)
Routing protocol AODV AODV
MAC protocol IEEE802.11 IEEE802.11
Mobility model RWP RWP
Pause time 5(s) 5(s)
Max moving speed 10(m/s) 10(m/s)

TABLE Ill.  FEATURES VECTOR CONSTRUCTED BY 13 VALUES
REPRESENTING NODE STATUS
Feature Description
numRequestRecved Number of route requests received
numRequestResent Number of route requests resent because

node did not receive a route reply.

Number of route requests received by

numRequestRecvedAsDest the destination.

Number of route request messages

numRequestInitiated initiated

Number of route request messages

numRequestRelayed forwarded by intermediate nodes.

Number of route replies initiated from

numReplyInitiatedAsDest the destination.

Number of route replies initiated as an

numReplyInitiatedAsIntermediate intermediate hop.

Number of route replies received by the

numReplyRecved node.

Number of route replies received as data

numReplyRecvedAsSource
source

Number of route replies forwarded by

numReplyForwarded intermediate hops

Number of data packets sent as the

numDatalnitiated source of the data.

Number of data packets received as the

numDataRecved destination of the data

Aggregate sum of the hop counts of all

numHops routes added to the route cache.
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A feature vector (Table 3) which is the basic unit of
information processing in KBIDS was constructed by capturing
13 types of features representing node status [31].

In order to test the efficiency of KBIDS, detection rate and
false alarm rate were used as index of assessment [32]
Detection rate was calculated as the percentage of the numbers
of successfully detected anomalies over the total numbers of
anomalies. False alarm rate was calculated as the numbers of
false alarm over the total numbers of normal data [18].

V. RESULTS

Simulation results of KBIDS were compared with
mainstream intrusion detection methods, such as PCA-based
centralized approach (PCACID) [33] K-Means, Mean Shift,
Decision Trees (DT) and Logistic Regression (LR), to evaluate
efficiency of detection and adaptively of network structure
(Fig. 4). Results showed that in the eight experiment scenarios,
the average detection rate and the false alarm rate of KBIDS
were 97.854% and 1.875% with small standard deviation
0.922% and 1.069%, respectively, which demonstrated an
obvious advantage than other mainstream methods. Although
K-Means, Decision Trees and Logistic Regression obtained
more than 92% average detection rate and less than 3%
average false alarm rate at the same situation, their results had
a large fluctuation, i.e., 4.831% and 4.291%, 1.327% and
1.348% as well as 3.922% and 2.547%. This exhibited their
weak capability in dealing with various forms of attacks. In
some cases, PCACID and Mean Shift achieved lower false
alarm rate than KBIDS. However, they failed to detect
anomaly constantly in all scenarios. Overall, KBIDS showed
advantages over other mainstream detection algorithms in term
of detection rate and false alarm rate. In addition, KBIDS
achieved stable performance in all scenarios, particularly in
scenarios with different network structure. This was a strong
evidence showing that KBIDS is network independent.
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Fig. 5. Performance of KBIDS for different values of At.

As one of the key parameters, the length of time slice At
might be one important factor affecting results and network
performance. Fig. 5 revealed the relationship between the
variations in time slice At and detection accuracy as well as
energy consumption when the interval of updating AT was
300s. With the increasing of Az, the average detection rate and
the energy consumption of data transmission decreased
gradually while the average false alarm rate rose steadily for
these cases. Overall, the time slice Ar=10s achieved a well
trade-off between detection accuracy and energy consumption.
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Fig. 6. Performance of KBIDS for different values of AT.

Since KBIDS employed a constant updating strategy to
adapt network variability over time, the impact of update
interval AT on the average running time (ART, i.e., the energy
cost) of the updating step and the average detection accuracy
cannot be ignored. When Ar=10s, although lower AT (20s)
achieved high detection rate and low false alarm rate (Fig. 6),
its cost, i.e, ART=62.16s was much larger than AT =
100s where ART=1.34s. No surprise, the average detection
rate and the average false alarm rate respectively decreased and
increased with the increasing of AT . However, the trend
became stable after AT=500s. Overall, AT=300s achieved a
great balance between detection accuracy and energy cost,
where ART was about 3.83s which was much less than time
slice At=10s.

In this algorithm, the computational complexity of the
clustering step is 0(Tn?), where T is the average number of
shifting, and n is the number of feature vectors. The
computational complexity of building WSVM
is 0(dn?) where d is the dimension of feature vector. The
computational complexity of the updating step is O(M(T +
d)n?) where M is the number of updates. Overall, the
computational complexity of the algorithm can be
approximated as 0(n?), which is not significantly affected by
the number of dimensions of feature vector. We acknowledge
that with the increasing number of feature vectors, it is
inevitable to increase the time cost for the updating step, which
is the main source of energy consumption that delays the
decision process. We used two strategies to solve this problem.
First, decision can be made immediately after learning stage
when WSVM has been established, no full training process is
necessary at each decision making; Second, old feature vectors
are removed from training data when new feature vectors come
in, so that the size of the training data can be kept at a constant
level.

VI. CONCLUSION

In this research, we developed KBIDS, a network structure
independent intrusion detection model for WSN. KBIDS
employed knowledge based detection strategy based on the
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mechanism that attacks are much likely to be deviated from
normal features and from different shapes of aggregations in
feature space. In KBIDS, an unsupervised data mining method
was used to classify an anomaly from normal behavior without
any prior knowledge. In addition, the decision function was
updated periodically to adapt to changes in network features
over time to increase the generalization ability. Further, a
weighted support vector machine was used to maximize the
margin between clusters of normal and anomaly to minimize
the classification error, which in turn effectively enhanced
detection accuracy. During network running, each node
uniformly captured their status as feature vector at certain
interval and forwarded them to its neighbor. The based station
runs the model to detect attack. Using this way, our model can
work independently of network structure in both detection and
deployment. Simulation experiments conducted on QualNet
platform demonstrated that our model outperformed other
mainstream algorithms in terms of detection efficiency,
stability across different network structures and computational
complexity. Sensitivity analysis gave insights into how model
performance can be affected by some key parameters, thus
future improvement can be directed.
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User based Recommender Systems using Implicative
Rating Measure

Lan Phuong Phan

College of Information and
Communication Technology
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Can Tho, Viet Nam

Abstract—This paper proposes the implicative rating measure
developed on the typicality measure. The paper also proposes a
new recommendation model presenting the top N items to the
active users. The proposed model is based on the user-based
collaborative filtering approach using the implicative intensity
measure to find the nearest neighbors of the active users, and the
proposed measure to predict users’ ratings for items. The model
is evaluated on two datasets MovieLens and CourseRegistration,
and compared to some existing models such as: the item based
collaborative filtering model using the Jaccard measure, the user
based collaborative filtering model using Jaccard measure, the
popular items based model, the latent factor based model, and
the association rule based model using the confidence measure.
The experimental results show that the performance of the
proposed model is better when compared to other five models.

Keywords—Implicative rating measure; recommender system;
user-based collaborative filtering

I.  INTRODUCTION

Recommender systems/recommendation systems (RSs) [1]
are techniques or software tools embedded in an application or
website to predict the preferences of an individual or a group of
users for a specific product or service; and/or to recommend
the appropriate products or services to an individual or a group
of users, thereby reducing the information overload. Currently,
the recommendation systems are applied in many areas of life
[2] such as e-commerce, e-learning, e-services, etc. The
techniques (methods) of recommendation are based on the ones
used in data mining and machine learning [3], [4] such as
classification, clustering, association rule mining, regression
models, or some of the supervised or unsupervised learning
methods. Recommendation techniques are divided into two
main classes: the class of basic techniques such as
collaborative filtering, content filtering or hybrid; and the class
of techniques developed on the basic techniques and the
additional data such as the contextual information or the social
information. Recommendation systems can be classified into
different groups [2], [3], [5]: content based, collaborative,
demographic based, knowledge based, hybrid, context based,
social based, and group based. In the fields of research on
recommendation systems, proposing the new recommendation
models or improving the existing recommendation methods
has still been the mainstream of research and received the most
attention.

Hung Huu Huynh
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In recommendation techniques, collaborative filtering [1],
[6]-[8] is the most important and widely used technique. A
collaborative filtering system provides recommendations to an
active user based on the assumption that similar users like
similar items or a user prefers similar items. Therefore, the core
component of collaborative filtering is the use of measures to
find items or users with strong relationships, to predict ratings,
and then to recommend the most relevant items to the active
users.

Statistical implicative analysis is a method of data analysis
initiated by Gras [9] to study the trends among data attributes
[10]. Statistical implicative analysis is applied in many areas
such as psychology, education, bioinformatics, knowledge
management, art history, etc. [10], [11]. In this method,
statistical implicative measures are used to detect the strong
relationships, or to measure the typicality of an object for the
formation of a relationship, or to measure the responsibility of
an object for the existence of a relationship. Therefore,
statistical implicative measures can be used to develop the
collaborative filtering systems.

This paper proposes a new recommendation model based
on user-based collaborative filtering and the implicative rating
measure to present to the active users the top N items. In the
proposed model, the matrix of binary ratings is used as the
main input; the implicative intensity is used to find the nearest
neighbors of the active users; and the implicative rating
measure developed on the typicality measure is used to predict
users’ ratings for items.

The remaining of the paper is organized into four sections.
Section 2 descripts the statistical implicative measures briefly.
Section 3 not only proposes the implicative rating measure
developed on the above mentioned measures, but also proposes
the recommendation model using the user based collaborative
filtering approach and the implicative rating measure. Section 4
presents the experimental results and the discussion of those
results. Section 5 is the conclusions.

Il. STATISTICAL IMPLICATIVE MEASURES

A. Implicative Intensity

Let £'be a set of n objects described by a finite set of binary
attributes 7. Let AcE be a subset of objects with the attribute a.
Let BCE be a subset of objects with the attribute b; B_ be the
complement of B; n,=card(A) be the number of elements of A;
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ny=card(B) be the number of elements of B, n, =n-n, be the
number of elements of B_; and n, =card(A~B_) be the
number of objects that has the attribute a but does not have the
attribute b. Let X and Y be two random sets with the element
numbers to be n, and n, respectively.

The random variable card(X~Y_) follows the Poisson
distribution with the parameter A=n,n, /n. The probability of
the card(X"Y_)<card(AB_) is defined by (1).
Pr(card(XY_) <card(A"B_))=X oA BI(25she” (1)

For ny, 20, the random variable card(XNY_) is normalized
to the random variable Q(a,b_) as (2). In experiment, the
observed value of Q(a,b ) is represented by q(a,b_ ) and is
defined according to (3). q(a,b_) is called the implicative
index.

Q(a,b_)=(card(XnY_) — nyn, /n)/sqrt(n, ny_/n) (2)

q(a,b_)=(na_— nany /M)/sqrt(na ny, /n) 3)

The implicative intensity [9] of the relationship a — b is
defined by (4).

o(a,b)=1-Pr(Q(a,b_) <q(a,b)) if np=n 4)
o(a,b)=0 otherwise

The relationship a — b is admissible for a given threshold
aif p(a,b)> o
B. Typicality
To measure the typicality of an object i for the formation of
the relationship a — b, the typicality is proposed as (5) [9].
Al,a > Db)=1-d;(i,a »b)/ maxje di(j,a »b) (5)

di(j, a — b) is the distance between the object i and the
relationship a — b. The value of d(j, a — b) is calculated by
formula (6) where ¢(a,b) is the implicative intensity of a — b
and ¢;,_ is the contribution (the responsibility) of the object i
for the existence of the relationship a — b.

di(i, @ = b)= ((@(ab) — pan)? (1- pab))’*  (6)

The contribution ¢,y is defined by (7) where a(i) (resp.
b(i)) is the binary value which characterizes the presence/
absence of the attribute a (resp.b) for object i.

@ia = 1 if [a(i)=1 or a(i)=0] and b(i)=1 7
@iap = 0 if [a(i)=1 and b(i)=0
Pian = P€]0,1[ ifa(i)=b(i)=0
In practice, p is set to the neutral value 0.5.

I1l. USER-BASED RECOMMENDATION MODEL USING
IMPLICATIVE RATING MEASURE

Like the two-dimensional recommendation problem [7], the
proposed recommendation model can be formalized by the
follows:

e Let U={ul,u2, ..., un} be a set of users.
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e Let I={il, i2, ..., im} be a set of items (e.g. products,
movies, etc.).

e Let R=(rjk) where j=1..n and k=1..m be a rating matrix
storing the feedbacks of users on items. rjk=1 if the user
uj likes the item k; rjk=0 if the user uj does not like (or
know) the item k.

e Letf: UxI — R bea function that maps the user-item
combinations to the ratings r.

The objective of the proposed model is to find a function f’:
U x I — R’ such that the performance (e.g. the precision and
the recall) of the model is better when compared to some other
models.

(VETS U.1
I i2 im
Ug 1 1 ... 0 Ug
w|O0| 1 ]|..]0|= '
u, | 1 1 Un
U, 1 The measures: (1)

implicative intensity used for
finding k nearest neighbors;
(2) implicative rating build on the typicality
measure used for predicting ratings

The top N items to be
recommended to u, &=

Ua ‘ {is, ..., i1s}

The predicted ratings

ip | 0y | eee | im

Ug | Tar | Ta2 | --- | Tam

Fig. 1. The sketch of the proposed recommendation model.

The proposed recommendation model is sketched as Fig. 1.
This model uses the user-based collaborative filtering approach
and the implicative rating measure to recommend the top N
items to the active user as described in Algorithm 1. During the
recommendation process, the model will also use Algorithms 2
and Algorithm 3.

A. Implicative Rating Measure

We propose the implicative rating measure KnnIR (K
nearest neighbors based implicative rating) to predict the
ratings that can be given by the active user u, for each item i el.
KnnIR is built on the typicality measure y and defined in
formula (8).

KnnlIR(uy, 1)=KIR(u,,i) / max; 4 KIR(ug,1) ®)
Where
KIR(Ug, 1)= X1 Ai,ua— u)) if R(u;i)=1 )

k is the number of nearest neighbors; and (i,u,— u;) is the
typicality of item i for the relationship formation u, — u;.

B. Recommending the Top N Items to the Active User

The inputs of Algorithm 1 (recommending the top N items
to the active user — UBCFImplicativeRS) are: the vector A of
size m representing the active user u, with given known ratings;
the rating matrix R of U users and | items; and k nearest
neighbors. Its output is the list of top N items to be
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recommended to the active user u, The processing steps of
Algorithm 1 are as follows:

e Calculating the implicative intensity of the relationship
between the user u, and a user u;eU according to
Algorithm 2.

e Identifying k nearest neighbors of u, that have the
highest implicative intensity values.

e Calculating the typicality value of each item i; el for the
formation of relationship (u,,u;) where u; is one of k
nearest neighbors of u, according to Algorithm 3.

e Predicting the rating value for each item ij<l based on
the implicative rating measure.

e Removing the given known items of u, from the
predicted list.

e Sorting the filtered list in descending order and
recommending the top N items to the active user u,.

UBCFImplicativeRS (vector A, ratingmatrix R, int k) {
lIntensity = calculatelmplicativelntensity(A,R);
Neighbors = findKNearestNeighbors(lintensity, k);
Typic = calculateTypicality(A, Neighbors,R,lIntensity);
for each ijel do

KIR[ua,i]] = sumColumn(Typic[Neighbors,i;]

*R[Neighbors,i]);
KnnIR[u,,] = KIR[ug,]/maxRow(KIR[u,,];
Filteredlist = removeKnownRatings(A, KnniR);
Reclist = getTopNItems(Filteredlist);
return Reclist;

}

C. Calculating the Implicative Intensity of Relationship

(Uain)

The inputs of Algorithm 2 (calculating the implicative
intensity of relationship (u,,u;) — calculatelmplicativelntensity)
are: the vector A of size m representing the active user u, with
given known ratings; and the rating matrix R of U users and |
items. The output of this algorithm is the implicative intensity
of relationship (usUu;) with u;eU. Algorithm 2 conducts the
following steps:

e Finding the values n, n,, nyand ng, which represent the
implicative relationship between two users u, and u;.

e Calculating the implicative intensity of (u,U;) using
formula (4).

calculatelmplicativelntensity(vector A, ratingmatrix R) {
R =bindRow(R, A);
foreach u; € U do{

lIntensity=Null;

sum = 0;

n = countColumn(R); n,=0;
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ny=0; Ny = 0;
for each i;el do {

Ny += R[Uy i;

Ny += R[u;, ij];

Nap += R[Ug, i1*Ru;, ij];
}
Nab_ = Ng — Ngp;

lambda = n,*(n-ny)/n;
for s=0to ny, do
sum += (lambda”s/fact(s))*exp(-lambda);
p=1-sum;
lIntensity = bindRow(lIntensity,p);
¥
return lintensity;

}

D. Calculating the Typicality of an Item for the Formation of
a Relationship

Algorithm 3 (calculateTypicality) gets the following inputs:
the vector A of size m representing the active user u, with given
known ratings; the vector Neighbors consisting of k nearest
neighbors of u,; the rating matrix R of U users and I items; and
the vector lIntensity containing the implicative intensity values
of the relationship (u,, u;) with u;eU. This algorithm outputs
the matrix Typicality consisting of the typical values of item
ijel for the relationship formation (u,, u;) with u;eNeighbors.
The processing steps of Algorithm 3 are as follows:

o Filtering the rating matrix R that only contains the
ratings of k nearest neighbors of u,.

o Filtering the vector lIntensity that only consists of the
implicative intensity of k nearest neighbors of u,.

e Calculating the contribution of item i; for the existence
of relationship (u,,u;) with u;eNeighbors according to
formula (7).

e Calculating the distance from i; to the relationship
(ua,u;) with u; eNeighbors according to formula (6).

e Finding the typical value of item i; for relationship
formation (u,,u;) with u;eNeighbors according to
formula (5).

calculateTypicality(A, Neighbors,R,lIntensity) {
R = R[Neighbors, ];
lIntensity = lIntensity[Neighbors];
for each u;eNeighbors do
for each item ijel do {
if (R[ui,ij]=1) Contribution[u;,i] = 1;
else if (A[ij]=1 and R[u;,i;]=0)
Contribution[u;,ij] = 0;
else if (A[i}]=0 and R[u;,i;]=0)
Contribution[u;,ij] = 0.5;
Dist[u;,i;] =sqart((lIntensity[ui]
— Contribution[u;,i;])"2 /(1-lIntensity[ui]));

}
Typicality = Null;

for each u;eNeighbors do {
Rowmax = maxRow(Dist[u;,]);
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Typic = 1 — Dist[u;,] / Rowmax;
Typicality = bindRow(Typicality, Typic);

return Typicality;
}

IV. EXPERIMENTS

A. Experimental Setup

1) Experimental Data

Two datasets used in the experiment are MovielLens and
CourseRegistration. The MovieLens dataset is collected
through website movielens.umn.edu during the seven-month
timeframe. The dataset consists of 943 users, 1664 movies, and
99392 ratings (with values of 1-5) storing the feedbacks of
users to movies. To be used in the proposed model, the
MovieLens dataset is binarized with the threshold of 3. The
ratings are set to 1 if they are greater than or equal to this
threshold and O otherwise. The CourseRegistration dataset is
collected through the Cantho University's admissions website
https://htgl.ctu.edu.vn. The dataset saves the course registration
of students who will take part in the third semester (of a
program of study) at Faculty of Information and
Communication Technology. The dataset consists of 1172
students, 81 courses and 5705 ratings (registrations) with
values of 1.

To increase the accuracy of recommendations, the
experimental datasets need to be preprocessed. If we keep
items that are only rated a few times and users who only rate a
few items, the evaluations may be biased. Besides, we should
also pay attention to the constraints in the registration
regulations when conducting the recommendation on the
CourseRegistration dataset. For example, the maximum
number of credits a student can register for a semester
(except in the last semester of study) is limited to 20 credits; in
most cases, each course is worth 3 credits; one of eligibility
criteria for receiving the scholarship is that a student has to
register at least 15 credits per semester; and in order to open
a course, there must be at least 25 students registered.

Therefore, with the MovieLens dataset, the number of users
viewing at least 50 movies and the number of movies viewed
by at least 100 users are selected to extract data. With the
CourseRegistration dataset, the number of students registering
at least 5 courses and the number of courses registered by at
least 25 students are chosen to extract the data. The general
information of these datasets after filtering is shown in Table 1.

TABLE I. GENERAL INFORMATION OF MOVIELENS AND
COURSEREGISTRAION AFTER FILTERING
The The The ;giimum
Dataset number | number number
. . number of
of users | of items of ratings . - o
given items
Movielens 565 336 48,698 14
CourseRegistration 779 36 4,095 3

* The maximum number of given items for each user of the query set (the
maximum number of known items of an active user) is used for building
recommendations and evaluating the recommendation models. This number is
based on the percentiles of ratings.
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2) Experimental Tool

The proposed recommendation model is developed in the R
language and uses the functions that we built in the
Interestingnesslab tool [12]. Besides, we also use some
recommendation models of the recommenderlab package’, to
compare with the proposed model. Those models are: the item
based collaborative filtering model using the Jaccard measure
(IBCF), the user based collaborative filtering model using the
Jaccard measure (UBCF), the popular model recommending
the most common items to the active users (POPULAR), the
latent factor model (ALS_implicit), and the association rule
based model using the confidence measure (AR).

3) Evaluation

To evaluate the recommendation models, the rating matrix
(dataset) is splitted into the training set and the test set. The test
set is then divided into the query set and the target set which
have the same size. However, for each user, the query set only
has the randomly selected given known ratings; the target set
consists of the remaining ratings. The query set together with
the training set are used to predict recommendations whereas
the target set is used to evaluate the recommended results. The
k-fold cross validation method is used to split the dataset into k
folds (subsets) of equal size, evaluates k times, and then
calculates the average. For each time of evaluation, (k-1) folds
are used as the training set and the remaining fold is used as the
test set. In this experiment, k is chosen as 4.

When the number of items (the length of recommendation
list) that need to be presented to the user is not predetermined,
evaluating the algorithm over a range of lengths of
recommendation list is preferable rather than using a fixed
length. Therefore, the Precision- Recall and ROC (Receiver
Operating Characteristic) curves are often used [13]. In
addition, the ROC curve is often used to compare the
performance of multiple algorithms. An algorithm is more
efficient if its ROC curve completely dominates the ROC
curves of other algorithms [13]. The Precision - Recall curve is
built on the precision and the recall. The ROC curve is based
on the sensitivity and the complement of specificity. The
sensitivity (also called True Positive Rate - TPR) is equivalent
to the recall. The complement of specificity is also called False
Positive Rate (FPR). In addition, we also use the accuracy
measure (the fraction of correct recommendations to total
possible recommendations) and the F1 measure (the harmonic
mean of the precision and the recall) to evaluate the
performance of recommendation models. These six measures
are built on the values of the confusion matrix shown in
Table 2, and defined in formula (10), (11), (12), (13), and (14).
In Table 2, TN is the number of items not recommended by the
system and also not preferred by users; FP is the number of
items recommended by the system but not preferred by users;
FN is the number of items not recommended by the system but
preferred by wusers; and TP is the number of items
recommended by the system and also preferred by users.

*https://cran.r-project.org/web/packages/recommenderlab
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TABLE I1. CONFUSION MATRIX

Actual/ Predicted Not recommended Recommended

Not preferred True-Negative (TN) False-positive (FP)

Preferred False-Negative (FN) True-Positive (TP)
Precision = TP/(TP+FP) (10)
Recall or TPR=TP/(TP+FN) (11
FPR=1-specificity=1-TN/(TN+FP)=FP/(TN+FP) (12)
Accuracy = (TN+TP)/(TN+FP+FN+TP) (13)
F1=2*precision*recall/(precision+recall) (14)

B. Results

To compare the proposed model and some existing
recommendation models of the recommenderlab package, six
RSs are developed. They are named as: IBCFJaccard RS,
UBCFJaccard RS, Popular RS, LatentFactor RS,
ARConfidence RS, and UBCFImplicative RS. IBCFJaccard
RS is created by using item based collaborating filtering model
whereas UBCFJaccard RS is created by using user based
collaborating filtering model. Both systems use the Jaccard
measure to find the nearest neighbors. LatentFactor RS is
based on the latent factor model. Popular RS uses the popular
model to recommend the most common items to the active
users. ARConfidence RS is developed by using the association
rule based model and the confidence measure for finding the
relevant items. UBCFImplicative RS is developed by using the
proposed model and the implicative rating measure.

1) Evaluating the recommendation models on the

MovieLens dataset
We conduct 30 times of evaluation (times = 30) where the
number of known ratings (i.e. items) of each user in the query
set is 14 (given = 14); the number of nearest neighbors is 50
(knn = 50); and the numbers of recommendations to be
presented to the active user are: 1, 5, 10, 20, 30, 40, 50, 60, 70,
80, 90, and 100. Each time of evaluation uses 4-fold cross
validation method described above. Fig. 2 and 3 show the
average F1 values and the average accuracy values of six
recommendation models. The results indicate that the F1
values and the accuracy values of the proposed model are
higher when compared to other models. However, the
difference between the proposed model and the user based
collaborating filtering model using the Jaccard measure is
small.
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Fig. 2. The F1 values of six recommendation models on the MovieLens
dataset.
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Fig. 3. The accuracy values of six recommendation models on the
Movielens dataset.

Fig. 4 and 5 display the ROC curves and the Precision —
Recall curves of the six recommendation models with times =
30, given = 8, and knn = 50. The results show that the ROC
curve of the proposed model dominates the other ROC curves;
the probability of false alarm (FPR) of the proposed model is
lower than that of the other models; as well as the precision and
the recall of the proposed model are higher than those of the
other models.

When changing the parameters: the number of times of
evaluation (times), number of ratings of each user in the query
set (given) from 3 to 14, and the number of nearest neighbors
(knn), we get the results similar to the above figures.
Therefore, the performance of the proposed recommendation
model is better than that of other five models.

ROC curve
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Fig. 4. The ROC curves of six recommender systems on the MovieLens
dataset.

Precision - Recall

(=S
g
0 '3
80 ot
- t— 20 100 “
e =

Precision
1

= 7|—= IBCFJaccard RS
—— UBCFJaccard RS
—t— PopularRS
—— LatentFactor RS
UBCFImplicative RS
—|—+— ARConfidence RS
T T T T T T T
00 01 02 03 04 05 06

Recall

Fig. 5. The Precision — Recall curves of six recommender systems on the
MovielLens dataset.
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2) Evaluating The Recommendation Models On The
Courseregistration Dataset

Fig. 6 and 7 show the ROC curves and the Precision —
Recall curves of the six recommendation models where the
number of times of evaluation is 50 (times = 50); the number
of known ratings of each user in the query set is 3 (given = 3);
the number of nearest neighbors is 30 (knn = 30); and the
numbers of courses to be presented to the active student is: 1,
2, 3, 4, and 5. The results indicate that the ROC curve of the
proposed model dominates the other ROC curves; the
probability of false alarm of the proposed model is lower than
that of the other models; and the precision and the recall of the
proposed model are higher than those of the other models.

Fig. 8 and 9 display the average F1 values and the average
accuracy values of six recommendation models with times =
50, given = 2, and knn = 30. The results show that the F1
values and the accuracy values of the proposed model are
higher when compared to other models.
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Fig. 6. The ROC curves of six recommender systems on the
CourseRegistration dataset.
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Fig. 7. The Precision — Recall curves of six recommender systems on the
CourseRegistration dataset.
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Fig. 8. The F1 values of six recommendation models on the
CourseRegistration dataset.

= |BCFJaccard RS
= Popular RS
_ = ®UBCFImplicative RS

090 - 11—l ‘ —— i
0.88 1~ —IN— :

0.86 — T —

0.84 +~ — T — —

0.82 +~ — T — —

0.80 +~ — T — —

0.78 L=mmER . A=~

The number of recommendatlons
Fig. 9. The accuracy values of six recommendation models on the
CourseRegistration dataset.

= UBCFJaccard RS
® LatentFactor RS
= ARConfidence RS

0.92 +

The accuracy values of 6 models

When the parameters (times, given and knn) are changed,
we also get the results similar to the above figures. Therefore,
the performance of the proposed recommendation model is
better than that of other five models.

V. CONCLUSION

This paper proposes: the implicative rating measure
developed on the statistical implicative measures, and a new
recommendation model based on the user based collaborative
filtering and the proposed measure. The input of the proposed
model is the binary rating matrix. In order to filter out, rank,
and recommend the top N items to the active users, the
proposed model uses the implicative intensity measure to find
the nearest neighbors of the active users; the proposed
implicative measure to predict users’ ratings for items. The
performance of the proposed model is compared to the
performance of five existing models of the recommenderlab
package: the item based collaborative filtering model using the
Jaccard measure, the user based collaborative filtering model
using the Jaccard measure, the popular model recommending
the most common items to the active users, the latent factor
model, and the association rule based model using the
confidence measure. The experimental results on the
MovieLens dataset and the CourseRegistration dataset show
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that the performance of proposed model (through the ROC
curves, the Precision — Recall curves, the F1 measure, and the
accuracy measure) is better than that of the compared five
models.
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Abstract—Processing a data stream in real time is a crucial
issue for several applications, however processing a large amount
of data from different sources, such as sensor networks, web
traffic, social media, video streams and other sources, represents
a huge challenge. The main problem is that the big data system is
based on Hadoop technology, especially MapReduce for
processing. This latter is a high scalability and fault tolerant
framework. It also processes a large amount of data in batches
and provides perception blast insight of older data, but it can
only process a limited set of data. MapReduce is not appropriate
for real time stream processing, and is very important to process
data the moment they arrive at a fast response and a good
decision making. Ergo the need for a new architecture that
allows real-time data processing with high speed along with low
latency. The major aim of the paper at hand is to give a clear
survey of the different open sources technologies that exist for
real-time data stream processing including their system
architectures. We shall also provide a brand new architecture
which is mainly based on previous comparisons of real-time
processing powered with machine learning and storm technology.

Keywords—Data stream processing;
Apache Hadoop; Apache spark; Apache
architecture; Kappa architecture

real-time processing;
storm; Lambda

I.  INTRODUCTION

With the exponential growth of the interconnected world to
the internet, a very large amount of data is produced coming in
a form of continuous streams from several sources such as
sensor networks, search engines, e-mail clients, social
networks, e-commerce, computer logs, etc. McKinsey [1]
relates that 5 billion individuals use diverse mobile devices.
The increase of generating data doesn’t have a limit. This
phenomenon is known as “big data”. According to the study of
IBM on Big data, by 2020 there will be approximately 35 zetta
bytes of data generated annually [2] and the data growth will
be as high as 50 times than it is nowadays [3]. 2.5 quintillion
bytes of data are produced every day [4]. Besides, in every
second data are produced continuously; 34,722 Likes in
Facebook, about 571 new websites, and almost 175 million
tweets. All these multiple internet technology actors generate a
very large data and information in the form of streams. These
data are incremented in real-time according to the 5Vs of
Gartner.

With recent technologies, such as applications of the
Internet of Things, the stream of data is multiplied in volume,
velocity and complexity. In addition to that these streams of
data are processed with high velocity in real time which brings
some unique challenges. The system of big data depends on the

Hadoop framework which is considered as the most effective
processing technique.

Iteration - 1 Iteration - 2

HDFs M1 HDFS R1 HDFS

Tuples R2 y  Tuples
(on Disk) ‘ (on Disk)

Data on M2
Disk

Input from
stable
storage

M3 R3

Fig. 1. Map reduce jobs.

Hadoop has a proportional performance to the complexity
of large data. It is an effective tool for solving massive data
problems. Despite the success it has had, this model has some
limitations. Among the major limitations, Hadoop, precisely
Map Reduce framework, is not the best tool for processing the
latest version of data; it is limited to process data in batch
mode. In other words, it cannot handle what is happening in
real time. In several cases, it is very important to process data
as created and have knowledge of what is happening in real
time.

MapReduce is a simple programming model that permits
processing a fixed amount of data but is not appropriate for real
time stream processing. It is a batch processing system [5]
which means that when the first batch is terminated, the data,
that are offered for the final user, are aged at least until the
second batch is terminated. Furthermore, MapReduce is
appropriate for parallelizing processing on a big amount of
data. However, it relies on a disk based approach. That is to
say, each iteration output is written to disk making it slow. The
following illustration in Fig. 1 shows that MapReduce reads
the data from the disk and writes them back to the disk four
times. There is one more disk read/write operation. In every
MapReduce job, the disk reads and writes twice which makes
the complete stream very slow and downgrades the
performance. Hence, the need to create a tool that processes
data immediately and gets a response of a query in real time
with low latency.

In this paper we present an overview of some fundamental
notions of big data, stream processing and the increasing
volume of data. Then, we describe different tools and systems
that permit processing data in real time. A thorough
comparison is also taken into account in the following
section. In addition, we propose a new architecture based on
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the previous comparison. And last but not least, we compare
our proposed architecture with the two existing architectures.

Il. BiGDATA

Nowadays the term “big data” is frequently used in
industry, science and so many other fields. Big data is a broad
concept which refers to the explosion of large data sets that
traditional database cannot process and manage due to the high
volume and complexity of data generated in any time.

O’Reilly describes Big Data as [6] “data that exceeds the
processing capacity of conventional database systems. The data
is too big, moves too fast, or does not fit the structures of
existing database architectures. To gain value from these data,
there must be an alternative way to process it”. According to
McKinsey Global Institute [1], “Big Data” refers to datasets
whose size is beyond the ability of typical database software
tools to capture, store, manage and analyze. IDC’s definition of
Big Data technologies describes a new generation of
technologies and architectures designed to economically
extract value from very large volumes of a wide variety of data
by enabling high-velocity capture, discovery, and/or analysis
[7]. According to these definitions, big data refers to
technologies that allow companies to quickly analyze a very
large volume of data and get a synoptic view by mixing
storage, integration, predictive analysis and applications. The
Big data allows gaining time, efficiency and quality in data
interpretation.

Gartner sees that this concept uses a set of tools and
technologies to solve the problematic of the five Vs of Big data
which include: Volume, Variety, Velocity, Veracity and Value.
Volume stands for the very large quantity of data gathered by
an organization, from datasets with sizes of terabytes to zetta
bytes and beyond. Data comes from everywhere and the size
continues to increase; by 2020 data will have become 44 times
bigger (about 40 ZB) than that of 2009 [8]. Data come from a
variety of sources and in many types. This is the second aspect
of big data ‘variety’ [9] which refers to the various data types
including structured, unstructured, or semi-structured data such
as textual database, streaming data, sensor data, images,
audios, videos, log files and more. These various types of data
are going to be combined and analyzed together for producing
a new insight. Velocity represents the speed of processing,
analyzing and visualizing data for immediate response.
Veracity stands for the reliability of data; the user must have
confidence in the data to use for the right decision making.
This characteristic is very hard to achieve with big data and
represents an important challenge. Last but not least, Value
which indicates the insights we can reveal within the data. It is
not necessary to analyze and process a large data without
value; rather we must focus on data with real value.

To summarize, big data do not refer to a huge volume of
data and complex analysis, but on how to process, analyze and
store rapidly at the moment this great size of information
coming from different sources and in the shape of streams.
This is done in order to obtain the right answer and make the
best decision.

Unlike the traditional data processing systems, stream
processing systems can process an unbounded source of events.

Vol. 8, No. 11, 2017

It can also transform the streams of data in real time with low
latency so as to get real time response and make processed data
directly accessible for the final user. SQL Stream defines
“stream processing [as] the real-time processing of data
continuously, concurrently, and in arecord-by-record
fashion. It treats data not as static tables or files, but as a
continuous infinite stream of data integrated from both live and
historical sources”.

Stream processing systems are invented to deal with big
data in real time with a high scalability, high availability, and
high fault tolerance architecture [10]. It permits to process data
in motion as it is produced. We can say that a stream
processing is a real time processing of continuous series of data
stream by implementing a series of operations on every data
point. The objectives of Stream processing are to collect,
integrate, process, analyze and visualize the data as they arrive
in real time to extract a greater insight. Processing streams of
data in real time brings some challenges.

In the following section, we will give an overview of some
tools of data stream processing and compare them so as to
choose the best tool that satisfies the constraint of real time.

I11. DATA PROCESSING TOOLS

In this section, we are going to present an overview of data
stream processing tools including; Apache Hadoop, Apache
spark and Apache storm to better understand very the
difference between systems. Based on this description, we will
show that older methods, precisely MapReduce, do not allow
the processing in real time as it has the possibility to process a
very large volume of data regardless of the speed with which
the data arrives.

A. Apache Hadoop

The Apache Hadoop is a project of apache foundation,
created by Doug Cutting in 2009, which is an open source
software framework designed for scalable, reliable, and
distributed computing. This framework allows the distributed
processing of big data sets on clusters of computers. The
Hadoop Framework includes several modules: Hadoop
common, Hadoop Distributed files system (HDFS), Hadoop
yarn, and Hadoop MapReduce. Fig. 2 represents the Hadoop
ecosystem and shows the core components of this framework,
namely, HDFS for storing a large volume of data sets and

MapReduce for processing big data in batch mode.

MapReduce

Distributed Processing

YARN

Resource Scheduling and Negotiation

HDFS

Distributed Storage

Fig. 2. Hadoop Ecosystem [11].
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Fig. 3. Architecture of Hadoop [12].

Hadoop has a master/slave architecture that consists of two
servers which are the basics of MapReduce framework, a
single master node and several worker nodes [13]. A master
node namely Job Tracker is responsible of accepting jobs from
customers, dividing jobs into tasks, assigning tasks to worker
nodes and re-executing failed tasks. Every worker executes a
task tracker process which is responsible to execute and
manage the tasks assigned by Job Tracker on a single
computation node in the cluster as shown in Fig. 3. HDFS [14]
is designed to be a distributed, scalable and resilient storage
system that is designed to interact easily with MapReduce. It
provides an important aggregation bandwidth throughout the
network. HDFS is composed of a master node called
Namenode and data servers called Datanodes. The structure of
the HDFS file is divided into blocks of 128 MB.

MapReduce, which was first developed in 2004 by Google,
is a framework whose role is to facilitate processing vast
amount of data in parallel on large clusters of commodity
hardware in a fault tolerant manner [12]. It is divided into two
separate steps, namely, map phase and reduce phase [15], [16].
First, the user defines a map function to process the input data
and produce a group of intermediate key/value pairs. Second,
the intermediate values with the same intermediate key are
grouped together by MapReduce library and transferred to the
reduce function. And finally, the reduce function processes the
intermediate results and finishes the job. Fig. 4 indicates the
execution workflow of MapReduce job. The MapReduce
library splits the input data into M disjunctive partitions for the
parallel execution of map operation about 16-64 MB per piece
[16]. The copies of program are launched on computer of the
cluster. The Master assigns map and reduce tasks to running
worker instance, the worker with map task reads assigned
partition, processes all input pairs with map function, buffers
output pairs in local main memory and flushes buffer
periodically to disk. Storage location is reported to the master,
which coordinates hand-over to reducers. Worker with reduce
task gets the location of intermediate results and reads them.
Shuffle means sorting pairs by key to group them and write
results of reduce function into the output file that is associated
with reducer’s input partition. After all map and reduce task
have been processed completely the master returns to wake up
the user program [16].
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Fig. 4. Map reduce model.

MapReduce is a fault tolerant framework that processes a
big amount of data due to its elasticity and scalability, but it is
not a perfect way for real time data processing. The
MapReduce programming model has some limitations. These
limitations are presented as follows:

1) Only suitable for processing data on batch

2) No real time

3) Stock data on disk which makes Disk intensive

4) No repetitive queries

5) Not efficient for caching; MapReduce can't maintain
the intermediate results in memory

6) Not efficient for iterative algorithms and interactive
data querying

7) One-input and two-stage data flow is extremely rigid

8) Common operations must be coded at hand

9) Semantics hidden inside map reduce functions, difficult
to maintain, extend and optimize

B. Apache Spark

Spark is an open source framework for distributed
computing [17]. It is a set of tools and software components
structured according to a defined architecture. It is developed
and designed at the University of California at Berkeley by
AMPLab. Spark is now a project of the Apache Foundation.
This product, which is an application framework of big data
processing to Spark, performs a data read at the cluster level
(cluster of servers on a network), and performs all necessary
analysis operations by writing the results at this same level.
Despite the fact that it is written with Scala, Java and Python
languages, it makes the best use of its capabilities with its
native language ‘Scala’.

The main difference between MapReduce and spark is that
MapReduce from Hadoop works on stages while Spark works
on all the data at the same time. It is up to ten times faster for
batch processing and up to a hundred times faster for
performing in-memory analysis. Spark performs all the data
analysis operations in memory and in real time [18]. It relies on
disks only when its memory is no longer sufficient.
Conversely, with Hadoop the data are written to disk after each
operation. This work in memory reduces latency between
treatments which explains such rapidity.
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Fig. 5. Spark framework ecosystem.
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Fig. 6. Spark streaming.

However, Spark does not have a file management system of
its own. It is necessary to provide one, e.qg. Hadoop Distributed
File System, Informix, Cassandra, OpenStack Swift or
Amazon. It is recommended to use it with Hadoop which is
currently the best overall storage solution thanks to its more
advanced administration, security and monitoring tools. In case
of failure or system failure: Data objects are stored in so-called
resilient distributed datasets (RDDs) distributed over the data
cluster for a complete data recovery.

Spark wants to be a response to the limitations of
MapReduce and allows in the same environment to easily
access a wide variety of use cases, such as SQL, Streaming,
Machine Learning and Graph Analysis, in a more efficient and
interactive way as shown in Fig. 5.

Spark Streaming is a programming interface for processing
data flows on a Spark platform. Data can be received in a
variety of ways: file system transfers, TCP sockets reception
(generic network connections), or Twitter, Kafka, Flume, etc.
Fig. 6 [19] shows several operations that can be directly
applied to the streams. Each stream is being represented by a
DStream, It is a transformation of a stream to obtain another
stream, merging of several streams into one, joining of stream,
joining between a stream and a single RDD, filtering a stream
from another stream, updating a state from a stream, and so on.
These operations can be applied both through spark-shell and
from a program.

C. Apache Storm

Storm [20] is a real-time computing system that is
distributed, fault-tolerant and guarantees data processing.
Storm was created at BackType which is a company acquired
by Twitter in 2011. It is an open source and open source
project under the Eclipse Public License. The EPL is a very
permissive license, allowing you to use Storm either in open
source or for proprietary purposes. Storm makes the processing
of unlimited data flows clear and reliable, making for real-time
processing what Hadoop has done for batch processing. Storm
is very simple and has been designed from the ground up to be
usable with any programming language.
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Storm can be used for some different use cases:

e Streams/flows processing: Storm can be used to
process a stream of new data and update databases in
real time.

e Continuous calculation: Storm can make a continuous
query and disseminate the results to customers in real
time.

¢ Distributed RPC: Storm can be applied to parallelize an
intense request on the fly. If Storm is configured
correctly, it can also be very fast: a frame rate
reference of more than one million tuples treated per
second per node.

A storm cluster consists of three nodes: “Nimbus” which is
equivalent to the Hadoop Job Tracker, “Supervisor” that is
responsible for initiating and terminating the process, and
“Zookeeper” node which is a shared coordination service that
directs the storm cluster as explained in Fig. 7.

Instead of using “MapReduce jobs” like in Hadoop, we use
“topologies” in Apache Storm. It consists of spouts and bolts
with bonds among them to show how streams are passing
encompassing. We describe it as a data processing Directed
Acyclic Graph (DAG) which draws the entire stream
processing method. A topology design is presented below in
Fig. 8.

Supeniso:

Zookeeper Supenvsor

Nimbus @ Zookeeper Supervisos
Zookeeper

Supervisor

Supervisor

Fig. 7. Storm architecture.
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Fig. 8. Topology of storm.
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IV. A COMPARISON OF DATA PROCESSING TECHNOLOGIES

In this section, we differentiate between the different tools
used for the real-time stream processing and based on this
comparison; we will determine the most suitable tool.

TABLE I. DATA PROCESSING TECHNOLOGIES

Spark Storm

ols
Hadoop
Criteria

Source Model

Open source Open source Open source

Architecture

Master/slaves Master/slaves Peer
Coordination
tool Zookeeper Zookeeper Zookeeper
API
. Java-Python Java-Python, R,
Programmation and Scala and Scala Any PL
Execution Model | .. Micro-batch Real-time(one-
at-a-time)
Big data
. Batch and .
processing Batch Streaming Streaming
achievable ) A few seconds Less than a
latency High (< 15) second
(< 100ms)
Ordering
guarantees Yes Yes No

Guaranteed Data At least once

Processing exactly-once exactly-once processing
In memory

processing No Yes Yes
Storage data yes yes No

Fault tolerance Yes Yes Yes

The illustration above in Table 1 shows that storm is the
best tool for real-time stream processing, Hadoop performs
batch processing, and spark is able of doing micro-batching.
Storm employs the spouts and bolts to do one-at-a-time
processing to avoid the inherent latency overhead inflicted by
batching and micro-batching.

V. REAL TIME PROCESSING ARCHITECTURES

In this part, we will present two architectures based on real-
time processing called Lambda and Kappa. According to this
description, we will compare them then deduce a more robust
architecture that satisfies the real-time constraint.

A. Lambda Architecture

The lambda architecture unifies real-time and batch
processing in a single framework which provides low latency
and better results. It was founded thanks to Nathan Marz’s
motivation to build the hybrid system.

The lambda architecture [21], shown in Fig. 9, consists of
three layers and each of these layers can be made using various
large technologies, described as follows:
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Batch layer: Stores the master copy of dataset and
computes arbitrary batch views.

Serving layer: Integrates results from the batch and speed
layer.

Speed layer: Only processes the recent data to compensate
the high latency of the services layer updates.

Firstly, all the original data streams are dispatched to the
batch and speed layer for processing. The Batch layer allows
batch processing for pre-computation of large amounts of
datasets. It provides the managing of the Master Dataset; a set
of immutable, append-only and exclusive raw data, but also
provides a pre-computation of arbitrary query functions, called
batch views. This layer doesn’t update regularly batch views
which lead to latency. MapReduce is a good example of batch
processing that can be used at the level of this layer. Secondly,
the Serving layer means computing in Real-time (Speed time)
to minimize latency by performing real-time calculations as
data arrive. This layer indexes batch views produced by the
batch layer so that they can be queried in Ad-Hoc with low
latency. Typically, technologies such as HBase, Impala, and
Cassandra can be used to implement this layer. And finally,
Speed layer which responses to queries, interfacing, querying
and providing calculation results. This layer accepts all
requests that are subject to low latency requirements, using fast
and incremental algorithms but only deals with recent data. In
this layer, we can use stream processing technologies like
Apache spark, SQLstream, Apache storm. In a high-level point
of view, the figure below shows the basic architecture and how
the Lambda architecture works.

IMMUTABLE

MASTER DATA BATCH
RECOMPUTE

PRECOMPUTE BATCH LAYER

BATCH VIEWS

REAL-TIME VIEWS

PROCESS
STREAM

INCREMENT

VIEWS SPEED LAYER

REAL-TIME
INCREMENT

Fig. 9. Lambda generic architecture [22].

The lambda architecture has some flaws [23]:

e The business logic is implemented twice in the real-
time and batch layers. The developers need to maintain
code in two separate distributed systems.

e Lambda is an architecture for asynchronous
processing. Hence, the computed results are not
immediately consistent with the incoming data.

e Resulting operational complexity of
implementing the Lambda architecture is huge.

systems
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e The operational burden of managing and tuning two
operating systems for batch and speed layers is very
high.

e Need for more frameworks to master.

e More straightforward solutions when the need is less
complicated.

B. Kappa Architecture

Kappa architecture [24] is a simplification of lambda
architecture. It was created by Jay Kreps in 2014 by the
experience in LinkedlIn and is a software architecture pattern. A
Kappa architecture system is like the lambda architecture with
the batch processing system eliminated. To replace batch
processing, data is transmitted merely through the streaming
system rapidly [24]. Rather than utilizing a relational DB like
SQL or a key-value store similar to Cassandra, the canonical
data store in a Kappa Architecture system is an append-only
permanent log. From the log, data is streamed to a
computational system and forwarded into auxiliary stores for
serving.

Unlike the Lambda architecture, the Kappa architecture is
more dedicated to processing data. It does not allow their
permanent storage. Even though it is limited, the Kappa
employs only a single code path for the two layers which
reduces system complexity [25] as opposed to lambda
architecture, which uses two separate code routes for the batch
and the speed layer. The Kappa architecture illustrated in figure
10 is composed of two layers: The stream processing layer
which executes the stream processing jobs and the serving
layer which is used to query the results.

TABLE Il
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A COMPARISON OF LAMBDA AND KAPPA ARCHITECTURES

Architectures

Criteria

Lambda architecture

Kappa architecture

Architecture

Immutable

Immutable

Layers

Batch, serving and real-
time layer

Stream processing and
serving layer

Processing data

Batch and real-time

real-time

Processing guarantees

Yes in batch but
approximate in
streaming

Exactly once with
consistency

Re-processing

In every batch cycle

Just when code change

paradigm

Scalability Yes Yes
Fault tolerance Yes Yes
permanent storage Yes No
Real-time Isn’t accurate Accurate

VI.

PROPOSED ARCHITECTURE

Many advantages and drawbacks of the two architectures

were presented. Based on what has been noted in previous
paragraphs, we have designed a novel architecture that is open
source and follows a different set of characteristics mainly its
ability to process large data in real time at high speed. In
addition to that, it allows a limitless number of users to set up
several new and creative features as well as applying many

Straam processing enging

Output of cuent job

nput data
sfream

New siream
processing job

Dutput of new job

__________

Serving fayer

Fig. 10. Kappa architecture [23].

The advantages of Kappa architecture is allowing users to
develop, test, debug and operate their systems on top of a
particular processing framework. The Kappa architecture can
be implemented using various technologies like Apache Storm,
Spark, Kafka, HBase, HDFS or Samza. This architecture has
been chosen to meet the need for data consistency and
streaming processing because it allows a real-time and reliable
execution of its log system.

Table 2 presents a short comparison of the two
architectures as has been explained before, specifically
Lambda and Kappa, following particular criteria.

reforms.

ANCIENT
ARCHITECTURE

Analysis Layer

Processing Layer

Storage Layer

www.ijacsa.thesai.org

NEW ARCHITECTURE

Presentation Layer

Storagelayer

—> Mahine
Storm «— Leaming
Realtime Processing
Layer

Filtering layer

Integration Layer

Fig. 11. Proposed architecture.
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The architecture at hand has to gather- organize- integrate-
process-analyze-store and visualizes influent data streams with
low latency. Thus the responding of the system ought to be fast
depending on the used architecture be it spark or storm, or the
amount of the data and the complicatedness of the performed
calculations. Nevertheless, the choice of the most suitable and
efficient medium or tool should be taken into consideration as
it has to be relatively easy to use allowing the analysts or the
developers to deal with infrastructure problems.

Ideally, we aim to create an architecture that permits to
make a transition to scale uncomplicated and visually changing
resource allocation. Moreover, the configured resources must
be chained to the cluster and should deal with changes in load
or traffic without interruption. Finally, this architecture has to
offer a live visualization of streaming data. It should also allow
the creation of dashboards, custom graphics as well as Ul
extensions.

Both traditional architectures of big data and the proposed
one are represented in Fig. 11. The traditional architecture
consists of three layers viz. storage, processing, and analysis.
On the other hand, our newly proposed architecture works
differently. That is to say, the data incoming as a stream from
various sources, like social media, cyber-infrastructure, web,
sensors, email, and networks, come with a high speed. These
data are delivered on time as they occur in the integration layer.
This latter acquires the use of a set of tools and functionalities
as is the case of Apache Kafka.

Stream Source

Fig. 12. Real-time processing Layer.

This layer makes it possible for the data to be ingested
whatever are the formats and velocity. The data are going to
be filtered into ELT, extract-transform-load operations (e.g.,
PIG), directly after being ingested. This layer is an important
phase to filter streams of data in real time data processing. That
is to say, the data will be cleaned and their qualities analyzed.
This preprocessing stage, the filtering layer, gets rid of
unwanted fields and special characters to make the processing
and analysis reliable. To filter data streams we are going to use
some algorithms such as sliding window, load shedding and
synopsis data model. All this leads to the preparation of data
for the real-time processing layer which mainly targets the
processing of data in real time and with reduced latency. In this
layer, we need robust and dynamic algorithms to confront the
diversity of data. Fig. 11 represents two technologies that are
used in this layer specifically storm and machine learning. The
use of this latter in the present layer permits to archive the data
and its objective is to visualize recent trends through a
request/respond tool on similar inputs. It learns continuously
from the newly arriving data the thing that makes the
processing easy. On the other hand, in this layer storm is used
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to process the data in real time as it uses the so-called topology
which is a network of Spout and Bolt. As mentioned
previously, the streams arrive from Spout which broadcasts
data arriving from external sources in Storm topology.

In Bolts, many functionalities can be used including filters,
functions, joins, aggregations, etc. Consequently, we can apply
map function in Bolt to mark the words of the stream. This
resulting stream which comes from Bolt ‘Map’ proceeds into
the following Bolt which implements the ‘Reduce’ function to
aggregate the words into numbers as shows Fig. 12.

After the processing phase meets an end, the storage layer
takes over. The storage is performed at the level of HBase.
After the database is prepared and configured, region servers
are created, and finally, backup and tables are mastered. The
main role of the visualization layer is to present to the user the
final data and results in streaming mode. This layer can give a
quick response if all phases are achieved successfully.

VII. COMPARISON WITH RELATED ARCHITECTURES

The proposed architecture has been put in place to deal
with some problems at the level of both lambda and
Kappa architectures. Lambda allows providing customers with
the freshest vision possible. However the business logic is
implemented at the level of both layers, two different sources
of the same data are needed namely files and Web Services,
and several frameworks are necessary to set up this
architecture. Consequently, Kappa architecture was born in
response to the complexity of lambda architecture. Unlike
lambda, Kappa brings an evolution in a way that it is more
dedicated to data processing even though it does not permit the
permanent storage of data. This architecture is more
straightforward than lambda and gives the user the freedom to
single out the composers of implementation. Nevertheless,
Kappa does not have a separation between the needs and is not
a magical spell to solve all the problems in big data. In addition
to that, these two architectures focus on addressing
performance issues by balancing throughput and latency rather
than data quality issues and data analysis results.

Our architecture, on the other hand, is based on the
principle of Kappa architecture. It is a data processing
streaming approach that processes all incoming data as
streaming data and allows permanent data storage. It can also
provide real-time processing by using storm and machine
learning. Storm, which is a distributed real-time computing
system, is fault tolerant as it manages the errors happening in
working procedure and nodes. This method does for real-time
processing what Hadoop does for batch processing. Storm can
quickly compile and expand complicated real-time
computation in a computer cluster and permit to process
endless streams of data reliably.

Topologies of storm should be created inside it to realize
real-time computation. In this layer, we integrate a distributed
machine learning algorithms. Traditional supervised machine
learning algorithms form data models based on historical and
static data, whereas Traditional unsupervised machine learning
re-examines all datasets if new data analysis is needed to detect
the pattern.
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Conversely, our architecture is going to use both supervised
and unsupervised approaches to implement the distributed
streaming version of adopted machine learning algorithms. The
supervised learning in streaming approach learns continuously
as new data arrives and is labeled. Unlike the traditional one,
unsupervised learning in streaming approach can detect
unusual patterns in streaming data in real time without any
reexamination of the data that were analyzed before.

VIIl. CONCLUSION

With the recent evolution of big data, processing a large
amount of data becomes a big challenge. Map-reduce
technology provides a distributed computing platform for
processing a large dataset on larger clusters. Nevertheless, it
does not satisfy the real-time processing capacity, hence the
need for a strong system that meets these expectations to
overcome the limitations of the traditional system.

The main goal of this paper is to propose a real-time
processing architecture that builds on the storm technology as
well as machine learning. Storm allows processing a very large
volume of data with low latency and high velocity. Machine
learning, on the other hand, learns continuously from new
coming data which facilitates processing. Furthermore, this
proposed architecture is based on a survey of open-source real-
time processing systems, including Hadoop, spark, and storm.
Two major architectures, namely lambda and kappa, were
compared to create a brand new strong one.

In this proposed architecture, we suggested giving priority
to real-time processing layer, and we tried our best to enhance
it by integrating storm and machine learning. This new
architecture was mainly inspired by the advantages of lambda
and kappa. Our next step is to validate and evaluate its
performance. We also decided to analyze the same dataset with
several machine learning techniques. In addition to that, we
intend to build a real-time stream processing framework for
10T and sensing environment. Most studies are constrained by
a few limitations, and this research is no exception. However,
we cannot talk about its limitations until the validation stage is
finished.
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Abstract—The new upcoming technology of the fifth
generation wireless mobile network is advertised as lightning
speed internet, everywhere, for everything, for everyone in the
nearest future. There are a lot of efforts and research carrying on
many aspects, e.g. millimetre wave (mmW) radio transmission,
massive multiple input and multiple output (Massive-MIMO)
new antenna technology, the promising technique of SDN
architecture, Internet of Thing (IoT) and many more. In this
brief survey, we highlight some of the most recent developments
towards the 5G mobile network.

Keywords—5G; millimetre wave (mmW); Internet of Thing
(10T); SDN; massive multiple input and multiple output (Massive-
MIMO)

I.  INTRODUCTION

The fifth generation network (5G) is coming sooner than
we expect, some say by 2020 [1], which is expected to have a
speed exceeding the 1Gbit/s [2]. There has been a great interest
in the research of the 5G future technology, so 700 million
euro from the public fund has been committed only for this
research over seven years [3]. Many aspects could play an
important role in forming the 5G network, in [4] they
concentrated on five elements: millimetre wave (mmWw),
massive multiple input and multiple output (massive -MIMO),
device-centric architectures, smarter devices, and native
support for machine-to-machine (M2M). The authors in [2]
emphasized five things as a challenge for 5G: Heterogeneous
Networks (HetNets), Software Defined Cellular Networks
(SDN), M-MIMO and 3D MIMO, M2M Communications and
other technologies. In [5] the authors talked about four generic
elements which could form the 5G era: Big Data Analytics
(Big Data), Cloud Computing (Cloud), Internet of Things
(10T), and SDN. In [1] the authors discussed in detail about
many aspects related to the upcoming 5G network:
Engineering Requirements for 5G and the design issues,
mmwW, M- MIMO, Cloud-Based Networking, SDN, Energy
Efficiency, spectrum regulation and standardization for 5G and
many more. Fig. 1 depicts some of the related aspects to the
new 5G mobile networks.

The remainder of the paper is organized as follows. Section
2 presents the evolution of the mobile networks. Section 3
gives an overview of the 5G network architecture. Section 4
explains the Software-Defined network (SDN) architecture.
Section 5 describes the cloud Radio Access Network (RAN).
Section 6 explains the radio network evaluation. Section 7
explains the advanced air interface. Section 8 presents the

Ali Mohammed Mansoor, Mohd. Yamani Idna Idris
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University of Malaya,
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Heterogeneous Network (HetNets). Section9 explains the big
data. Section10 describes the Internet of Things (loT).
Sectionll presents Internet of Vehicles (loV). Section12
explains the Device to Device communication (D2D).
Sectionl3 presents the Machine to Machine communication
(M2M).  Section14 explains the millimetre Wave Mobile
Communication (mmW). Section15 describes the Massive-
Multiple Input Multiple Output (M-MIMO) antenna system.
Sectionl6 presents briefly some proposed ideas of the 5G
Energy Efficiency. Section 17 explains the Healthcare related
issues to the 5G network. Section 18 presents some of the
available simulations software for the 5G mobile network.
Section 19 draws some possible directions for future research
directions. Finally, Section 20 presents the conclusion.

Big
Data

Fig. 1. Some aspects related to the new 5G mobile networks.

Il. MOBILE NETWORKS EVOLUTION

It seems that telecommunication technology advances
every decade or so, as 1G started around 1980, 2G by 1992, 3G
by 2001, 4G or Long-Term Evolution (LTE) by 2011 and the
new 5G network expectantly by 2020 [6]. 4G nowadays
supports 1 Gbits/s for low mobility and 100 Mbit/s for high
mobility. For the new upcoming 5G they estimate 10 Gbits/s
for low mobility and 1Gbit/s for high mobility [7]. The latency
in 4G is 15 ms while in 5G it is expected to be 1 ms or so [1].
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So how could all of that happen? The answer lies in the new
architecture of the 5G network.

I11. 56 NETWORK ARCHITECTURE

The architecture of the new network will be changed, many
aspects will try to utilize and get the most out of the existing
technology and add new ones to form much faster network
capable to deliver the rich content of the multimedia (HD-4K
[High Definition] streaming/none streaming video and Hi—Res
[High Resolution] images) and the data flood produced from
mobile phones and social media apps. One proposed idea is
software-defined network architecture. The 5G mobile network
needs to deal with some of the challenges facing the 4G
network nowadays such as high energy consumption, spectrum
crisis, bad interconnectivity, poor coverage, flexibility, and
poor Quality of Service (QoS) [8].

IV. SOFTWARE-DEFINED NETWORK (SDN)

In [9] the author describes SDN as a promising technique
for 5G. SDN and Network Function Virtualization (NFV) have
been applied to the cloud in data centres to enable load balance
[5]. Furthermore, SDN will play a big role in the design of 5G
network as it will be flexible, open and will not be based on
switching and routing as the traditional network [9]. Many
proposed SDN architectures systems summarized as follows:

e SDN controller that adjusts the bandwidth dynamically
as proposed by [10] for each radio access point (RAP)
in the network the bandwidth will be dynamically
adjusted to the baseband unit (BBU), the SDN
controller core consists of two parts: unified control
entity (UCE) and unified data gateway (UDW) each
part plays a different role in the proposed system, as a
whole the SDN controller of the proposed system is
providing the flexibility management for the system.

e A new SDN architecture is called SoftAir was proposed
by [11]. In this system, the main themes are flexibility
and scalability via cloud and virtualization, the data
flow is optimized and managed via software-defined
switches (SD-switches) and software-defined base
station (SD-BSs) in the RAN.

e A new multi-tiered cloud controller SDN architecture,
Software Defined Wireless Network (SDWN) proposed
by [12] is based on service-oriented and user-centric
architecture. The 5G heterogeneous radio access would
efficiently improve by decreasing traffic, another
advantage of the proposed system is controlling of the
quality of user experience (QOE) by varying latency,
jitter and throughput to reduce the end-to-end delay to
few millisecond to satisfy some future applications.

e Open-source OpenAirinterface (OAI) SDN architecture
proposed by [13] is based on two existing technology
components used in the LTE architecture: the Evolved
Universal Terrestrial Radio Access Network(E-
UTRAN) and  Evolved Packet Core (EPC), the
proposed system model is highly realistic as it is based
upon a stack of protocols from the network layer all the
way to physical layer, the main features of the proposed
system are that it is a real-time open-source software
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implementation of the existing 4G network model (i.e.
3GPP LTE standard) and it could be used in-door as
well as out-door.

e Cross-layer scheme combining Software-Defined Radio
(SDR) and SDN architecture was proposed by [14] to
combine the two layers together. We need to create this
cross-layer to exchange information between them to
achieve the best performance of the 5G mobile network,
the proposed system suggests the idea of spectrum reuse
to decrease the flow of the traffic in certain frequencies,
all of these administration rules need to be governed by
the cross-layer controller.

e An intelligent way to deliver data flow SDN
architecture was proposed by [15]. This system is based
on the SDN controller and how it could analyse the
network conditions such as packet loss rate and
throughput of the traffic data flow. Based on that it
could find the bottleneck and try to solve congestion
after calculating the QoS budget. In addition, it can use
the network policies to find other alternative routing for
the data flow and dynamically update the WAN path
routes consequently.

e SoftRAN (Soft Radio Access Network) SDN
architecture was proposed by [16], the idea is based on
a centralized architecture similar to the SDN
architecture by controlling the base stations in one
geographical area and uniting them in a big virtual base
station, expressed by [11] as attempting to restructure
the control plane of RAN in a software-defined way.

V. CLouD RADIO ACCESS NETWORK (RAN)

Cloud Radio Access Network (C-RAN) might solve some
problems related to high data rates demands, this technology is
based on centralisation and virtualisation [17]. Centralized
RAN (C-RAN) is attracting a huge attention as a possible way
to centralise computational resources efficiently [18]. In [19],
the authors proposed a Dynamic Energy Savings in the 5G
Cloud-RAN mobile communication network by combining
multiple Base Band Units (BBUs) for signal processing in the
centralized BBU pools and using the Wake-on-LAN (WoL)
packets to wake up BBUs depending on traffic.

VI. RADIO NETWORK EVALUATION

The 5G network works towards using mm-W signals as a
way of transferring high frequency communication. However,
there are some limitations for that signal outdoors [6]. When
there is no obstacles between the sender and receiver, we have
a line of sight (LOS) communication which has a better
performance over the non-line of sight (NLOS)
communication. If there are obstacles in between the sender
and receiver, the signal will reflect and bounce over objects
and communication still happens with some loss [20].To cope
with the new communication challenges, this proposed
technology will provide low cost and less latency by extending
the coverage using large beamforming while improving link
quality and reducing interference at the end user. The base
stations which are used in all previous generations are still a
key figure in the coming 5G network and a new technology
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like mm-W-BS grid proposed by Samsung [21] might be added
to them to enhance the performance. An acceptable overlap
spectrum occurs from using narrow beams which improves
link quality between the base stations and the vast number of
end users [22]. The main candidate for the 5G physical layer is
orthogonal  frequency-division  multiplexing  frequency
(OFDM). Although, many variants of OFDM are available and
have some weakness, tunable OFDM for 5G is proposed to
meet the requirement of the coming 5G network [23].

VI1l. ADVANCED AIR INTERFACE

The antenna topology will change from omni-directional to
a directional one [24]. Frequency reuse could be improved by
using Spatial Division Multiple Access (SDMA) for
beamforming antennas at sender and receiver sides [25]. BS
model is governed by many parameters which maximize its
performance such as receiver sensitivity, transmit power,
antenna height and type, load capacity, operational costs, and
capital [26]. In [27], the authors proposed a multiband
OFDMA via different mmWave bands, (i.e. the V-band -60
GHz and the E-band- 70-80 GHz) and the Long Term
Evolution (LTE) band for maximizing the overall data rate of
the 5G network by efficient resource allocation. A hybrid
analogue and digital beamforming for the large-scale mmWave
broadband have been proposed [28] for the single-user MIMO
(SU-MIMO) antenna array as it needs to be employed to the
transmitter as well as the receiver.

VIII. HETEROGENEOUS NETWORK (HETNETS)

The idea of a big and vast network, which has different
classes of base stations: macro, pico and femto [2] by using
smaller cells. Here we densify the network by using less power
(Green Communication) and improve the coverage of the
network [9], by deploying low power small BS to connect with
small cells (low transmission power), so the network capacity
is improved and coverage is extended [29] to cover indoor and
outdoor. If indoor areas have low coverage, the coverage could
be enhanced by placing small cells indoor and offloading
traffic from macro cells when needed [2]. Unnecessary
signalling overhead is generated from Radio Access
Technology (RAT) proposed solution to use an efficient multi-
RAT handover [30]. The architecture of the new 5G network
will move from the BS centric to device centric or user centric
networks, from small to femto cells deployment which will
form the HetNeT. Many technologies are emerging also like
cloud-RAN and SDN [31].

IX. BIG DATA

The new 5G mobile network is referred to a huge integrated
framework of big data [32] passed from multiple sources which
needs to be stored and processed. Big data is among the
possible technologies which will lead to the 5G revolution in
the nearest future and will aid the traffic for the 5G users, i.e.
Smart cities, VR (virtual reality), 10T, HD videos ,Games, and
many more [33]. The architecture of the Big data in 5G is
complicated as detailed in the 3GPP standardization process
and OIS architecture and could be divided into four layers:
application, network, link and physical layer [34].
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X. INTERNET OF THINGS (10T)

The next big thing in 5G is loT [5] or Internet of
Everything (IoE) and sometimes named as Web of Things
(WoT)[2]. loT technology has become embedded in many
applications and part of many practical fields like
transportation, healthcare, manufacturing, and logistics [35].
Network tasks have become more complex as more and more
User Equipment (UE), cars, robots, sensors, and wearables
getting smarter and more intelligent, for that different levels, it
is required to support reliability, mobility, and spectrum
management [36].As everything will have an IP address (IPv6)
and will be connected to the Web. Huge number of devices and
millions of sensors are connected concurrently to the next 5th
generation mobile networks like smart houses and
transportation means [37]. There are major threats related to
the 10T which need to be considered like security, context
sharing, and privacy. Many levels of obstruction and
granularity are involved in the HetNet which will be difficult to
control [38]. In the future the human centric of the IoT will
transform gradually to be Machine to Machine (M2M)
platform [39]. Device to Device (D2D) communication and
M2M communication also will be part of the 5G [2]. IoT can
be processed online through cloud-base services, for example,
Xivelyprovides [40]:

e Open free, source and easy to use graphical user
interface (GUI) for the application programming
interface.

o Compatibility with many protocols and environments to
manage real time sensors and export data in many
formats.

e Web-base, real-time visualizing sensor's data
graphically, and controlling the sensors remotely.

e Supporting the Original Equipment Manufacturers
(OEM) for many manufacturers.

XI. INTERNET OF VEHICLES (I0V)

loV is one of the evaluation application of loT [41] in
which vehicles will be able to communicate between each
other and this leads to a smarter transportation with close to
null collisions [42]. There are limitations to vehicle-to-vehicle
(V2V) communication, while the adjacent car could access the
data flow of some sensors and outside viewing cams, the
manufacturer of the car could access the full CAN (controller
area network) bus sensors and all the viewing cams of the
vehicle [43]. Another issue related to the V2V is security, the
authors in [44] proposed a new security protection named
Multi-factor protection strategy that distinguishes multiple
level of privileges of data flow reading from the system
controlling. Google with some auto industry are establishing a
new protocol related to the vehicles named Open Auto Alliance
(OAA) in which they are planning to add new features to
Android (the open source platform) to speed up the
implementation process of loV paradigm [45]. A newer
standard protocol called IEEE1609 for the Wireless Access in
Vehicular Environment (WAVE) has been presented in [46].

The development of self-drive vehicles leads to the
Intelligent Transportation System (ITS), many countries have

54|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

started to standardise it such as Europe, USA, and Japan, in
order to find a common base of protocols to govern the
following challenging issues:

e Privacy, anonymity, and liability
e Congestion control and prioritization of data packets

e Reliability and cross-layering between network and
transport layers

e Secure localization

e Addressing and geographical location addressing
o Verification and data-centric trust

e Delay constraints

e Forwarding algorithms

¢ Risk analysis and management.

Intelligent Transportation System (ITS) may develop
further to form Heterogeneous Vehicular NETworks
(HetVNETS) which connect with the 5G HetNets[47]. A new
standard of Vehicular Ad-hoc networks (VANETS) is forming
a new protocol by 2020, which integrates with mobile
networks cloud that leads to a safer and smarter transportation
system [48].

XI1.D2D COMMUNICATION

Device to Device communication (D2D) is a device centric
which originally represents one feature of the new upcoming
mobile networks [4] in which indoor small devices close to
each other are capable to communicate and share information
directly between them and not via the BS [49]. The data traffic
of the D2D is growing every year and it is anticipated to
increase to 30.6 exabytes monthly by 2020 [50]. By 2021, it is
expected the number of machines connected to the net to
exceed 28 billion [51]. In [52] the authors proposed for the new
5G network an ad-hoc D2D network using a group key agreed
between the devices which allow them to control routing
processes. Many existing technologies will be used in the D2D
communication like Near Field Communications (NFC), Ultra-
wideband (UWB), ZigBee, Bluetooth 4.0, WiFi Direct and
LTE Direct, the transmission distance for these wireless
standards ranging from less than a meter up to 500 meters [53].
In [54] the authors addressed low latency and how D2D
increases the scalability and energy efficiency by controlling
the signalling and end to end network communication. Two of
the main open issues related to the D2D communication are
security and privacy [55]. Therefore, sending and receiving
controlling signals and user data in the network of D2D are
subject to many kinds of threats including fabrication,
manipulation, and eavesdropping [56], in addition, the attacker
could hack the system via the broadcast of the wireless
communication [57].

XI11l. M2M COMMUNICATION

In 5G network it is expected that M2M communication to
have a native support just like D2D communication [4]. The
M2M communication technology becomes smarter and more
mobile via the 3GPP protocols even in the existing LTE
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network [58]. The M2M data flow is increasing rapidly, i.e. in
the mobile network in USA only the M2M traffic volume
increased by 250% in 2011, and by 2020 it is expected to
occupy 45% of the total traffic of the Internet [59]. The main
features about the M2M in 5G are self-processing, sharing, and
transforming automated data between them with little human
effort [60]. The difference between M2M and D2D
communication is that M2M communication connects a vast
number of devices, smart meters, sensors and smart grid
equipments covering a wide geographical area [49]. The main
features of M2M communication in 5G mobile network are
real time operation, low latency, and high reliability
[61].Radio-Frequency Identification (RFID) which comes in
many flavours of tag and reader (active, passive or semi-
passive/active), passive tags do not need battery, whereas
active tags are powered by a battery. Also, the second
generation (2G-RFID) is a smarter way for the M2M to
communicate  between them. The process of the
communication loops is via five steps: delivering for the
mobile code, sensing the object and gathering the information,
delivering the information, handling the information, and
finally the service response [62]. For the security of the M2M
technology using the conventional symmetric and asymmetric
cryptographic  techniques is enough to secure the
communication, but in the case of internal attacks, more
advance security methods are need [63].

XIV. MILLIMETRE WAVE MOBILE COMMUNICATION
(mmWw)

As the available bandwidth below 6 GHz is limited,
engineers start to experiment in the millimetre Wave (mmWw)
range [2], starting from 3 up to 300 GHz [4]. In [6] the authors
did many tests on the 28 GHz and 38 GHz frequencies where
they measured loss and gain using different distances. Testing
was carried out on many building materials with typical rough
and smooth surfaces, i.e. brick and drywalls, clear and tinted
glass for their signal reflection and penetration properties. They
found 200 m is the ideal distance with the minimal loss in most
conditions.A Google project related to the 5G millimetre-wave
under the name of SkyBender [64] is under testing to deliver
very fast internet access (40 times faster than 4G LTE) using
multiple-drones powered by solar cells, the testing is taking
place at Spaceport America in New Mexico. Before that,
Defense Advanced Research Projects Agency (DARPA) had
experimented on a similar field, the name of the project is
Mobile Hotspots, aiming to help the communication for the
military troops in remote areas via deploying multi-drones or
Unmanned Aerial Vehicles (UAVs) which provide a
communication up to the speed 1 Gb/s [65]. The authors in
[66] have experimented in merging wire communication with
the wireless communication by using low coherence based
mmW carrier generation with a dual-colour encoded laser
diode to form the hybrid wireless mmW over Fiber (mmWoF),
12 Gb/s is achieved in the newly proposed mmWoF link
compared to 36 Gb/s in the optical wired band. In [67] the
authors proposed a new hybrid architecture for 5G cellular
systems called; RF/millimetre wave, which integrates the RF
bands (e.g. 2.4 GHz and 5 GHz), and mmWave (e.g. spanning
the spectrum between 30 GHz to 300 GHz) interfaces for
beamforming and data transfer.
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XV.MASSIVE- MULTIPLE INPUT MULTIPLE OUTPUT (M-
MIMO)

The next big thing which could change the game in 5G is
the Massive- Multiple Input Multiple Output (M-MIMO). Big
communication companies start testing the usability of this
technology like SAMSUNG [68], ZTE, and HUAWEI [69] and
still are in a race to find the perfect frequency and number of
the antenna array with the best beamforming algorithm. In the
prototype results, they managed to achieve a data rate of 1.056
Gb/s [68] with negligible packet error. Bristol and Lund
University with National Instruments (NI) achieved a spectral
efficiency of 79.4 bits/s/Hz for the first time, and are trying to
increase it to 145.6 bits/s/Hz. All of these results were
accomplished via the real-time 128-antenna massive-MIMO
testbed, which has been developed by the programmable city
initiative- Bristol Is Open (BIO) with National Instruments
(NI) and Lund University [70]. Along that they are working in
many fields including client localisation, wave front analysis
and optimised power control algorithms. To improve the
terminal Signal to Interference plus Noise Ratios (SINRS), we
need to control the power going to the MIMO system to gain
performance in the user side. Using great number of antennas
at the massive MIMO-BS side has an effect called channel
hardening, which generates new potential for the
implementation of efficiency algorithms [71]. The channel
hardening effect is a phenomenon which happens when the
number of the antennas rises in the MIMO array causing a
small percentage of fading. However, in large dimensional
signal processing, channel hardening may bring some
advantages to the system [72]. If we need to improve the
overall massive MIMO system performance, we have to reduce
the pilot contamination in Location-based channel-dense
deployments estimation by disallowing all mobiles with similar
Angle of Arrivals (AoAs) from sharing the same pilot [73].
The conventional massive MIMO s less energy efficient than
the hybrid massive MIMO (HMM) system as it is benefited
from the newer 5G architecture technologies including energy
harvesting networks, heterogeneous networks, and millimetre
wave [74]. Large scaled antenna system (LSAS) or large scale
MIMO is a large number of base station configured to serve as
one entity and it could serve multiple users in the same time
[75]. In [76] the authors discussed the full-dimensional MIMO
(FD-MIMOQO) and how it is explored in the international
standardization in 3GPP and how elevation and azimuth get
effected from the surrounding environment. Moreover, they
addressed the 3-dimensional Multiple-Input Multiple-Output
(3D MIMO) which could provide a smart way of
implementation, for example, a large number of antennas in a
cylindrical array format can serve many users scattered in
elevation and azimuth domains.

XVI. ENERGY EFFICIENCY

Controlling power is a major issue in any communication
system. Mobile networks worldwide consume 0.5 % of the
world's total energy, so one of the main issues should be taken
into consideration in the coming 5G mobile network is
reducing the consumption of energy [77]. In [78] a project
called 5GrEEn introduces energy-efficient and low latency
heterogeneous network (HetNet) architecture. A new idea to
save energy proposed in [79] called economical energy
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efficiency (E3) was based on three things: energy efficiency
(EE), spectral efficiency (SE), and cost. It allows analysing the
total gain for the 5G heterogeneous network. Minimising
power consumption due to health concerns which requires the
power consumption to be reduced in variable transmissions as
well as fixed circuits has been discussed in [80].

XVII. HEALTHCARE

The rapid development of sensors leads to a new field in
health monitoring [81]. Developing devices with multiple
sensors could measure multiple physiological signals at home
(just like you are in an Intensive care unit (ICU)) and this
technology is available nowadays [82]. Real-time remote
patients health monitoring leads to Body Area Networks
(BAN) in which big data are collected and processed with a
higher data rate and bandwidth, which could be realized in the
new 5G network [83]. New range of clinical devices will join
the 5G network to form the eHealth and mHealth, In [84], a
wide range of wireless, Bluetooth, and NFC devices using the
new 6LOWPAN/IEEE 802.15.4 protocol have been addressed.

In [85], an algorithm called Channel State Estimation is
designed based on Transmission Power Control (CSE-TPC) for
the optimization of the quality of Experience that targets the
received signal strength indicator (RSSI) threshold and adjusts
the transmission power level. All these factors for the energy
efficiency are required for the medical applications in the 5G.
Wireless Body Area Networks (WBANSs) and Wireless Body
Sensor Networks (WBSNS) need this improvement to reduce
the consumption of energy to the minimum as mostly the
energy for such applications comes from small batteries or
embedded rechargeable batteries.

XVIII. 5G SIMULATIONS SOFTWARE

Many simulation softwares are available online and some
are free but others you have to purchase, as mentioned below:

e New York University (NYU) releases5G mmwW
simulator; NYUSIM: The open source 5G channel
model simulator software is free as a simulation code
(in Matlab) specially for modelling channels from 2 to
73 GHz which is suitable in 3GPP and other standard
bodies and academic/industrial simulations [86].

e Fig. 2 shows the graphical user interface (GUI) of the
5G mmW simulator -NYUSIM.

e A research group under the name of mmMagic
supported by SAMSUNG from CSN Group part of
Universities of Bristol are working on a simulation of
visualising mmWave and beamforming[87]. Fig. 3
depicts the animation of the mmMagic simulation.

e Some Youtube videos are available:
e https://www.youtube.com/watch?v=AaefATDPZMg
e 5G and MIMO using Wireless InSite

e Remcom has a simulator for MIMO in 5G which
handles 3D structures mm-wave and in the near future
MIMO with Wireless InSite will be added [88]. Fig. 4
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depicts some of the output results of the InSite
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e SIRADEL offers simulations since 1994, and ready to
simulate the new 5G, e.g. 3D beamforming or mmw
massive MIMO. They also have a key role in 3GPP and
IEEE standardizations [89]. Fig. 5 depicts the animation
of the SIRADEL simulation.
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e MATLAB and Simulink to design, test, and prototype
5G wireless systems

Maximum power from all MIMO channels (512 total pairs) Complex Impulse Response from tyo MIMO channels

e This simulator which uses MatLab and Simulink are
designed for the coming 5G wireless system (design,
test and prototype), It includes massive MIMO systems
with the beamforming and precoding algorithms for
antenna arrays RF system architecture, 5G algorithms,
real-time Rapid prototyping, and channel models data
for frequencies > 6Ghz [90]. Fig. 6 shows the
MATLAB and Simulink prototype 5G wireless
systems.

“ Figure 1 i
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Fig. 6. The MATLAB and Simulink prototype 5G wireless systems.

XIX. FUTURE RESEARCH DIRECTIONS
This survey-as the title depicts- just scratch the surface of

Fig. 2. The GUI of the 5G mmW simulator - NYUSIM.

the upcoming 5G mobile networks, many aspects needs to be
Visualisation and mmWave Network Simulation researched further such as latency and beamforming, backward
compatibility with the older generations, multiplexing, power
o efficiency and green network, 5G applications, standardization,
! EERLRN heath issues related to the negative impact of the high

! = y SR— frequency waves on humans, connectivity problems and QoS.

5 T XX.CONCLUSION

v ¢ r res‘/e"gte;gﬁ:*:"svma" In this survey paper, we briefly addressed some evolving
~1 et technologies related to the 5G futuristic network. We focused
: v ~ London, 2014, on the main approaches and did not go deeply into the
) 9 - algorithms which govern the power consumption in the 5G
- Q S L ! . network or any machine learning techniques which could help
v ¢ BLUWIRELESS optimizing the network. This survey could be an adequate
¢ (‘ entrance knowledge to the new 5G mobile network technology.

Fig. 3. The animation of the mmMagic simulation.
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Abstract—This research proposes a new method, the
probability of nodes (NP) and the cumulative frequency of
indicators within the framework of Bayesian networks to
calculate the weight of participation. This method uses the PLS-
PM approach to examine the relationship structure of
participatory factors and estimate latent variables. Data were
collected using questionnaires involving participants offering
proposals, the village residents themselves. The participation
factors identified in this research were divided into two
categories, namely, internal factors (abilities) and external
factors (motivation). The internal factors included gender, age,
education, occupation, and income, while the external factors
included motivation relating to economic, political, socio-
cultural, norm-related, and knowledge-related issues. Moreover,
there are three factors directly affecting the level of participation,
they are: the level of attendance in meetings, participation in
giving suggestions, and involvement in decision making. The test
results showed that the application of participation weight in
decision making priority of proposal of village development
program give change of final rank of decision with test result as:
recall 50%, precision 80% and accuracy 50%.

Keywords—Bayesian networks; PLS-PM; participation weight;
decision making; village

I.  INTRODUCTION

In the last decades, there has been an increasing interest
among the community in decision making [1]. Community
participation has become part of the various environments for
the implementation of decisions made, such as in the sectors of
government [2], integrated watershed management [3], [4]
development in agriculture [5], environmental management [6]
forest management [7], and planning [8].

The significance of participation is asserted by Conyers [9],
who states that first, community participation is a tool to
collect information about the conditions, needs, and attitudes of
the local community, without which development programs
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Purwo Santoso

Department of Politics and Government
Faculty of Social and Political Sciences,
Universitas Gadjah Mada, Yogyakarta, Indonesia

and projects will end in failure; second, people tend to have a
higher level of confidence in particular development projects or
programs if they feel involved in the process of preparation and
planning of such projects or programs as this makes them
know more about the project and develop a sense of belonging
towards the project; third, engaging the community in the
development of their own community constitutes a right
acknowledged in democracy.

Decision making relating to determination of proposed
village development programs taking priority falls into the
category of group decision-making. In the group decision-
making, community participation can be seen in the process of
proposing programs and making decisions. In fact, decision-
making through participation does not work properly. This is
because the role the government plays in the implementation
remains centralistic with top-down planning, thus both the
aspirations and the resulting proposals lack quality, decision
making is dominated by the village elite, are regular annual
routine, and cannot accommodate the needs of the community.

This research aims to identify factors affecting participation
in village development program planning and quantify them in
the form of participation scores. Then, those participation
scores were used in decision making to determine the rank of
the proposed development programs in order of priority.

Il. LITERATURE REVIEWS

A. Factors Affecting Participation

There are many factors affecting community participation
in the village development process. Factors classified as
internal factors or abilities included gender, age, education
level, income rate, and occupation. Participation of a man and
that of a woman in development are different because of the
established social system that differentiates the position
between men and women. Such differences in position and
degree will lead to differences in rights and duties between
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men and women, where men have a number of privileges
compared to women. Thus, men will tend to contribute more
[10]-[15].

Age is a factor that influences one’s attitude towards the
existing social activities. The middle-to-upper age group with
moral attachment to the values and norms of the community
which is more stable tends to have a higher level of
participation than the other age groups [10], [15]-[18].

Good jobs and good income which support daily needs can
encourage a person to participate in community activities [11],
[14], [15], [18], [19].

Education is considered to affect the way one behaves
towards his/her environment, an attitude necessary for
improving the welfare of the whole community [10], [14],
[16]-[19].

In addition to those internal factors, external factors also
influence motivation to participate, for example economic
motivation [10], [16], [20]-[23], political and leadership-related
motivation [11], [21], [24], socio-cultural motivation [10],
[20]-[23], [25], [26], knowledge-related motivation [10], [22]
and motivation to participate which is influenced by norms or
obedience to the existing rules ([23], [25], [26)].

B. Bayesian Networks

Bayesian networks [27] are a state-of-the-art model for
reasoning under uncertainty in the machine learning field. They
are especially useful in real-world problems composed by
many different variables with a complex dependency structure.
Examples of areas where these models have been successfully
applied include genomics, text classification, automatic robot
control, fault diagnostic, etc.

Every Bayesian network has a qualitative part and a
quantitative part. The qualitative part (i.e., the structure of the
Bayesian network) consists of a directed acyclic graph (DAG)
where the nodes correspond to the variables in the domain
problem and the edges between two variables correspond to
direct probabilistic dependencies. On the other hand, the
quantitative part consists of the specification of the conditional
probability distributions that are stored in the nodes of the
network [28].

DAG describes the relationship between attributes and
consists of nodes and arcs, where each arc describes a
probabilistic dependence. If an arc is drawn from A to B, then
A serves as the parent or immediate predecessor of B and B
serves as a descendant of A. The DAG illustration can be seen
in Fig. 1.

In the illustration below, the arc displays the causal
relationship-related information. For example, the node
(attribute) C results either from the existence of the attribute A
or not, and likewise, it may result either from the existence of
the attribute B or not. It can be seen that the attribute D is
independent of the attributes A and B. This implies that when
the result of the attribute C is generated, attributes A and B do
not provide additional information about whether the attribute
D occurs or not.

Vol. 8, No. 11, 2017

Fig. 1. Directed Acrylic Graph (DAG).

Suppose data X = (xy, ..., X,) are data with attributes Yy, ...,
Y,. To calculate the possibility of a variable, (1) below is used:

P(x,..x, )=I17,P(x, | Parents(Y, ) 1)

With:

P(Xy, ..., Xn) = Probability base on attribute xq, ..., X,
n = Number of attributes

X; = the ith data value

Parents(Y;)= Immediate predecessor or parent of the Y;
attribute

For example, to calculate P (A, B, C, D), then the
probability is:

P(A,B,C,D)=P(A)*P(B|A)*P(C|A B)*P(D|C)

To calculate P (B | A), Bayes’ theorem is used, which

calculates the probability of an attribute based on a particular
attribute. The formula of Bayes’ theorem can be seen in (2):

p(alg) = PEIAPA)
P(B) )

where:

P (A|B) = Probability A based on evidence B

P (B|A) = Probability B based on evidence A

P(A) = Probability A

P (B) = Probability B

I1l. RESEARCH METHOD

The method used in the weighting calculation (level of
importance) of participation is using the Partial Least Square
Path Modeling (PLS-PM) method and the Bayesian networks.
The PLS-PM method is used to estimate the value of latent
variables. The latent variable is a variable that cannot be
measured directly and is measured through the indicator
variable. In addition, PLS-PM is also used to examine the
relationship structure of factors that influence participation
built on expert opinion. Bayesian networks method is used to
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construct DAG structure and calculate the probability node
(node probability) of each indicator variable.

1) Collect data using questionnaires on the participants of
a particular community, which in this case the village
community.

2) Then, identify parameters consisting of indicators in
each of the factors affecting participation.

3) Afterwards, build a model illustrating the relationship
between those factors affecting participation in the form of a
Directed Acrylic Graph (DAG) structure of Bayesian networks.
The initial DAG structure was developed based on experts’
views derived from previous research and interviews with
participants.

4) Estimate the score of latent variables and test the
structure of the DAG model already built using PLS-PM. The
test results will determine whether the constituent parameters
of the model structure built will change or not.

5) The DAG model structure that already had a complete
data set was then used as a model structure to calculate the
Bayesian network inference using the complete data sets.

6) Calculate the probability of all node probability (NP)
and the frequency (f) of showing up of each indicator of all
factors.

Furthermore, results of the NP and f calculation were saved
as ‘a reference value’ used as a guideline in the calculation of
score for the participation interest of each participant. The
calculation of participation scores was undertaken using two
variables, namely NP and f of the indicators for each factor of
participation. The score calculation for the participation interest
of each participant was undertaken using (3), namely:

W, => (NR*f)
3)

Where,

W, :weighted value of participant participation interest

NP; : the probability node value of the participant
indicator

fi  : participant indicator frequency value

Where, W, refers to participation score, NP refers to an
indicator’s node probability score of the indicator, and f; refers
to an indicator’s frequency score.

After the participation score had been obtained, score
normalization was undertaken. Normalization is a technique to
standardize or make the data range equal, thus no attribute is
too dominant over the other attributes. The normalization
process was undertaken using (4), namely:

Wp B Wpmin

Pnormalizaion W _ (4)
Pmakx Pmin

The participation score that had undergone normalization
was then used in the calculation to determine the proposed
village development programs taking priority.

Vol. 8, No. 11, 2017

IV. EXPERIMENT

A. Establishing the Structure for the Relationship between
Factors Affecting Participation

This study used questionnaire data from 130 participants,
consisting of 3 latent variables and 13 manifest variables
(indicators). Parameters identified in the study are divided into
two types of parameters, namely internal parameters (ability)
and external parameters (motivation). Internal parameters are:
gender, age, education, occupation, income, while external
parameters are: economic, political, socio-cultural, norms and
knowledge motivation. In addition, there are also three
parameters that directly affect the level of participation, they
are: attendance meetings (meeting), give suggestions
(proposal), and involvement in providing decisions (decision).

The first step was to the structure for the relationship
between factors affecting participation based on experts’ views
as illustrated in Fig. 2.

Afterwards, the model illustrating the structure of the
relationship between the factors influencing participation was
tested using PLS-PM.

The Outer evaluation of this model specifies the
relationship between latent variables and their indicators. or it
can be said that the outer model defines how each manifest
variable (indicator) corresponds to its latent variable. Test on
outer model for formative indicator that is:

- Significance of weights. The weight value of the
formative indicator with its construct should be significant.

- Multicolliniearity. Multicolliniearity test is done to
know the relationship between indicators. To find out if the
formative indicator is having multicolliniearity by knowing
the VIF value. VIF values between 5 to 10 can be said that the
indicator occurs multicolliniearity.

The test result shows that weigth value almost all indicator
variables produce significant weight value, that is not less than
0,1, that is allowed limit value [29]. Only one indicator
variable whose value is less than 0.1 is a gender variable with a
value of 0.048, so the gender variable can be excluded from the
model. The result of coefficient path test can be seen in Fig. 3.

paticipation

/

education \denisinn‘

s
Imeeting|
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economics
sosio-cultural

Fig. 2. The model of the relationship structure of factors of participation.
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Fig. 3. Outer weight factors of participation.

The manifest variable in a formative block must be tested
for its multicollinearity. Multicollinearity testing among
indicators in a formative block uses the value of variance
inflation factor (VIF). If a VIF value of > 10 occurs in the form
of collinierity between the indicators in one such formative
block [30]. Test results show all VIF indicator values less than
10 (Fig. 3), so it can be concluded that there is no collinierity
between indicators.

After assessing quality of the measurement model, the next
step was to assess the structure. To examine results of each
regression in a structural equation, it is necessary to display the
results contained in the inner model. In addition to the results
of the regression equation, quality of the structural model was
evaluated by examining three quality indexes or matrices,
namely the coefficient of determination R?.

The coefficient of determination R is the coefficient of
determination of endogenous latent variables. For each
regression in the structural model, the matrix R* was used
which was interpreted in the same way as in the multiple
regression analysis. R? indicates the number of variances an
endogenous latent variable has which is described by its
independent latent variable. The R® value generated in this
research is equal to 0.849.

B. Calculating the NP and Frequency of Each Indicator

Results of the testing using data obtained from
questionnaires show that the factors of gender has no
significant correlation so that the DAG structure used in
inference calculation involved 12 indicators only. Afterwards,
a DAG structure was developed based on the data set obtained
from the testing results and PLS estimation (latent variables)
undertaken. The DAG structure was built using expert
approach as shown in Fig. 4.

The DAG structure (Fig. 4), illustrates a graphical
representation and a combination of probability P (age,
education, occupation, income, politics, economy, socio-
culture, norms, knowledge, proposals, meetings, decisions,
motivation, abilities, and participation) that can be factored as a
set of conditional independence relations expressed as
follows (1):

P(Ag, Ed, Oc, Inc, Po, Ec, So, N, Kn, Pr, Me, De, Mo, Ab,
Pa) = P(Ag, Ed, Oc, Inc, Po, Ec, So, N, Kn, Pr, Me, De, Mo,
Ab, Pa) = P(Ag) (Ed) (Oc), (Inc), (Po) (Ec) (So) (N) (Kn) (Pr)
(Me) (De) (Int] Ag, Ed, Oc, Inc) (Ext| Po, Ec, So, N, Kn)
(Pa]lInt,Ext)
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Fig. 4. DAG structure of factors of participation.

Where,

Ag = Age, Ed = Education, Oc = Occupation, Inc =
Income, Po = Politics, Ec = Economics, So = Socio-culture, N
= Norm, Kn = Knowledges, Pr = Proposals, Me = Meetings,
De = Decision, Int = Internal, Ext = External, Pa =
Participation

Based on Fig. 4, it can be seen that 12 (twelve) nodes are
nodes with a conditional independence relation. Those twelve
nodes are age, education, occupation, income, politics,
economy, socio-culture, norms, knowledge, proposals,
meetings, and decisions. The score of each node can be
calculated based on its indicator, which in this research is
called node probability (NP). The following is an example of
the calculation of the node age with age between 18 to 40 years
as the indicator, where the NP is calculated as follows:

P(Ag=18-40) = P(Ag=18-40, Ed, Oc, Inc, Po, Ec, So, N,
Kn, Pr, Me, De, Int, Ext, Pa)

P(Ag =18 -40,Ed,Oc, Inc,Po,Ec,So,N,Kn,Pr,Me, De, Int, Eks,Pa)
P(Ag,Ed,Oc, Inc,Po,Ec,So,N,Kn,Pr,Me, De, Int,Ext,Pa)

P(Ag =18 - 40)=

The prior probability score or the confidence value of the
participation variable is the resulting score to explain the level
of confidence of each participation variable. Furthermore,
inference Bayesian networks with DAG structure built based
on data that has been tested and estimated using PLS.
Probability inference in Bayesian network was calculated so as
to determine the Node Probability (NP) and the probability of
showing up/ frequency (f) of each indicator as shown in
Table 1, which were then used as a guideline in the calculation
of the score of participation interests of the participants.

TABLE I. CALCULATION RESULTS OF NP AND FREQUENCY SCORES OF
EACH INDICATOR
Variable Indicator NP f NP*f
age 1 0.0422 0.31 0.0131
age 3 0.3879 0.39 0.1513
age 2 0.5655 0.3 0.1697
education 2 0.0803 0.06 0.0048
education 4 0.5330 0.22 0.1173
education 5 0.3339 0.16 0.0534
education 1 0.0001 0.34 0.0000
education 3 0.0457 0.22 0.0101
occupation 2 0.0221 0.04 0.0009
occupation 4 0.1676 0.24 0.0402
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. . TABLE II. INDICATORS FOR THE FACTORS OF PARTICIPATION P1

Variable Indicator NP f NP*f
occupation 5 0.7675 014 | 01075 ngttzzgt':on Indicators NP * f
occupation 1 0.0000 0.17 0.0000 age 18-40 years old (1) 0.0131
pccupation 3 0.0337 0.41 0.0138 occupation Labour (2) 0.0009
icome 1 0.1219 0.22 0.0268 education Junior high school (2) 0.0048
icome 3 0.1071 0.27 0.0289 inCome 1 0.0268
icome 2 0.3103 0.12 0.0372 politic > 0.0170
icome 4 0.4285 0.34 0.1457 CCONOMics 5 0.0629
icome 5 0.0296 0.05 0.0015 sosio-cultural 4 0.1443
politic 3 0.0495 0.03 0.0015 orm 7] 0.0487
politic 5 0.6938 0.16 0.1110 knowledges 7] 01024
politic 2 0.0709 0.24 0.0170 oroposal 1 0
politic 4 0.1798 0.16 0.0288 meeting > 0
politic 1 0.0000 0.41 0.0000 decision 1 0
economics 3 0.0414 0.04 0.0017
228222:22 i ggg?g gig 8(1):1)’23 TABLE III. MULTIPLICATIOEQI/EQI[JUEZ(;:(NP AND HIGHEST AND LOWEST
economics 5 0.1430 0.44 0.0629
economics 1 0.0000 0.18 0.0000 variable (NP*f)in (NP*f) pa
socio-culture 2 0.0660 0.04 0.0026 age 0.0201 0.1591
socio-cu:ture 4 0.6012 0.24 0.1443 occupation 0.0043 0.0987
socio-culture 5 0.2693 0.17 0.0458 -
socio-culture 1 0.0000 034 | 0.0000 education 0.0014 0.0725
socio-culture 3 00620 | 021 | 0.0130 income 0.0038 0.1517
norm > 0.0138 0.03 | 0.0004 politic _ 0.0026 0.0857
norm 7 01875 026 0.0487 eco_nomlcs 0.0015 0.1074

sosio-cultural 0.0028 0.1051
norm 5 0.7439 0.16 0.1190 norm 0.0025 0.0808
o : do000 04T o000s Knowledges 00013 00681
knowledges 1 0.0015 0.16 0.0002 proposal 0.0000 0.1040
knowledges 3 0.0869 0.15 0.0130 meeting 0.0000 0.1220
knowledges 2 0.0012 0.12 0.0001 decision 0.0000 0.0774
knowledges 5 0.1220 0.44 0.0537 1) Score normalization
knowledges 4 0.7876 0.13 0.1024 The normalization process was done by calculating the
proposal 2 0.0000 005 | 0.0000 highest participation score W, ma using (5) and the lowest
p:"posa: i 8'2833 8&2 8'(1’(2’2(2’ participation score W, i, using (6). The data on the lowest and
Srgggzzl 3 0.0688 051 T o0%1 highest NP and frequency scores can be seen in Table 3. Wi pay
proposal 5 01148 013 0.0149 can b_e c_alculateq by mqltlplylng the NP by the frequency of
meeting 1 0.0000 0.12 0.0000 each indicator with the highest score. Conversely, W, ni, can be
meeting 3 0.1491 0.13 0.0194 calculated by multiplying the Np by the frequency of each
meeting 5 0.3833 0.16 0.0613 indicator with the lowest score.
meeting 2 0.0000 0.32 0.0000
meeting 4 0.4740 0.27 0.1280 n
decision 1 0.0000 0.2 0.0000 mein = Z( NPx f ) (5)
dec!s!on 3 0.1119 0.12 0.0134 indicatormined indicatormin
decision 5 0.0723 0.16 0.0116
decision 2 0.0000 0.4 0.0000 n
decision 4 0.8098 0.12 0.0972

WomaX = > (NPxf) ©)

C. Calculating the Participation Score of the Participants

The example of the data on the indicators of the factors of
proposal makers’ participation with the input data for Proposal
Maker 1 (P,) is presented in Table 2. The participation score
was calculated by referring to the “data reference” of the NP
and frequency scores generated from the calculation in Table 1.

The example calculation of the participation interest score
used (3), using the indicators of participation factors P, in
Table 2 adjusted to the NP and f scores in Table 1, the
participation score (W,) can be calculated.

Wpl = {(NP * f)age + (NP * f)occupe\tion + (NP * f)education +
(NP * f)inr:ome + (NP * 1:)politir: + (NP * f)economics + (NP * 1:)sosio-
cultural + (NP * 1:)norm + (NP * 1:)knowledges + (k* f)proposal + (NP *
f)meeting + (NP * f)der:ision} =0.4209

indicatormax=1 indicatormax
The calculation of the lowest participation score using (5) is
described as follows:

Wp mn — {(NP * f)age min +(NP * f)occupation min +(NP *
f)education min +(NP * f)income min +(NP * f)politic min +(NP *
f)economics min +(NP* f)sosio»culuturalmin +(NP * f)norm min+(NP *
f)knowledge min+(N2Fg;-é)proposal min +(NP * f)meeting min+(NP * f)decision

min}

The calculation of the highest participation score using (6)
is described as follows:

W max = {(NP * f)age max F(NP * f)occupation max F(NP *
f)education max +(NP * f)income max +(NP * f)politic max +(NP *
f)economics max +(NP* f)sosio—culutural max +(NP * f)norm max +(NP *
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Dknowtedge max +(NP* foroposal max (NP * Himeeting max +(NP
f)decision max } = 15322

Furthermore, normalization was calculated using (4). Thus,
the normalized Wy, is equal to

w =0.12

pnormalizaion

The calculation results for the score of proposal makers’
participation interest (W) that had undergone normalization to
equal to 0.12, which is the score of participation interest for the
first proposal maker (Wy). In the same way, the score of
participation interest for the subsequent proposal maker can
also be calculated.

The score of participation interest for the subsequent
proposal maker (Wy1) was used to calculate the score of DM’s
preference in relation to the alternatives according to the
alternatives proposed by each proposal maker.

The score of participation interest for the subsequent
proposal maker (W) can be used to determine the ranking of
decisions relating to village development planning programs.
The W, calculation results were then tested by applying them to
the current decision-making model.

2) Implementation of participation scores in multiple-
criteria decision making

The current decision-making model relating to
determination of proposed village development programs
taking priority involves many criteria and decision makers.
Those decision makers consist of several people, ranging from
7 to 11 persons, and commonly are referred to as the team of 7
or 11 persons. These teams are considered as representatives of
all stakeholders in the village. All decision makers use the
same criteria in making a decision, namely felt by many people
(C1), extremely serious (C2), better income (C3), the number
of occurrences (C4), potential support resources (C5). Such
criteria are used to assess programs proposed by the
community. To help illustrate a problem, the attributes of the
problem can be represented by the following notations:

a) DM = {dm,,...dm,} refers to decision makers, i.e. the
persons who will make decisions

b) A = {a;,...a,} with n > 2, refers to a program
proposed by the community, which is a group of alternatives
to be ranked.

¢) C = {cy,...c,} with n > 2, refers to a group of criteria,
i.e. the criteria taken into account in the decision-making
process.

d) T = {t;,..t,} refers to the final goal, which is the
resulting ranking in the form of a sequence of alternatives
decided by decision makers.

The hierarchy of the decision making relating to
determination of proposed village development programs
taking priority is illustrated in Fig. 5.

In the decision-making process with a hierarchy as shown
in Fig. 5, decision makers use the same criteria without
considering the score of each criterion.

Vol. 8, No. 11, 2017
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Fig. 5. Hierarchy of decision-making.

The data used to test the proposed model consisted of data
of nine decision makers, namely dm;..dmg and were associated
with factors influencing participation. The data on proposed
programs (@) data consisted of 10 proposals, namely, ai,..aio,
where each alternative had its own score for participation of
proposal makers (W,). The data on the scores for participation
of proposal makers used are presented below:

Won(81)=0.12;Wi(8)=0.18; Woa(85)=0.29;Woa(a5)=0.23;W
p5(a5):O.45;Wp5(ae):O.45 ;Wp7(a7):O.49;ng(ag):O.48;ng(ag)
=0.34;W,10(a30)=0.45

Each criterion has the same score and thus the total
participation score (Tpoqe) Was calculated by multiplying each
participation score W, by the total initial score (Tinita), (7) as
follows:

Tinodel = Tinitiar * Wy (7

Results of the score calculation using the participation
score (Tmoder) Was compared with program realization as shown
in Table 4.

Afterwards, testing was done using a confusion matrix to
calculate accuracy, precision, and recall. Results of the
calculation are presented in Table 4 and summarized in
Table 5.

Calculation of the confusion matrix is described as follows:

TP+TN

— 0,
Accuracy = prep———4 100%
= 50%
Precision = ——— x100%
TP+FP

= 80%
TP
Recall = mxlOO%

= 50%
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TABLE IV.  THE RESULTS OF THE CALCULATION OF THE SCORE WITH THE WEIGHTED VALUE OF PARTICIPATION
ID. Criteria and score Score Total The weight of Score Total of Initial model Actual
Alternative C1 C2 C3 Ca 5 @) participation (Wp) model (Tmodel) rank rank (2015)
a 77 72 75 76 79 379 0.12 45.48 1 7(N) Y
a 78 77 76 73 74 378 0.18 68.04 2 5(Y) Y
a3 78 70 76 76 77 377 0.29 109.33 3 8(N) N
as 78 78 67 76 77 376 0.23 86.48 4 4(Y) Y
as 78 75 76 67 77 373 0.45 167.85 5 2(Y) Y
as 79 76 76 70 70 371 0.45 166.95 6 1(Y) N
a7 77 75 75 71 72 370 0.49 181.3 7 10(N) N
ag 66 67 76 79 81 369 0.48 177.12 8 6(N) N
ag 77 75 76 69 70 367 0.34 124.78 9 9(N) N
a0 79 77 69 81 59 365 0.45 164.25 10 3(Y) Y
TABLEV. CONFUSION MATRIX TABLE [4] D.S., Kenney, S.T., McAllister, W.H., Caile, J.S., Peckham, “The New
Watershed. Source Book: a Directory and Review of Watershed
Prediction Actggl i Init_iativ_es in the Western United States”. Natural Resources Law Center,
Positif Negatif University of Colorado School of Law. 2000.
True 4 1 [5] G.A., Wilson, “The Australian Landcare movement: towards ‘post-
False 1 4 productivist’ rural governance?* Journal of Rural Studies 20 (4),

A model is deemed good if it has high precision and recall
values. Results of the test calculation using a confusion matrix
generated scores for recall, precision, and accuracy by 50%,
80%, and 50%, respectively. These results are not too ideal for
a model because the decision to realize a program within the
government does not only depend on whether the program will
facilitate development or not but also on the various interests
other than objectives of the development.

V. CONCLUSION
Research conclusions are presented as follows:

1) Community participation in development planning
programs is influenced by the factors of interests of the
respective participants. The model structure of the relationship
between those participation factors can be constructed using
the PLS-PM approach with latent variables

2) The interest factors affecting participation can be
quantified in the form of a participation score. This
participation score can be calculated using the DAG structure
and inferred from Bayesian networks, namely the calculation
of probability nodes and the cumulative frequency of each
indicator.

3) The participation interest score can be used to represent
participants’ interests with regard to decision making. In the
case of for decision making priority determination of proposed
program for village development program, the confusion
matrix testing generates accuracy by 0.5, precision by 0.8, and

recall by 0.5.
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Abstract—Radio Frequency ldentification (RFID) technology
is widely spread in many security applications. Producing
secured low-cost and low-power RFID tags is a challenge. The
used of lightweight encryption algorithms can be an economic
solution for these RFID security applications. This article
proposes low cost countermeasure to secure RFID tags against
Electromagnetic Side Channel Attacks (EMA). Firstly, we
proposed a parallel architecture of PRESENT block cipher that
represents a one way of hiding countermeasures against EMA.
200 000 Electromagnetic traces are used to attack the proposed
architecture, whereas 10 000 EM traces are used to attack an
existing serial architecture of PRESENT. Then we proposed a
countermeasure at mutual authentication protocol by limiting
progressively the number of EM traces. This limitation prevents
the attacker to perform the EMA. The proposed countermeasure
is based on time delay function. It requires 960 GEs and
represents a low cost solution compared to existing
countermeasures at primitive block cipher (2471 GEs).

Identification
PRESENT;

Keywords—Radio Frequency
electromagnetic side channel attack;
authentication protocol; countermeasures

(RFID);
mutual

I.  INTRODUCTION

Passive RFID tag consists of an integrated circuit (IC)
attached to an antenna. This integrated circuit is entirely
remotely powered from the RF reader. Contactless RFID tags
are used in different security applications such as access
control and contactless payment systems. For example, among
the commercial HF tags that implement cryptographic
functions for the authentication protocol, there are MIFARE
Ultralight C [2] and MIFARE DESFire EV1 [3] integrating
3DES [4] and AES [5] block cipher circuits, respectively. The
mutual authentication protocol implemented in these tags is
based on the symmetric challenge-response technique. In
addition, in an academic context, Feldhofer et al. [21], [22]
presented a strong authentication scheme, also using a
symmetric challenge-response technique, based on an AES
algorithm for RFID systems. The protocols for these symmetric
challenge-response techniques based on encryption are defined
in the ISO/IEC 9798-2 standard [27].

Strong cryptographic algorithms, such as AES and 3DES
are often too expensive in terms of area and power [6] and are
used for applications requiring high level of security. In other
hand, many works suggest the implementation of lightweight

block ciphers, such as SIMON/ SPECK [7], HIGHT [8],
XTEA [9], PRESENT [10], KATAN/KTANTAN [11],
PRINCE [12], TWINE [13] and CRYPTON [14]. These
lightweight block ciphers satisfy the security needs of some
low level of security RFID applications such as access control,
ticketing, etc. Indeed, for resource limited embedded systems,
it is important to use an adapted level of security (often related
to the number of bits of the secret key) in order to reduce both
hardware overhead and power consumption. For example, Sai
Seshabhattar et al. [15] proposed an implementation of
PRESENT in EPC Classl Gen2 protocol for UHF RFID tags.
They implemented a low cost mutual authentication protocol
based on encryption operations in the tag and decryption
operations in the reader. On the other hand, Naija Yassine et al.
[16] proposed a HF tag architecture respecting the IEC/ISO
14443 Type A [1]. This architecture is based on the
implementation of the PRESENT block cipher in Mifare
Ultralight C mutual authentication protocol.

Side Channel Attacks (SCA) represents a serious threat for
RFID tags. SCA are non-invasive attacks and are based on the
observation during the execution of the cryptographic devices
of physical phenomena such as response time [17], power
consumption [18] or electromagnetic radiation [19]. In this
article, we focus our study to the Electromagnetic Side
Channel Attack (EMA). For example, Timo Kasper et al.
attacked some Mifare products (Mifare Desfire, Mifare
MF3ICD40 and Mifare Classic) using EMA [28], [29]. These
products implement mutual authentication protocols vulnerable
to EMA.

This article proposes a low cost countermeasure at the
authentication protocol level by limiting the number of
successive wrong authentication requests. This limitation
prevents the attacker to save enough electromagnetic traces to
perform the EMA. First, we choose to study the vulnerability
of an existing mutual authentication protocol proposed by Sai
Seshabhattar et al. [15] against EMA. This protocol integrating
PRESENT block cipher is used for low cost full-fledged RFID
tags. Then, we proposed a parallel implementation of
PRESENT in order to hide the information leakage
(electromagnetic radiation) generated by its S-box function.
The EMA is performed in our proposed PRESENT architecture
and compared to existing work [20] (serial architecture).
Finally, a countermeasure based on time delay function is
proposed to delay the response of the tag (especially the
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encryption operation) for each wrong authentication. This time
delay function allows the tag to enter in Kkilled state
progressively and prevents the EMA.

This article is organized as follows. Section Il describes the
Seshabhatta et al. protocol and explains its vulnerability against
EMA. Section Il describes the PRESENT algorithm and our
parallel implementation. Section IV is devoted to the
description of the EMA methodology on PRESENT, EM
attack setup and EM attack results and comparison. The
countermeasure at protocol level based on time delay function
is proposed in Section V. Finally, we conclude the paper in
Section VI.

Il. AUTHENTICATION PROTOCOL DESCRIPTION AND EMA
VULNERABILITY

Mutual authentication protocols (ISO/IEC 9798-2 [27]) in
RFID communication ensure the authentication of both readers
and tags. This authentication phase prevents the attacker to
impersonate the identity of the tag. However, several passive
attacks such as EMA can be a threat to recover the secret
parameters of the tag. In this section, we describe the
Seshabhatta et al. protocol used for the UHF tags and its
vulnerability against EMA in the aim to propose security
solutions to overcome this attack.

A. Mutual Authentication Protocol Description

Seshabhatta et al. proposed [15] the integration of two
security levels to secure the EPC GEN2 communication
between a tag and a reader. The levell is represented in the
secure identification phase that allows the security of the tag
identity, whereas the level2 is represented in the mutual
authentication protocol that allows to ensure the authenticity of
the reader and the tag. In the following, we name the
Seshabhatta et al. protocol the ProtocolS. ProtocolS as shown
in Fig. 1 consist of five steps roughly described as follows:

e Step (1): Reader sends the request command to start the
authentication phase.

e Step (2): Tag generates a 8-byte random number PT1. It
replies with PT1.

e Step (3): Reader generates a 8-byte random number
PT2. It decrypts PT1 and decrypts PT2 with the key
related to the tag ID and then concatenates and sends
the results. It replies with Challenge = Dk (PT1) || Dk
(PT2).

e Step (4): Tag encrypts the Challenge to get CT1= Ek
(Challenge (127 down to 64)) || Ek (Challenge (63
down to 0)). It generates a 8-byte random number PT3.
It compares CT1 (127 down to 64) to PT1. If they
match, the reader is authenticated. Then, the tag replies
with Response = Ek (PT3) || Ek (CT1 (63 down to 0)).

e Step (5): Reader decrypts the Response to get PT4 = Dk
(Response (127 down to 64)) || Dk (Response (63 down
to 0)). If PT4 (63 down to 0) = PT2 then the tag is
authenticated.

Vol. 8, No. 11, 2017
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Challenge = Dk (PT1 | PT2) Challenge CT1 = Ek (challenge)

b | PT3=RN64 generated by tag
PT4 =Dk (Response) (@ if (CT1 (127 dowuto 64) = PT1)
If PT4 (63 downto 0) =PT2 Then
Then (5) Response Response =Ek (PT3 | CT1 (63

FY

downto 0))
Reader is authenticated
| endif

Tag is authenticated

Fig. 1. Seshabhatta et al. protocol (ProtocolS) [15].

B. Protocols Vulnerability against EMA

The ProtocolS is vulnerable against EMA in Step (4). A
malicious reader can send wrong challenges to tag. Even
though the tag does not respond to these wrong challenges, the
attacker obtains the information leakage of the block cipher
during the encryption operation. For example, Timo Kasper et
al. proposed a technique [28] to save the electromagnetic
radiations generated by the Mifare Desfire block cipher. The
technique is based on analog demodulator and filters that
allows bypassing the influence of the reader field by removing
the unwanted carrier frequency. We suppose that we are in
Timo Kasper et al. conditions. The ProtocolS integrating
unprotected PRESENT block cipher can be attacked by EMA.
In Step (3), the attacker can send a 128-bit random challenge.
As indicated in (4), the tag encrypts the MSB 64-bit of each
received challenge and compares the result with the generated
PT1. During the encryption operation of the challenge the
attacker can exploit the electromagnetic radiation of the
PRESENT block cipher.

In the following, we will propose a parallel architecture of
PRESENT in order to test its vulnerability against EMA and
compared it (number of EM traces to obtain the key) with an
existing unprotected serial PRESENT architecture. A
description of PRESENT and its hardware implementation is
shown in the next section.

I1l. PRESENT-80 BLOCK CIPHER

A. PRESENT Description

PRESENT is an ultra-lightweight block cipher proposed
by A. Bogdanov et al. [10]. It has been designed for secured
low power and low area devices such as passive RFID tags. It
has a block size of 64-bit and two key lengths of 80
(PRESENT-80) and 128-bit (PRESENT-128) are supported.
We chose the implementation of PRESENT-80 bit rather than
PRESENT-128 bit because the first one showed a lower area
[29]. The algorithm of PRESENT-80 is shown in Fig. 2.
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Fig. 2. PRESENT algorithm.

It consists of 31-rounds Substitution-Permutation (SP)
network and a final key-whitening, during which:

e Round key is added to plaintext.
e Plaintext goes through S-boxes (substitution boxes).

e Plaintext after S-boxes goes
(permutation layer).

through  P-Layer

¢ Round key is updated.

The result of the key updater operation for every round is
taken as a round key and it is added to the current state b63 bO0.
This operation is performed as shown below:

bj«—bj @ Kkj where1<i<32 and 0<j<63 (1)

Where, i is the round in processing and j is the bit position.

The second stage is a non-linear S-box Layer that consists

of 4-bit to 4-bit S-boxes, which are given in hexadecimal
notation in Table 1.

TABLE I. PRESENT S-BOoX FUNCTION

x |0]1]2|3|4|5|6|7|8|9|A|B|C|D|E|F

Six] |c|s|6|B|o|o|A|D|3|E|F|8|a|7|1]2

The permutation layer of PRESENT is the third stage of the
round operation. It is a linear bit permutation and it is described
in(2), (3), (4) and (5).

For0<i<15
bi «— b4xI 2
bit+16 « bdxit] (3)
bit+32 «— bdxi+2 4)
bi+48 «— b4xi+3 (5)

The key updater process operates on the user supplied 80-
bit key and outputs a 64-bit key for every round. The user-
supplied key is stored in a key register K and represented as

Vol. 8, No. 11, 2017

k79k78.. k1k0. For the round i, the left most 64 bits of the
current state of register K are the round key. Thus we have:

Ki = k63k62 . k1k0 = k79k78 . k17k16 (6)

After the round key Ki is extracted, the key register K =
k79Kk78 . .. k1kO is updated as follows:

1. [k79K78 . k1K0] = [k18K17 . k20k19] (bitwise rotation) (7)

2. [k79k78k77k76] = S [K79k78K77k76] (8)
3. [k19k18k17k16k15] = [k19k18k17k16k15] € round
counter 9)

C. PRESENT-80 Implementation

There are many implementations of PRESENT-80
algorithm. For example, Axel Poschmann et al. proposed a
serial implementation of the PRESENT algorithm [20]. This
unprotected implementation (4-bit data path) requires 1100
gate equivalents (GEs) and 547 clock cycles to process one
block of data. Generally, the more parallel level of the data
path, the harder it is to attack (Side Channel Attack) the design
because parallelism is one way of hiding countermeasures. For
this reason, we proposed a parallel architecture of PRESENT
in the aim to evaluate its vulnerability against EMA and
compared its attack results with serial PRESENT architecture.

Our proposed PRESENT-80 implementation given in
Fig. 3 is based on a parallel hardware processing rather than a
sequential processing. This parallel architecture is based on 64-
bit data bath. It means the 16 S-box blocks operates at the same
time which makes saving electromagnetic traces corresponding
to one S-box operation is very difficult. The attack setup will
be presented in details in the next section. Our PRESENT
version has two inputs (data-in, key) and one output (data-out).
The data-in and data-out are both on 64-bit and the key is on
80-bit. The architecture consists of two MUXs, one XOR, two
64-bit registers Regl and Reg2, 16 4-bit S-boxes, 64-bit shift-
register (permutation layer operator), 80-bit key update and 5-
bit counter.

‘1 |

[sbox1] [s-box2| «eseeee ls-box16]
4 + | |
64
,I
Data_in /;91\ 34 C\ f)ata_:ut

\ / 7 T/ 7 L
64-bits

64-bits

79 downto 16 -
Key

Mux Reg2

80-bits

A Y

80 A

{ Key-Update

Fig. 3. Hardware architecture of PRESENT-80.
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Due to the parallelism of our implementation, one round
requires only one clock cycle to substitute the data (S-box), to
perform the data permutation and the key updater. Including
the initialization phase, 33 clock cycles are required to process
one block of data. The synthesis of PRESENT-80 on an ASIC
has been done with Leonardo Spectrum from Mentor Graphics
using the sclO5u library (without optimization). Our
architecture requires about 2050 GEs and 33 clock cycles to
process one block of data. This implementation is not the best
in term of area compared to [20]. However, it is more secure
against EMA (see next section).

IV. EM ATTACK ON PRESENT

Until this section, we only present EMA on commercial
tags (with a chip based on an ASIC). However, our architecture
and its countermeasure will be validated on a FPGA platform.
The EMA can also be performed on FPGA that implements the
digital tag architecture. The evaluation of EMA performed on
FPGA platform is generally considered as realistic. In fact, the
exploitation of the extracted information leakage on FPGA is
generally also possible once the architecture is implemented on
ASIC technology. We chose to implement our parallel
architecture of PRESENT in a SAKURA-G starter board to
perform EMA. The EM attack methodology on the PRESENT
block cipher is presented in order to recover the key. Then, we
calculate the attack setup time that depends to the saved
electromagnetic traces. Finally, we compare our attack results
with Axel Poschmann et al. results [20].

A. EM Attack Methodology on PRESENT

The first DPA (Differential Power Analysis) attack based
on the analysis of power consumption has been proposed by P.
Kocher in 1999 [18]. The Electromagnetic attack uses the same
hypothetical model but using the EM radiations rather than the
power consumption. The EM radiations measured with a near
field probe are often less noisy than the global circuit power
consumption signal. In this work, EMA uses the CPA
(Correlation Power Analysis) [23] between the radiations
emitted by the encryption circuit and a hypothetical model.

First, we start by locating the best attack point. For
PRESENT, this point is the output of the nonlinear S-box

Key
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function (see Section I11-A). This point is chosen because the
secret key (ks) information is contained in the power
consumption of the circuit when performing the S-box
operations. We model the dynamic power of the output of the
S-box operation Pdyn_Shox as follows with the Hamming
Weight (HW) function:

Pdyn_Sbox = HW (S-box (PT @ ks)) (10)

The presence of the secret key in the power consumption
will be exploited by the EM attack. Once the attack point is
identified, the EM attack on PRESENT can be realized. Fig. 4
shows the different steps of the EM attack:

e Plain texts of 64-bit are randomly generated and
encrypted by the PRESENT block cipher. During each
of those encryptions, the electromagnetic emissions of
the chip, as well as plain texts sent to the circuit are
recorded.

e The PRESENT secret key on 80-bit is divided into 20
4-bit wide sub-keys. The MSB 16 sub-keys (k79 k78
k16) are recovered in the first round of the encryption
operation and the LSB 4 sub-keys (k15 k14 ... k0) are
recovered in the second round of the encryption
operation (see, (6), (7), (8) and (9)).

e The PRESENT architecture previously described shows
that the random input data and the key are XORed 4-bit
to 4-bit and fed out to the non-linear S-box function.
The output of each S-box is on 4-bit. These S-box
outputs are the locations of ours attacks. Each attack
location allows us to recover one sub-key (4 bits).

e To recover each sub-key, we calculate the Pearson
Correlation [23] between the output of the attack model
(HW) and the real traces. For each sub-key hypothesis,
we obtain for each EM trace oscilloscope sample, a
correlation value.

e A comparison is performed between the correlations for
all hypothetical sub-keys, and the correlation with the
highest amplitude corresponds to the value of the right
sub-key. The attack setup will be described in detail in
Section I1V-C.

EM Traces

[Gssay.

Correlation
Values

S}

Encryption

B> s-box]|

Attack model

To

o
N\

Plain Texts

Hamming
Weight

Correlation
Calculation

i

1',

Fig. 4. EM attack methodology.
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B. Measurement Set-Up

In order to perform the EM attack, the PRESENT
encryption unit has been implemented on a SAKURA-G [24]
starter board containing a Spartan 6 FPGA (XC6SLX75).
Electromagnetic radiations during the encryption operation are
measured using a near field probe RF-U5-2 [25] and a Wave
Runner 6 Zi oscilloscope features 400 MHz - 4 GHz of
bandwidth and 40 GS/s sampling rate [26]. We used also a XY
table to control the placement of the EM probe on the FPGA
surface to find the best point to make the attack. Fig. 5 shows
the electromagnetic measurement bench to perform the EM
attack.

The interconnection of the oscilloscope to the FPGA
platform is performed by two cables. The first cable is
connected to one pin of the User Header Pin (in/out logic pins)
to detect the trigger signal coming from the FPGA to trig the
oscilloscope sampling. The trigger signal is coming from the
encryption design and appears in every first round to save the
EM traces. The second cable is connected to the near field
probe to visualize the Electromagnetic radiation of the
encryption block.

C. Attack Setup

The controlling design shown in Fig. 6 has been built for
carrying out the functioning of the PRESENT unit cipher. This
design also contains a Linear Feedback Shift Register (LFSR)
that allows us to generate random plain texts to feed the
encryption unit. In addition, we use a frequency divider block
to transform the FPGA frequency from 48 MHz to 100 kHz.
Indeed, this 100 kHz frequency is a widely used as operating
frequency in RFID tags. A controller block is implemented to
control LFSR and PRESENT blocks.

Start
-2 Controller

Cipher-Texts
PRESENT

FPGA
CLK

Frequency
Divider

48 MHz

Fig. 6. Design architecture controlling the PRESENT block cipher during
EMA.
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To synchronize the generation of the plain text with the
sampling of its corresponding electromagnetic radiation, we
add a delay state in the finite state machine of the controller.
This delay is necessary to give more time for the oscilloscope
to perform the storage of the EM trace (0.5 ms). When the
attack is performed at the first or the second round of
PRESENT, for each trigger signal event the oscilloscope saves
one EM radiation trace. A matrix T of 100 000 plaintexts is
used as PRESENT encryption inputs and thus a matrix M
comprising 100 000 Electromagnetic traces is obtained. The
same 100 000 plaintexts and their relative 100 000 EM traces
are used to recover the 16 MSB 4-bits sub-keys. Each of these
traces consists of 4002 oscilloscope samples.

In this work, we use the previous EM attack model: the
Hamming Weight (HW) at the S-box (10). This attack model
was developed with Matlab. The first step performs the attack
at the first round of the encryption unit where we are able to
recover 16 MSB 4-bits sub-keys. After recovering these 16
sub-keys, the second step performs the attack at the second
round of PRESENT to get the last 4 sub-keys. To predict one
sub-key in the step one of the attack, the attack model input
(plaintext) is a matrix T of 4-bits vectors of dimension (100000
x 1). This matrix is XORed with the 16 possible 4-bits sub-
keys to get a matrix with dimension of (100000 x 16). As we
mentioned before, the output of the logic gate XOR is fed out
to the attack S-box function and the output of this S-box is a
matrix of dimension (100000 x 16). Using the same 100 000
traces, permits doing all the attacks on all the S-box functions.
For each attack, the attack model input changes but the EM
traces remain the same 100 000 traces. At this stage, if we
apply the Hamming Weight model, we must calculate the HW
of each S-box 4-bits vector to get the H W matrix of
dimension (100000 x 16). The last step of the attack is to
calculate the correlations between the real traces, which is a
matrix of dimension (100000 x 4002), and the H_W matrix to
get a CORL matrix of dimension (4002 x 16). The correlation
with the highest value corresponds to the recovered sub-key.

After recovering the MSB 64-bits of the secret key, in the
second step of the attack we recover the last 4 sub-keys. We
keep the same attack model but the inputs are the cipher
outputs data of the first round of the algorithm instead of the
random data generated by our LFSR. Also we save 100 000
electromagnetic traces corresponding to the second round of
PRESENT. As it was mentioned in the PRESENT algorithm
description, in each encryption round the key must be updated
(see Section I11-A). So when we recover the 64-bits of the key
updated used in the second round, we can recover the initial
LSB portion key (k15 kl14... k1k0) by the use of the key
updater reverse operation (see, (7), (8) and (9)).

D. EM Attack Results and Comparison

This section shows the EM attack results on PRESENT.
Fig. 7 is a sample of an electromagnetic radiation trace of the
block cipher saved during the encryption operation. In Fig. 7
every round of PRESENT is associated with a voltage peak.
Therefore, there are 32 voltage peaks.
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Fig. 8. Electromagnetic trace of the first round.

Fig. 8 shows the electromagnetic trace saved at the first
round.

In order to extract information from the leakage resources,
an EM attack was performed using the power model based on
the HW of the S-box outputs. As we have mentioned in
Section IV-C, during the first step of the attack we are able to
recover the MSB 64-bit of the key. This first step of the attack
is performed in the first round of the PRESENT algorithm. The
experimental results show that after the encryption of 100 000
plaintexts (corresponding to the sampling of 100 000 EM
traces), we achieve to recover all the 16 sub-keys. Fig. 9 shows
the correlations according to the oscilloscope points. These
correlation values are extracted from the CORL correlation
matrix (4002 x 16) previously described in Section IV-C.
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s
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Fig. 9. EM attack correlations using the HW model.
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Fig. 10. Example of calculated correlations for one 4-bit PRESENT
hypothetical sub-key.

In this example, the EM attack was done with the HW
model performed at the 10th sub- key nibble (4 bits). The
correlations between the traces and the HW model show a
maximum correlation value (y=0.321) that corresponds to the
correct hypothetical sub-key which is (x=6) h as shown in
Fig. 10.

After recovering the MSB 64-bit (16 4-bit sub-keys) of the
total key, the second step of the attack allows predicting the
rest of the key (4 LSB 4-bit sub-keys) by the use of the same
HW model. As we mentioned before (see, Section IV-C), this
second step of the attack is performed in the second round of
the algorithm in order to recover the round key after the first
update. We use the outputs of the permutation layer of the first
round as the inputs of the HW model. We obtain the
correlation between the outputs of the HW model and the
100000 EM traces extracted at the second round of the
PRESENT algorithm. Finally, we reverse the update operations
of the round key to compute the missed part of the initial key.

After processing 100 000 EM traces at the first round and
100 000 EM traces at the second round of PRESENT, we
succeed to recover the key. Table 2 summarizes the attack
results on our PRESENT architecture compared to Axel
Poschmann et al. architecture [20]. Our parallel architecture is
attacked using 200000 EM traces, whereas the serial
PRESENT architecture proposed by Axel Poschmann et al. is
attacked using only 10 000 traces. As we mentioned before that
the attack is located at the output of the S-box function. Each
attack location allows us to recover one sub-key (4 bits). So,
the parallelism of the S-boxes hides the amplitude of the signal
of interest. The parallel implementation of PRESENT
represents one way of countermeasure against EMA.

TABLE Il.  ATTACK RESULTS
Block cipher Our PRESENT [20]
Number of traces to perform
SCA 200 000 10 000
Attack setup time (s) 100 000 5000
Area (GEs) 2050 1100
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We note that the save of one EM trace on the oscilloscope
memory needs about 0.5 s. Thus, the attack setup time equals
to number of traces multiplies to 0.5 s.

A parallel implementation of PRESENT block cipher can
be a solution to protect the architecture against EMA.
However, this solution can be attacked with the use of 200 000
traces. For this reason, in the next session we propose a
countermeasure at the authentication protocol level based on
time delay function. This function limits the number of
successive wrong authentication requests. Then, this limitation
of false request prevents the attacker to perform the EM attack
previously presented.

V. PROTOCOL BASED COUNTERMEASURE

Different countermeasures can be used to protect RFID
chips against SCA. Countermeasures are generally
implemented either at the primitive security level (i.e. in the
block cipher) or at the communication protocol level. For
example, Axel Poschmann et al. proposed a hardware
countermeasure on the PRESENT block cipher [20]. In other
hand, Chiraag S Juvekar et al. proposed a design of a secure
authentication tag [30] that updates the secret key every
challenge-response protocol. The tag is based on specific
technologies (FRAM and Energy backup unit) which
represents high cost security solution.

P owre r—-onm

Idle state

| Read

Ihwirong from
NN

Authentification
Step (<)

| CRC wverification |

Vol. 8, No. 11, 2017

As we mentioned in Section II-A that ProtocolS is
vulnerable to EMA in Step (4). We note that the EMA is
always possible in ProtocolS by using a valid reader. However,
this attack needs the use of eavesdropping attack to know the
RFID communication between reader and tag. To perform the
EMA, the attacker needs to eavesdrop the challenge (plaintext)
or the response of the tag (cipher text) (see Fig. 1). This attack
is considered difficult because the hardness of setting up of the
eavesdropping attack. In addition, the EMA is longer because
the attacker is oblige to wait for the availability of the reader.
In other hand, the ProtocolS allows the attacker to emulate the
tag with invalid reader. Therefore, the attacker can send wrong
challenges (plaintext) to tag and saves the EM traces easily. In
this section, we proposed a countermeasure at ProtocolS to
prevent an attacker to emulate the tag with wrong challenges
and getting the electromagnetic traces rapidly to perform the
EMA. The proposed countermeasure is based on the
incrementation of a counter lwrong every successive wrong
authentication request. A delay function allows delaying the
response of the tag (especially the encryption operation) with a
time delay for each wrong authentication. The time delay
function will be described in the following (see Fig. 13). More
the number of the wrong authentication request increases
(lwrong), more the time delay increases, more the time to save
EM traces increases (see Fig. 12). A state diagram describing
this countermeasure is shown in Fig. 11.

False | Delay
2.1-!'?-5“5 =
-
Encryption I
True
False I Sawve Iwrong = O I Reader i=
i WA authenticated

Fig. 11. State diagram describing the countermeasure at ProtocolS.
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Fig. 12. Delay function description.

At the Step (4) of the ProtocolS, the tag controller verifies
the challenge CRC to ensure the integrity of data. If this CRC
is correct the lwrong counter value is first incremented and
then saved in a NVM. This backup operation avoids an under-
powering attack, which could prevent the incrementation of the
counter when the authentication request is false. After this
backup operation, in the case of a first authentication, the
challenge encryption operation is performed by the PRESENT
block cipher without time delay. After each successful
authentication (generated CT1= PT1), the tag controller resets
the Iwrong value and resets its backup value. The time delay is
introduced when the tag detects more than one wrong
authentication. It allows delaying the encryption operation
when it receives a wrong challenge. The time delay is an
exponential function described as:

Time Delay (s) = 2 "™

Fig. 12 shows the time delay progression based on the
wrong authentication numbers.

Table 3 shows examples of time delay, which is depending
to the wrong authentications (Iwrong).

TABLE Ill.  TIME DELAY
Iwrong 2 6 10 14 18
Delay (s) 4 64 1024 16384 262 144

Let’s assume that an attacker sends 18 wrong challenges,
the total time delay is:

18

Total time delay (s) = Z plwrong

Iwrong=1

The attacker must wait about 524 288 s (~ 145 hours) to
obtain 18 EM traces. The results of the table shows that more
the number of the wrong authentication increase, more the time
to obtain EM traces increases. However, the time delay
function allows the tag to enter in Killed state progressively.
Only the tag manufacturer can reinitialize the tag state to the
idle state. The delay function is implemented in our RFID tag
prototype described in Fig. 13.
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Fig. 13. Delay function description.

The delay function consists of three main blocks: Shift
Block, Frequency Divider Block and Trigger Block. The Shift
Block uses the shift left operation to calculate 2lwrong:
shift_left (Din0, lwrong). For example, we designed a Shift
Block allows the calculation of a time delay 2Iwrong, with 2 <
Iwrong < 20 (2% second (~ 291 hours) is needed to obtain the
20th EM trace). DinO is initially defined to (00001)
hexadecimal. The Frequency Divider Block generates a
frequency of 1 Hz from the operating frequency of the tag.
Finally, depending to the Iwrong value, the Trigger Block
allows generating a time delay between: 22 s < time delay < 2%
s. The Trigger Block receives the count-lwrong (from 2 to 20)
from the Shift Block. Then it loads its intern counter value by
the received count-lwrong value. The Trigger Block operates at
frequency of 1Hz. When the decrementation of the intern
counter achieves zero, the Trigger Block generates the signal
Encryption_OK that gives the order to perform the encryption
operation of the challenge.

The countermeasure at ProtocolS implements the time
delay function requires about 960 GEs. It prevents the attacker
to save enough EM traces to perform the EMA. It looks
economic compared to countermeasures proposed by Axel
Poschmann et al. [20] that require 2471 GEs. They proposed
countermeasures to PRESENT block cipher based on data
masking, key masking and random permutations.

VI. CONCLUSION

This article addresses the issue of EM attacks against
mutual authentication protocol in RFID. An improved
authentication protocol limiting the number of successive
wrong authentication requests is proposed as a countermeasure
against EM attacks. This countermeasure prevents an attacker
to save enough electromagnetic traces to perform the EMA.

In the first part of this paper, we analyzed the mutual
authentication protocol (ProtocolS) and showed how attackers
can perform the EM attack on this protocol. Then, we proposed
a parallel implementation of PRESENT block cipher in order
to hide its information leakage against EMA. Our architecture
is attacked after 200 000 traces, whereas the serial architecture
of PRESENT proposed by Axel Poschmann et al. [20] is
attacked after 10 000 traces. Our PRESENT architecture (2050
GEs) occupies more gates than Axel Poschmann et al.
architecture (1100 GEs), but it’s more secure against EMA.
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In the second part of the paper,
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we proposed a

countermeasure at the protocol level based on time delay
function. This countermeasure prevents an attacker to emulate
the tag using malicious reader and getting the electromagnetic
traces to perform the EMA. Our countermeasure requires only
960 GEs, whereas the countermeasures proposed by Axel
Poschmann et al. [20] at PRESENT block cipher requires 2471
GEs. In addition, our countermeasure at protocol level is
compatible with unprotected symmetric block ciphers.
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Abstract—Cloud computing has spread fast because of its
high performance distributed computing. It offers services and
access to shared resources to internet users through service
providers. Efficient performance of task scheduling in clouds is
one of the most important research issues which needs to be
focused on. Various task scheduling algorithms for cloud based
on metaheuristic techniques have been examined and showed
high performance in reasonable time such as scheduling
algorithms based on Ant Colony Optimization (ACO), Genetic
Algorithm (GA), and Particle Swarm Optimization (PSO). In this
paper, we propose a new task-scheduling algorithm based on
Lion Optimization Algorithm (LOA), for cloud computing. LOA
is a nature-inspired population-based algorithm for obtaining
global optimization over a search space. It was proposed by
Maziar Yazdani and Fariborz Jolai in 2015. It is a metaheuristic
algorithm inspired by the special lifestyle of lions and their
cooperative characteristics. The proposed task scheduling
algorithm is compared with scheduling algorithms based on
Genetic Algorithm and Particle Swarm Optimization. The results
demonstrate the high performance of the proposed algorithm,
when compared with the other algorithms.

Keywords—Cloud computing; task scheduling algorithm; cloud
scheduling; lion optimization algorithm; optimization algorithm

I.  INTRODUCTION

Cloud computing is considered to be a distributed system
that offers services to internet users through service providers
such as Amazon, Google, Apple, and Microsoft. Cloud
computing uses internet technologies to offer elastic services
that support variable workloads and dynamic access to
computing resources.

Many of the scientific researches on cloud computing had
focused on the performance efficiency of task scheduling. Task
scheduling focuses on mapping tasks to appropriate resources,
efficiently. Finding an optimal solution in cloud computing is
considered an NP-complete problem. Each scheduling
algorithm is based on one or more strategy. The most important
strategies or objectives commonly used are time, cost, energy,
quality of service (QoS), and fault tolerance [1], [2]. Several
scheduling algorithms based on heuristic algorithms, such as
Min-Min, Max-Min, and Heterogeneous Earliest Finish Time
(HEFT) algorithms have been developed for cloud systems [3],
[4]. In addition, different metaheuristic task scheduling
algorithms that generate optimal schedules, such as the
scheduling algorithm based on Genetic Algorithm (GA),
Particle Swarm Optimization (PSO), and Ant Colony
Optimization (ACO) [3], [5] have also been developed.

In this study, a new task scheduling algorithm is proposed
for cloud environment using the concept of lion optimization
algorithm (LOA), which was proposed in [6]. LOA is a nature-
inspired algorithm based on the special lifestyle of lions and
their cooperative behaviors. To evaluate the performance of the
proposed algorithm, a comparative study is done among the
proposed algorithm, task scheduling based on PSO algorithm,
and task scheduling using the GA.

The main objective of this research paper is to propose a
task-scheduling technique for cloud computing using the LOA
to minimize the total execution time of the task on the cloud
resources (makespan). Section 2 reviews some literature on
LOA and some metaheuristic algorithms. Section 3 describes
the proposed algorithm. Section 4 presents the experimental
methodology and simulation parameters, followed by metrics
used in experiment in Section 5. Section 6 presents the results
of simulations and comparisons. Finally, conclusion and the
future work are discussed in Section 7.

Il. RELATED WORK

Many metaheuristic algorithms have been proposed and
applied for task scheduling in the area of cloud computing.
Metaheuristic algorithms depend on two techniques to be
effective. The first technique is “exploitation”, which exploits
the best solution from among the previous results. The second
technique is “exploration”, which explores new areas of the
solution space. Most of these algorithms are distinguished and
remarkable, such as the Genetic Algorithms (GA), Particle
Swarm Optimization (PSO), Ant Colony Optimization (ACO),
and League Championship Algorithm (LCA), and many more
algorithms [5], [7].

The GA is a metaheuristic technique that was introduced by
Holland in 1975 [8]. It provides useful solutions to
optimization problems by applying the principles of evolution.
The GA begins by initializing a population with random
candidate solutions called individuals. Each individual is
evaluated by a fitness function, which can be different
according to the given optimization objective. Then, a
proportion of the population is selected to reproduce a new
generation. After that two main genetic operators are used to
generate the new-generation population. These two operators
are: crossover and mutation [9].

Using the GA in cloud task scheduling is a powerful
approach as it provides better solutions with increase in the
population size and number of generations. However, the
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random generation of the initial population leads to schedules
that are not very fit. Therefore, when these schedules are
mutated with each other, there is a very low probability of
producing a child better than the parents. Therefore, many
researches have been conducted on improving the GA,
especially, the initial steps, in order to improve the
performance. For example, the authors in [10] improved the
GA by using the Min-Min and Max-Min algorithms for
generating the initial population. This provided a better initial
population and better solutions than the standard GA, which
initialized the population randomly.

The PSO metaheuristic algorithm was proposed by
Kennedy and Eberhart in 1995 [11]. It was derived from the
social behavior of particles. Each particle has position and
velocity, which are initialized randomly. Moreover, each
particle has a fitness value, and knows its personal best value
(pbest) and the global best value (gbest). In each iteration, the
particle improves its position based on its velocity using the
gbest and pbest values [5], [12].

Task scheduling in clouds using PSO algorithm was found
to be faster than that using the GA. It spent shorter time to
complete the different scheduling tasks. In addition, the PSO
provided better results for large-scale optimization problems,
than the GA. However, many techniques and strategies were
developed to improve the PSO for task scheduling. For
example, [13] proposed an algorithm that combined the ACO
and PSO algorithms in order to improve the performance. This
combination improved the convergence speed and the resource
utilization ratio.

In this paper, a new task-scheduling algorithm has been
proposed using the concept of a new optimization algorithm
called Lion Optimization Algorithm. It is based on the lifestyle
and social organization of lions. In 2012, Wang [14] proposed
an algorithm inspired by a few characteristics of lions, named
the “Lion Pride Optimizer”. It was based on the fighting and
mating between lions. Rajakumar [15] proposed an algorithm
named “The Lion’s Algorithm”, which was based on the
mating, territorial defense, and territorial takeover. In 2015,
Yazdani and Jolai [6] proposed the Lion Optimization
Algorithm (LOA), which was different from the previous
algorithms. It was inspired by simulating the isolated life style
and cooperative behaviors of lions, such as hunting, territory
marking, migration, and the different life styles of the nomad
and resident lions, in addition to mating and fighting.

I1l. TASK SCHEDULING BASED ON LION OPTIMIZATION
ALGORITHM

The LOA was developed based on the simulations of the
behaviors of lions, such as hunting, mating, and defense. Lions
have two organizational behaviors: resident behavior and
nomadic behavior. Residents live in groups called prides. A
resident lion may become a nomad, and vice versa. In the
LOA, the initial population is generated randomly over the
solution space where every single solution is called a “Lion”.
(%N) of lions in the population are selected randomly as
nomad lions and the rest of the population are residents.
Residents are divided randomly into (P) prides. (%S) of the
lions in each pride are considered female and the rest are male.
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However, this proportion is reversed for nomad lions. The
parameters and their meanings are shown in Table 1.

The proposed task-scheduling algorithm based on the LOA
is detailed in the following steps:

Step 1: Initialize population

In this study, our target is to resolve the task scheduling for
cloud computing and minimize the makespan of the solution,
which is the maximum completion time for all tasks.
Therefore, we should map each underlying solution to a lion. A
lion represents a task scheduling solution, which is initialized
randomly by mapping cloud tasks (cloudlets) to cloud
resources (virtual machines (VMs)). For example, Fig. 1 shows
a lion represents a schedule of five tasks that have been
assigned randomly to three VMs. Such that, each lion will
represent a random schedule solution, so the initial lion
population is constructed randomly over the solution space for
the LOA algorithm.

The goal of the proposed algorithm is to find the best lion
(solution) that has the best fitness value. The fitness value is
the makespan of that solution, which is the maximum
completion time for the tasks. Moreover, each lion knows its
own best solution (schedule of tasks), as well as the global best
solution, which are updated progressively during optimization.

TABLE I. PARAMETERS OF LOA
Parameter Definition of the parameters
%N Percent of nomad lions
P Number of prides
%S Percent of female lions in each pride
%R Roaming percent
%Ma Mating percent of female lions
%I Immigrate rate of female lions in each pride

Cloudeet] | Cloudlet2 | Cloudlet3 | Cloudet4 | Cloudlet5
VM3 VM1 VM1 VM2 VM3

Fig. 1. A lion representation.

TABLE II. VALUES OF LOA PARAMETERS

Parameter Value

%N 20

P 4

%S 80

%R 20

%Ma 30

%I 40

In our proposed algorithm, each lion has the following
parameters:
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e vmPositions List: initially contains random schedule of
VMs

e vmBestPositions List: in order to save the best
schedule for that lion.

e Fitness: represents the makespan of current
vmPositions
e Best Fitness: represents the makespan  of

vmBestPositions

As mentioned previously, the initial population will be
classified into residents and nomads. Table 2 shows the value
of parameters used in the experiment. %20 of lions are
nomads. Residents will be divided into 4 prides randomly, and
in each pride, %80 of lions are females, whereas the rest are
males. However, it is the reverse for nomad lions: %(100—80)
of the nomads are females and the rest are males.

Moreover, each pride has its own territory. Territory is a
collection of the best visited positions of the pride members. In
our study, the territory of the pride is formed by the best
solution (task scheduling) of each lion in the pride. This will
help to save the best positions or solutions obtained over each
iteration. In our proposed algorithm, the territory of the pride
will consist of vmBestPositions of each lion in the pride.

Step 2: Each pride will do the following:
Step 2.1: Hunting

Based on LOA, some females of the pride are selected
randomly for hunting. These hunters move toward the prey and
encircle it, to catch it. In our proposed algorithm, this strategy
will help achieve a better solution, as each hunter will update
its best visited position (task schedule solution) and the global
best position (solution) by moving toward the prey.

First, the selected female hunters are partitioned into three
groups randomly: left wing, center, and right wing. The group
with highest cumulative fitness is considered as the center
while the other two groups as the two wings.

Next, a prey is generated at the center of the hunters, as
follows [6]:

> hunters positions

PREY=
number of hunters

During hunting, each hunter moves toward the prey
according to its group, as follows [6]:

If a hunter belongs to the center group:

, rand((Hunter) PREY) .
Hunter =
rand(PREY. (Hunter)) )

(Hunter )<PREY
(Hunter )>PREY

If it belongs to the left or right wings:

[ rand((2 x PREY — Hunter) PREY) .
(2 X PREY — Hunter) < PREY

rand(PREY.(2 x PREY — Hunter)) .
(2 X PREY — Hunter) > PREY

Hunter' = {
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Where, PREY and Hunter are their current positions, and
Hunter" is the new position of the hunter.

Throughout hunting, if the new position of the hunter is
better than its previous position, which means that it has
improved its own fitness, the prey will escape from the hunter,
and the new position of the prey will be [6]:

PREY =PREY+rand (0.1)xPIx (PREY-Hunter)

Where, Pl is the percentage of improvement in the hunter’s
fitness.

Step 2.2: Remaining Females

As some females in each pride go hunting, remained
females in the pride will move toward one of the positions of
territory. The first step based on LOA is calculating the
tournament size of the pride. This is done by first calculating
the number of lions in the pride, who improved their fitness in
the last iteration (Success value). Then, the tournament size for
this pride is calculated as follows [6]:

Tfize: max (2. ceil (KJZ(S))>

Where, K; (S) is the number of lions in pride j, who
improved their fitness in the last iteration.

Tournament size of a pride is varied in every iteration
based on success value. If success value decreased, the
tournament size increases and this will enhance diversity.

After that, for each remaining female in the pride, a place is
selected from the pride’s territory by tournament selection to
move the female toward the selected place. As mentioned
before, the lion’s personal best visited position is updated as
well as the global best position.

Step 2.3: Roaming

Roaming strategy is a strong local search and it helps our
proposed algorithm to find a good solution and improve it.
Based on LOA, each resident male in the pride roams within
the pride’s territory.

First, %R of the territory positions is selected randomly so
that the lion will visit these selected positions. During roaming,
if the new place of that male lion is better than its personal best
visited position, its best visited position is updated, and that
place is marked as territory. Finally, the best visited position
for that lion is set as its current position and the global best
position is updated if necessary.

Step 2.4: Mating

Based on LOA, %Ma of the female lions in the pride mate
with one or more resident males, where all of them are selected
randomly, to produce offspring. This will share information
between genders and new offspring will inherit characteristics
from both genders.

Each mating operation will produce two new offspring,
according to the following equations:

Offspring1=pxFemale Lion+ }; (]}eﬁ)s xMale Lion xS,

i=1°i
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Offspring2=(1-p)*Female Lion+ § Z%S xMale Lion xS,
i=19i

Where, g is a randomly generated number with normal
distribution with mean 0.5 and standard deviation 0.1. S; = 1 if
male i is selected for mating, otherwise it is 0. NR is the
number of resident males in the pride.

One of the two offspring is considered as male and the
other as female, randomly. Our proposed algorithm by mating
strategy will share solutions between each other and produce
new solutions that may have better fitness value.

Step 2.5: Defense

New mature resident males will fight other males in the
pride. The weakest males will leave their pride and become
nomads. This behavior can be simulated by merging new
mature males and old males. Then, all males are sorted
according to their fitness values. The weakest males are driven
out of the pride and become nomads, whereas the remaining
males become resident males. This strategy assists our
proposed algorithm to retain powerful male lions as solutions
that play an important role in LOA.

Step 3: Each lion of Nomads will do the following:
Step 3.1: Roaming

All nomad male and female lions roam and move randomly
in the search space. The new positions of the nomad lions are
determined as follows:

_ ( Lion if

Lion'=
won RAND

rand>pr
otherwise
. Nomad-BestNomad
pr=0-1+min [0~5. 7),
BestNomad

where, rand is a random number between 0 and 1, pr is a
probability, Nomad is the fitness value of the current nomad,
and BestNomad is the best fitness value of the nomad lions.

If the new place of a nomad lion is better than its personal
best visited position, the best visited position of that lion is
updated. The global best position is also updated, if necessary.

Step 3.2: Mating

%Ma of female nomads are selected randomly. Every
female mates with only one male nomad, who is also selected
randomly, and produces two offspring according to the
equations mentioned in the previous part; one of them is male
and the other is female.

Step 3.3: Defense

Nomad males attack prides randomly to try to take over a
pride by fighting the male lions in the pride. If the nomad lion
is strong enough, the weak male lion will be driven out of the
pride and will become a nomad.

Step 4: Migration

For each pride, the maximum number of females is
determined by %S of the population. For migration, %l of the
maximum number of female lions plus the surplus females
(number of female offspring) are selected randomly to migrate
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from their pride and become nomads. This mechanism will
preserve the diversity of the population and share information
among prides.

Step 5: Equilibrium

At the end of each iteration, the number of live lions must
be controlled. Therefore, the female nomad lions are sorted
based on their fitness values. The best females are selected and
distributed to prides to fill the empty places of the migrated
females.

The weakest females are removed with respect to the
maximum number of female nomads %(1-S). Male nomads are
also sorted based on their fitness values, and the lions with the
least fitness will be removed with respect to the maximum
number of male nomads %S.

Step 6: Steps 2, 3, 4, and 5 are repeated till the last
iteration.

The previous steps of the LOA are summarized in the
pseudo code presented below:

Pseudo code : LOA-based Task Scheduling

Input: List of Cloudlets (Tasks), List of VMs
Output: the best solution for tasks allocation on VMs
Steps:

1. Initialize
Set value of parameters Number of Lions, VMs, Iterations
Generate random solution for each Lion
Initiate Prides and Nomad lions
2. Foreach Pride
Some females are selected randomly for hunting.
Remained females move toward best selected positions of territory.
Each male roams in %R of territory.
%M of females mate with one or more resident males.
Weakest male drive out from pride and become nomad.
3. For each Nomad lion
Both male and female move randomly in the search space
%M of females mate with only one male
Nomad males attack prides .
4. Foreach pride
%I of females Immigrate from pride and become nomad.
5. Do
Each gender of nomad lion are sorted based on their fitness value
Best females are selected and distributed to prides filling empty
places
Nomad lions with least fitness value will be removed based on the
max permitted number of each gender.
6. If (t< Iterations)
Go to step 2

Return best solution.

IV. EXPERIMENTAL METHODOLOGY

The proposed algorithm was implemented using CloudSim.
CloudSim is a simulation framework that enables us to
simulate, model, and experience the cloud system [16]. The
main nodes of ClouSim are Datacenters, hosts, VMs, cloudlets
and brokers [17].
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The Datacenter is responsible for creating the core
infrastructure services that are required for the cloud. It acts as
the cloud service provider and it consists of same or different
configuration hosts (servers).

A host in a datacenter represents the characteristics of the
physical resources such as storage server or compute server. It
is characterized by host id, RAM, storage, bandwidth,
processing power (MIPS) and number of processing elements
(PE). Hosts are responsible for creating VMSs and managing the
VM migration, VM destruction, and VM provisioning. The
VMs created on a host are characterized by VM id, image size,
RAM, bandwidth, processing power (MIPS) and number of
processing elements (PE).

Cloudlets in CloudSim represent the tasks that should be
uploaded to the cloud for processing. Each cloudlet has a pre-
defined length, file input size, and file output size. The broker
is a mediator between the users and cloud service providers. It
maps the requests of users to the appropriate provider such that
it insures the achievement of the Quality of Service (QoS)
requirements [18].

Scheduling of CPU resources (Processor elements PE) in
CloudSim is modeled at two levels: Hos and VM. At Host
level, fractions of each PE are shared among VMSs running on
the host. This scheduler is called VmScheduler and it is a
parameter of the Host constructor. At VM level, each VM
divides the resources received from the host and shares them to
each cloudlet running on that VM. This scheduler is called
CloudletScheduler and it is a parameter of VM constructor.

There are two default policies in both levels: SpaceShared
and TimeShared. This means that VmScheduler and
CloudletScheduler can be in any combinations of these two
policies. For example, it is possible to use
VmSchedulerTimeShared and CloudletSchedulerSpaceShared
or vice versa. Also, it is possible to use the same policy for
both schedulers. In the SpaceShared scheduling policy, only
one VM/cloudlet is allowed to be executed at a given instance
of a time. In TimeShared scheduling policy, it allows multiple
VMs/cloudlets to multitask and run simultaneously within a
host/VM [19].

The proposed algorithm was written in the Java programing
language. It has been simulated on Intel Core i5 Processor, 2.3
GHz machine having 3 MB of L3 Cache and 4 GB of RAM
running Mac OS, Eclipse IDE 4.4 and CloudSim Toolkit 3.0.3.

The cloud is simulated in CloudSim with 1 datacenter. Two
hosts are created in the datacenter where each host has the
following configuration: RAM = 2048 MB, storage = 1 GB,
and bandwidth = 10 Gbps. Each VM has the following
characteristics: RAM = 512 MB, processing power is varied
between 100-1000 MIPS, bandwidth = 1 Gbps, and image size
=10 GB. The cloudlets have the characteristics: file size = 300
MB, output file = 300 MB, and the length is varied between
1000 — 2000 MI. In our experiment, both VmScheduler and
CloudletScheduler utilized the TimeShared policy.

The testing dataset is produced randomly. Tasks (cloudlets)
are generated randomly with different lengths between 1000
and 2000 million instructions (MI). VMs are also generated
randomly with different capacities between 100 and 900
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million instructions per second (MIPS). The cost of resources
for calculating cost based on VM’s specification is as follow:
$0.12, $0.13, $0.17, $0.48, $0.52, and $0.96 per hour. The

parameter set for CloudSim is shown in Table 3 [20].

TABLE Ill.  CLOUDSIM PARAMETERS

Entity Parameter Values

No of cloudlets 50 — 500
Cloudlet

length 1000-2000

No of VMs 15

RAM 512 MB

MIPS 100-1000

Size 10000
Virtual Machine bandwidth 1000

Policy type Time Shared

VMM Xen

Operating System Linux

No of CPUs 1

No of Hosts 2

RAM 2048MB
Host Storage 1000000

Bandwidth 10000

Policy type Time Shared
Data Center No of Data Center 2

V. EXPERIMENTAL METRICS

The performance metrics for the proposed task scheduling
is based on makespan, cost, average utilization, and degree of
imbalance. The following describes these performance metrics

[20], [21]:

A. Makespan

Makespan determines the maximum completion time by

indicating the finishing time of last task. Minimizing the
makespan is the most popular optimization criteria for task
scheduling. It can be calculated using the following equation:

Where, Fn 1ime Shows the finishing time of task i.

B. Cost

Cost means the total amount of payment to cloud provider
against the resource utilization. The main purpose for cloud
providers is to increase revenue and profit while cloud users
aim to reduce the cost with efficient utilization. Cost is
measured as follows:
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Cost= E (C:*T;)
resource i ! ! COSt
Where, C; represents the cost of VM ; per time unit and T; 0.4
represents the time for which VM jis utilized. 5
[]
C. Average Utilization < 0.2 s - = LOA
Maximizing resource utilization is another important 8 o0 - H PSO
criteria for cloud providers by keeping resources as busy as v 50 100 200 300 500 GA
possible to earn maximum profit. The following equation is # of task -
used to measure the average utilization: ot tasks
", Execution time of resource i .
Average Utilization= 2 A Fig.3. Cost results.
Makespan*n
Where, n is the number of resources. Average Resource Utilization
D. Degree of Imbalance 0.8

Degree of imbalance (DI) means the amount load

distribution among the VMs regarding to their execution 0.6

capacity. The small value of DI shows that the load of the 0.4 - HLOA
system is more balanced. It is computed by: 0.2 = PSO
Tmax' Tmin
DI= — 50 100 200 300 500  “OGA

avg

# of tasks

Percent of Utilization
o

Where, Tmax, Tmin @nd Tayg are the maximum, minimum,
and average execution time of all VMs.

Fig. 4. Average resource utilization.
VI. RESULTS AND EVALUATION

The results of the proposed algorithm are compared with
scheduling algorithms that based on two popular metaheuristic
algorithms: PSO and GA [22], [23]. In all cases, the population 6

size is set to 100 and the number of iterations is 100. These
algorithms are compared with each other based on makespan, = 4 "":.?‘Eg_ g OA
L . [a) v
cost, average resource utilization, and degree of imbalance. 2 T
i

Fig. 2 shows the comparison of makespan between LOA, 0 W=PS0
PSO, and GA. The x-axis denotes the number of cloudlets and 50 100 200 300 500
the y-axis denotes the makespan. When the numbers of # of task
cloudlets are less, the makespan of the three algorithms are ot tasks

convergent. However, LOA produces much better makespan
time when the number of cloudlets increases. Fig.5. Degree of imbalance.

Degree of Imbalance

In Fig. 3, the comparison of cost is shown between LOA,
PSO, and GA. The x-axis indicates the number of tasks and the
y-axis indicates the cost per hour of the execution of tasks.
The outcomes show the cost of LOA is between PSO and GA
although the difference is not great.

Makespan

400

200 )} @spun| OA

-

0 . alil==PSO
50 100 200 300 500 1w GA
# of tasks

Time in seconds

Fig. 2. Makespan results.
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Fig. 4 shows the comparison of average resource utilization
between LOA, PSO, and GA. It is obvious that LOA provides
a very high utilization of resources when compared with PSO
and GA.

Fig. 5 explains the comparison of degree of imbalance
between LOA, PSO, and GA. The x-axis signifies the number
of cloudlets and the y-axis signifies the degree of imbalance.
The comparison result tells that LOA produces much better
degree of imbalance than PSO and GA.

It is obvious that the proposed task scheduling algorithm
based on LOA provides a high performance and much better
results than the other two algorithms. It can solve the
optimization problems in task scheduling with high
performance because it searches for the optimal solution using
different strategies. Each solution “lion” has a specific gender
and is classified as a resident or nomad, and all of them have
their own strategies to search for the optimal solution, as
explained previously.

VII.CONCLUSION

Various metaheuristic optimization algorithms have been
used to develop task scheduling techniques for cloud
computing. In this paper, a new cloud task-scheduling
algorithm was proposed, based on the concept of LOA, which
is a newly constructed algorithm based on the lifestyle of lions.
The performance of the proposed algorithm was compared
with that of the PSO and GA metaheuristic algorithms. It
provided an outstanding result in minimizing the makespan and
degree of imbalance. Also, it produced high utilization of
resources.

In future work, we aim to enhance the proposed algorithm
to decrease the cost of executing the tasks on cloud resources,
using cloud pricing models.
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Abstract—Today software plays an increasingly important
and central role in every aspect of everyday life. The number,
size, complexity and application areas of the programs developed
continue to grow. Many software products have serious problems
in cost, timing and quality. It has become almost normal for
software projects to exceed their planned cost and schedule. A
significant number of development projects have never been
completed and many of them have not met user requirements.
Employers are not satisfied with new graduates for a variety of
reasons (They do not know how to communicate. They do not
have enough experience and preparation to work as a team
member. They do not have the ability to manage their individual
works efficiently and productively. This work was reconfigured
and conducted with Scrum from the Agile methodologies of the
System Analysis and Design course, which is especially taught in
Vocational Schools and Engineering faculties. The recommended
approach is available for software development departments.
The suggested approach is applied in System Analysis and Design
course.

Keywords—Agile software development; scrum; course re-
design; computer science education

I.  INTRODUCTION

In this study, it was explained to reconstruct the System
Analysis and Design course with Scrum which is one of the
Agile technologies for the daily adaptation of the course in
order to take the project course in the Higher
Schools/Engineering Faculties. It is available for parts of
computer. Students want relevant assignments/projects that are
engaging, creative and prepare them for their careers. Finishing
and research projects are realistic and beneficial for students. It
also emphasizes the balance between product and process [1],
[2]. Trainees recommend real industry projects to prepare
students for industry and improve their implementation skills.
It is evident that teaching develops learning by supporting with
familiar, concrete and related examples. According to Shaw
and Dermoudy, competition tends to create higher academic
achievement. Competition in engineering team-based is a way
of bringing students’ achievements to the top while giving
“weak” students confidence and motivation [3].

There are thousands of academic programs in the field of
computers in the world. These programs give tens of thousands
of computer specialist graduates per year. Less than 15% of
them are undergraduate education. What remains is the

software industry. These programs represent a variety of
disciplines (including computer science, computer engineering,
information systems and software engineering), and are in
various academic units (engineering, research institutes and
vocational colleges). Employers complain about new graduates
for a variety of reasons (I do not know how to communicate, |
do not have enough experience and preparation to work as a
team member, | lack the ability to manage my own individual
works efficiently and productively, organizational structures
are insufficient and business practices are inadequate [4].

Because of the increasing use of agile methods in recent
years, teaching agile methods for software development has
become an important issue [5]. Although some universities
have begun to teach lectures on agile methods, they are still
quite new [6]. The course “System Analysis and Design” is a
suitable course for starting the development of the Agile
software because the basic engineering courses mainly teach
the traditional plan-oriented approach.

Agile surveys conducted by VersionOne since 2006 show
that Scrum is the most common Agile method and that its share
is constantly increasing. One of Scrum’s key features is that
each sprint consists of repeats called sprints, which finish with
a subset of the final product properties. The application of agile
methodologies has resulted in impressive results in terms of
team performance, product quality and customer satisfaction.

Agile development methods have roots in design and
development that are based on repeating, increasingly decades
before [2]. The 1970s and 1980s included various forms of
agile development with modern methods emerging in the
1990s. For example, XP (eXtreme Programming) began in
1996 at Chrysler Corp. During this time, lightweight methods
such as Scrum have gained popularity.

The Scrum Guide describes Scrum as “a framework in
which people can solve complex adaptive problems while
producing and delivering products with the highest possible
value” [3]. Scrum consists of a series of short repetitions called
sprints. Each sprint simultaneously performs analysis + design
+ code + test and ends with an output of a subset of a final
product specification. This is the final result, unlike the
traditional waterfall method, that results in a long linear
progression of requirements, design, code and test. Scrum
methods are relatively simple and provide greater visibility,
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predictability and flexibility. It also encourages high-
performance teams. The user supports prioritization of
stories/scenarios and job forecasting with story scores. Each
sprint has a target that focuses on the punch [4], [5].

CS 4911 is a finishing course organized at Georgia Tech as
a sprint throughout the semester [7]. The Rochester Institute of
Technology has a computer engineering technology graduation
course that uses an agile-like methodology for embedded
systems design. Project management emphasizes learning
outcomes related to product idea, entrepreneurship and
professional skills [8]. [9]. Slovenia Ljubljana University
taught and implemented Scrum in a software engineering
graduation course [10]. The Royal Swedish Institute (KTH)
studied Scrum’s integration in mechatronic finishing projects.
Their assessment has focused on individual student
responsibility and initiative taking [11], [12]. Vicentin applied
a two-part survey to assess the impact of Scrum’s possible use
in a Software Office. Based on the answers, Vincentin Scrum
was the result of what could be a good vehicle for managing
the squadrons. In Wagh’s work [13], Scrum was implemented
to provide students with a practical view of the software
development industry. In the class project proposed by Wagh,
the Scrum application evaluation was carried out through a
questionnaire answered anonymously by the students. The aim
was to understand how much the students learned and
influenced this approach. As a result, many students saw how
the project was managed and developed teamwork using
Scrum. Questions about the evaluation of the works and the
Scrum meetings showed that the day-to-day meetings were the
most popular technique in this group and that they needed to
evaluate the team calendar, sprint planning, user stories.

In our curriculum, system analysis and design is a tool that
allows students groups to develop software in a project course
using an Agile (Scrum based) method. One of the skills
required to demonstrate this is system design. System design
also includes documenting the project. We are designing and
introducing an approach to improve the course. In this article
we present the relevant approach. This article contributes to the
literature by explaining how to reconstruct the courses whose
content should be updated according to the conditions of the
day.

Il. “SYSTEM ANALYSIS AND DESIGN” COURSE

System Analysis and Design course is a profession which is
seen within the scope of completion project in
Engineering/Institute/VVocational Schools. This course is
mostly designed and handled as a process management. The
shortest possible definition of system analysis and design
lesson is the act of converting a system into an information
system. This conversion action is not limited to software.
System analysis and design are provided to meet everything
needed for a system such as software, hardware, suitable
human resources, appropriate physical space and environment.
The system is in the center of all activities. Among the
expected achievements of the course:

e Identify the types of computer-based systems that the
system analyst needs to determine and fulfill its core
roles.

Vol. 8, No. 11, 2017

e To plan and schedule a project by its activities.
e To design and manage effective questionnaires.

e Create data dictionary entries for the logical and
physical elements of the data processing, storage,
streams and running systems, based on the data flow
diagrams.

e Build databases for information systems.

o Designing output tables and graphics with input screens
for information systems users.

These gains are not enough for the software development
departments. Today, software development processes are
diversified. The course consists of 4-hour sessions per week.
At the end of the semester, there will be project presentations
of the students, with or without a midterm or final exam. The
content of this lesson, which usually lasts 12-14 weeks:

¢ Introducing systems, roles and development methods
e Understanding and modeling organizational systems
e Project management

e Knowledge acquisition and prototyping

e Use of data flow diagrams

e Analyze systems using data dictionaries, explain job
descriptions and structured decisions

¢ Designing effective output and input
e Designing databases

e Obiject-oriented system analysis and design using UML
(Unified Modeling Language)

o Successful implementation of information systems
e Group Project Presentations

Looking at the course content, especially the group
interactions are lacking. It is not possible to measure features,
such as working together, sharing information, taking
responsibility. It is also not possible to develop these features.
In this course, the teacher is a consultant. The teacher examines
the work of each group during the weekly lecture hours and has
recommendations. However, the work part of the group and its
work do not interfere. This makes it hard to guess who finished
the project and how much it contributed. In addition, there is
no customer as a product owner in the current course content.
The absence of the client removes the developed project from
the real world and affects the motivation of students negatively.

In this study, System Analysis and Design course is
reorganized as content and operation to be used especially in
computer sections (software integrated projects). The reason
for this configuration is as follows:

e Existing System Analysis and Design course is not
enough for today’s computer departments. In particular,
the course should be conducted in an observational
manner.
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e Students who develop computer (software) based
projects need to develop projects on more realistic
conditions.

e Software development alone is no longer possible with
the development of software technologies. It is
necessary to develop software as a team. It is necessary
to manage alignment, information sharing, and task
distribution within the team.

e From the software development methodologies, Scrum
is the most appropriate method for managing the
course.

e Documenting the developed software in succession
with success stories and reports and transferring it to the
next students so that a software literature can be
obtained.

I1l. COURSE DESIGN

System Analysis and Design is an experience for students
in the fields of computer science and information technology,
where students combine the skills they learn and apply in an
important team project. In order to provide a realistic and
motivating experience, the course is structured with Agile
contacts, exact dates, genuine customers and competitions. We
believe that these elements contribute to the success of the
course. Scrum’s block diagram of the System Analysis and
Design course is given in Fig. 1. Sprints are given with start
and end times in the time tables. A new sprint begins
immediately with the end of the previous sprint.

Product backlog Scru
Sprint backlog

Sprint Planning

Sprint
Execution

Sprint
Retrospective
Sprint Review

Iil

Fig. 1. Scrum process for system analysis and design course.

Potential
Product

Table 1 gives the Scrum Sprints used in the course
planning. Typically, a SCRUM project requires several
iterations or sprints to improve the full set of stories in product
accumulation. During the development process, a series of
meetings or workshops are organized to configure the entire
sprint kit together with the product increment and the product
to be developed. These are mainly planning sessions. The
Planning sessions development team meets at the beginning of
each sprint to plan the work to be developed in future sprint.
To do this, the scrum master picks stories from the product's
accumulation, and the entire development team analyzes the
story and possibly gets a consensus about when it might have
been assigned to that story.
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TABLE I. CURRICULUM

Lessons on Scrum and user stories
Presentation of initial product
accumulation, prediction of user stories,
development of release plan.

Sprint 0 Week 1-3

Sprint planning meetings

Week 4 Beginning sprint buildup development

Project work.
Daily Scrum meetings.
Do not take care of Sprint accumulation.

Sprint 1 Week 5-6

Sprint review meetings.

Week 7 Sprint retrospective meetings.

Making Sprint planning meetings.

Week 8 Beginning sprint buildup development.

Project work.

Daily Scrum meetings.

Do not take care of Sprint accumulation.
Sprint review meetings.

Sprint retrospective meetings.

Sprint 2
Week 9

Making Sprint planning meetings.

Week 10 Beginning sprint buildup development

Sprint 3 Project work.
Daily Scrum meetings.

Do not take care of Sprint accumulation.

Week 11-12

Sprint review meetings.

Week 13-14 Sprint retrospective meetings.

Presentation of observational study results.
Present your desired functionality in the
project.

Release

The planning process continues until product size reaches
the sprue size of the selected set of traces. These stories are the
main result of the sprint spool planning session and configure
the job during the next sprint. The second session is
development. A set of stories to be applied to each developer is
assigned and studied. This sprint is generally defined as “30
days” a month. Repetition in this study varies depending on the
structure of the product produced. Another session is the daily
Scrum sessions. The development team analyzes how many
hours of work each day should be working if there are any
deviations from the planned one as soon as possible. The time
or technical difficulties attributed to each story are determined.
This iteration is a sprint cycle that can be labeled “24 hours -
12 hours”. The Scrum master notes the amount of time spent
and compares it to the amount of time ahead and the expected
duration of the sprint. It keeps a graph showing the duration if
the last session type is a meeting ending session. After the
Sprint is completed, the development team tries to analyze
what it does well (to maintain it), analyze what has not been
done, and how to improve it so as to follow a retrospective
session. After these last negotiations and when the project is
not completed, a new sprint will start with a new planning
session.

To facilitate project management, each team has a
spreadsheet loaded into the special Google Drive/OneDrive
folder, which allows students to aggregate basic information
and automate all reports and dashboards. The product, which
will be developed in the project by looking at the roles and
product components in Scrum, consists of laboratory tasks for
each team whose main functional characteristics are defined by
the content introduced by the teacher in the content.

There are several interpretations of roles in Scrum [14]
[15]. However, in this study, product-oriented teachers and
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development teams were identified as students. Development
teams are encouraged throughout the course to encourage
better implementation of mutual knowledge and methodology.
Scrum master is one of the students. The role of the Scrum
master is decided internally by the team, as it turns between the
team members. Thus, the leadership qualities of each member
in the team are improved.

Students can develop their homework (in the lab) or weekly
(homework) in order to fulfill the estimated development time.
Then, at the beginning of each laboratory session, the teacher
talks up to five or ten minutes with each group in the daily
scrum session and is guided by the scrum master (leading
student) and reviews all the work done up to that date. The
Scrum master, the leader of the team, records the “clear
development time” and “the actual development time” values
of “who” and “which story” he did.

Lesson planning consists of four sprints. There is a
preparation Sprint (Sprint 0), three development Sprints (Sprint
1, 2, 3) and a release step that includes a finisher. Sprint lasts
for 0, 5 to 20 days (1 or 3 weeks). Sprint O is a preparation
sprint for students to meet with their customers (teachers) to
build their product portfolios. Sprint 0 provides students with
enough time to talk to their customers about their offers and
decide what can be done in the course schedule on a timely
basis. Teams should try to develop high-level, concise, and
clear user stories to show all the expected features in the
software. The relative amount of time per user story is
estimated. It is better to start Sprints (1, 2 and 3) on Monday.
On the first day of Sprint, the groups realized the Sprint
planning meetings. It took 45 minutes to complete the event.
Like many similar events, meetings were held on time, so that
the class was used efficiently. Planning is primarily used in the
development of Sprint Backlog, where the highest priority user
stories are received and decided as a team to be added to Sprint
Backlog. The Product Owner (teacher) brings top-level user
stories to the Sprint Planning Meeting. The team decides
together which stories to handle. At the end of this sprint, all
resources related to the project are graded. The operation of the
Sprint evaluation process in Scrum is given in Fig. 2.
According to Fig. 2, the initial-desired product in this work is
defined as Initial Input. The final output represents the final
product. With the Sprints constantly recurrent, the process
evolves towards the final product through product control and
feedback.

Process

Control <

Adaptation Feedback

Adaptation

Initial Final
input H Input H Scrum Output output

Adaptation

Feedback
Product | gl

Control

Adaptation

Fig. 2. Sprint processes.
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The end of each sprint is designated as Friday. First, each
group has to present the status of its projects to the whole class.
The groups are obliged to meet with the client (teacher) to talk
about progress and present their progress within a few days.
Then groups are given 10 minutes to complete the Sprint
Retrospective. The release includes the presentation of the
results of the observational study of the project. It is also at this
stage that the desired functionality is presented in the project.

Following the open questionnaire filled by 28 students
before the project presentations, the main results are as follows:

e 929% of the students liked the lab sessions.

e Overall, 84% of the students liked the course to be
handled by Scrum.

e 79% of the students liked the evaluation method.
e 86% of students liked SCRUM.
e 72% of the students liked to work in teams.

Also, 3 of the students did not succeed in the class and left
it in the middle of the class. The remaining 28 students (89.2%)
completed the course successfully. 18 (72%) of the students
who completed the course got a score of 8 out of 10. Four of
the students (16%) were between 7 and 5. The remaining 3
students (12%) were between 5 and 4 (including four).

The results in Table 2 clearly show that the course fully
fulfills its overall objectives. The proposed approach is
influenced by new learning (Question 2) during software
development.

TABLE II. SOME QUESTIONNAIRE SURVEYS

Survey results 2014-2015/2015-2016 (N=28)

Questions Median p-value
Benefits of agile software
1 development 4 0.081

methodology

Contribution of method
2 to new learning 5 0.024

Contribution of method
to software project
development and
management

4 0.92

Contribution of method
4 to group work in software | 5 0.85
development process

Contribution of method
to group communication
in software development
process

4 0.067
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IV. RESULTS AND DISCUSSION

The new course content implemented as a semester in
2014-2015 has increased the success. The questionnaire in
Table 2 showed that the opinions of the students were
overwhelmingly positive (see Table 2). All students found the
course useful (92%). Scrum itself is simple, but its
implementation is difficult. For this reason, there is no need for
extensive formal courses to promote the concepts. Rather,
projects should be preferred as means for bringing together all
the different issues that affect implementation and for
spreading them against each other. Nevertheless, when
compared to traditional plan-based software development,
students must have sufficient background in the philosophy
and techniques of software engineering and information
systems development to accurately assess the benefits and
deficiencies of the agile approach.

In addition to teaching everyone involved in the project, the
ScrumMaster Scrum should ensure that everyone follows
Scrum’s rules and practices. It is especially important to
prevent the Product Owner from interfering with team
management, redefining the scope or objectives of a Sprint, or
adding new requirements when a Sprint starts.

In this study, both the product owner (customer) and the
teacher in the position of consultant reduced the performance
of the students. Students do not want to see the same teacher in
two different roles, and the real customer wants to focus. For
this purpose, this consultant has come to the conclusion that a
consultant teacher is an assistant but also a teacher in the
customer role.

The study is proposed to identify, discuss and quantify how
Scrum can become flexible and collaborative in software
development teaching. To assess the impact of this approach, a
survey was conducted among students who completed the
course at the end of 2014/15. Given the perspective of the
pupils, the approach allows students to gain experience. The
adaptations that students make when they consider the
flexibility, communication and release of the functional parts
of the system are important.

The System Analysis and Design course is often project-
based and can be easily designed to meet the needs of others.
Such needs are also available at the university level, as new
technologies are constantly being sought to support faculty,
research, teaching and services throughout the university. This
course also enhances intra-departmental collaboration
opportunities where the skills and efforts of computer science
students focus on needs. This model provides students with
authentic learning opportunities that they have been working
on in college and real-world projects that the community has
benefited from.

The grading of the note was obtained at the end of each
Sprint as a result of observations of the Scrum master and the
product owner (teacher). Table 3 shows the notes the groups
received. Here it appears that the grades are generally increased
with each Sprint. The group with the highest rating is Group 7.
The overall increase in grades indicates that students are used
to Scrum.

Vol. 8, No. 11, 2017

TABLE Ill.  GRouP’s NOTES DURING THE PROJECT DEVELOPMENT
PROCESS
Sprint name Group name Grade Total Grade
Group 1 60
Group 2 70
Group 3 75
Sprint 0 Group 4 65 485
Group 5 65
Group 6 70
Group 7 80
Group 1 70
Group 2 75
Group 3 60
Sprint 1 Group 4 70 500
Group 5 70
Group 6 75
Group 7 80
Group 1 75
Group 2 75
Group 3 80
Sprint 2 Group 4 75 548
Group 5 80
Group 6 80
Group 7 83
Group 1 70
Group 2 75
Group 3 76
Sprint 3 Group 4 80 538
Group 5 77
Group 6 80
Group 7 80
Group 1 75
Group 2 78
Group 3 80
Release Group 4 82 570
Group 5 80
Group 6 85
Group 7 90

The last line in Table 3 shows the final grades received by
the release groups. Comparison of these notes with the past
three-year average is given in Fig. 3. Group 6 and Group 7 do
not have notes in 2011 and 2012. Since the number of students
was not sufficient, these groups were not formed in the relevant
years.

Final Grades of Project Groups by years

100

80

o|||||||||||||‘| | |

Group 1 Group 2 Group3 Group4 Group5 Group6 Group?7

(o2}
o

pit

o

N
o

m2011 m2012 2013 w2014

Fig. 3. Comparison of grades by years.
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According to Fig. 3, the average of the final grades of the
last three years is (2011, 2012, and 2013) lower than the year
2014 when the course was processed with Scrum. These results
show that if the course is processed with Scrum, it will be more
efficient. Not only the notes, but also the self-confidence that
students gain is influencing the performance of the proposed
approach positively.
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Abstract—As long as most of the processes of verification and
validation of software to grant acceptance by the customer/user,
are subjective type, it is aimed to design a standard mathematical
model with empirical to perform an appointment with areas or
stages where development teams most fail involving large-scale
software projects. This model will be based on a survey that the
user must fill as going testing and validating the software, and
which response curve must be linear with respect to the software
development process. This paper aims to discuss the aspects
surrounding the estimation of mathematical model in the
validation and acceptance by a user through the revised Use Case
Point Method. First, an assessment of the most recent techniques
of application of the method are done, and then a simulation of
the process of acceptance and validation by a standard user (Beta
Test) will be taken as a practical example. For purposes of this
paper, revised use case point method (Re-UCP) must have a
specific weight, based on the prerequisites for the development of
large-scale software. Once obtained this weighting, the user shall
assess the finished product and then an approximation function
will be to determine the coefficients of the final model approach,
and indicating that is the efficient trend of the development team.

Keywords—Function; point; software; engineering;
mathematical; model; large-scale; programming; acceptance;
validation

I.  INTRODUCTION

The evaluation of design and usability, centered on user,
has become a common practice in many organizations,
however, in most software development companies is still in its
infancy and is not used as often. Development cycles of typical
software engineering do not use these practices because they
may represent additional costs, especially those related to
governmental or educational institutions [1]. Currently,
usability, understood as an effective means for obtaining
acceptability and validation by the user, is an area that takes
strength worldwide in software engineering. Countries that are
traditionally powers in software development are concerned
more by the satisfaction and comfort that produce their
products on their customers, taking it as their top priority,
while one hand on the performance of the product. Starting
with software for personal computers, cellular and even system
for cars, they have adapted better to the type of people who
require, avoiding with this, that people take too long to use and
optimally understand the software of the equipment [2]. Lately,
there have been significant changes in the computing

KSA

revolution; changes covering all aspects of its main function:
‘To serve mankind’ changes both quantitative in nature, as
some more fundamental emerging diversity located in the
global context. It is known, moreover, that computers are
included in a wide range of aspects of our daily life, to the
point that directly influence our lifestyle. The human-computer
relationship is intensifying on a global scale that result in even
governmental, cultural and / or social tensions, issues that fall
outside the scope of this study; however, the importance of
thoroughly analyze these characteristics lies in the fact that this
relationship (human-computer) is the spearhead to generate a
vast multidisciplinary field, if willing, that is just beginning
and whose growth is exponential [3]. In conceptual terms of
human-computer relationship, the validation and acceptance of
usability refers to the process with which the interaction is
designed with a computer program. The term is also often used
in the context of products like consumer electronics or in areas
of communication. It can also refer to the efficient design of
mechanical objects such as, for example, a handle or a
hammer. As rules adopted worldwide and given the growing
importance of ensuring the proper functioning of computer
systems, emerged the need to establish parameters and
standards governing the acceptance and usability of computer
systems. This paper is based on the recommendations of the
ISO/IEC 25010 standard which establishes regulations about
quality requirements and evaluation of large-scale software
development. It is well known that the acceptance and
validation of a software depends purely on human behaviour
and preferences, based, of course, in their ability to interact
with the technology that is being presented, this is why in this
paper is established a mathematical model with linear trend and
empirical basis, as a reference between the work of a
development team, estimated effort of development by the
Rev-UCP method and preferences of a user. Here, will be used
the experiences of software development of operational
management of a private hospital, which is considered large-
scale and small modules will break down in this way to be able
to use this proposed model. As a case study, this article will
discuss the acceptance and validation of an operational
management software in a private hospital, as it can give a
tangible perspective of the advantages or disadvantages of the
software to analyze the acceptance by the user.
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Il. THEORETICAL BASIS

A. Requirements Engineering, Assuring the Product Quality

Properly Application of Requirements Engineering
increases the chances of producing software that meets the
needs of users, many errors in the requirements stage are
rooted in the ambiguity presented between end users and
developers.

On his book, Pohl [4] suggest that the ’vision’ defines the
change the reality of any system. In other words, a vision states
the goal of making any change on any system. When a client
have a vision we have to mind on the goal to change the reality
of that client. However, Pohl also talks that the vision must be
supplemented with the context of the system, in fact, they are
taken as the two main inputs of the engineering requirement.

Much of the problems that arise during the process of
software development, due to the lack of a proper process of
definition and understanding of the requirements and the
problem to solve, and the unclear interpretation of customer
needs. That is why requirements management, in software
engineering, is one of the main strategies to ensure the quality
of applications from the earliest stages of software
development [5].

B. Understanding the Software Complexity and Its Relation
with Acceptance

The complexity of the software is, by tradition, a linearly
direct indicator of software quality and, especially, the cost.
While the complexity is greater, so the cost will be. In recent
years they have invested large amounts of money and effort in
the development of techniques and metrics to "measure” the
complexity of software modules all dimensions. Obviously,
many of these measures are correlated with each other.
Understanding these relationships is important metrics to
assess themselves and ultimately reducing software
development efforts and maintenance [6].

Jay et al. [6] found a statistical method to establish the
linearity between the lines of program code and McCabe
cyclomatic complexity of using empirical inferences and
refuting earlier studies had conflicting results. It also suggests
that there is some instability in the predictions based on
empirical collinear factors, in any case, dependent on language
and the complexity inherent in it. In principle, to establish a
relationship between the complexity of software and
acceptance by the customer is quite difficult as acceptance
depends solely on human behavior which can not be modeled
linearly as suggested by this study, is why it is done necessary
to have statistical tools with the same type and customer/user
feedback to find satisfactory results of our interest.

Following the scheme proposed by Bentley [7] in which the
software should follow three basic stages:

Verification: where it is confirmed that the software meets
all technical specifications.

Validation:
requirements.

that software should meet all business

Find Defects: Any variation between the output of software
and expected.

Vol. 8, No. 11, 2017

The true value of software testing go beyond pure test the
code. It also examines the behavior of the software from the
premise that the code is not necessarily bad if the behavior is
too [7].

Meanwhile, Cristia [8] raises two questions regarding
verification and validation.

Verification: Are we building the right product?
Validation: Are we building the product correctly?

In this sense, verification is an activity carried out by
engineers having at hand a model of the program, while
validation is carried by the user and must make taking into
account what is expected by the program. Cristia, at his work
proposes the existence of various techniques for validation and
verification, ranging from the most informal and empirical to
the formal involving calculation refinement, etc. [8].

Jones in his work of 2012 [9], gives an economic to the
third stage of the previously proposed scheme approach. He
mentions that the industry spends about 50% of the cost of
development, finding and fixing software defects. It indicates,
moreover, that a synergistic combination of defect prevention,
removal of defects in prototyping and formal test can
dramatically reduce costs by more than 50% compared with the
results of 2012 [9].

C. Obijects Oriented Programming and use Case Points

As Glasser [10] suggests, object-oriented programming
makes programs organized as a collection of interactive objects
with their own data and functions. One of the advantages of
this paradigm is that objects can be reusable and configurable.
Separating concerns and focusing on each object separately
makes oriented objects very attractive, especially for large-
scale software programming.

This facilitates, in the best, identification and classification
of the use cases.

Wirfs [11] on her presentation describes the action to
determine the use cases as a full script, and makes it an art,
calling it *The art of writing use cases’. There she mentions,
step by step, philosophy of establishing a use case ranging
from understanding the case models, including actors,
diagrams and glossaries, to a detailed and accurate description
of the prototype to develop. There is highlighted the fact that
each use case consists of a reference and a different perspective
that involves, of course, the actors considered in the step. The
mention of the requirements is a ‘point of honor’ in her
presentation because it is repeatedly diagram as an essential
basis for all work of lifting use cases.

On his book, Software Engineering, Marsic [12] indicates
that projects with many complicated requirements take more
effort to design and implement than projects with few simple
requirements. In addition, the effort depends specially on what
tools the developers employ and how skilled the developers
are. The factors that determine the time to complete a project
include:

e Functional requirements: The complexity of use cases,
in turn, depends on the number and complexity of the
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actors and the number of steps (transactions) to execute
each use case.

o Nonfunctional requirements: These describe the system
nonfunctional properties, known as FURPS+, such as
security, usability, and performance. These are also
known as the technical complexity factors.

e Environmental factors: Various factors such as the
experience and knowledge of the development team,
and how sophisticated tools they will be using for the
development.

An estimation method that took into account the above
factors early in a project life cycle, and produced a reasonable
accurate estimate, say within 20% of the actual completion
time, would be very helpful for project scheduling, cost, and
resource allocation [12].

However, Jones said that more than 80% of software
applications are not new because they were developed in past.
Because of this, most applications today are replacements for
older and obsolete applications. Because these applications are
obsolete and also in spite of the lack of information documents,
the older applications contain hundreds or thousands of
business rules and algorithms that need to be transferred to the
new application. This is a different paradigm in the
development of the list of requirements for large-scale software
[13].

Jones also refers to the vital importance of the intervention
of software engineer in raising the requirements for the
application, because it is a serious mistake to think that the
user, who is not a software engineer, is able to express,
optimally, 100% of these requirements, and this lies in the fact
that precisely these requirements represent the state of the art
of engineering applicable to software. He mentioned, in any
case, that one of the ways in which we can base this symbiotic
relationship is data mining for business rules and appropriate
algorithms. And while this happens, data mining is also used
for sizing through function points and lines of code [13].

D. Revised use Case Point Method as Extension of Function
Point Method

In addition to his work of 2012, Jones emphasizes, among
other things, that there are two very useful metrics to show
both the economic value and the quality of software. These
metrics are:

- Function points for normalization of results.
- Defect removal efficiency [14].

In the work of Manzoor et.al [15], is indicated that the UCP
method is originated, in principle, from the method of Function
Point except that the UCP makes an analysis of requirements in
the object-oriented process. It begins with the system
functionality measurement based on the Use Case Model on a
count called Unadjusted Use Case Point (UUCP). The
technical factors in which UCP is based are equal to those of
function points. The UCP estimates the total size of the system
that leads to the goals of acceptability and user validation [15].
In other work, Mazoor etal, suggests that the validation
process involving Re-UCP should be carried out for different
large scale software projects in order to increase and perform a
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better acceptability. Future research should be conducted to
enhance the benefits of Re-UCP for large-scale software
projects through vertical and horizontals [16].

¢ Transactions of Re-UCP:

The calculation process involved in UCP need case
diagrams and descriptions. To understand the logic of UCP
utilization, it must be known that there are several steps for
implementing a use case. These steps are so called
‘transactions’ [17].

e Steps for an effective Re-UCP:

Step 1: Classification of Actors trough calculation of its
weights UAW (Unadjusted Actor Weight) [18]. Table 1 referes
to classification of actors:

TABLE I. CLASSIFICATION OF ACTOR
Actor Category Description Actor Weight
Simple |Actor use API’s 1
Medium JActor use Protocol 2
Complex Actor use GUI’s 3
UAW has an equation:
n
UAW = AW, )
i=1
Where:

n= Number of Actor.
AW= Weight of each Actor Category (Table 1).

Step 2: Classification of Unadjusted Use Case Weight
(UUCW) through its calculation. Table 2 represents the
number of transactions in a use case.

TABLE II. CLASSIFICATION OF USE CASE

Use Case

Use Case Category Weight

Description

Simple |A use case has 3 or less transactions |5
Medium IA use case has 3 to 7 transactions 10
Complex IA use case has more than 7 15

transactions

From this classification, the study can synthesize the
equation that allows the study to calculate the UUCW:

UUCW = > UCW, @
i=1

Where:

n= Number of Use Case.

UCW= Weight of each Use Case Category (Table 2).

Step 3: Calculating Unadjusted Use Case Point (UUCP).
UUCP=UUCW +UAW (3)

Step 4: Calculating Technical Complexity Factor (TCF).
TCF is involved with the software size, considering the
technical aspects of the system. This is ranged from O (non-
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relevant) to 5 (important factor) [18]. Table 3 summerizes the
technical factor weight.

TABLE Ill.  TECHNICAL FACTOR WEIGHT
Ti Technical Factor Weight
Tl Required Distributed Systems 2
T2 Response Time Is Important 1
T3 End User Efficiency 1
T4 Required Complex Internal Processing 1
5 Reusable code to Focus 1
T6 Installation Easy 0.5
T7 Usability 0.5
T8 Cross-Platform Support 2
T9 Easy To Change 1
T10 Highly Concurrent 1
m11 Custom Security 1
12 Dependence On Third-Part Code 1
T13 User Training 1

TF is obtained as the sum of multiplying score and weight
nad the following is the equation [18]

13
TF =) Score, *Weight 4)
1

And TCF is obtained using TF
TCF =0.6+(0.01)*TF )

Step 5: Environmental Complexity Factor. It is determined
through a score of between 0 (no experience) to 5 (expert) for
each of the 8 environmental factors [17], as referred in Table 4.

TABLE IV.  ENVIRONMENTAL FACTOR WEIGHT

Ei Environmental Factor Weight
El Knowledge of the Project 15

E2 Application Experience 0.5

E3 OO0 Programming Experience 1

E4 Lead Analyst Capability 0.5

E5 Motivation 1

E6 Stable Requirements 2

E7 Part Time Staff -1

E8 Difficulty Programming Language -1

First, the study should calculate the prevous EF
(Environmental Factor) and then calculate the ECF.

8

EF = Score, *Weight (6)
1

and ECF:

ECF =1.4+ (—0.03* EF) )

Step 6: UCP (Use Case Point) [17].

UCP =UUCP*TCF*ECF 8)

Step 7: Calculating the effort. For the purpose of this
investigation, the latter factor Effort is used to determine how
much time/hours/staff was invested in the development of the
application and thereby effectively determine quantitatively if

Vol. 8, No. 11, 2017

the expectations and requirements of users are met and if the
development team is working efficiently. The value of effort is
obtained by multiplying the value of UCP and the constant ER
in staff hours/UCP. Sholiq suggest that a value of ER equal to
20 staff hours/UCP can be used. Following this proposal, for
small and medium-scale business applications the ER can be
8.2 or 4.4 in the case of development of websites using a
template or component [17].

Effort = UCP*ER ©)

E. Linear Model for Mathematical Characterization, using
Least Square Model

When a linear pattern is formed from a graph of scattered
data, the relationship between the two variables is often
modeled by a straight line [20].

The Statistical Models traditionally are used to predict the
response of a dependent variable on the observed values of the
independent variables. The independent variables are known
better as predictor variables. Using linear models as predictor
for phenomena can be very straightforward [19].

Because of the relation between the score and production
effort of software, obtained via the method of Re-UCP, and the
score given by the user, upon completion of the software, is
linear where the desired value is a slope equal 1, was chosen
for purposes of this research a model scheme with quadratic
approximation or least squares.

Van der Geer in 2005 associated with the statistical
approach, behavioral science through the use of least squares.
The method of least squares is about estimating parameters by
Minimizing the squared discrepancies Between Observed data,
on the one hand, and Their expected values on the other [21].

Schmidt, in his 2005 project [22] proposes a parameter
estimation based on linear regression of least squares with an
L1 penalty in the regression coefficients. Indicating the special
interest in this issue given the appeal that may be able to create
fairly accurate prediction models with the simplicity of a well-
known mathematical methodology.

The main work of Schmidt, beyond focusing directly on the
properties of the model was the assessment of a variety of
previous approaches to the estimation of these parameters.

e The Regression Problem

The most frequent use of LS was linear regression, which
corresponds to the problem of finding a line (or curve) that best
fits a set of data points. In the standard formulation, a set of N
pairs of observations (Yi,Xi) is used to find a function relating
the value of the dependent variable (Y) to the values of an
independent variable (X)[23].

The prediction is given by:

Y = a+bX (10)

Where:

a: Intercept with Y axis.

b: the slope of the function.
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The least square method involve the estimate of these last
parameters as the values which minimize the sum of the
squares between the real measurements and the theoretical
model [23].

The minimizing expression is:

£=Y (Y, -Y)? =]V, (a+bX,)J’
i i (11)

Where:

& . Error to be minimized

Using the property that derivating a quadratic expression
the study can achieve its minimum value. Calculating the
derivative of & with respect to a and b and making them to
zero, gives the following set of equations:

Derivative respect to a

% _oNa+ 203X, —23Y, =0
oa (12)

Derivative respect to b

% _ 2bY X7 +2a) X, =23 ¥, X; =0
ob (13)

Solving these equations results the following least square
estimates of a and b as:

Where:

MY : Mean of Y

MX : Mean of X

And:

b = Z(Yi _MY)(Xi _Mx)
2

[24].

F. Method for Linear Adjustment using Average Line
Based on the well known Line Equation [25]

y =mx+b (16)

The study would have two lines with m,, m,,b, and b, ,
these are the parameters which define the straight average, if
the study does the semi-sum of the coefficients m,, m,, bl and

b, , the study obtains m and b of the average line. While semi-
difference give us the range of uncertainty, Am and ADb.

So, the semi-sum:

m=(m +m,)/2;b= (b, +b,)/2 (17)
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and the semi-difference:
Am=(m, —m,)/2; Ab = (b, —Db,)/2 (18)

Considering that m, > m, Therefore the best set of lines
that inform us within what range the study expects to drop a
new measure is given by the expression:

y =(mM=*Am)x+ (b+ Ab) (19)

To graph the lines of maximum and minimum slope should
mark the centroid, in other words, the P(X,¥Y ) point that
emerges from the average of the coordinates from the data:

N N

DX 2V
x=Ey=tL @
Where:

N is the number of data.
(X;,Y;) are the experimental data.

Once located the centroid, draw the line with maximum and
minimum slope passing through this point P( X, Y ) [26].

G. Human Behaviour in Software Technology

Today the changes generated by technological advances,
affect the behavior and actions of the individual, leading to
approach new rules or disciplines to address and provide
answers to the problems generated by the Information and
Communication Technologies.

Kusumari et al. [28] said that capability of using software
development and collaboration tools would increase the quality
of resulting software and, this way, may incide in acceptance
and validation. Some calculated tools and/or models would
make the development phase easier to do.

Humans are an integral part of a more complex systems. If
the study wants to describe a system of this type with good
accuracy, it is necessary to model the human components with
the same precision as the technical components. Human
behavior is structurally very complex. As human behavior is
influenced by physical, emotional, cognitive and social factors,
it is very intricate [29].

Ghezzi et al. [30] in their work of 2014 emphasizes the
importance of knowing and predicting the different behaviors
of users for successful software application, which, the fact,
dismiss these factors can lead almost always failures of type
techniques and even non-technical that in the end entail
significant loss of economic order. However, it takes into
account when the number of users grows as it is clear that the
behavior will vary greatly; in any case, a population of users of
the same application can be handled uniformly, in both, the
respective corrective training and knowledge in the application
itself is true.

Part of these corrections should be made in the software
development stage involving users in the same [30].
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I1l. CALCULATIONS DEVELOPMENT

To start the calculations, the paper proposes the following
block diagram which will guide the reader step by step analysis
of the study as shown in Fig. 1:

Requirements
{Requirements
Engineering)

JiL,

Rev-UCP Based on

user/cliert

Requirements

Development of the
Module

Evaluation by the user
J customer

I

Preparation of linear
Model “

Proposed
adji=tment
by the
model

Final Module

Fig. 1. Block diagram of the steps in the development of study.
This algorithm is repeated with each module or use case,
and would be adjusted as software development advances.

This linear algorithm was chosen because its scalability is
better to those with feedback, ie, the response times are much
better and more tailored to customer needs.

In this study, it has three possible scenarios:

e Existing conditions given by labor and programming
resources.

e ldeal conditions given Rev-UCP and

requirements analysis

by the

e The final conditions of the product are given by
acceptance testing by the customer / user.

Being the analysis of software programming of large scale,
it was decided to segment the application in modules which

www.ijacsa.thesai.org
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will show to the user for evaluation through a form which will
have a weighting on each stage of software development.
Evaluating the results provided by the user on the results
obtained by the programming team can establish a linear
relationship which comes from the method of average line
adjustment.

H. Calculating Rev-UCP for each use Case as ldeal
Conditions

To start the investigation, the study takes as reference
various methodologies which were tested with different
scenarios associated with the same large-scale software
development, which is a system for operational management of
a clinical laboratory based in the cloud. Was chosen the
method of Rev-UCP which throws the study with great
accuracy which is the effort required to develop such software,
the first step was to identify, from customer requirements, what
are the use cases on each module as an integral part of the
system. The following format was used to identify and classify
each use case, as assigned in Table 5:

TABLE V. Use CASE FORMAT

Catalog Information

Project Operative System for Private Hospitals
Author Fahad
\Version 0.1 Status [ Development
Use Case Definition
Code Use Case 01
Title Enter patient data
Enter name, identity card number, date of birth,
Objective laddress, height, weight, medical history,
photography.
. Entering via the keyboard, the data mentioned
Description
above.
Actors Client/user
Prior Client/user must be authorized for this action,
Conditions database is able to accept this data.

Main Scenario

(A) The user opens the patients form. (B)
Entering patient details. (C) Check that
leverything is correct before accepting. (D)
IAccept the entered data. (E)The system checks if
lexists previous data related to the identity card.
(F) The system drops a message with satisfactory
transaction.

(A) The system tells the user that the identity
card already exists and gives the possibility to

SAc Ltsgr:iaélve modify any data if required. (B) The user
modifies some data and accepts. (C) The user
closes the form.

(A) The system tells the user that the identity

Exception card already exists and gives the possibility to

Scenario modify any data if required. (B) The user delete
all the information. (C) The user closes the form.

Success All data entered i§ saved and organized

Condition successfully and displayed through a flat pdf
format.

When you delete data from a patient, what

Hypotheses  |happens with the clinical history done in the

laboratory?

Using this format, and meeting customer requirements,
there were 85 cases of use identified and listed below with their
respective calculations based on the Rev-UCP method, note the
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study decided to break down each use case and apply the
methodology for a more accurate perspective of the curve of
effort required by the software to develop, as assigned in
Table 6:

e Use Case 1: Enter Patient Data

TABLE VI.  Ust CASE 1: ENTER PATIENT DATA
Enter Patient Data
UAW 3
UUCW 5
UUCP 8
ITF 37
TCF 0.97
EF 29.5
ECF 0.515
UCP 3.99
Effort 79.8

The above calculation yields the following segmentation in
terms of timely dedication of the use case, as assigned in
Table 7:

Vol. 8, No. 11, 2017

HM = > (Codegqyiy, * HD) (21)

Where:
HM= Hours/man a day.
Code: Type of staff.

Quantity: The number of people of a type available for the
project.

HD: Hours a day.

For example, for a time span of 40 days for delivery of the
product it has a total of:

TotalHM = 40*22 =880Hours/man (22)

The total work of the development team for Use Case 1 is
reflected in the following Table 9:

TABLE IX.  DISTRIBUTION IN PROJECT STAGES OF REAL PROGRAMMING
PROGRESS

Enter Patient Data
Stage Time per Stage Z
IAnalysis 6 6
Design 9 15
Programming 55 70
[Tests (Functionality) 5 75
[Tests (Errors) 2 77
Tests (Efficiency based in|

> 4 81
lexec time)
IBenchmarking (PC’s 8 89
Resources)
[Tests (Database) 6 95
Tests (Overload and
Tuning) 12 107
[Tests (Running) 1 108

TABLE VII.  DISTRIBUTION IN PROJECT STAGES OF USE CASE POINTS
Enter Patient Data
Stage Percentage H/IM
IAnalysis 10 7.98
Design 15 11.97
Programming 40 31.92
[Tests (Functionality) 5 3.99
[Tests (Errors) 5 3.99
Tests (Efficiency based in|
exec time) 5 3.99
IBenchmarking (PC’s 5 3.99
Resources)
Tests (Database) 5 3.99
Tests (Overload and
Tuning) 5 3.99
[Tests (Running) 5 3.99
[Total 100 79.8

I. Existing Conditions of Labour Resources and Delivery

Time

The workforce of the group under study in this paper
consists of one project leader, one quality expert, two
programmers analysts, one GUI designer and two senior
programmers. Clearly each module, section or segment of the
software has its own characteristics and the team to develop
them may vary over time. However organizational behavior
can be modeled linearly under the requirements of effort given
by the Rev-UCP method. The following Table 8 shows the
time available for the project for each position:

TABLE VIIl. WORK TEAM

. L Years of Hours/
Code Quantity Description Experience  |Day
PL1 1 Project Leader 15 2
QE1 1 Quality Expert 12 1
PAL 2 Programmer Analysts |3 4
GD1 1 GUI Designer 8 3
SP1 2 Senior Programmer 10 4

Using the following formula the study can obtain the total
hours/man available for the project:

Clearly, if the team requires more time than stipulated by
the Rev-UCP method may impact on the real costs of software
and should optimize this feature through a linear regression for
a series of standardized points on a plot where the horizontal
axis are values estimated by the Rev-UCP method and the
vertical axis are the actual values provided by the development
team.

EstimatedHM / RealHM

120,00

100,00

80,00 +

60,00

Real HM

40,00

20,00

*

0,00 10,00 20,00 30,00 40,00 50,00 0,00 70,00 80,00 90,00
Estimated HM

Fig. 2. Estimated HM Vs. Real HM in scattered form.

Because the data are scattered as shown in Fig. 2, must do a
linear quadratic regression approach explained in the
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theoretical basis for finding the best line that fits the data. If
properly apply linear regression equations, then yields the
following result:

Frea (X) =1.474x—-9.472 (23)
And the plot is shown in Fig. 3:

EstimatedHM / RealHM

120,00
100,00

80,00 /
60,00 /‘/’/‘

40,00

Real HM

20,00
L4

4
0,00

0,00 1000 2000 3000 4000 50,00 60,00 70,00 8000 9000
Estimated HM

Fig. 3. Estimated HM Vs. Real HM With linear approximation.

J. Conditions of Evaluation and Acceptance by the
Customer/User

While it is true that the calculation of the estimated effort
through the Rev-UCP method is a fairly accurate
approximation, the study finds that user or client preferences
differ somewhat from those estimates, even may differ medium
or largely from real effort applied to the development of the
module to be evaluated. In the case study of this research, the
study find this feature because it is obvious that is very difficult
to model accurately and precisely the behavior, tastes and
human preferences.

In this section, Fogg says that can be used to design
technological channels influence the behavior of a user over
the use of software, however, people do not understand what
factors lead to change behavior and that’s why some persuasive
design fails [27].

In order to rate the acceptance and validation of client/user,
the study used a table that automatically weighs each stage of
the process, one by one, and thus can establish a linear
relationship to the effort estimated by the Rev-UCP method.

As was discussed above in the introduction, to this applies
an alpha test type by the customer in development site. The
user naturally observing and recording errors and problems of
use. This test was conducted in a controlled environment, as
summarized in Table 10.
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TABLE X. SURVEY THAT THE USER MUST FILL OUT WHEN TO ALPHA
TEST
Value
Description Given By
User
Is the prototype performing the agreed and expected functions 85

correctly?
Is the prototype achieving specific goals? 93
Does the prototype has the appropriate set of functions for

e 95
specified tasks?
Does the system showing actual transaction? 98
Does the user can interrupt an operation without affecting the

normal operation of the prototype? &
In case an error occurs, the prototype is still functioning 85
normally?

Is the prototype able to return to a stable state after an error 65
occurred?

Do users perform their tasks properly in the shortest possible 90
time?

Is it appropriate the size of the text? 80
Does the physical space used is appropriate? 85
The amount of information is well distributed? 95
Does the application enables the user to feel comfortable? 100
Is there default values? 88
Do the actions can be performed simply in a few steps? 92
Is there clarity of the elements of the interface? 78
Are the messages properly notifies the action that the user is 66

going to carry out?
Are the controls properly selected for each function? 79
Is it easy to recognize quickly and clearly what actions the user
can perform on an interface?

Are there elements that show the progress of a transaction? 93

Are the controls interfaces, provide help or information from

. 87
its use?

Do the data is displayed complete and easily? 100
Can You easily perform actions on the data? 100
Can you search and access data quickly? 99
Is it editable the content entered by the user? 78
Is the correction of errors in input data allowed? 86
Do actions can be canceled without detrimental effects to 86

normal operation?

Is the prototype can be adapted to the needs of different users? |88

Does the design is consistent across all screens of the
prototype?

Are the controls of the same type maintain the same behavior? |99

Are the controls always kept in the same position of the

. 100
interface?

There are mechanisms for validating input data provided? 94
There are mechanisms that facilitate the user to input data 95
provided?

Do error messages represent clearly and concisely the error 85

occurred?

Do error messages suggest a solution to the problem occurred? | 68

Do help messages are clear and concise? 79

Do background colors used in the elements of the user
interfaces are always the same?

Can foreground elements (either text or images) easily
distinguished background?

Are there non-aligned or disorderly elements? 86

Are the sections where the interface is divided, remain uniform
throughout the application (prototype)?

Avre the actions and tasks designed to perform as fast and

intuitive as possible?

The value given by the user corresponds to the following
classification, as demonstrated in Table 11:
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TABLE XV. RATEUSEREVAL VS. ESTIMATED HM

TABLE XI.  WEIGHTING GIVEN BY THE USER
. Real 5 LB PRI E Rate from real
. Poorly Mildly n . %
Not fulfilled Fulfilled Fulfilled Fulfilled Totally Fulfilled Analysis 6 91,48% 5,49
Design 9 87,00% 7,83
to 20 21t0 40 41 to 60 61 to 80 81 to 100 Programming 55 88,71% 48,79
Tests
Each question has a direct impact based on percentage on (Functionality) S 87,98% 440
some stages of development. Tables 12 and 13 below are Tests (Errors) 2 81,73% 1,63
shown an example of how the weighting is calculated, the Tests (Efficiency |, 87 52% 350
study must add that these tables are entirely empirical and ~ [2ased in exec time) : :
developed based on field experience of authors. Ee i aking 85,30% 6,82
(PC’s Resources)
Tests (Database) |6 92,64% 5,56
TABLE XII. WEIGHTING GIVEN BY THE USER PART 1 Tes_ts (Overload & 12 88.31% 10,60
[Tuning)
Question U\S/:rlue T 2 Analysis | Design Programming Tests (Running) |1 84,54% 085
And then the study proceedees to represent these values, by
85 17 34 way of summation in a graph whose horizontal axis (X axis) is
93 9.3 37,2 the values obtained through the use of Rev-UCP method, as is
95 95 95 19 shown in Fig. 4:
98 9,8 19,6 9,8
TABLE XIIl. WEIGHTING GIVEN BY THE USER PART 2 o ESHm Sted H P el
. . - PC : ) 100,00
Functionality [Errors [Efficiency TS Database [Tuning Running B * e
80,00 £'3
25.5 8.5 E .’
27.9 18,6 &
38 9,5 9,5 40,00
29.4 0.8 9,8 9,8

Once the survey is completed weight / total value of each
stage of the process is calculated using the following formula:

ValueStagg = D W,
j

(24)

Thus, the forty questions involved in the survey have their

weightings in each stage of the process until the following total
weight, as summarized in Table 14:

TABLE XIV. TOTAL WEIGHTING FOR STAGE OF THE PROCESS

Values Expected Rate
Obtained Values
Analysis 301,9 330 91,48%
Design 617,7 710 87,00%
Programming 425,8 480 88,71%
Functionality 448,7 510 87,98%
Errors 245,2 300 81,73%
Efficiency 236,3 270 87,52%
PC Resources 341,2 400 85,30%
Database 305,7 330 92,64%
Tuning 282,6 320 88,31%
Running 295,9 350 84,54%

Once the relationship between Obtained

Values and

Expected, proceed to establish a new relationship, now,

between user perception and the real effort used for the
development team in programming the module, using the
following Table 15:

20,00
*
*

0,00 T T
40,00 50,00

Estimated HM

T
60,00

T T T T
0,00 10,00 20,00 30,00 70,00 80,00 90,00

Fig. 4. Estimated HM Vs. User Perception.

And this data optimization depicted in a scattered way is
also given by a linear regression based on the method of least
squares, and whose equation is:

F.. (X) =1.301x—8.174 (25)
And the plot is shown in Fig. 5:
Estimated HM / User Eval
120,00
100,00
/
80,00
E /
- 60,00
3
40,00
20,00
/
0,00 T T T T T T T T 1
0,00 10,00 20,00 30,00 40,00 50,00 60,00 70,00 80,00 90,00
Estimated HM
Fig. 5. Estimated HM Vs. User Perception.
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K. Prediction of Required Programming Effort using a Linear
Mathematical Model

The average linear equation (excluding errors) is as

follows:
Faverage(x) = (1474;1301) X+ (_94722—8174) (26

However, the study must now consider the error produced
by the semidifference:

Foverages () = (1.3875 +0.0865) x + (-8.823+0.649) (27)

)

To graph the lines of maximum and minimum slope need to
calculate the centroid using equation (20), Fig. 6 shows it.

Cent = (7.5069,1.5925) (28)

Maximunand Minimun Slope

120,00

100,00

80,00

60,00 —

40,00

20,00

0,00 10,00 20,00 30,00 40,00 50,00 60,00 70,00 80,00 90,00
Estimated HM Effort

Fig. 6. Maximun and minimun slope.

IV. DIscuUsSION OF RESULTS, CONCLUSIONS AND
RECOMMENDATIONS

With the results obtained in this study, produced a model of
linear approximation to determine the effort required in large-
scale software programming, this was done thanks to the
modularization and segmentation of all software and as they
develop the different modules it can be applied and, in fact,
adjusting the linear model very accurately.

The main reasons for the development of this model is to
consider the validation and acceptance of the software by the
user without impacting significantly on the costs of
programming. As is known that, excessive application of
hours/man in an activity directly affects the final cost of the
software obtaining virtually the same result, thereby decreasing
the efficiency of the development team.

While it is extremely difficult to model the tastes and
preferences of a user regarding a software, the linear
approximation even dependent requirements, fits quite well
with the objectives of this study.

However it should be noted that in the development of
software, especially large scale, both teams programming and
users can vary greatly throughout the life of the project, which
implies that adjustments must be made provided when
necessary or at least the start of the programming of each
module.
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A way to future studies might include further aspects such
as organizational behavior, psychology client/user and design
persuasive way to minimize errors in the calculation of the
linear model.

The software studied in this study is still in development
stage approximately 70% complete. Below is Table 16 with the
percentages of global acceptance by the user of some modules
and estimated by the proposed model calculation:

TABLE XVI. RESULTS OF APLLIED MODEL IN SOME MODULES

By Daily performance

Clinical el Billing

Analysis P
Analysis 92,00% 89,00% 97,00%
Design 93,00% 98,00% 94,00%
Programming 89,00% 98,00% 96,00%
[Tests (Functionality) [95,00% 99,00% 95,00%
[Tests (Errors) 94,00% 96,00% 89,00%
rests (Bfficiency —lag 0000 197,009 89,00%
based in exec time)
Benchmarking (PC’s log 5000 lg5 0005 90,00%
Resources)
[Tests (Database) 97,00% 98,00% 93,00%
Esntisn(go)"er'oad & l9200%  193,00% 92,00%
[Tests (Running) 95,00% 89,00% 95,00%

As its clear that the results are quite satisfactory
considering that it is taking into account the same user that was
used to calculate the model.

It is also necessary to analyze this result from the pragmatic
point of view because for non-productive modules prototypes
were used, however, they were basis for developing the final
module required by the client.

ACKNOWLEDGEMENTS

My deepest acknowledgements to the University of Shaqra
for the support received during the preparation of this study,
and that made possible its successful completion. Thank you
for promoting this study, which is part of my growth as a
professional and that in turn, such research will contribute to
the overall knowledge of software engineering.

REFERENCES

[1] J. Scholtz, B. Shneiderman, Introduction to Special Issue on Usability
Engineering, Boston, United States: Kluwer Academic Publishers,
1999.

[2] J. Cabrera and E. Contreras, Usabilidad: Factor importante para hacer
atractivos y comprensibles los sitios Web. Caso de estudio: Sitio de la
UTM, Oaxaca, Mexico: Universidad TecnolA3gica de la Mixteca, 2009.

[3] R. Harper, T. Rodden, Y. Rogers, A. Sellen, Being Human: Human-
Computer Interaction in the year 2020, Cambridge, England: Microsoft
Research Ltd, 2008.

[4] K. Pohl, Requirements Engineering, Berlin, Germany: Springer-Verlag
Heidelberg, 2010.

[5] G. Espinoza, Metodo de validacion de requisitos funcionales de software
a partir de prototipos de interfaces de usuario basados en patrones RIA,
Barquisimeto, Venezuela: Universidad Centro-Occidental Lisandro
Alvarado, 2012.

[6] G. Jay, J. Hale, R. Smith, D. Hale, N. Kraft, C. Ward , Cyclomatic
Complexity and Lines of Code: Empirical Evidence of a Stable Linear
Relationship,  Tuscaloosa, United States: Software Engineering &
Applications, 2009.

99|Page

www.ijacsa.thesai.org



Yl
[8]

[9]

[10]
[11]
[12]
[13]
[14]

[15]

[16]

[17]

[18]

(IJACSA) International Journal of Advanced Computer Science and Applications,

J. Bentley, Software Testing Fundamentals-Concepts, Roles, and
Terminology, Charlotte, United States: Wachovia Bank, 2005.

M. Cristia, Introduccion al Testing de Software, Rosario, Argentina:
Universidad Nacional de Rosario, 2009.

C. Jones, Software defect origins and removal methods,
Awustralia: Namcook Analytics LLC, 2012.

M. Glasser, Open Verification Methodology Cookbook, Wilsonville,
United States: Mentor Graphics Corporation, 2009.

R Wirfs-Brock, The Art of Writing Use Cases, Wirfs-Brock Associates,
2001.

I. Marsic, Software Engineering, lem plus 0.5em minus 0.4em New
Brunswick, New Jersey: Rutgers University, 2012.

C. Jones, Software Engineering Best Practices,
Hill, 2010.

Capers Jones, Software Quality Metrics:Three Harmful Metrics and
Two Helpful Metrics, Australia: Namcook Analytics LLC, 2012.

M. Manzoor K. and A. Wahid, Revised Use Case Point (Re-UCP)
Model for Software Effort Estimation, Hyderabad, India: International
Journal of Advanced Computer Science and Applications, 2015.

M. Manzoor K. and A. Wahid, Impact of Modification Made in Re-UCP
on Software Effort Estimation, Hyderabad, India: International Journal
of Advanced Computer Science and Applications, 2015.

Sholig, A.P. Widodo, T. Sutanto and A.P. Subriadi, A Model to
determine cost estimation for software development projects of small
and medium scales using Case Points, Surabaya, Indonesia: Journal of
Theoretical and Applied Information Technology, 2016.

M. Ochodek, J. Nawrocki, and K. Kwarciak, Simplifying effort
estimation based on Use Case Points. Information and Software
Technology, Poznan, Poland: Poznan University of Technology, 2010.

Sydney,

Australia: Mc Graw

[19]
[20]
[21]
[22]
(23]

[24]

[25]
[26]
[27]

(28]

[29]

(30]

Vol. 8, No. 11, 2017

O. Burke, Statistical Methods - Linear Models, Oxford, England:
University of Oxford, 2013.

A. Arnholt, Least Squares Regression, North Carolina, United States:
Appalachian State University, 2008.

S. van der Geer, Least Squares Estimation, Chichester, England:
Encyclopedia of Statistics in Behavioral Science, 2005.

M. Schmidt, Least Squares Optimization with L1-Norm Regularization,
Vancouver, Canada: University of British Columbia, 2005.

H. Abdi, The Method of Least Squares, Dallas, United States:
Encyclopedia of Measurement and Statistics, 2007.

S. Chartier and A. Faulkner, General Linear Models: An Integrated
Approach to Statistics Ottawa, Canada: Tutorial in Quantitative
Methods for Psychology, University of Ottawa, 2008.

C. Lehmann, Analytic Geometry, New York, United States: John Wiley
and Sons, 2005.

G. Molina and M. Rodrigo, Estadistica Descriptiva en Psicologia,
Valencia, Spain: University of Valencia, 2010.

B.J. Fogg, A Behavior Model for Persuasive Design, Palo Alto, United
States: Stanford University, 2009.

T. Kusumari, K. Surendro, I. Supriana, Human Behavior Conceptual
Model in Collaborative Software Development Product Quality,
Bandung, Indonesia: ICACSIS, 2013.

B. Schmidt, Human Factors in Complex Systems The Modelling of
Human Behaviour, Riga, Latvia: ECMS, 2005.

C. Ghezzi, M. Pezze, M. Sama and G. Tamburrelli, Mining Behavior
Models from User-Intensive Web Applications, Hyderabad, India: ICSE
2014,2014.

100|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 8, No. 11, 2017

Repository of Static and Dynamic Signs

Shazia Saqib*
'Department of Computer Science, GC University,
Lahore Pakistan,
works at Lahore Garrison University, Pakistan

Abstract—Gesture-based communication is on the rise in
Human Computer Interaction. Advancement in the form of
smart phones has made it possible to introduce a new kind of
communication. Gesture-based interfaces are increasingly
getting popular to communicate at public places. These
interfaces are another effective communication medium for
deaf and dumb. Gestures help conveying inner thoughts of
these physically disabled people to others thus eliminating the
need of a gesture translator. These gestures are stored in data
sets so we need to work on developing an efficient dataset. Many
datasets have been developed for languages like American sign
language; however, for other sign languages, like Pakistani Sign
Language (PSL), there has not been done much work. This paper
presents technique for storing datasets for static and dynamic
signs for any sign language other than British Sign Language or
American Sign Language. For American and British Sign
Languages many datasets are available publicly. However, other
regional languages lack public availability of data sets. Pakistan
Sign Language has been taken as a case study more than 5000
gestures have been collected and they will be made part of a
public database as a part of this research. The research is first
initiative towards building Universal Sign Language as every
region has a different Sign Language. The second focus of the
research is to explore methodologies where a signer
communicates without any constraint like Data gloves or a
particular background. Thirdly, the paper proposes use of
spelling based gestures for easier communication. So the dataset
design suggested is not affected by constraints of any kind.

Keywords—Data gloves; feature extraction; human computer
interaction; image segmentation; object recognition

I.  INTRODUCTION

According to the reports by World Health Organization
around 360 million people around the world are deaf. Noise
pollution might affect a huge number of young people who are
in 12-35 year age range. The sufferers use hearing aids and
sign language; and other forms of educational and social
support. This number surpasses 1.25 million deaf children in
Pakistan, yet very few attend school.

Whenever there is a community of humans, a sign
language gets evolved. Many deaf mostly learn sign language
from their parents. Usually 90% of the parents of deaf are
normal hearing parents. These are the children who get formal
sign language education. 6,909 spoken and 138 sign language
are known so far [1], [2].

Among them American Sign Language (ASL) and British
Sign Language (BSL) are based on English language [3], [4]
[5] whereas, German Sign Language (GSL) [6], Argentinian
Sign Language (ArSL) [7], Indian Sign Language (ISL) [8],

Syed Asad Raza Kazmi®

Department of Computer Science, GC University,
Lahore Pakistan

Persian sign language [9], Arabian Sign Language [10] and
Chinese Sign Language (CSL) [11] are also among the well-
known sign languages. However very little work has been
done on PSL (Pakistan Sign Language) [12], [13].

Several surveys have been done to address the topics
related to datasets. These surveys have covered vision based
human-activity recognition to detect abnormality in video
streaming, full body activity recognition, action recognition
pose estimation and tracking, hand gestures for human
computer interaction and the sign language itself etc.
Databases for gesture recognition require natural gesture set,
size of set and recording of data set with multiple sensors.

However, most algorithms are dependent either on typical
background, or use of sensors or wearing of special kind of
gloves or dresses. Sometimes use of Kinect and sometimes
some special type of camera is used to capture input. The
proposed dataset uses ordinary cameras of mobile or laptop, to
capture input. The videos and images in dataset also come
from ordinary cameras. This results in tradeoff between
efficiency of the system whereas at the same time giving
flexibility to the system.

First of all, we start with evolution of sign language, then
we discuss the guidelines for a good data set. Materials and
methods sections provides details how the static and dynamic
signs will be stored. Results section discusses how the data set
can facilitate on research on static and dynamic signs.

Il. EVOLUTION OF SIGN LANGUAGE

Whenever there is a community of humans, a sign
language gets evolved. There are very few deaf in any society.
Their source of learning sign language is their parents. Usually
90% of the parents of deaf are normal hearing parents.

Sign language is just like natural languages, they meet all
social and mental functions of spoken languages. However
their medium of communication differs entirely from vocal
auditory spoken languages.

Here we take Pakistan Sign Language (PSL) as a case
study for this paper. The same approach can be applied to sign
languages other than English Language based sign languages.

We find traces of PSL initiated by Syed Iftikhar Ali [13].
The dictionary of PSL created by him contained 750 signs.
This was first step in this direction. 2" contribution was by
“Anjuman-e-Behbood-e-Samat-e-Atfal” (ABSA) for the
development of PSL. This group worked on standardization of
PSL. A special authority named “National Institute of Special
Education” (NISE) runs special education centers. An NGO
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named “Pakistan Association of the Deaf” (PAD) has realized
the need of a standardized sign language. Their effort resulted
in a book and a learning tool on Grammar for PSL.

First ICT assisted learning tool was funded by USA. It was
started in 2002 by Sabahat. They have provided lessons for
learning and a CD containing practice for the sign language.
This project targeted to improve learning of PSL among deaf.
Along with development of sign language, people have also
provided their effort for learning. A very recent advancement
is the development of categorical PSL learning resource. The
researchers at PSL Deaf Reach Program have designed 5000
videos, a mobile app and a book containing 1000 PSL signs.
Boltay Haath is another project related to PSL. However this
project is dependent on use of data gloves, it uses statistical
template matching. The accuracy of the system is from 70 —
80%. Sumaira has proposed another system using data gloves
but this time the use of colored ones is proposed by Sumaira et
al. She uses fuzzy classifiers to identify gestures [14], [15].

Ahmed et al has developed PSLIM. PSLIM takes voice
input and convert it into sign/gesture of PSL. They have built
several interfaces. Their product accuracy is almost 78%.
They have added to the PSL vocabulary. They have also
improved speech recognizer along with Translator component.
[14].

Asif Ali suggested a system which uses Haar’s Algorithm
and takes input in both forms text and image of sign and
convert it into other form without using any special camera.
Khan et al has introduced techniques for deaf to teach them
programming and Farooq et al. has introduced DWT based
technique using ordinary RGB camera with an accuracy of
about 86%. Their system can process the changes in hand pose
also but only for static and single hand gestures. Sami et al [9]
has proposed another technique using computer vision. They
have used cross correlation with an accuracy of 75% [14].

I1l. GUIDELINES

Before creating a dataset we must keep few guidelines in
our mind. Usually our end user is either a researcher who uses
data set to test his/her algorithms, or a developer who uses this
data to produce solution and to test it before using it in an
actual real life situation. The dataset creation involves
selection of tasks, requirements by the algorithm, types of
gestures to be covered and the classes in the data set if any
[16].

Creating a dataset is also a complex task which involves
many hours of work. The researcher creating a dataset should
always keep in mind the possibility of releasing the dataset
publicly at the end of his work. It should provide all possible
support for image analysis and segmentation. Indeed the time
spent to record a dataset may quickly become very long and
the dataset could be valuable to other researchers [20]. Fig. 1
shows us images of basic alphabets from Pakistan Sign
Language. Fig. 2 shows signs of numerics from 0-9.
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Fig. 1. The complete PSL alphabets.

The data set should have Careful design covering all the
desired characteristics and recording conditions. The data set
is build using an appropriate framework. Acquisition of data is
quite time consuming. We should acquire data with highest
possible quality. Next step is to verify the data using well
known algorithms. Once tested for public use it can be
released in lower quality. Lastly a good documentation and
description of the dataset is important for a public release of
the dataset elaborating the data acquisition in detail [17]-[19].

@Sy ¥
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Fig. 2. The complete PSL numeric.

IVV. MATERIALS AND METHODS

Urdu has been written in Urdu font as well as Roman
Urdu. Initially British introduced the concept of Roman Urdu
but now it is commonly used for text-messaging and Internet
services. A person from Islamabad chats with another in Delhi
on the Internet only in Roman Urdd. They both speak the
same language but with different scripts. In addition to this
Oversees Pakistanis, mostly their kids also use Roman Urdu
[17]. The following Table 1 tells us about some Urdu
language alphabets and their Roman Urdu substitutes.
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TABLE I. SOME ALPHABETS OF URDU LANGUAGE
Letter Name of Letter Name of letter
letter
1. alif 2. ré
3. <« té 4. 3 zhé
5 & 1é 6 o | sin
7. & sé 8. U | shin
9. ¢ jim 10. o= | su'ad
11. 3 zal 12. < | fé

Table 2 lists few Urdu language words, their English and
Transliteration of the Urdu language words.

TABLE Il.  URDU LANGUAGE WORDS WITH ENGLISH TRANSLATION
English Urdu Transliteration
Hello oSale a3l assalamu ‘alaikum
Good Bye Lils 1aa khuda hafiz
yes oL ha"
no L na

This research work has been inspired by the work of Deaf
Reach Program in Pakistan [22]. There are two ways to use
dynamic gestures in all sign languages.

1) Word based dynamic gestures(existing)
2) Spelling based dynamic gestures (Proposed)

All over the world, the dynamic gestures are word based
i.e. every word has its own gesture. These gestures may use
one or two hand. It means a language that has very rich
vocabulary, will require more effort to learn its sign language.
Fig. 3 shows word based gesture for Joota (shoes).

Alphabets make meaningful words and sentences [21]. The
proposed spelling based gestures are more closer to computer
based processing. They may also use one hand or two hand
gestures, but here they are using one hand gestures only.
Although communication through these gestures will be slow,
but these dynamic words are easy to learn as they are using
existing static gestures. Fig. 4 and 5 show spelling based
dynamic gesture for Joota (shoes) and Khatt (letter)
respectively.

This paper presents slightly different technique for storing
the videos for continuous signs in PSL. The data set has been
stored in MS SQL. For this initially a data repository has been
used. The structure of the repository is as shown in Table 3:

TABLE III. REPOSITORY STRUCTURE

Roman Urdu English Urdu script Link

Vol. 8, No. 11, 2017

In Fig. 3, few entries have been added to show how videos
and images are stored in the repository. Urdu words are
selected from different categories. & (cat) is stored as

BILLI.
| OectEioe omorsones.s-topsi - [
Comnect* § '§ G+ omanudy  engishword  uduserist  fink

3 B DESKTOP-BE0IHS (S0 enver | ahaya ahaya Ll Furdu work\urc data sefboots\abeya.wmy

{1 Databases joota boots dar
& 17 System Ditabeses dastanay gloves iy
W e ruma| handkerchief Loy,

i model
§ nite chugha robe by

g tempdd otz shoe i

Database Snapshots ghar watch b
§ DWCorfiguraton

Fhurdu worklurdu data sef\boots\ boots wmy
Furdu worklurc data set\boats\gloves.my
Furdu worklurd data set boots\handkerchief wmy
Furdu worklurdu data sef\boots\robe.wmy

Furdu workurd deta seftboots\shoe.my

Furdu worklurcy data sef\boots\watchwmy

Alf Alf all Furdu worklurdu data set\boots)alfjog

9 DWDiagnostcs
9 DWQueue %y @y d Furduworklurdu data seftbootslseypg
9 ReportSerer n N L oL NULL
9 ReportSemeTempDB
7 g sdteset

Database Diagrams

21 Tables

System Tables
FleTables
Ertemal Tables
) doo.peldataset
B dooatdydataset

4 Views

Fig. 3. A view of repository.

Fig. 4. Word based gestures for word shoe (joota).

U (dog) is stored as KUTTA. However there is still clash
of few words e.g. »/ (Mango) s ( Ordinary) both have been
spelled as aam. As a starting point, Urdu words have been
selected from Categories mentioned below:

e Common adverbs and adjectives, public places,
electronic appliances, Buildings, educational institutes,
offices, clothes, computer grammar edible items,
families and their norms, law and order, Agriculture,
professions Sports, etc.
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Urdu is then coded in Roman Urdu. While converting
these words in roman Urdu, all the rules for pronouncing the
Urdu words are followed. A few resources like
Urduworld.com provide facility to carry on English to Urdu,
Urdu script to English and from Roman Urdu to English
translation [2].

When we will switch to any other sign language like
Chinese Sign Language, we will use Roman Chinese in place
of the attribute Roman Urdu. Urdu Script attribute will be
replaced with Chinese Script attribute in the repository.

V. RESULTS AND DISCUSSION

Alphabets are stored in the form of pictures. Words are
stored in the form of videos which are converted to images
using any appropriate tool whether it is an online tool or a
program segment written in MATLAB or any other visual
language.

To present words using spelling based gestures, videos
have been recorded using ordinary mobile or laptop camera.
For alphabets images have been captured. Only one hand
gestures have been used.

Fig. 5 shows selected frames from the video of spelling
based gesture of the word “shoe” while Fig. 6 shows selected
frames from video of the word “letter” in Pakistan Sign
Language. Simplicity of this technique is that no special
gloves, clothes, or any other electronic gadgetry is required.
This makes system even more flexible.

W i
¥ i r
o ir & ¥
e W

Fig. 5. Spelling based gestures for the word shoe (Joota).
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4

4 44
444
R
ddd

£y
!

Fig. 6. Frames from video of Urdu word letter (Khatt).

VI. CONCLUSION

This paper proposes a simple method to store static and
dynamic gestures. Many groups are working on PSL static and
dynamic gestures. Words have been chosen for all walks of
life. Emphasis is to create a touch free interface. Future work
may include making this dataset publically available. Some
datasets are available but they have not been following any
algorithm so they cannot be used in interaction with computer
based systems very efficiently.

Few guidelines have also been provided about the main
facts researchers should keep in mind when selecting or
creating datasets for research. Future work includes design of
a Universal Sign Language and replacement of word based
gestures with spelling based gestures.
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Lightweight Internet Traffic Classification based on
Packet Level Hidden Markov Models
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Engineering and Technology Lahore, Pakistan

Abstract—During the last decade, Internet traffic
classification finds its importance not only to safeguard the
integrity and security of network resources, but also to ensure
the quality of service for business critical applications by
optimizing existing network resources. But optimization at first
place requires correct identification of different traffic flows.
In this paper, we have suggested a framework based on
Hidden Markov Model, which will use Internet Packet
intrinsic statistical characteristics for traffic classification. The
packet inspection based on statistical analysis of its different
characteristics has helped to reduce overall computational
complexity. Generally, the major challenges associated with any
internet traffic classifier are: 1) the limitation to accurately
identify encrypted traffic when classification is performed using
traditional port based techniques; 2) overall computational
complexity, and 3) to achieve high accuracy in traffic
identification. Our methodology takes advantage of internet
packet statistical characteristics in terms of its size and their
inter arrival time in order to model different traffic flows. For
experimental results, the data set of mostly used internet
applications was used. The proposed HMM models best fit the
observed traffic with high accuracy. Achieved traffic identification
accuracy was 919% for packet size classifier whereas it was 82%
for inter packet time based classifier.

Keywords—Hidden Markov model; traffic classification; net-
work security; deep packet inspection; internet traffic modeling;
Internet of Things

I.  INTRODUCTION

Rapid developments in multimedia and broadband
applications have made traffic classification a difficult
subject, but over the years it has drawn significant
importance [1]-[5] among researchers. Use of non-
standard ports, user privacy and huge traffic load on the
network is creating major bottlenecks to some of the
developed techniques. Traditional port based classification
techniques are not reliable and cannot identify encrypted
traffic. Statistical analysis based deep packet inspection
approaches have proven to be more robust and efficient to
handle encrypted traffic, which have made it a fertile
research area.

Network traffic classification is fundamental to number
of network activities, including its management, security,
planning and quality of service provisioning [6]. The
prerequisite for Internet traffic classification is packet
inspection. However, strict privacy policies and heavy
network load coupled with high processing and

Dr. Muhammad Kamran

Department of Electrical Engineering University of
Engineering and Technology Lahore, Pakistan

infrastructure requirements for deep packet inspection
engines have made it difficult to implement. Statistical
analysis based packet inspection approaches have been
very effective for encryption and protocol obfuscation. But
still real time traffic classification and complexity of
existing solutions is a big challenge. The debate for
optimal technique for traffic classification is still open
and with the emergence of new multimedia broadband
applications, like Peer to Peer, Internet Protocol based
Television and online Games, it has become very difficult
for traditional classifiers to identify different traffic flows
[7], [8]. The researchers have responded to this difficulty by
working out different methods of internet traffic
classification based on application level usage patterns and
customer behavior. The authors [9], [10] have modeled
internet traffic by using a stochastic process in which
internet traffic has a self-similar character in nature. The
overall behavior for this model was observed for different
traffic flows in various network architectures.

Il. RELATED WORK

In port based identification techniques, each application
is having a unique port number at the server side, and
various applications are detected by doing analysis of TCP
and UDP [27] traffic. But before applying any traffic
engineering rules, the captured port numbers are compared
against their default ports [28] in order to validate correct
port identification. But the rapid advancements in various
applications, some authors have assigned port numbers
other than their default port numbers. Bit-torrent [29] is
one of such applications which use different port numbers.
Due to such cases, the port based detection could not
identify 30% of Internet traffic [30]-[32]. Table 1 below
shows some examples of different ports assigned to different

application by Internet Address Assignment Network
Authority.
TABLE I. IANA ASSIGNED PORTS TO VARIOUS APPLICATIONS
Assigned Port | Application
20 FTP Data
21 FTP Control
22 SSH
23 Telnet
53 DNS
80 HTTP
110 POP3
123 NTP
161 SNMP
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Nguyen and Armitage [11], covers the detailed and
comprehensive work about traffic classification up to
2008. But due to the failure of two main packet
classification techniques: 1) mapping of transport layer
source and destination ports; and 2) payload signature
based recognition, the researchers have focused their work
on traffic classification using statistical and Machine
Learning techniques. Nguyen, Thuy TT and Grenville
Armitage [11] used machine-learning technique to analyze
interactive IP traffic. W. Li and A. W. Moore [12] have
suggested machine learning approach based on Naive
Bayes and C4.5 decision tree algorithms, which accurately
classify internet traffic by collecting different features at
the start of internet traffic flows. There are number of
packet scanning applications which are implemented across
different networks, and they are capable of doing packet
inspection, like SNORT [24], [25] and Linux L-7 (Layer-7)
filter. One very important key area is Network security,
where the intrusion takes place to take owver system
resources and causing denial of service for end users. To
mitigate such attacks, authors [26] have suggested passing
over the entire traffic through a firewall where all rules have
been defined. The implementations [14], [15] works on
statistical properties of different flows, i.e. IPT (Inter
packet time) and PS (Packet size). Similarly, HMM
implementation [16] covers the comparative analysis of
different HMMs with other techniques of traffic
classification. The researchers also applied other statistical
methods [17], [18] to address the problem of traffic
classification in IP networks.

I1l. HIDDEN MARKOV MODEL

These are stateful statistical models which are based
on statistical principles of Markov Chain, which is a
stochastic process where one state depends on the other
state and are linked with each other through state
transition probabilities. HMM can be represented at a high
level by following variables:

1) The hidden variables with their temporal evolution
follow a Markov chain, i.e. xn =s1,s2...,SN represents the
(hidden) state at discrete time n with N representing the
number of states.

2) The observable variables which stochastically de-
pends on the hidden state, i.e. yn = 01,02 ...,0M, it
represents the observable variables at discrete time n with M
being the number of observable variables.

A = (WU, A, B) represents key characteristics of Hidden
Markov Model, Where

1) pis the initial state distribution, i.e. pi = P (Xi = si)

2) Ais N xN transition Matrix, where N is representing
number of states 1,2...,N.

3) B is NxM observable generation Matrix, where M is
the observation matrix and it could be discrete or continuous in
nature. Each observation can be described by different
distributions and all these distributions are log-concave in
nature.

Vol. 8, No. 11, 2017

The probability of being in any specific state while
considering the same Markov Chain A at a certain time t
is as under

P(St :ilst—l = let—Z = k,...,i) = P(St :ilst—l = j,/l) (1)

HMM based estimation model was developed by using
HMM estimation capabilities (learning, modeling, and
prediction) [19], both for PS and IPT separately. The traffic
classification model [9] recognizes the distinct behavior
patterns of various flows. In HMM implementation [13],
first few packets are used to train the model and to classify
each flow at an early stage. The basic HMM structure learns
the characteristics of initial packets of different flows and
afterwards, the statistical properties of the complete
sequence are determined by observing packet size and inter
packet time. Following four mostly used application classes:

1) Live streaming (YouTube)

2) Email services

3) Online game

4) Voice services (Skype) were used to develop the
model.

IV. METHODOLOGY AND APPROACH

In order to Model different traffic flows, we focused
four mostly used applications. These applications were
represented by four different states based on their
statistical properties, i.e. packet size and inter packet time.
These applications were selected based on their usage
and complexity. The classifier block diagram is as under.

The related traffic was generated from dedicated
network machines and it was captured on a server placed
in Network Operation Center. The considered traffic
statistical parameters, i.e. packet size and inter packet mean
and standard deviation was calculated using MATLAB and
is shown in Table 2.

Traffic HMM Flow
, (Ps) Identification
flows Comparison of
Tralhe Fealure Flow
Capturing |~ | Extraction Identification
T Flow Ceuracy
{IPT) — Identification
Fig. 1. Classifier block diagram.
TABLE Il. CONSIDERED TRAFFIC STATISTICS
A IPT (dBR) IPT (dBp) PS (B) PS (B)
PP (mean) (std. dev) (mean) (std. dev)
YouTube 33 5 89 57
Email 31 11 210 343
Skype 32 10 93 159
Game 31 6 134 241
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A. Modeling and Mathematical Framework

HMM is composed of hidden state variables, x[m] =
[s1,52,.,5m], and two dimensional observable variables, x[m]

= (v1[|],v2[|])T, where m is representing the number of
states in HMM and s is representing hidden traffic class as
a state, vi[l] and v2[I] are inter packet time and packet size
respectively. IPT can be calculated by using (2).

IPT
v, [1]=10log(———); @)
lusecs
where, v,[I]=packet size of mth packet
IPT and PS were assumed to be statistically

independent variables. The conditional probability density
functions (pdf’s) for inter packet time and size are given in
(3) and (4).

O _
f® (Vl): (Vl/Wi(t))(gl 5 exp(—(vllvvi“))) (V1>0)
| wT(g,")
. ®)
£0)(v,) = (v, / w6 ()1) eXp(()—(VZIWi(p))) (1250)
| w T (g ")
4)
Where, vi = vq[1], v4[2], - - -, v4[L] is representing IPT
values, and v, = v,[1], V,[2], - - -, Vo[L] is representing PS

values. The Forward variable a and the backward variable
B were computed using Forward-Backward algorithm
[20]. These variables are mentioned in (5) and (6).

aj[l]ziaj[l ~1A,,, FV[ITEPV[]

(5)
ﬂi[l]:ZK:A,j £y +10 £ v, [+ 108,11 +1]
- (6)

The likelihood for Inter packet time and packet size
were computed by using (7), which is given as under

A=P(YIF)=2 allBll

Test traffic was generated from known sources of
YouTube, email, Skype and online game. The overall traffic
in terms of bytes collected is shown in Table 3.

Delay was calculated both for PS and IPT traffic flows
and their group delay for trained and training data is
shown in Fig. 2. It shows that initially there was

Vol. 8, No. 11, 2017

considerable delay (gap) between trained and training data
but after eight iterations both started matching each other.

TABLE Ill. Tor FOUR APPLICATIONS TRAFFIC
Application Amount [MB] % of total traffic No of flows
YouTube 548692 69 8156202

Email 52365 9 125425
Skype 25436 10 256354
Game 125425 9 354875

3

=30

E ‘ \ Group delay

) Mi

Q. .|

C { L

0.8 0.9

03 04 0.5 0.6 0.7
Normalized Frequency (xn rad/sample)

Fig. 2. Training and trained data set group delay.

PS and IPT probability density functions of these four
set of traffic flows (YouTube, email, Skype & game) are
shown in Fig. 3 to 6.

Fig. 3 shows that YouTube average packet size is 90 bytes
and its IPT is 32 bytes. Variance between PS and IPT
validates that they are two independent data sets.

As compared to YouTube traffic Fig. 4 shows that email
average packet size is 200 bytes and its IPT mean is almost
in the same range as that of YouTube traffic, i.e. 32 bytes.
Variance between PS and IPT validates that they are two
independent data sets.

Fig. 5 also validates the same variation between PS and
IPT values for Skype traffic as it was observed for YouTube
and email. Fig. 6 shows the variation for online game
traffic.

— — D5 pdf (youtbs)
—— IPT- pif (youtubs)

T TR T N S T |

. _ 1 1 L

200 500 200
Ps (Bytes). [PT (dBu) Bytes

Fig. 3. PS, IPT Pdf’s of YouTube.

C—
TR |

DS Bytes) PT(dBu- Byes)

Fig. 4. PS, IPT Pdf’s of email.

108 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

L ‘ LT T, R P
[ 0 40 1] 80 100 20 40 (1] 80 0
PE (Brtez), T (dBu- Byies)
Fig. 5. PS, IPT Pdf’s of Skype.
335-[
. 2%'1
§ 35-|
8 o I
|
R
‘50 "4-.:)(} -------- SJ:)G ESG 12‘:‘)0 11‘:‘)0 1400
IS (Bytes), T (dBy-Bytes)
Fig. 6. PS, IPT Pdf’s of online game.
TABLE IV. TRAINING SET STATISTICS
. IPT (dBp) IPT (dBp) (std. PS (B) PS (B) (std.
Application (mean) dev.) (mean) dev.)
YouTube 37 8 107 104
Email 38 9 95 68
Skype 45 9 67 25
Game 49 8 236 415

PS (Bytes) Training Data

Packet Size (Bytes)

Occurance

Fig. 7. PS (packet size) training data.

1IPT (dBp) Bytes

Occurance

Fig. 8. IPT (inter packet time) training data.

For these models, the training data statistics are
shown in Table 4. It comprises of 945 initial packets of
YouTube, email, Skype and online game.

The bar plot of training data of PS and IPT is shown
in Fig. 7 and 8. PS mean value of these applications is
almost double as compared to the mean value of IPT.
Similarly, PS and IPT standard deviation validates the
distinct nature of PS and IPT traffic data.

Vol. 8, No. 11, 2017

V. ESTIMATING FLOW PARAMETERS AND RESULTS

For estimating HMM parameters, Baum-Welch
introduced an iterative algorithm [21], which kept refining
HMM parameters (17, A, B) until it converges to a local
minimum. The Baum-Welch algorithm seeks to optimize
A via an auxiliary function A* = (7, A%, BY), which
satisfies either A = A or P (O/A) < P (O/A). It is also
represented in below equation:

Q(2,2)=2_P(0,q] ) log P(O,q]| A)
(®)

Q(Af, A) will converge to a local optimal solution,
provided that the below condition is fulfilled.

Q(4,4)>Q(4, 1) = P(O]| 1) >P(O| A)
%)

P (O/A) give in (10) yields the results in terms of HMM
parameters.

T M
P(O,q|4) :”quaqt T qt Hbqtk (Ok)
t=1 K=1
(10)

Independent maximization of Baum auxiliary functions
[21] yields a new set of model parameters given in (11), (12),

and (13).
%i _ P(O,q,=1[4)
P(O]4) o
aij _ thl PT(O’ ., =1 qi-: 1A) 12)
thlp(o’qt—l =1 |/I)
_ | P(O,q = j|A)P(O, =
a0 ZsPOA =IO =Y

T .
2...PO.q =il2)
By using a, B, above equations were rewritten as

under in (14) whereas parameters re-estimation in terms of
a and B is as under in (15).

P(O,q, =i|4) =& ()5 (1), P(O/ 2) = Z%(i)ﬂt(i)

(14)

= __ a0A0)
> (s *
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7 _ 203 A0Y, 6(0)
> a0 )

Bik (x) = Zt—latT(i)IBt -(i)bik-(otk)
thlat (I)ﬂt (I)

The above equations represent new sets of estimated
parameters learned with the help of Expectation
Maximization algorithm.

16)

(17)

A. Traffic Flows Estimation

HMM Viterbi was applied to find out the most likely
path for the hidden Markov model as specified by the state
transition matrix (A), and emission matrix (B). Model
parameters were iteratively improved by using Viterbi
Algorithm. PS and IPT states state transition as shown in
Fig. 9 and 10 were used to optimize likelihood of each
state.

35k —IPT States Transition

States

1 L
] 1 4 [ 8 10 12
Qccurance

Fig. 9. States transition (IPT).

.‘ —PS States Transition

Samples

L | L |
0 5 10 15 20 25
Occurance

Fig. 10. States transition (PS).

State 4

State 1 Online game

(Youtube) (snooker)

Fig. 11. State transition diagram (PS).

These figures indicate that YouTube was the mostly
found state both for PS and IPT transitions. It also
matches with actual traffic which was generated from
different traffic sources. After computing YouTube, email,

Vol. 8, No. 11, 2017

Skype and online game, their state transition probabilities
are shown in Fig. 11. It shows that YouTube has 92.2%
probability to stay within the same state, which reflects
that overall traffic is mostly dominated by YouTube, and
there are higher chances that the YouTube state probability
always remains very high as compared to other flows.

The traffic flow identification accuracy results for PS and
IPT are shown in Table 5. The traffic identification
accuracy PS was up to 92%, whereas for IPT, the
achieved accuracy was 87%.

The modeling results of YouTube, email, Skype and
game for PS and IPT are shown in Table 6 and 7. The
results are shown through a confusion matrix. All correct
classification were shown italic in below tables.

TABLE V. PSAND IPT ACHIEVED ACCURACY COMPARISON
No of Packets (training Accuracg> Achieved Accuracy Achieved
data) (PS) (IPT)
5 80% 60%
12 91.67% 75%
946 92% 87%

TABLE VI. CLASSIFICATION RESULTS CONFUSION MATRIX (PS)

Application YouTube Email Skype Game
YouTube 91.93% 6.5% 1.2% 0.37%
Email 5.4% 84.20% 1.54% 8.86%
Skype 3.54% 5.48% 81.25% 9.73%
Game 4.58% 6.54% 9.34% 79.54%

TABLE VII. CLASSIFICATION RESULTS CONFUSION MATRIX (IPT)

Application YouTube Email Skype Game
YouTube 81.00% 9.0% 3.0% 7.0%

Email 8.0% 73.20% 8.00% 10.80%
Skype 9.00% 8.00% 69.00% 14.00%
Game 8.00% 9.00% 11.00% 72.00%

Row 1 in Table 6 shows that for YouTube application
achieved accuracy for PS based modeling was 91.93%,
whereas 6.5% of the YouTube traffic had been classified
as email, 1.2% as Skype, and 0.37% had been classified as
online game. This shows that accuracy of classifier was up
to 91.93% for YouTube, 84.20% for email, 81.25% for
Skype and 79.54% for online game. Similarly, in case of
IPT, the Table 5 shows that accuracy of classifier for
YouTube traffic was 81%, for email 73.2%, for Skype it
was 69% and for online game, it was 72%. For different
flows, we considered traffic in one direction only and that
could be one of the reasons that to a certain extent, the
accuracy was 69% for Skype. Considering traffic in both
directions may improve the accuracy.

VI. CONCLUSION

With rapid advancements in Internet of Things, the
network resources are no more unlimited, and bandwidth
hungry multimedia applications are consuming the major
part of available bandwidth. Traffic classification is key to
network security solution and management architectures
[22], [23]. In this paper, a novel HMM based modeling

110|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

technique has been proposed that can classify internet traffic
based on their statistical properties, i.e. PS and IPT. The
traffic classifications have been done by using minimum
number of statistical parameters, which reduced
computational complexity and overall load on network
systems. The comparative analysis of PS and IPT shows
that achieved classification accuracy for PS based model
was 92% and for IPT it was 81%. The achieved accuracy
suggests that proposed modeling framework can be part of
a multi traffic classifier system. Moreover, PS and IPT
combination could also result in better accuracy and can
be an area of future work on traffic classification.
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Abstract—The main weakness of the k-Nearest Neighbor
algorithm in face recognition is calculating the distance and sort
all training data on each prediction which can be slow if there are
a large number of training instances. This problem can be solved
by utilizing the priority k-d tree search to speed up the process of
k-NN classification. This paper proposes a method for student
attendance systems in the classroom using facial recognition
techniques by combining three levels of Discrete Wavelet
Transforms (DWT) and Principal Component Analysis (PCA) to
extract facial features followed by applying the priority of k-d
tree search to speed up the process of facial classification using k-
Nearest Neighbor. The proposed algorithm is tested on two
datasets that are Honda/UCSD video dataset and our dataset
(AtmafaceDB dataset). This research looks for the best value of k
to get the right facial recognition using k-fold cross-validation.
10-fold cross-validation at level 3 DWT-PCA shows that face
recognition using k-Nearest Neighbor on our dataset is 95.56%
with k = 5, whereas in the Honda / UCSD dataset it is only 82%
with k = 3. The proposed method gives computational recognition
time on our dataset 40 milliseconds.

Keywords—Multiple-face recognition; DWT; PCA; priority k-d
tree; k-Nearest Neighbor

I.  INTRODUCTION

Facial recognition performance is influenced by several
variables, including pose, expression, lighting, and occlusion
(namely, glasses, mustaches, beards, headgear, etc.) [1].

Many educational institutions in Indonesia continue to use
attendance sheets, allowing students to cheat by asking friends
to sign their names. The use of attendance sheets has proven to
be time-consuming, unreliable, inaccurate, and inefficient.
Based on this issue, we propose a combination of face
recognition methods using three levels of Discrete Wavelet
Transforms (DWT) and Principal Component Analysis (PCA)
to extract facial features followed by applying k-d tree to
accelerate the process of facial classification using k-NN. The
k-NN process with Euclidean distance is used to identify
students’ presence through pictures or video of a student’s face.
By using this approach, it is possible that automatically
integrated systems between IP camera and pc or notebooks will

Agus Harjoko, Agfianto Eko Putra

Department of Computer Science and Electronics,
Faculty of Mathematics and Natural Science
Universitas Gadjah Mada
Yogyakarta,

Indonesia

determine whether each student is present or absent and will be
recognized in the group of courses followed.

The contibutions of this paper include: 1) combining three
levels of 2D DWT-PCA for feature extraction; 2) we adapted
approximate nearest neighbors search algorithm using the
priority of k-d tree to find some (k) nearest neighbors from a
certain query point (q) efficiently [2]

The paper is structured as follows: Section 2 consists of
related research discussions, Section 3 consists of the proposed
research method, Section 4 presents the results of research and

analysis, and Section 5 offers some conclusions.

Il. RELATED WORKS

Human facial recognition plays an important role in
biometrics. The eigenvector-based method of facial recognition
was first introduced by [3], and then expanded upon by [4] and
[5]. The eigenvector-based method extracts the low-
dimensional subspace, which tends to simplify the
classification process. Chitaliya and Trivedi [6] developed a
facial recognition model that used wavelet-PCA for feature
extraction, then used Euclidean distance and neural networks
for classification. In this study, Level 1 discrete wavelet
transform (DWT) was used. They were able to attain up to
93.3% accuracy.

In 2012, Rao [7] proposed a facial recognition system using
discrete wavelet transform (DWT) and eigenvectors, showing
an average of 3.25% improvement in recognition performance.

Research on attendance management in the classroom
proposed by [8], using the haar cascade method for face
detection. While the face recognition using eigenface method.
This face recognition approach achieves an accuracy of 85%.

Research on improving facial recognition was proposed by
[9], who used a wavelet-PCA decomposition method with
mahalanobis classification. The results of this study improved
recognition by 95.7%. Recognition results using Euclidean
classification reached 93.8% accuracy, with a computing speed
of 8.501 milliseconds.
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In 2014, Mao [10] conducted research into multiple face
detection, tracking, and recognition in the classroom using a
Honda/UCSD dataset of videos. In the experiment, the student
dataset consisted of 16 and 39 people in the classroom. Fifty-
nine videos were used: 20 for training and 39 for testing. The
study used the Haar cascade facial detection method. For facial
recognition, this study used eigenfaces, LBP+K-mean. The
average precision and recall values in this study were more
than 90%.

The combination of methods for student attendance
systems in the classroom was proposed by [11] using facial
recognition techniques by incorporating Discrete Wavelet
Transforms (DWT) and Discrete Cosine Transform (DCT) to
extract the facial features of students followed by applying
Radial Basis Function (RBF) to classify face objects. The
success rate of the proposed system in recognizing facial
images of students who sit in the classroom is about 82%.

In 2017, Sayeed [12] presented an automated attendance
monitoring system with face recognition in a real-time
background world for with a database of student’s information
by using Principal Component Analysis (PCA) algorithm. The
testing results have been tested and taken from few different
environment backgrounds. Basically is during the day and
night time with lights either on or off. Average successful rate
of the proposed system are about 2.43 to 2.81.

K-nearest neighbor (k-NN) is a simple and effective
classification method. Samet [13] proposed a k-nearest
neighbor algorithm using MaxNearestDist, while the k-NN
repair method had been proposed by [14]-[16]. The weakness
of k-NN algorithm, namely the process of calculating the
similarity to be done on all existing training data [17]. If
training data increases in number, the time for classification
will also increase proportionately. The problem can be solved
if using k-d tree data structure [18]-[21]. It can be used with a
k-nearest neighbor (k-NN) approach to match facial features

Face Database Training Stage
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efficiently and search for the location of the nearest neighbors.
K-d tree data structure has been used as a data structure for
overcoming increased processing times caused by the addition
of features into the database. An alternative approach is
establishing a balanced k-d tree, as proposed by [22]. The
nearest neighbor search algorithm using the k-d tree data
structure can be found in [23]. In their research, they only
found one nearest neighbor. We integrate the priority k—d tree
search and best bin first method (BBF) to find the nearest
neighbors, and the Euclidean distance is utilized as similarity
measure.

In our study, the nearest proposed neighbor search
algorithm uses a data structure called a priority queue that
stores the list of closest neighbors k with some distance to the
query point g. The priority queue has a fixed upper limit on the
number of elements (or points) that can be stored, which is the
number of nearest neighbors k. Each time a new element is
added to the queue, if the queue is at a predetermined capacity,
the element with the highest priority value (the longest
distance) is removed from the queue.

I1l. PROPOSED METHOD

In order to make the framework, the proposed method in
this study used was the method from related research and then
we developed them to be tested on our dataset. The research
method used in this article consisted of several stages, as
shown in Fig. 1.

A. Face Database Training Stage

1) Single Face Image

In this stage, facial images of students were captured using
a digital camera. Facial data from 1,014 individuals was
collected; each individual had nine images taken from different
angles. A set of student facial images as training data is
presented in Fig. 2.

Single Face . 2D Discrete Face database
Image == Preprocessing == Wavelet == PCA =1 \ith kd-tree
Transform index
Face Recognition Stage
2D Discrete - earest
Multiple Face I . ; Neighbor with ; Multiple Face
Images / Video Preprocessing TWav?Iet PCA Euclidean Recognition
ranstorm distance
Fig. 1. The proposed method.
1T9RRARAARR P
19039298 8
b S £ = s F -~
(4 48 2 3 ] v
Fig. 2. A set of student facial images as training data.
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2) Preprocessing
In the preprocessing stage, the following steps were
conducted:

a) Facial cropping, the detection and localization of the
face in a square area using the Viola-Jones method [24]

b) Changing the facial image from RGB to grayscale
mode.

¢) Resizing the facial image to 128x128 pixels.

d) Normalizing color brightness using a histogram
equalization process.

The preprocessing stage of this research is shown in Fig. 3.

RGB to
Grayscale

v
B<— €

Histogram
Equalization

Face Detection Cropping

Resizing

Fig. 3. Preprocessing stage.

The Viola-Jones method was used to detect faces in the
images taken by digital cameras. Facial images were then
stored in the database. After the detection process, images of
students’ faces were manually registered in the database by
name and identity code. The process of registering students’
faces is shown in Fig. 4.

o, Training Set Editor.

Addto Detabaes

St Capture

Camera Carfiguration
Visbcam Tavel Nama.  daftamams

® IPeamers  hip://1521681 680/seam®s  Tabel Foto:  cofarceod

Fig. 4. The process of registering students’ faces.

3) 2D Discrete Wavelet Transform

Wavelets are defined as small or short waves. The wavelet
transform converts a signal into a series of wavelets. This is the
basic function at a different time. Wavelets result from the
scaling function. Certain wavelets are also called mother
wavelets, as other wavelets result from their scaling, dilation,
and shift.

Vol. 8, No. 11, 2017

Discrete Wavelet Transform (DWT) is a discrete form of
the wavelet transform, consisting of a signal sampling process
based on the scaling and shifting of parameters [25]. It is
systematically defined by the following equation [26]:

_Jdj =2 x(Mh(n-2"k)
" ay, =Y x()g(n-2'k)

The coefficient d; , refers to the detailed component of the
signal x(n) and it is suited to the function of the wavelet, while
a; x refers to the approximation components of the signal. The
functions h(n) and g(n) are the coefficients of high-pass and
low-pass filters, respectively, while parameters j and k show
the scale of wavelets and translational factors.

DW M

In this research, the mother wavelet used for feature
extraction is the Haar wavelet. The image produced through
preprocessing is decomposed at three levels. At each level,
DWT was first performed in a vertical direction, followed by a
horizontal direction. After the first level of decomposition, four
sub-bands were obtained: LL1, LH1, HL1, and HH1. For each
level of decomposition, the sub-band LL from the previous
level was used as the input. The sub-band LL1 was only used
for DWT calculation in the next scale. To calculate the wavelet
features in the first stage, the wavelet coefficients were
calculated on sub-band LL1 using a Haar wavelet function. For
the second level of decomposition, DWT was applied to band
LL1 by decomposing it into four sub-bands: LL2, LH2, HL2,
and HH2. For the third level of decomposition, DWT was
applied to band LL2 by decomposing it into four sub-bands:
LL3, LH3, HL3, and HH3. LL3 contained the low-frequency
band, while LH1, HL1, and HH1 contained the high-frequency
band.

The face image size was 128x128 pixels obtained from the
pre-processing results was then decomposed to 64x64 pixels on
the wavelet level 1, then the 64x64 pixel face image was
decomposed to 32x32 on the wavelet level 2, and the last was
the 32x32 pixel face image decomposed using wavelets level 3
to 16x16 pixels. These three levels of facial image
decomposition were used in the experiment to find the right
size for the recognition process. Experiments were performed
on all three levels of wavelet decomposition to find the right
level of accuracy of recognition of many faces. Third face
image of wavelet decomposition process will be processed by
PCA (principal component analysis). The illustration of the 3-
level 2D-DWT decomposition process is shown in Fig. 5.

L |HLy
LLZ HLz 1 ] HLZ
LH; |HHy
L HL, HL, HL,

LHz HH; LHZ HHZ

Image

LH, HH, LH; HH, LH, HHo

Fig. 5. The lllustration of three-level 2D-DWT decomposition.
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4) Principal Component Analysis

Imagery  produced through three-level 2D-DWT
decomposition was subjected to the PCA process, as shown in
Fig. 6. This is very significant for feature extraction, as it
reduces dimensions and thus reduces the complexity of
computation.

Testing Image

Decomposition at level 1 Decomposition at level 2 Decomposition at level 3

¥

PCA

Fig. 6. Three level 2D DWT and PCA decomposition process.

PCA was used to obtain vectors, also known as principal
components that could provide information regarding the
maximum variance in the facial database. Each principal
component is a representation of a linear combination of all
training face images that have been reduced by the image
mean. Combinations of facial images are known as eigenfaces;
these facial images are those that will be recognized.

PCA aims to find the principal components of faces
collected in the database. The significant features are termed
eigenfaces and obtained from the eigenvector—a feature that
describes the variance between face images—of a covariance
matrix of images in the database. Each location on the face
contributes to each eigenvector. Each face in the database can
be represented by a linear combination of these eigenfaces. The
number of eigenfaces is the same as the number of faces stored
in the database. Facial images can be identified with the best
eigenface (i.e. that which has the largest eigenvalue) that has
most of the facial variations in the database. By taking some of
the principal (most important) components, the calculation of
eigenfaces may be efficient [27]. The steps to identify
eigenfaces are as follows [28]:

a) Determine the dimension of the matrix of facial
images which will be used.

b) Arrange the matrix of facial images into the vector of
column ¥ with the size m x n

c¢) Diminish every facial image I} by the average of
matrix ¥ and store the result in variable &;

1om
Y= Zicl 2

@ =T; - ¥ ©)
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d) Calculate the covariance of matrix C by finding the
eigenvector e; and eigenvalue A;:

T T

1
C= Mzml(pn(pn = AA @)

Cei = ﬂlel (5)

e) Obtain the eigenvector e; and eigenvalue A; by

finding the eigenvector and eigenvalue of matrix Cl = AT A

(dimension M x M). If v; and y; is the eigenvector and

T
eigenvalue of matrix A A, then:
T
A AVi = ,uIVI (6)

Multiply both sides of equation (5) with A from the left,
obtaining:

AAT AVi = A,uiVi

AT (Av) = 1 (AV;)
C(AV}) = i (Avj) (7

f) Sequence the eigenvector in columns based on the
eigenvalue, from largest to smallest.

g) By selecting the eigenvector with the largest
eigenvalue, the principal component is obtained from the early
matrix and can form the feature vector. By forming a new
matrix E, then every e; vector is the column vector. The
dimension of this matrix is N x D, with D being the desired
eigenvector number. This is used for the data projection of
matrix A and the calculation of vector y; matrix Y =

(Y1, -+, Ym)
T
Y=E A (8)
Every original image can be reconstructed by adding the
average of image ¥ by summing the weights of all vectors of
€;.

1) Change the training image being sought to find vector
P, diminished by the average W and projected by the
matrix of eigenvectors (eigenfaces):

w=E' (P-W) ©)

The extracted features were reduced from 16384 to 256 by
the DWT procedure. However, 256 was still too large for
calculation. Thus, PCA was used to further reduce the
dimensions of features. The curve of the cumulative sum of
variance versus the number of principal components was
shown in Fig. 7.
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Variance percentage vs. no. of principal component

100
(90, 0.95)

_. 90
®
@D
& 8of
=
8 f
g 7off
g |
<
8
5 60
>
el
2
S 50
2
=
=
(5]

40 |

30 - :

0 200 400 600 800 1000

No. of principal component

Fig. 7. The curve of variances against number of principle components (here
we found that 90 features can achieve 95.03% variances).

The variances versus the number of principal components
showed that only 90 principal components (bold font in the
figure), which were only 90/256 = 35.15% of the original
features, could preserve 95.03% of total variance.

Feature (principal component) with the highest percentage
(variance) selected to be used in the process of correspondence
among feature of face images[29].

5) Feature Representation

After the face image was projected into the face space, the
next task was to determine which face image would be most
similar to the image in the database [30]. In this research, the
eigenvector with the largest eigenvalue was projected into the
PCA space. This projection was stored as a k-d tree structure,
indexed, and stored in a database [31]. This projection was
later used in the testing stage and compared with the unknown
image projection.

A k-d tree is a structure of partition space data used to set
points in k-dimensional space based on the key values in the
nodes [32], [21]. Components of K-d tree node in this research
consisted of vector key or k-dimensional points, descriptor
features, or pointers known as Left LINK and Right LINK (left
subtree and right subtree). The sizes of the images used in this
study after preprocessing were 64x64 pixels, 32x32 pixels, and
16x16 pixels. Each node on the K-d tree consists of key
records. These nodes can be seen as points in a dimensional
space. In addition, the nodes in K-d tree can also represent sub-
regions of the entire space.

A feature which is the eigenvector with the value of
variance percentage of PCA dimension reduction process as
much as 90 principal components will be indexed. These
eigenvectors were then deposited into k-d tree, with K in the k-
d tree being the dimension of the template. The number of
nodes in k-d tree is the same as the number of templates in the
input files inserted into the tree [20].

Before constructing the tree, the data point xi must be
played through the mapping of UT to align the main axis with
the coordinate axis. Given a sample there was {x;| i = 1, ..., N}
which was the set of R%. Then eigenvector A = YN, x;x;7.
Eigenvector A is the principal axis of the data set, and
eigenvalue is called the principal moment. If A=U AUT is

Vol. 8, No. 11, 2017

the eigenvalue decomposition of A and column U is the
eigenvector (orthogonal), then x; — UTx; mapping the dots to
the principal set of an axis that is aligned with the axis
coordinates. If U,.; are the matrix consisting of the dominant k
eigenvector, then the projection of Uy.,” is the set of points
arranged into spaces stretched by k principal axis of the data. In
general, if the data is aligned through the rotation of dimension
UT, the data is divided into the k-d tree and will be selected
between k principal axis from the data. k is the depth of the
tree. In building k-d tree, all data stored in the k-d tree must
have the same dimension as the existing dimension in face
space. The data consists of the dominant eigenvector and has
been projected into the space stretched by the principal axis of
the data k. In building or reconstructing k-d tree, all data stored
in the k-d tree must have the same dimension as the existing
dimension in face space. The k-d tree construction is
performed using a recursive method with parameters at each
iteration of arrays from points and depth. Depth value can be
used to determine axis value. The initial value of arrays is all
points and the depth value is 0. The Algorithm to construct k-d
trees is shown in Algorithm 1.

Algorithm 1 The Algorithm to construct k-d trees

The Algorithm to construct k-d trees

Input: Set / Set of vectors {x;} € R*

Output: k-d tree

1. Begin

2. Calculate the axis value with the formula, axis = depth mod 2

3. Sort array data based on axis value, if axis is smaller afterward sort done
to the left, if the axis is larger, then sorting done to the right

4. Calculate the median coordinates, by:
(1) index_median = number of coordinates div 2 and
(2) coordinates_median = coordinates [index_median]

5. Determine the node: node = coordinates [index_median]

6. Specify left node and right node using new iteration. Next iteration use
the following parameters:
(1) array coordinates = sub array coordinates = coordinates [0]
(2) array coordinates = sub array coordinates = coordinates

[index_median + 1] [coordinate number]
7. End

B. Facial Recognition Stage

1) Multiple Face Images from Video

Images of multiple student faces in the classroom were
captured from videos using an IP camera (Zavio F320). Images
of students' faces had previously been registered with students'
names and identification codes in the database. Five
classrooms were used in this recognition stage. Each classroom
consisted of forty students; as such, the total dataset used for
the test consisted of 200 face images. Face images captured
from video streams using an IP Camera were extracted frame-
by-frame until the 60" frame [33]. Five video samples in AVI
(Audio Video Interleave) format with a resolution of
1920x1080 was used. These videos had a frame rate of 30 fps
[34] and duration of two minutes. The computer system in this
study has a detection and facial recognition software installed
on a personal computer (PC) or notebook and the lecturer
should run it at the beginning of each class in the course group
that has been determined on schedule. The layout system is
shown in Fig. 8.
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Fig. 8. The Layout System.

2) Preprocessing
The following steps were involved in the preprocessing
stage:

a) Faces were cropped using multiple face detection on
each video frame. Face detection was implemented based on
Haar-like features using the Viola—Jones method [24], which
quickly detects multiple faces in the classroom (Fig. 9).

b) Faces were changed from RGB to grayscale mode.

c) Faces were resized to 128x128 pixels

d) Images of faces were normalized using a histogram
equalization process

Fig. 9. Sample of Multiple Face Detection Results in the Classroom
(detected faces are marked by green rectangles).

The preprocessing stage of the multiple-face images in this
research is shown in Fig. 10.

Haar Feature Based
Cascade Detector
Viola - Jones

Cropping RGB To Grayscale Resizing
Multiple Face Image / Video

5 IZ

g1y
*} uﬁ

ey

®B B
EREQ -
D

Histogram
Equalization

Fig. 10. Multiple face image preprocessing.
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3) 2D Discrete Wavelet Transform

The 2D Discrete Wavelet Transform (2D DWT) process
used the same process as the face database. Images resulting
from preprocessing were decomposed at three levels. At each
level of decomposition, DWT was first performed in a vertical
direction, followed by a horizontal direction. After performing
the first level of decomposition, four sub-bands were obtained:
LL1, LH1, HL1, and HH1. For each level of decomposition,
the sub-band LL from the previous level was used as input.
Sub-band LL was only used for DWT calculation in the next
scale. To calculate the wavelet features in the first stage,
wavelet coefficients were calculated on sub-band LL1 using a
Haar wavelet function. For the second level of decomposition,
DWT was applied to band LL1 by decomposing it into four
sub-bands: LL2, LH2, HL2, and HH2. For the third level of
decomposition, DWT was applied to band LL2 by
decomposing it into four sub-bands: LL3, LH3, HL3, and
HH3. LL3 contained low-frequency bands, while LH1, HL1,
and HH1 contained high-frequency bands. The face image size
was 128x128 pixels obtained from the pre-processing results
was then decomposed to 64x64 pixels on the wavelet level 1,
then the 64x64 pixel face image was decomposed to 32x32 on
the wavelet level 2, and the last was the 32x32 pixel face image
decomposed using wavelets level 3 to 16x16 pixels.
Experiments were performed on all three levels of wavelet
decomposition to find the right level of accuracy of recognition
of many faces. Third face image of wavelet decomposition
process will be processed by PCA (principal component
analysis).

4) Principal Component Analysis

This stage was the same as the face database stage, with
images resulting from the three levels of decomposition
applied in the PCA process. This is very significant for feature
extraction due to the reduction in dimensions, which leads to
the reduction of computation complexity. For the recognition
process, a test image (the image presented to the system for the
recognition process) has the same dimension as the training
image presented to the system. The test image is then extracted
by multiplying by the eigenvector of the training image, and
producing a feature vector containing the main component
having the same dimension as the vector of the training image
feature. Once the feature vector was obtained from the test
image, the next process was to compare the feature vector of
the test image with the feature vector of the training image. The
results of this PCA process will then be used in the
classification stage.

5) K-Nearest Neighbor Search using Priority K-d Tree

In this section, the calculation of similarity was done by
calculating the level of similarity (distance) between test data
and training data. The calculation of similarity level in this
research was done by using Euclidean Distance shown in
equation [35].

d(x,y) = X (x = yi)? (10)

From (10) it can be explained that d (X, y) is the level of
similarity between the test data (x) and the training data (y), x;
is the i feature value of the test data and y; is the i feature value
of the training data. n is the number of x and y features.
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In Fig. 11(a) shows an example of a nearest neighbor
priority queue that has a maximum size of five and has five
elements, A-E. Suppose the nearest closest neighbor that is put
into the priority queue is element F with a priority or a distance
of 0.50. Since the priority queue has a maximum size of five,
Element F is entered into the priority queue, while element E
with the longest distance is removed from the priority queue.

T O T TR OV S PR

poydge 02 0B 00 1% 28 5
(@)
A B C F D
vioiydsae 02 01902 050 1%
(b)

Fig. 11. An example of a nearest neighbor priority queue.

We use 10 test features in two dimensions as an example to
illustrate the process of building k-d tree. Fig. 12(a) shows how
the feature space is divided into hyper-rectangles iteratively,
where the red points are test features and the blue one is the
query feature. The tree structure in two dimensions is
illustrated in Fig. 12(b).

Pseudocode for closest neighbor search using the priority k-
d queue is described in Algorithm 2.

Algorithm 2 The k-d tree nearest neighbor search

The k-d tree nearest neighbor search Algorithm

Input : node, currNode, INode, IDist, currDist. euclideanDistance, value,
g, min_dist, k, neighborList

Output  : nearest neighbor data points // distance  //nearest distance
between the query point and the data points

1. Begin

2. INode=NULL;/* last node null value */

3. IDist=Max_val; last distance with maximum value

4. If neighborlist.size > 0 then /* Calculate the Euclidean

The distance between the last node in neighborList and the query point */

5. INode = neighborList.last ();

6. IDist = euclideanDistance (INode.value, value);

7. End

8. IDist = euclideanDistance (INode.value, value); /* Calculate the

Euclidean distance between the current node and the query point. */

Vol. 8, No. 11, 2017

currDist = euclideanDistance(curr.value, value); /* Add the current node
to the neighbor list if necessary. */

. if currDist < IDist then

. if neighborList.size == k AND INode # NULL then

. neighborList.remove(INode);

. end

. neighborList.add(curr) ; /* Add the current node to neighborList. The

neighbor list is automatically sorted when the current node is added to the
list. */

. else if currDist == IDist then
. neighborList.add(curr) ; /* Add the current node to neighborList. Note:

The neighbor list can have more than k neighbors if the last nodes have
equal distances in our implementation. */

. else if neighborList.size < k then
. neighborList.add(curr); /* Add the current node to neighborList. */

. end
. INode = neighborList.last();
. IDist = euclideanDistance(INode.value, value) ; /* Calculate the

Euclidean distance between the last node in neighborList and the query
point. IDist is equivalent as r in Equation (11). */

. axis = curr.depth % k ; /* Get the current axis. */

. left = curr.left ; /* Get the current node’s left child. */

. right = curr.right ; /* Get the current node’s right child. */

. if left # NULL AND !checked.contains(left) then search the left child

branch

. checked.add(left) ; /* Add the left child to the examined list. */

[* Calculate the difference between the splitting coordinate of the
query point and the current node. difference is equivalent as |q; — x;| in
Equation (11). */

. if axis == X_AXIS then

. difference = abs(value.x - curr.value.x) ; /* abs is absolute operator. */

. else if axis == Y_AXIS then difference = abs(value.y - curr.value.y);

. else if axis == T_AXIS then

. difference = abs(value.t - curr.value.t);

. end

. intersection = (difference < IDist); ; /* Determine if the splitting plane

intersects the hyper-sphere using Equation (11). */

. if intersection then continue down the left branch

. searchNode(value, left, k, neighborList, checked);

. end

. end

. if right = NULL AND !checked.contains(right) then search the right child

branch checked.add(right) ; /* Add the right child to the checked list. */

. if axis == X_AXIS then

. difference = abs(value.x - curr.value.x);

. else if axis == Y_AXIS then

. difference = abs(value.y - curr.value.y);

. else if axis == T_AXIS then

. difference = abs(value.t - curr.value.t);

. end

. intersection = (difference < IDist); ; /* Determine if the splitting plane

intersects the hyper-sphere using Equation (11). */

. if intersection then continue down the right branch
. searchNode(value, right, k, neighborList, checked);
. end

. end
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Fig. 12. (a) The feature space is divided into hyper-rectangles iteratively; (b) the tree structure in two dimensions.

In Algorithm 2, the first step is to input the k-d tree that is
already  constructed  with  the  target point s

T
Xj = (xi(l),xi(z),...,xi(k)) ,i=1,2, ..., n,itis explained that

the algorithm gives a query point first To find the nearest
neighbor in k-d tree, then the k-NN algorithm looks for
similarity of features in k-d tree by traversal determines the
proper branches to explore. Each branch in k-d tree represents
the space partition. This is intended to explore partitions closer
to the query point. Partitions closer to this query point contain
features that are similar to the nearest neighbors. The nearest
neighbor search algorithm works by starting from the root node
and running down the k-d tree recursively to find the query
point. Once the algorithm reaches the leaf node in the k-d tree,
the node is stored as the closest neighbor for the moment. The
algorithm performs recursion and checks the tree again. Checks
are performed on each node to find a better node with the
nearest neighbor. The algorithm performs recursion and checks
the tree again. The leaf node contains the target node x in the k-
d tree. To find the nearest neighbor in the k-d tree, the
algorithm gives Q query point first as shown in Fig. 12(a), then
the k-NN algorithm search similarity features in the k-d tree by
traversal by specifying the right branch to explore. When the
priority search descends and reaches a sub-tree, sibling of the
subtree is added to the sorted list. The subtree in the sorted list
is then saved. The stored subtree has a distance between the
query feature and the hyperrectangle corresponding to each
subtree. If the coordinates of the current point x coordinates are
less than the coordinates of the cut-point, the search is
performed to the left sub-node. If the current point x point
coordinates are greater than the cut-off point, the search is
performed to the right sub-node. Until the child's node is a leaf
node. If the instance stored on the node is closer than the
current closest point to the query point, the instance point is
considered the current closest point. The algorithm forms a
hyper-sphere centered at the query point

with the radius of the circle being the distance (in this study is
the Euclidean distance) which is calculated between the nearest
best query point and current neighbor. The current nearest
point should be in the region corresponding to the sub-node.
Hyper-sphere candidates are formed by centering on the query
point q (do, 91, 92, --- Jk.2) and through the point of the current
node. The nearest neighbor node point to the request point
should be within the hyper environment. The equation for

determining the hyper-sphere candidate in the hyper
environment is indicated by
lgi — x| <7 (11)

g is the query point, x is the node, r is the radius and i is the
i-th dimension.

IV. RESULT AND ANALYSIS

In this study, static and video images from the classroom
were taken for the training process using a digital camera and
an ip camera for testing process. A total of 9,126 facial data
were collected from 1,014 people and stored in the database.
Every individual had nine face poses with different angles.
Tests were conducted to evaluate performance of proposed
algorithm. Tests carried out with two face dataset which are
Honda/UCSD [36] (Fig. 13) and AtmafaceDB dataset
(Fig. 14). To test the accuracy of images, a total of 1350 face
images were used. An Intel Core i5-7200U CPU @2.50 GHz
was used to process this experiment. The experiment was
conducted to compare the level of recognition using different
levels of discrete wavelet decomposition. First, preprocessing
was applied by cropping faces for face detection and applying
localization processes in a rectangular area using the Viola-
Jones method. Face images that had been cropped or cut were
converted from color images into grayscale images. Facial
images were then resized to 128x128 pixels. The images
brightness was then normalized using histogram equalization.
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Second, the 2D DWT-PCA method was applied. It was
used for feature extraction using the face images resulting from
preprocessing. After that, the result of student facial feature
extraction was applied by k-d tree method. K-d tree was used
to accelerate the process of facial classification using k-NN.
The face recognition algorithm applied in this research is
shown in Algorithm 3.

Algorithm 3 Multiple Face Recognition Algorithm

) b

Fig. 14. Several samples of AtmafaceDB Dataset (Our Dataset).

The Multiple Face Recognition Algorithm

Input: Face Images

Output: Multiple Faces Recognized

1. Face Detection

2. Face Image Preprocessing

3. nlevel of 2D DWT application on face images

4. Sub-band LL of 2D DWT application on PCA, followed by generation of

feature vectors

Storing of feature vectors in the database

Indexing feature vectors in the database using k-d tree

7. Finding the distance between the testing sample and all training samples
using a Euclidean distance algorithm

8. Sequencing of all training samples using nearest neighbor approach based
on the minimal distance taken

oo

In this study, the optimal choice of K was determined by
10-fold cross-validation [37]. Optimal K based on research
from [35], [38] was used in this study. Each experiment was
done 10 times, then the result was calculated from the average
of 10 times of the experiment. In the k-d tree data structure was
done several times of testing with different k values, namely k
=1,k=3,k=5and k =7. In this research, the time taken to
calculate the result of classification with k-NN.

Based on Table 1, k-NN performs the best accuracy on k
equal to 3 on the 3 level wavelet for the Honda/UCSD

=
z

dataset, while the best accuracy on k equal to 5 on the 3rd level
wavelet for the AtmafaceDB dataset. This shows that k-NN
gives 82.00% on 600 Honda/UCSD faces and 95.56% on 1350
AtmafaceDB faces. K equals 5 on our dataset would be used in
the next test because the best result.

TABLE I. K-NN Face ACCURACY
Average Accuracy (%)
K Value
Honda AtmafaceDB dataset (our
dataset dataset)
K=1 79.75 93.40
K=3 82.00 95.33
K=5 81.43 95.56
K=7 80.86 95.33

Table 2 shows the accuracy and timing of recognition on
three levels of 2D DWT-PCA using k-d tree on AtmafaceDB
dataset.

TABLE Il.  ACCURACY OF FACE RECOGNITION THREE LEVELS OF 2D
DWT-PCA USING K-D TReE (K=5)
Level of Recognition Recognition
Decomposition Accuracy Time (ms)
1 (64x64) 89.49% 98
2 (32x32) 90.00% 69
3 (16x16) 95.56% 40

Comparison of computing time for facial recognition at
each level of 2D DWT-PCA using k-d tree is shown in Fig. 15.
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Comparison of Recognition Time on
Three-Level 2D DWT-PCA using k-

150 d tree

(%)

é 100

(5]

£

= 50

C -

-8 0

S m 1 (64x64) m2 (32x32)
[&]

¥ Wavelet Level

Fig. 15. The comparison of recognition time on three-levels of 2D DWT-PCA
using k-d tree.

V. CONCLUSION

This paper proposes an attendance management system
based on multiple face recognition combining the 2D DWT-
Principal Component Analysis method with the k-Nearest
Neighbor (k-NN) classification. Indexing using the k-d tree
technique is conducted to speed up the classification process
using a k-nearest neighbor (k-NN) approach. 2D DWT was
decomposed into three levels. From the experimental results,
k-Nearest Neighbor face recognition delivered best accuracy
95.56% on k=5. At each wavelet level, computational time for
recognizing faces was compared. The three-level 2D DWT-
PCA facial recognition method proposed shows good results.
Research results show that this method reaches 95.56%
accuracy, with a computing time of 40 milliseconds required
for facial recognition. From the test results, it can be concluded
that the use of data structure of k-d tree can reduce the time
required when performing classification by using the method
of k-nearest neighbors. The time required for classification
using k-d tree also changes due to the facial image size of
different wavelet decompositions. The future work of this
research is to utilize GPU (Graphical Processing Unit) on
detection of tracking model using KLT method and utilizing
MBR (Minimum Bounding Rectangle) on k-d tree method with
the aim of increasing accuracy of multiple-face recognition in
classroom.
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Abstract—A modelling and optimization study was performed
to manage energy demand of a faculty in Karabuk University
campus area working with a hybrid energy production system by
using genetic algorithm (GA). Hybrid system consists of
photovoltaic (PV) panels, wind turbines (WT) and biomass (BM)
energy production units. Here BM is considered as a back-up
generator. Objective function was constituted for minimizing
total net present cost (TNPC) in optimization. In order to obtain
more accurate results, measurements were performed with a
weather station and data were read from an electricity meter.
The system was also checked for reliability by the loss of power
supply probability (LPSP). Changes in TNPC and localized cost
of energy (LCOE) were interpreted by changing LPSP and
economic parameters such as PV investment cost, WT
investment cost, BM investment cost, and interest rates. As a
result, it was seen that a hybrid system consisted of PV and BM
associated with an effective flow algorithm benefited from a GA
meets the energy demand of the faculty.

Keywords—photovoltaic (PV)/wind turbines (WT)/ biomass
(BM); hybrid system; optimization; sizing; cost-effective; reliability;
genetic algorithm

I.  INTRODUCTION

Recently, as energy demand increases, fossil-based energy
sources are running out. Usage of renewable energy sources
such as solar, wind and hydroelectric, become widespread as
an alternative to the depleting fossil resources [1]. Despite the
widespread use of renewable energy sources, they are still not
cost-effective as conventional energy sources [2]. For this
reason, some economic and reliability calculations must be
taken into consideration before investment.

Renewable energy sources are used as hybrid systems to
reduce investment costs and increase system reliability.
Because, when they are used individually, some disadvantages
arise due to their stochastic properties whereas, these
disadvantages disappear when they are used as hybrid systems
[3], [4]. If renewables are used as hybrids, optimum sizing
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studies can be done according to the variable load. During
sizing studies, the objective function is constituted, and
mathematical calculations are performed to obtain the lowest
value of this function [5].

In sizing studies, objective function is generally considered
as cost equations. Total net present cost (TNPC), total
annualized cost (TAC) and localized cost of energy (LCOE)
are the most common economic evaluation methods. TNPC is
sum of net present cost (NPC) of the components. These
components are initial investment cost (IC), operating and
maintenance costs (OM), fuel costs (FC) and salvage values
(S) [6]. TAC expresses the annual cost of TNPC [7]. LCOE is
energy cost per kwWh [6]. Economic analyses such as TNPC
[8]-[10], TAC [11] and LCOE [9] are frequently used in
literature.

In hybrid energy generation systems, high reliability of the
system is as important as cost-effectiveness. Meeting of load
by generated energy refers to a reliable system. Loss of power
supply probability (LPSP) is a reliability evaluation method
and was proposed by [12]. Researchers are frequently using
LPSP for reliability of hybrid systems [9], [11]. Other
reliability parameters such as loss of energy expectation
(LOEE) used in [8] and energy index of reliability (EIR) used
in [10] study.

Most of hybrid systems consist of PV panels, WT,
batteries, diesel generators and fuel cells are evaluated
according to economy and reliability. Optimization problems
in these studies were solved by different meta-heuristic
methods such as artificial bee colony, genetic algorithm,
harmony search and particle swarm optimization [4], [8], [13],
[15]. In literature, small number of studies includes BM. [14]-
[20]. In addition, optimization problems were solved by ready-
software such as HOMER [16]-[20]. For instance, in the
studies [14], [15]; mixed integer linear programming and
harmony search were used to solve optimization problem. In
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these studies wind energy was not included in the hybrid
system.

However, HOMER has some disadvantages such as usage
of a single objective function to reduce net present cost to
minimum, usage of non-sorted results by LCOE when doing an
evaluation according to NPC, performing without considering
depth of discharge for batteries and ignoring hourly changes
[21].

Suganthi et al. express that in recent years optimization
studies involving solar and wind energy systems have been
frequently performed. In addition, despite the start of bioenergy
studies with solar and wind energy, there is still a large gap in
researches about optimization of hybrid energy systems
including bioenergy [22].

In this study, PV/WT/BM were hybridized and optimized
with GA for the first time. For this purpose, number of PV
panel, sweeping area of WT and power of biogas (BG)
generator were selected as optimization parameters due to the
major effects on the total system efficiency. BM based PV/WT
hybrid energy production system was optimized according to
the minimum value of TNPC to meet variable load. Results
were also evaluated in terms of LCOE and cost per kWh was
calculated. In addition, reliability was controlled by setting
LPSP to maximum 0.1. Furthermore, results for TNPC and
LCOE were interpreted with different LPSP values under the
operating conditions with different economic parameters such
as different initial cost of PV, WT, BM, and interest rates.

This paper was organized as follows: Section 2 described
scientific fundamentals and experimental studies consisting of
weather and electrical measurements to prepare the required
data for the simulation input. Section 3 presented and evaluated
the optimization results according to the different economic
parameters. Finally, conclusion was conferred in Section 4.

II. METHODOLOGY AND MATHEMATICAL MODELLING

In this section, measurement values, constant values and
mathematical models of PV/WT/BM were revealed for
optimization study. In addition, mathematical models of
economic evaluation method were suggested to determine
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objective function. Work flow of optimization study was
presented to understand system working principle.

A. Obtaining of Data

Hourly radiation, temperature and wind speed was obtained
from the weather station and instantaneous changing of the
load was taken from electricity meter of Faculty of Economics
and Administrative Sciences which shown in Fig. 1. For
biomass source of the hybrid system, waste of student and staff
dining hall of Karabuk University, waste of dining hall of
Kardemir Corporation, waste of Training and Research
Hospital dining hall of Karabuk University and grass quantity
of campus area were used. Possible waste quantity per person
and rate of methane for these wastes were taken from [23] and
[24]. Biogas production potential of these wastes was given in
Table 1.

Table 1 shows the number of meals, amount of waste,
produced BG and methane. The number of meal was taken
from dining halls personnel and produced amount of BG and
methane were taken from [24]. In addition to food wastes BG
production of grass wastes were given as in Table 2.

Table 2 shows the amount of grass wastes, produced BG
and methane. Annual amount of grass wastes in campus area
was taken from technical personnel of university and produced
amount of BG and methane were taken from [25], [26].

a b

Fig. 1. Weather station (a) and electricity meter (b).

TABLE I. BIOGAS PRODUCTION POTENTIAL OF WASTES

L ocation Number of meals Total amount of waste Produced amount of Methane ratio in Produced amount of

(piecelyear) (kglyear) biogas (m* year) biogas [24] methane (m?® /year)
Dining Halls 3699286 350026.44 85756.46 64% 54884.13

TABLE II. BIOGAS PRODUCTION POTENTIAL OF GRASS WASTES

L ocation Obtained quantity Produced biogas (L) Produced amount of Methane ratio in Produced amount of

(kglyear) [25-26] biogas (m®/year) biogas [26] methane (m®/year)
Grass on Campus 165000 82500000 82500 70% 57750
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Parameters

Unit

Value
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Simplified diagram of hybrid system was shown in Fig. 2.
Relative frequency of radiation (W/m?), wind speed (m/s),
weather temperature (°C) and load period (W) were given in

:_”,tferESt Ra;ep(i)_ — - 2-51 Fig. 3. Technical and economic parameters of hybrid system
e () Year TS were listed in Table 3. The parameters were taken from
Escalation Rate of PV System - 0.09 literature [15], [24], [27]-[30].
Escalation Rate of Wind Turbine | - 0.09
Escalation Rate of Biogas DCBUS ACBUS
System ) 0.05
Wind Turbines
Investment cost of PV System ($/piece) 385.71
(opv)
Operating and Maintenance Cost .
of the PV System ($/piecelyear) 0.011xat,,
Salvage Value of PV System ($/piece) 0.2 X apy
Maximum power temperature 9%/°C 0.42 PV Panels MPPT l_)_)l DC/AC I_’
coefficient (K.,) (40 o Variable Load
Temperature in Standard Test o
Condition (Ty) (°C) 25
21\/testment cost of Wind Turbine ($/m2) 480 Dump Load
Salvage Value of Wind Turbine | ($/m2) 0.1X0ty¢
Annual Operating and
Maintenance Cost of the Wind ($/ m*/year) 0.0109 X oyt Fig. 2. Simplified diagram of hybrid system.
Turbine
I f Bi i
S';\ﬁ::;"z:t cost of Biogas ) 2438.45[27] B. Modelling of P_V Power _
Fixed Opefation and Power generating systems can be represented by different
Maintenance Cost of Biogas ($/kWiyear) 0.045% 0ty mgt_hematical methods. In this study, following equations were
System utilized for power model of PV panel.
Variable Operation and NOCT—20
Maintenance Cost of Biogas ($/kWh/year) 0.0351 T.(t) = T,(t) + ———R(t) Q)
System 800
Fuel Cost of Biogas System ($/m3lyear) 0.1657 _ R [ Ky _ ]
Salvage Value of Biogas System | ($/kW) 0.3 X ttpg Pov () = Nmoaute- Vimpp- Impp X 1000 1 100 (Te(®) = T)|()
Eﬂfg'tﬁf::)r';t’ifﬁ:‘ogfsg:fnerator - 8'@1 Where, T.(t) is cell temperature, T,(t) is ambient
Lower Heating Value of Biogas | (KWh/mY) 6.4 temperature, R(t) is radiation and NOCT is nominal operation
Number of PV Panels (N™2% Piece 1000 cell temperature in (1). By, (t) is power in maximum power
Maximum Avrea for Wind () 1000 tracking point, Npogue iS number of total modules, K, is
H max - . . -
Iﬂurb_'”es (“;wt _ maximum power temperature coefficient (%/°C), T is cell
G::QQ?OT(P%"Z%O 10gas (kW) 100 temperature in standard test conditions, and maximum power
bg - -
Maximum LPSP (LPSP™™) - 001 _pomt voltage and current are V,,,,, and I, , respectively
in (2).
8 os 8 04
c c
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Fig. 3. Relative frequency of radiation (W/m2) (a), wind speed (m/s) (b), ambient temperature (°C) (c) and load period (W) (d).
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Input Variables:
Radiation. wind speed. temperature. load.
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Fig. 4. Work flow of optimization.

C. Modelling of Wind Turbine Power

For the modelling step of WT power, (3) was used. In (3),
P, is nominal power of WT, A, is sweeping area of turbine, V.
is speed in nominal power. p,;, indicates air density and was
taken as 1.225 kg/m®.

@)

In order to obtain power of WT (Py+) more accurately
under different wind speed conditions, (4) was used as given
below. In (4), V,; is cut in speed for turbine (m/s) and V, is cut
out speed for turbine (m/s) [31].

1
Pr=§xpairx‘4wtxv1‘3xcp

0, V<V,
axV3—bxP. V<V <V
Pure= ' @
B, hsV=sVW
0, V>,
a and b coefficients were given below:
Pr Vc3i
a= vi-v3 - vi-v3 ()

Output power of WT is updated according to the estimated
sweeping area of turbine. B, (W) shows the updated output
power of turbine and takes a new value in every iteration.

_ Awt
Fo = Pure X (Ainitial) ©)

In (6), Aimiriq; IS initial sweeping area of turbine (m?) and
A, is sweeping area (m”) of WT estimated by genetic
algorithm.

D. Modelling of Biogas Generator Power

In this study, when energy production from PV panels and
WT became insufficient, a back-up BG generator runs. A
mathematical model to determine the dimensions of BG
generator was developed as given in (7) [15], [32].

Pbg (t) = nbg X ng (t) X LHng (7)

Where, P,  is power of biogas generator (W), 7, is
efficiency of generator, Q4 (t) is amount of biogas
consumption (m*h), and LHV,g is lower heating value of
biogas (kWh/m®).

According to the hourly working power of generator,

required amount of biogas was calculated as follows:
_ Ppgn®)
Qg (1) = 2220 ®)
Where, P, 5 (t) is power of biogas generator at t hour.
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Technical information of PV panels, WT and BG generator
were shown in Table 4.

TABLE IV.  TECHNICAL INFORMATION OF PV PANEL, WT AND BIOGAS
GENERATOR

PV Panel Manufacturer Yingli Solar
Model YL265P-29b
Rated Power (W) 265

PV Panel Panel Area (m?) 1.63
E\cl)ocn;mal Operation Cell Temperature 46 +/-2
Wind Turbine Manufacturer Halbes
Wind Turbine Efficiency (%) 31.9

- Pr (kW) 10

EI/'\ﬂrr]t()jine Vr (m/s) 11
Vi (m/s) 2.5
Vco (m/s) 25
Rotor Diameter (m) 7.5
Generator Manufacturer NPT
Model 10GFT

Biogas Alternator Manufacturer MBH(Germany)

Generator | Nominal Power (KW/kVA) 10/12.5
Rated Speed (r/min) 1500
Power Factor 0.8

E. Total Net Present Cost (TNPC) of Hybrid System

TNPC economic analysis method was used for economic
evaluation of the hybrid energy system. TNPC is sum of net
present costs of all costs over lifetime of the hybrid energy
system as given in (9).

TNPC = IC +OM + FC — S 9)

Here, IC is investment cost, OM is NPC of operating and
maintenance costs, FC is NPC of fuel costs, S is NPC of
salvage value of hybrid systems.

The TNPC for PV system, WTs and BG system were
shown in (10)-(12), respectively. Fuel cost was not written in
TNPC equation due to not existence fuel consumption in PV
systems.

TNPC,, = IC,, + OM,, — S,,, (10)
TNPC,,, = ICy,; + OM,,; — Syt (12)
TNPCbg = ICbg + OMbg + FCbg - Sbg (12)

In contrary to PV systems, fuel cost must be considered in
BM systems. In addition, both fixed and variable costs were
considered for operating and maintenance costs in BG system.

F. Loss of Power Supply Probability

Reliability of hybrid system was tested by LPSP method. It
is one the most common reliability test and was shown in (13)
[18]. Calculation of hourly LPS was explained in
“methodology of optimization process”.

YF_, LPS(t)

LPSP = SNI0)

(13)
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G. Objective Function and Constarints

Objective function of optimization study was given in (14).
Number of PV panels, sweeping area of WT and power of BG
generator were the parameters of optimization study. When
these values were optimized, the objective function was
expected to get the lowest value.

Min. TNPC ( Nmodule ’ Awt Pbg ):Zi:pv,wt,bg TNPVL (14)

Constraints of optimization were given in (15)-(18).
Estimated values of Nyoquie » Awe » Pog should be remain the
following limits:

&nggule < Nmodule < &nggule (15)
AR S Ay S AR (16)
PJiin < P, < Pjio a7
LPSP™" < PSP< LPSP™3% (18)

H. Localized Cost of Energy (LCOE)

At the end of the optimization, the energy cost per kwWh
was calculated by LCOE ($/kWh) as given in (19). Here, E| is
energy consumption of faculty per year.

LCOE = TNP(;XCRF (19)
l

Capital recovery factor (CRF) was calculated as in (20):

ix(1+)N
(1+i)N-1

CRF = (20)

In Fig. 4, work flow of optimization can be seen.

I.  Optimization Algorithm and Software

For optimization, GA which is meta-heuristic optimization
algorithms was used. GA uses rules which contain probability
and it gives successful results when the solution space is
discontinuous and complex. For parameters of GA; the number
of populations was taken 50, the probability of crossing was
taken 0.8, the probability of mutation was taken 0.05, and
function tolerance was taken 10e-6. Here, function tolerance
was used as stopping criteria.

J. Methodology of Optimization Process

In order to meet the load during the flow of the process, the
PV and WT energy were preferred firstly, and when these
sources were insufficient, BG generator run. Obtaining of
hourly LPS(t) and its methodology were as follows:

1. Situation:

P, (t) = P,(t): B.,(t) is the sum of energy produced by
PV and WT and P;(t) is load. If produced energy is enough for
meeting consumption, LPS(t) will be zero.

Prn(t) = va(t) + Pwt(t) (21)
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LPS(t) =0 (22)

P, (t) is the dump load and occurs when B.,,(t) is much
more than load.

Pdl (t) = Prn(t) - Pl (t) (23)
2. Situation:
B, (t) < P(t) When B.,(t) is
consumption, deficit load is occurred as P, (t).
Py(t) = Bn(t) — P(2) (24)
2.1. P4(t) = Pyy(t), When P, (t) and Py, (t) cannot meet
to consumption together, LPS(t) become as difference between
P4(t) and Py, (2).
LPS(t) = Py(t) — Ppg(t) (25)

2.2.P4(t) < Py4(t), If energy produced by BG generator is
more than deficit power, following situations occurs.

insufficient to

n(t) = floor(ij—;t:) (26)
Py(6) = Py(t) —n X Pygy (27)

B, (t) defines the required energy when total energy supply
from the hybrid system was not sufficient. If B,(t) = 0.3 x
Py, gn, Working BG generator power (P, 5 (t)) will be equal to
Py(t). Otherwise, Pyg 5 (t) = n X Pygy and P, (t) will be equal
to LPS(t). Py, is the nominal power of BG generator. BG
generator cannot work well when load is less than 30% of
generator nominal power. So, loading coefficient of 0.3 was
taken as multiplier.

I1l. RESULTS

Optimization of hybrid systems involving biomass energy
in existing studies shows that it is usually done with packet
programs. In our study, the inclusion of wind energy in the
hybrid system and the evaluation of the LCOE beside TNPC
are different from previous studies.

Sizing of the hybrid system was repeated for different
economic parameters during the study. MATLAB was used for
coding of optimization algorithm. An i7 processor computer
consisting of 16 GB ram and 2 GB graphics card was utilized
to perform optimization process. According to the iteration,
changes in TNPC value were given in Fig. 5.

Optimization  results were given in Table 5.
Ninoduie » Awe and Py, are optimization parameters. As a
result of optimization made by the GA, 597 PV panels and 6
pieces of 10 kW biogas generators must be used. The power
equivalent of the panels was given in Table 5.

TABLE V. OPTIMIZATION RESULTS
Optimized
Energy Source Parameter Result Power (kW)
PV Npoauwe (pieces) 596.429 158.205
WT Ay (M) 0 0
BM Py (W) 63790.795 60

Vol. 8, No. 11, 2017
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Fig. 5. Changes in TNPC values according to the iteration number.

As shown in Fig. 6, 71% PV, 29% BM and 0% WT were
recommended after optimization. As a result of the
optimization made by the GA, the WT was not selected as an
energy source because the wind speed around Karabuk
University is not suitable for investing for efficient wind
energy production.

Fig. 7 shows values of TNPC and LCOE, according to the
different LPSP values changing between 0.01 and 0.02. When
LPSP increases 1%, LCOE and TNPC increase 24.11%
together. The characteristics of slopes for TNPC and LCOE
show increasing trends according to decreasing LPSP values
towards to 0. Hence, when LPSP reached to 0, TNPC and
LCOE values expected to be much higher.

H Ppv

Pwt

0% =

M Pbg

Fig. 6. Rates of power distribution according to the energy sources.
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Fig. 7. Changes of TNPC and LCOE values in different LPSP.
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Interest rate in undeveloped and developing countries is not
stable as in developed countries. Since Turkey is a developing
country, changes in interest rate have an impact on investment
costs. Values of TNPC and LCOE, according to different
interest rates, were shown in Fig. 8. As interest rate increases
from 7% to 13%, LCOE increases from 0.2778 $/kWh to
0.3421 $/kWh and TNPC decreases from $813085 to $629685.
In addition, according to the Fig. 8, it’s observed that the
LCOE is directly proportional to the interest rate, however the
TNPC is inversely proportional with interest rate. Furthermore,
a 6% increase in interest rate provided and increase in LCOE
values by 19.5% and caused a decrease TNPC values by
22.5%.

Vol. 8, No. 11, 2017
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Fig. 8. Values of TNPC and LCOE in different interest rate.

TABLE VI.  RESULTS FOR DIFFERENT INITIAL COST OF PV PANEL
Lr:}tgll F)Cigsz)of TNPC, (3) | TNPCw (3) | TNPCyq ($) OM, ($) OMyyg ($) TNPC ($) LCOE ($/kwh)
315 240085 0 415628 52611 162605 655714 0.2877
340 245620 0 427057 53825 166917 672657 0.2951
370 251223 0 445228 55051 175117 696428 0.3055
400 267694 0 448657 58662 176660 716342 0.3143
430 285665 0 452800 62600 178834 738485 0.3240
TABLE VII. RESULTS FOR DIFFERENT INITIAL COST OF BIOMASS SYSTEM
zg/'f('\j‘\})c"“ OfBM I1NpC,, 9)  |[TNPCw($) |TNPCo(®) |OMn(®) |OMy($) |TNPC($) | LCOE ($/kwh)
1700 251257 0 386857 55060 141562 638114 0.28
2000 257585 0 401000 56445 150225 658600 0.2889
2300 258154 0 430857 56571 166828 689028 0.3023
2600 260797 0 460457 57151 183534 721257 0.3164
2900 264928 0 487571 58057 199054 752485 0.3301
760000 - 033 In Table 6, TNPC of PV panel, WT, BM system, and
' operation and maintenance cost of each system for different
740000 - 0.32 initial costs of PV panels were listed. According to Table 6,
€ 20000 | changes in initial cost of PV panel effects the TNPC strongly.
& 031 o It was seen that the investment cost and usage rate of PV panel
2 700000 ¢ 03 E in hybrid system are inversely proportional. Besides, when PV
£ 680000 | & panel initial cost increases, usage rate and of BG generator and
& - 0.29 8 TNPCy, increases.
% 660000 o]
; 640000 | 0.28 = In Fig. 10, it was seen that as investment cost of the BG
2 system increases, TNPC and LCOE values increases together.
= 620000 *INPC | 0.27 When the initial cost of BM system decreases from $ 2900 to $
600000 . . . FLCOE] 26 1700, LCOE decreases from 0.3301 $/kWh to 0.28 $/kWh and
315 340 370 400 430 TNPC decreases from $ 752485 to $638114. When initial cost
PV Initial Cost (S/piece) of BM system decreases 41.4%, LCOE and TNPC decrease

Fig. 9. TNPC and LCOE values according to the changing PV panel cost.

The variation of PV panel investment cost versus LCOE
and TNPC was shown in Fig. 9. According to the Fig. 9, when
initial cost of PV panel decreases from $ 430 to $ 315, LCOE
decreases from 0.3240 $/kWh to 0.2877 $/kWh and TNPC
decreases from $ 738485 to $ 655714. When initial cost of PV
panel decreases 26.7%, LCOE and TNPC decrease 11.2%
together. According to this result, changes in PV panel initial
cost have a serious impact on TNPC and LCOE.

15.2% together. As the cost of BM system investment
increases, the results tend towards PV energy usage, so the
number of solar panels and TNPC,, values increases.

In Table 7, TNPC of PV panel, WT, BM system, and
operation and maintenance cost of each system for different
initial costs of BM system were demonstrated.

According to Table 7, changes in initial cost of BM system
effects to TNPC. The increase in investment cost of the
biomass system increased both TNPC,, and TNPC,,. Because
when initial cost of BM system increases, usage rate of PV
panel increases.
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Fig. 10. TNPC and LCOE values according to the changing BM cost.

IV. CONCLUSION

In the study, size optimization was performed according to
the lowest cost and highest reliability to meet the energy
requirement of a faculty in Karabuk University Campus with
BM supported PV/WT hybrid energy system. GA which is one
of the meta-heuristic optimization algorithms was used in
current optimization study. TNPC and LCOE values were
demonstrated according to the interest rate, PV and BM initial
cost. As a result, WT energy was not considered as a profitable
energy source by GA due to the insufficient wind speed around
Karabuk University for an efficient wind energy production.
When LPSP was set to 0.1, recommended sizes of PV power,
BM power and WT power were determined as 71%, 29% and
0%, respectively by GA. In optimized system, power of PV
and BM system were determined 158.205 kW and 63.791 kW,
respectively. The TNPC value was $710285 and the LCOE
value was 0.3117 $/kWh. As a result, even if WT was not
selected as an energy producer by GA, it was proven that
supplying the energy demand of faculty by PV and BM
effectively is possible. We hope this study will be a favourable
case for researchers and engineers who study in hybrid energy
and optimization topics. In future studies, optimization of
hybrid systems containing biomass energy in terms of
economy and reliability can be realised using hybridized meta-
heuristic algorithms.
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Abstract—Inventory management of spares is one of the
activities Zambia Air Force (ZAF) undertakes to ensure optimal
serviceability state of equipment to effectively achieve its roles.
This obligation could only be made possible by automating the
current manual and paper based inventory system. A web based
inventory management system using cloud architecture and
barcode technology was proposed. A literature review was
conducted on three technologies used in the inventory
management that is Radio Frequency Identification (RFID),
Barcode Technology and Near Field Communication (NFC). A
review was also undertaken on the related works to identify the
concept that could be adopted in the proposed system. A baseline
study was performed to understand the challenges faced by ZAF
in the inventory management of spares. The results of the
baseline study were analyzed and found that the challenges were
attributed to the current manual inventory management system
mainly due to human errors, incorrect inventory reporting and
pilferage of items. The proposed prototype system was developed
and tested and proved to be faster, efficient and more reliable
than the manual and paper based system.

Keywords—Zambia Air Force (ZAF); inventory system;
barcode technology; Radio Frequency Identification (RFID); Near
Field Communication (NFC); cloud computing; web based
application

I.  INTRODUCTION

Inventory management of aircraft spares is one of the
activities Zambia Air Force (ZAF) carries out to ensure that the
state of the equipment is serviceable to effectively achieve its
primary and secondary roles. To ensure the maintenance of
equipment is up to date, ZAF procures so many types of spares
that come in different sizes for various categories of aircraft as
shown in Fig. 1. Among other spares that ZAF procures are
Garmin Audio Control 340, Directional Gyro, Compressor
Bleed, HF Receiver Exciter, HF Controller, AMP Coupler,
KX165 VHF COMM/NAYV, Marker Beacon Receiver,
KN6ZA, Computer, Radar Altimeter, Isolation Amplifier, ATC
Transponder, Pictorial NAV Indicator, Weather Radar,
Transceiver, Flap Train, Access GPS, Slave Accessory,
Transmitter, Slave Accessory, Radar sensor, Split Pin,
Altimeter Pressure, Ignition Exciter, Indicator temperature AC
Sealed Relay and High current Fuse. Some of these spares are
very small in size and fuses are a good example. Therefore, it is
so complex to store and track these small spares in the

Jackson Phiri

Department of Computer Science
University of Zambia
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warehouse using a manual and paper based system. The
manual and paper based system of inventory that is in place
does not provide the needed efficiency and effectiveness to the
maintenance of equipment. So, in order for ZAF to effectively
achieve its roles, it is necessary to automate the current manual
inventory business processes and adopt it for its operations as
Information and Communication Technology (ICT) has
become an integral component in all organizations. Most large
companies and organizations in developing countries are
adopting web-based applications to do their business efficiently
and effectively by taking advantage of Internet presence that
has rapidly spread around the world [1].

The study’s focus is on computerizing inventory
management processes by using cloud architecture and barcode
technology. The barcode technology will make use of one-
dimensional barcodes, and a long-range wired barcode scanner
[2], [3]. Barcode technology was preferred to other
technologies such as Radio Frequency ldentification (RFID)
and Near Field Communication (NFC) because it is a mature
technology, cheaper and simple to use.

This paper is organized as follows: The second section is
literature review which covers technologies used in the
inventory management and cloud computing. The third section
is related works, which looks at the systems that have
previously been designed and implemented to solve challenges
of the similar nature. Fourth section presents the methodology.
Fifth section brings out the results and the discussion of the
baseline study conducted to identify challenges in the
inventory management that ZAF faces, and the last section
presents the conclusion.

Fig. 1. Aircraft spares.
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Il. LITERATURE REVIEW

Mwansele and Sichona [4] define inventories as dormant
stocks of items that are stored in the warehouse waiting to be
utilized. The management of inventory involves systems and
processes that identify inventory requirements, set targets,
provide replenishment techniques, report actual and projected
inventory status and handle all functions related to tracking and
management of material. Managers, now more than ever
before, need reliable and effective inventory control to reduce
costs and remain competitive [5]. According to Dobler and
Burt [6], inventory alone account for as much as 30% of the
organization-invested capital. Victoria and Ukpere [7] suggest
that inventory control enhances profitability by reducing costs
associated with storage and handling of materials. RFID,
Barcode technology, NFC and related works are discussed in
the subsequent sections.

A. Radio Frequency ldentification

RFID is an automated system that utilizes wireless
technology to uniquely identify and track tagged objects in the
form of a unique serial number [8]. It gathers data about an
object without the need to touch or see the data carrier. A
typical RFID system is composed of four basic components
including RFID tags, readers, antennas and a central node
computer system which houses the database server and
management software (middleware) [8]. The RFID tag or
transponder is the data carrier that transmits information to the
RFID reader (transceiver) within a given range through a
microchip and antenna embedded in it [8], [9]. The second
component in an RFID system is the reader. Its role is to query
a tag and receive data from it [10]. The antenna generates radio
signals to activate the tag and read or write data to it [8]. The
middleware at the central node manages incorporation of data
received from the reader [10]. The middleware manages the
information exchange between the reader and the backend
database server [10]. A computer database server mainly
completes the data storage, management and read-write control
of the radio frequency tags. They provide the data obtained
from the reader to the software application.

The advantages of RFID include: automatic non-line-of-
sight [11], [12], ability to withstand harsh environments [12],
the data capacity of RFID tags permits them to vary in size,
from holding only a few bits to thousands of bits [11], [12], the
technology is secure [11], it provides real-time information as
it is quite challenging for those organizations managing large
yards to know precisely what goods and their quantity are and
on which truck without first unloading the truck, which also
makes it complex to direct the truck to the right drop off or
parking yard location [11] and it is cost saving [12].

The disadvantages of RFID include: it is expensive
compared to barcode technology and the price of RFID tags
has traditionally been a significant obstacle to its widespread
deployment in Supply Chain Management (SCM) [11], [12],
because RFID uses the radio spectrum to transmit its signals, it
is susceptible to interference that leads to the hampering of its
ability to transmit clear and reliable information to RFID
readers [11], it is difficult to position tags on a varying range of
products to gain the most successful read rates [12], it is
difficult to read multiple items when a pallet contains different
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items to be read, as the reader needs to be aware it is reading
multiple types of items and the current RFID protocols are
designed to offer the most optimal performance between
readers and tags, but neglecting to address consumer privacy
concerns. Privacy advocates are worried that if RFID tags are
placed in common items, the product may be tracked once
purchased by consumers [12].

B. Barcode Technology

The barcode technology is used in various areas of
applications in computerizing the operations for the purpose of
achieving efficiency, effectiveness and realizing optimal
benefits from the business by scanning the inflow and outflow
of barcoded items using a scanner [13]. The technology
comprises of barcodes and barcode readers also known as
scanners.

Barcodes are printed symbols of machine-readable data that
contain information about an item to help facilitate the item’s
identification and tracking [13]. Sarika and Imran [2] define a
barcode as an optical machine-readable representation of data
that is capable of storing the physical object information in
digital form to which they are attached or fixed. There are three
types of barcodes that are used in enterprises: linear (1D), two-
dimensional (2D) and three-dimension (3D) barcodes. A linear
barcode is the first generation, one-dimensional barcode that is
made up of lines and spaces of various widths that create
specific patterns. These patterns represent stock-keeping unit
(SKU) numbers, which are easily and quickly read by
computer scanners. The usage of linear barcodes is much
cheaper and quite simple. Linear barcodes are widely used and
they come in different types such as UPC, CodaBar, Code 25,
39, 128 and European Article Numbering (EAN) [2]. The 2-
Dimensional barcodes are more powerful and store more
information compared to 1-Dimensional and these are in two
types which include stacked 2D barcode and matrix 2D
barcode [14]. The durability of 2D barcode is much high as
compared to that of 1D barcode. Information is stored in two
directions, which are horizontal as well as vertical. In 2-
dimensional barcodes, many thousand alphanumeric characters
can be placed in a single symbol [15]. One of the most
important advantages of 2D barcode is that large amount of
data can be read easily and written accurately [15]. The 3-
dimensional barcodes are composed of an array of 3D cells,
called modules, and each can be either filled or empty,
corresponding to two possible values of a bit. They are just like
2D barcodes because they can contain different types of
information such as pricing, height, weight and other product
information. These barcodes were designed mostly to avoid the
problems of high temperature, chemicals and solvents that
would destroy any barcode in linear or 2-dimensional barcodes
[16].

The barcode reader is an electronic tool that scans printed
bar codes on items for sale or on other labels for identification
purposes. It is used to extract information optically from the
barcode [17].

The advantages of barcode technology include: since the
main two components used to produce barcodes are paper and
ink, therefore, barcodes are relatively less expensive compared
to RFID technology that makes use of silicon chips [12], it is
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easy to use [11], it is scalable [12], it is reliable and accurate
than manual data collection and it provides real-time
information [12].

The disadvantages of barcode technology include: because
barcode readers use a direct line of sight to the printed barcode
when scanning a barcode, it makes the technology difficult and
impractical in various industrial environments and the ordinary
barcodes can only store a small amount of static information,
normally around 20 characters [11].

C. Near Field Communication

NFC is one of the latest short-range wireless
communication  technologies [18]. It provides safe
communication between electronic gadgets. NFC-enabled
devices can just be pointed or touched by the users of their
devices to other NFC-enabled devices to communicate with
them. This act of communication is called tap-in or to tap and
go. With NFC technology, communication is established when
an NFC-compatible device is brought within a few centimeters
of another which is around 20 cm theoretically and 4 cm in
practical [19]. The immense benefit of the short transmission
range is that it prevents eavesdropping on NFC-enabled
dealings. This technology enables several innovative usage
scenarios for mobile devices. It works on the basis of RFID
technology that uses magnetic field induction to commence
communication between electronic devices in close vicinity.
Sharing of files between phones, service discovery and getting
information by touching smart phones are possible applications
of NFC using smart phones [18], [19]. Currently, NFC has
many applications, which mostly focus on the field of
Identification and authentication, ticketing systems in public
transport such as trains and buses as well as contactless
Electronic Point of Sales (EPOS) terminals at shopping centers.
NFC has also shown promise in being used for data transfer or
data beaming in applications such as smart posters or
simplifying the setup of more complex communication
methods such as Wi-Fi [19].

NFC technology defines two types of devices and two
modes of operations. One is an initiator device and the other is
the target device. The initiator device is one that initiates the
communication and controls the data exchange. The target
device is the one that responds to the initiator device. Active
and Passive are the two operating modes of NFC. In active
mode, both the initiator and the target generate the RF signal
on which the data is carried. While in passive mode, only the
initiator generates RF signal, and the target communicates back
to the initiator using a technique called load modulation [20].
What makes the communication between the devices so easy is
that, NFC protocol provides some features not found in other
general-purpose protocols [21]. First of all, it is a very short-
range protocol. It supports communication at distances
measured in centimeters [21]. The devices have to be literally
almost touching to establish the link between them [22]. The
advantage of this is that: Devices can rely on the protocol to be
inherently secured since the devices must be placed very close
to each other. It is easy to control the two devices to
communicate by simply placing them next to each other or
keeping them apart [23]. Procedure of establishing the protocol
is inherently familiar to people. If you want something to
communicate to, touch it. This allows for the establishment of
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the network connection between the devices to be completely
automated and happens in a transparent manner. The whole
process is fulfilled if devices recognize each other by touching
and then connect to each other once touched [23]. Another
important feature of this protocol is the support for the passive
mode of communication [22].

D. Cloud Computing

Cloud computing is proving itself as an emerging
technology in IT world which provides a novel business model
for organizations to utilize software, applications and hardware
resources without any upfront investment [24]. Cloud is a
metaphor to describe web as a space where computing has
been preinstalled and exist as a service; such as information,
infrastructure, applications, storage and processing power on
the web ready to be shared [24]. The cloud computing system
consists of the front end and back end components. These
components connect to each other through a network, usually
the Internet. The front end is the side of the computer user or
client whereas the back end is the cloud section of the system.
The front end includes the client's computer or computer
network and the application required to access the cloud
computing system. Cloud computing comprises of three types
of service models which include: Infrastructure as a Service
(laaS), Platform as Service (PaaS) and Software as a Service
(SaaS). Cloud computing also comprises of four types of
deployment models and these include: public, private, hybrid
and community models.

In the infrastructure as a service model, the cloud providers
offer cloud services such as hardware resources, storage and
network infrastructure services. The virtualization is the base
of this model [24]. In the platform as a service model, the cloud
service providers provide application development platform for
developers. They also deliver a set of APIs for developers to
develop and launch their own customized applications. There is
no need for them to install any development tools on their local
devices and machines and the software as a service model
facilitates for customers to access the applications hosted on
the cloud. Instead of installing the applications on their own
machines, users access these applications installed on the cloud
using their own browsers [25].

The public computing model is used by the general public,
which includes individuals, corporations and other types of
organizations. Third party vendors essentially administer the
public clouds over the Internet and services are offered on pay-
per-use basis. The advantage of this model is that it is widely
used in the development, deployment and management of
enterprise applications at an affordable cost. It also allows
organizations to deliver highly scalable and reliable
applications rapidly at a more affordable cost. Its limitation is
the security, which is a significant concern in public clouds
[25]. In private computing model, the computing resources are
operated exclusively by one organization. Private clouds are
actually more secure than public clouds since their users are
trusted individuals inside the organization. It emulates the
concept of cloud computing on a private network [25]. Hybrid
computing model is a composition of two or more cloud
deployment models, linked in a way that data transfer takes
place between them without affecting each other. This can be a
combination of private, community or public clouds which are
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linked by a proprietary or standard technology that provides
portability of data and applications among the composing
clouds. These clouds would typically be created by the
enterprise and management responsibilities would be split
between the enterprise and the cloud provider. In this model, a
company can outline the goals and needs of services [26]. A
well-constructed hybrid cloud can be useful for providing
secure services such as receiving customer payments, as well
as those that are secondary to the business, such as employee
payroll processing. The major drawback to the hybrid cloud is
its difficult aspect in effectively creating and governing such a
solution. Services from different sources must be obtained and
provisioned as if they originated from a single location, and
interactions between private and public components can make
the implementation even more complicated [26]. The
community cloud model is the type of cloud computing in
which the infrastructure is shared by several organizations for a
shared cause and may be managed by them or a third party
service provider and it is rarely offered cloud model. These
clouds are normally based on an agreement between related
business organizations such as banking or educational
organizations. A cloud environment operating according to this
model may exist locally or remotely. The best example of a
community cloud is the Facebook [26].

E. Related Works

Chandrasekharan et al. [27] developed an integrated
barcode system for event management to ensure smooth and
quick registrations of participants, real time stocktaking of
consumables and providing exclusive secured venue-access
during events.

Mathaba et al. [28] developed an inventory control system
using an integration of Internet of Things (IoT) with RFID
technology and web 2.0 technologies for identifying stock
levels on shelves, loss prevention and as an enabler for locating
misplaced stock, anti-counterfeiting of stock, stock validity and
many others.

Boyinbode and Akinyede [10] developed an RFID
Inventory Control system for Nigerian supermarkets to
effectively detect and capture response signals transmitted
from the RFID tags attached on each item that passes through
the scanning zone.

Jamal et al. [29] developed a cloud computing system in
which data from the scanning system is provided to the Electric
Product Code (EPC) Information System that is implemented
on cloud as SaaS (Software as a Service). The transmitted data
is stored and managed on the cloud and is made available in a
reliable manner to any application that requests it.

Some of the solutions provided by applications in the
related works would be of great benefit if adopted in the
inventory management of aircraft spares in ZAF. The concept
of barcode technology and cloud architecture implemented in
the related works would be adopted in the design of the
proposed prototype. The rationale of using barcode technology
is to keep track of how much stock is going out, how much
remains on shelves and in the warehouse, giving commanders a
real time picture of what is happening. The system would
ensure that the institution does not hold much stock than is
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necessary in order to avoid unnecessary incurring of holding
cost. The idea behind optimum stock level is to ensure that the
cost is kept as low as possible.

I1l. METHODOLOGY

A. Baseline Study

The purpose of the baseline study was to establish the
challenges faced by ZAF with regards to inventory
management of spares. A Mixed Methods Research
Methodology was used in this study.

1) Study Population: The target population for the study
included ZAF employees who work under stores management,
Senior Officers in charge of procurement, aircraft engineers
and technicians.

2) Sample Size and Sampling Procedure: The study was
conducted in three (03) Zambia Air Force Bases located in
three different provinces, namely, Lusaka, Southern and
Central. The three ZAF Bases were purposively sampled
because the target was personnel who had the knowledge and
experience about the information of interest by virtue of them
working in the warehouses and proving aircraft maintenance.

3) Research Instrument: The research instruments were
tailored with the sole purpose of meeting the objective of the
baseline study. The instruments included the following:

e Questionnaire for ZAF employees who work in the

warehouses or stores.

e Questionnaire for ZAF employees who provide aircraft
maintenance.

o Interview guide for ZAF employees.

4) Data Collection: The researcher was granted authority
by ZAF Command to collect both quantitative and qualitative
data from ZAF employees with regards to inventory
management of aircraft spares. Questionnaires were distributed
to 45 respondents in the affected bases and they were given
ample time to respond to the questions for qualitative data
collection. The interviews were equally conducted to gather
quantitative data. The whole process of data collection was
done in two weeks’ time.

5) Data Analysis: The quantitative data that was gathered
by use of questionnaires was analyzed using IBM Statistical
Package for the Social Sciences (SPSS). The results were
presented in the form of tables and charts.

B. System Design

The system requirements specification and model design
phase of the research study employed the use of qualitative
data from interviews that ZAF personnel supplied. The
interviews with the stores personnel and personnel who service
the equipment provided the qualitative data needed to come up
with the current business process and thereafter design the
automated inventory business process and the system
architecture.

1) Current Business Process: The current business process
is shown in Fig. 2. It is derived from interviews that were

135|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

conducted. In the business process, Aircraft Maintenance Unit
(AMU) provides maintenance to equipment to ensure that it is
in a serviceable state. When a particular spare part on the
equipment is defective, it is indicated on Form 700 and
forwarded to Technical Control to make a demand. The Officer
Commanding Technical Control raises an internal demand to
technical stores on ZAF Form 674 also called Internal Demand
and Issue Voucher. The details that are required to be filled on
this form include: part number, description of the equipment,
purpose for which the spare part is required, quantity and the
inventory number. The technical stores personnel issue out the
spare part when it is available in stores on Form 674. If the
spare part is not available, an external demand is raised to
source for the missing item from Central Equipment Depot
(CED). The baseline study revealed that the current process of
managing inventory of aircraft spares makes extensive use of
forms.
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Fig. 2. Current business process.

2) Proposed Business Process: The proposed automated
demand business process depicted in Fig. 3 is derived from the
current demand business process methodologies as described
by the stores personnel in Fig. 2. Automating manual and paper
based phases in the processes is the change that is proposed
here. Barcode technology was a preferred technology to be
used in the proposed inventory business process because it is a
mature technology, relatively cheaper, easy to implement and
simple to use compared to radio frequency identification and
near field communication.

The centralized database stores all the information about
the spares, suppliers and employees. The application links the
barcode readers to the centralized database server. The spares
that are received in the warehouse already come with barcodes.
Once the barcode reader scans the item, the barcode transmits
information to the scanner and the scanner reads out the
information and transmits the information read from the
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barcode to the software. The application then interprets the
numbers from the barcode and then writes the information in
the database. Equally, when issuing out the spares the barcode
reader scans the item and transmits the information read from
the barcode to the application. The application then interprets
the numbers from the barcode and matches those numbers with
the information in the database indicating the type of spares
they represent. For instance, if the information is for a fuse for
category 826Y, it will be able to show its description and there
will be an instant reduction in the number of fuses for category
826Y in the database. If the minimum number of fuses in that
category is reached, the system will automatically send a
message to the management to reorder that particular item.
This allows the stores personnel to track which spares have
been issued out with a handheld scanner. Specialized software
keeps track of how much stock is going out the door via
issuance and how much remains on shelves and in the
warehouse, giving managers a real time picture of what is
happening. The software analyzes the data and makes
recommendations for reordering strategies. The Closed Circuit
Television (CCTV) is incorporated in the proposed business
process to monitor how business is conducted in the stores.

Aircraft Maintenance Unit (AMU)
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, |
Technical Control !

Technical Control raises a demand for -
the spare part on computerised Form
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| Using automated Form 700y

| AEW requests technical
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| the spare part. The request

I" s escalated to technical
control profile and the text
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|
|
|
|
|
|
|
|
|
Bulk SMS |
|
|
|
|

Spare part issued out and the
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Middleware software
in the Cloud

Middleware verifies stock count
before the items are kept in the stores
Barcode data from cov l

reader sent to
middleware in the
cloud via
ccrv. MPLS network

Supplier|delivers 8
items bearing barcodes
to Central Equipment CED
Depot|
ltems are delivered

o from CED to station technical
Before the items are kept in the warehouse, the barcode reader stores

scans them and transmits the read out information to the software
in the cloud. The software then interprets the numbers from the
barcodes and then writes the information in the database.

Fig. 3. Proposed business process.

3) Proposed System Architecture: The proposed system
architecture utilizes the private cloud infrastructure and
barcode technology to manage inventory of aircraft spares via
the web interface. As the baseline study showed that the
current system is tedious hence the proposed model would help
reduce costs and time it takes to conduct business. The
proposed system architecture is shown in Fig. 4.

ZAMTEL, the largest telecommunications company in
Zambia provides the MPLS network while ZAF provides the
private cloud services. The MPLS backbone comprises of fiber
and microwave. ZAF exclusively operates computing resources
in the cloud. There are a number of servers installed in the
cloud such as Email server, Database server, Application
server, Web server, Real-time communication server and other
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services, like Data storage and Backup storage. The rationale
herein is to provide services to remote bases without the
hassles of the hardware, software and security of information.
This kind of cloud computing is more secure than public
clouds since their users are trusted individuals inside the
organization. It allows users to have the benefits of cloud
computing without some of the pitfalls. ZAF would have
complete control over how data is managed and what security
measures are to be put in place. This leads to users having
more confidence and control over the system.

Station A

Cloud Service Provider

Fig. 4. Proposed system architecture.

C. Use Cases

The Use Case diagrams in Fig. 5 shows the interactions
between the actors and the system in the system
implementation. The main actors of the system were the
middleware, reader and application users. The barcode reader
is responsible for recording inventory stock items by scanning
barcodes attached to items and sending data read to the
middleware. The barcode middleware sits between the barcode
reader and the backend database. It is responsible for managing
exchange of information between the reader and the backend
system. The users at the application interface first log into the
system and then perform transactions, view inventory data and
generate reports.

Barcode Inventory Control System

Retrieve data
reader
integrate and

>V

User
Barcede
Middlewars

>

Send bar
data Reader

Barcode

Fig. 5. Use case diagrams.
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D. Sequence Diagram

Fig. 6 shows a sequence diagram for the “Read Barcode”
from Reader Use Cases. The reader firstly monitors barcode
activity. The user interface (Ul) starts and then the control
object is instantiated. The control object reads the barcodes as
the stock items are scanned. Upon reading data from barcodes,
the reader retrieves the data and sends to middleware for
processing.

I o0 ©

Barcode Middlewae :ReadB?rcodeUI :ReadBarcode :Evgnt

1: monitorActivity()

2: readBarcode()
»

3: statinterface()

<
4: readBarcode()
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|
|
|
|
|
|
I
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
bl
|
|
|
|
|
|
|
|
|

Fig. 6. Sequence diagram.

E. Class Diagram

The class diagram notations describe the structure of the
proposed system by indicating system’s classes, and their
attributes, operations or methods, and the relationships among
the classes. The class diagram in Fig. 7 illustrates the common
components of classes, class attributes and class operations.

Employee
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User P Administrator
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[ 2
- 0.4
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Fig. 7. Class diagram.
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F. Entity Relationship Diagram

Fig. 8 shows an Entity Relationship (ER) model diagram
for the barcode inventory system. The ER model provides a
representation of user reality. It consists of entities, attributes
and relationships that have been reasonably assumed for the
proposed system. The assumptions are derived from the
requirements that have been gathered from the survey and
interviews.

employeelD

employeeType

SupplierName

rank Item

Stores.

Supplier

Location

LEGEND

Entity = One
>()—= zero or more
@ >—’—: One or many|

@ >—

Fig. 8. Entity relationship diagram.

G. System Prototype Development

The system consists of frontend and backend components.
The frontend was developed using HyperText Markup
Language (HTML) for formatting of text in the document,
JavaScript for interactivity in the web pages and Cascade Style
Sheet (CSS), which provides the look and feel of the web
pages. The backend is the server-side component of the system.
The system runs on apache webserver and the database is
designed using MySQL, which is a structured query language.
The software was developed using Hypertext Processor (PHP)
programming language for dynamic web applications.

IV. RESULTS

The results obtained from the baseline study and system
prototype development and testing are presented in this section.
The main purpose of conducting the baseline study was to
ascertain the challenges that ZAF faces regarding inventory
management of aircraft spares. The proposed prototype
application was developed show as proof of concept of how the
fully implemented system would work to alleviate the
challenges currently faced by ZAF.

1) Baseline Study: The data collected from the baseline
study was analyzed using descriptive statistics and the results
were presented in form of charts. When the respondents were
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asked if verification of stock count is done physically, 79%
agreed and 21% were not sure