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It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the infernational scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.
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Detecting Public Sentiment of Medicine by Mining
Twitter Data

Daisuke Kuroshima', Tina Tian®
Department of Computer Science, Manhattan College, New York, USA

Abstract—The paper presents a computational method that
mines, processes and analyzes Twitter data for detecting public
sentiment of medicine. Self-reported patient data are collected
over a period of three months by mining the Twitter feed,
resulting in more than 10,000 tweets used in the study. Machine
learning algorithms are used for an automatic classification of
the public sentiment on selected drugs. Various learning models
are compared in the study. This work demonstrates a practical
case of utilizing social media in identifying customer opinions
and building a drug effectiveness detection system. Our model
has been validated on a tweet dataset with a precision of 70.7%.
In addition, the study examines the correlation between patient
symptoms and their choices for medication.

Keywords—Twitter; social media; data mining; public health

I.  INTRODUCTION

Twitter, a microblogging service, has gained rapid
popularity over the decade [1]. Massive quantities of real-time,
fine grained microblog messages (also known as tweets) are
available on Twitter. It is estimated that the social network
attracts 321 million monthly active users worldwide, posting
more than 500 million tweets everyday [2]. Published tweets
can be accessed through Twitter’s web portal or extracted
programmatically using its Application Program Interface
(API) [3].

Due to its rapid growth and the accessibility of the massive
quantities of tweets, Twitter has become a valuable information
resource for various applications. For example, enterprises
have studied the usefulness of Twitter in organizational
communication and information gathering [4]. Researchers
have monitored real-time activities on Twitter to detect
earthquakes [5]. Furthermore, Twitter has been used in
studying political campaigns [6].

One particularly interesting research field is to apply social
network data in the medical domain. Past research suggested
that social media serve as valuable tools to involve patients
more in their care and promote more effective communications
between physicians and patients [7]. Currently, Twitter is the
most popular platform of social media used for healthcare
communications [8].

In this paper, we present a computational approach that
collects, processes and analyzes Twitter data for detecting
public sentiment of medicine. Machine learning models are
used for an automatic classification, which is able to examine
tweets that show positive or negative sentiment. The results
from the supervised classification study demonstrate how

Twitter can be utilized to identify patterns of customer
opinions.

The rest of the paper is organized as follows. Section 1l
reviews the related work. In Section Ill, we describe the data
set used in the experiment and explain the methods and
algorithms adapted in analyzing the data. Section IV presents
the results of the study and Section V concludes the paper and
proposes future directions.

Il. RELATED WORK

Social media, particularly Twitter, has gained increasing
attention in medicine [9]. This is mainly due to the broad reach
of Twitter users; anyone with a Twitter account is able to
publish public tweets of up to 140 characters [10]. Compared
to the traditional approach of evaluating drug efficacy where
information comes from limited surveillance resources, Twitter
greatly increases the number of people who can contribute to
the discussion. Therefore, larger scale data can be leveraged for
studying the effectiveness of medication.

Tweets can provide critical opinions and first-hand reviews
on drugs based on patient experience. Communications on
Twitter come from diverse backgrounds, making it a unique
source of information gathering from the general population.
Moreover, Twitter provides real time and direct surveillance.
For example, Lee et al. used Twitter data for real-time disease
surveillance on flu and cancer [11]. Gesualdo monitored tweets
for allergic disease surveillance [12].

Past research has shown the predictive power of Twitter for
health care. Tweets have been used to collect evidence about
post-market pharmacovigilance [13] [14]. Aramaki et al. have
used Twitter to detect influenza epidemics [15]. Baumgartner
et al. utilized Twitter for discovering emergent online
communities of cannabis users [16]. Recently, Twitter data
were used as an information source to detect drug abuse in real
time [17]. In addition, the study of Twitter updates successfully
tracked the spread of cholera in Haiti [18]. Overall, Twitter has
been proven to be a valuable knowledge source in tracking
natural disasters, infectious disease outbreaks and drug use.

In this paper, we describe a computational method that
identifies the public sentiment of over-the-counter (OTC) drugs
using Twitter. Specifically, common pain relievers are targeted
in the experiment. Self-reported patient data are collected by
mining the Twitter feed. Moreover, the study shows the uses of
the selected drugs among Twitter users, presenting a different
perspective compared to the drug facts provided by
pharmaceutical companies.

1|Page
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I1l. DATA SET AND METHODOLOGY

The system performs a sentiment analysis on a Twitter
tweet corpus regarding drugs collected from January 2019 to
April 2019. In this section, we discuss the data set used in the
study and how we processed the tweets in order to determine
their sentiment.

A. Data Set

In this work, a list of four OTC painkillers is examined.
They are Advil, Aleve, Motrin and Tylenol. We name it List A.
Brand names are chosen over names of the substances, as they
are more frequently mentioned by Twitter users. Both Advil
and Motrin contain ibuprofen. Aleve’s main substance is
naproxen while Tylenol majorly contains aspirin.

It is possible to collect a subset of Twitter feed by running a
keyword search using Twitter’s Search API. In order to extract
more relevant tweets for learning the sentiment, we apply a
second list of keywords, which includes symptoms of the
patients taking drugs in List A, reported by pharmaceutical
companies. Table | shows a sample of keywords included in
the new list, named List B. This approach also enables us to
study uses of the drugs from the general public.

Synonyms of the keywords are included in List B. For
example, “throw up” and “puke” are added to the list as
synonyms of “vomit”. Different tenses are taken into account
as well. For instance, besides “puke”, the list also contains
“puked” and “puking”. Twitter is known for its informal
language style [19]. Therefore, List B has included several
casual words and phrases, such as “tummy”, which is an
informal way to describe the stomach.

Both List A and List B are passed to the Twitter Search
API for extracting the dataset. A tweet is only selected if it
contains at least one drug from List A and one keyword from
List B. In this study, we target tweets that are written in
English and published in the United States. During the three
months of data collection, more than 10,000 tweets were
extracted. Duplicated tweets, such as retweets, were removed.
The remaining 6,447 distinct tweets form the final dataset for
the study.

TABLE. I. SAMPLE OF KEYWORDS IN LIST B
stomach cough fever
headache vomit bloat
nausea swelling blood
itching rash sore throat
running nose stuffy nose sneezing
pain belching stiff
irritated eyes lower back difficulty sleeping
cry swallow muscle

TABLE. Il.  BREAKDOWN OF THE DATASET
Drug Number of tweets
Advil 2,162
Aleve 455
Motrin 502
Tylenol 3,680

Vol. 10, No. 10, 2019

Table 11 reveals a breakdown of the dataset concerning each
specific drug. The total number of tweets in the table slightly
exceeds the size of the dataset, as some tweets include more
than one drug in List A. As one can see, Advil and Tylenol are
more popular choices among Twitter users, while Tylenol
being the most frequently mentioned drug in the experiment.

B. Data Pre-Processing

Before we deliver the dataset to machine learning methods
for sentiment detection, it is necessary to pre-process the raw
data. As seen in Fig. 1, the process includes data
manipulations, such as data cleaning, data splitting and text
vectorization to properly prepare the training set. The training
data are then labeled with sentiment tags and passed to
machine learning algorithms for further studying the test
dataset. The rest of this section elaborates the processing
procedure.

The first stage of data pre-processing is text cleaning.
Extracted tweets are converted to all lowercase letters. URLS in
tweets are removed, as they do not contribute to sentiment
detection. Tweets with selected user mentions are eliminated
from the study. One example is the user mention @Advil,
which appears in our dataset as Advil is one of the search
keywords. However, username @Advil belongs to a personal
Twitter account, who has no relation with Advil the drug.

Next, we split the dataset into training set and test set to be
used with machine learning algorithms. Among all the tweets,
259 of them are randomly selected to form the training set. The
test set consists of the remaining 6,188 tweets. Each tweet in
the training set is manually classified as positive sentiment or
negative sentiment. They are labeled P or N respectively. A
tweet is evaluated as positive if the Twitter user (patient)
published a positive experience with the drug. On the other
hand, a tweet is labeled negative if the user reported the drug
being ineffective. As a result, 133 tweets in the training set are
classified as positive and the remaining 126 tweets are labeled
negative.

The training dataset and the sentiment labels are stored in
an .arff file in order to be processed by machine learning tools.
Fig. 2 shows a sample of the training data file. As one can see,
two attributes are included in the relation. One attribute is the
tweet, which is a string type, and the other is its classification,
which comes from set {P, N}. The rest of the file consists of
the data section, in which each line contains an example with
the two attributes separated by a comma.

Twitter Search Data Y

- API Pre-processing

Data Cleaning

Machine Text
Learning Vectorization

Sentiment
Tagging

Fig. 1. System Architectural Overview.
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@relation ‘training.arff’

@attribute tweet string
@attribute classification {P, N}

@data

“’d be sick because i’'m allergic to advil”, N

“when i say i was on a million meds, i mean it. i was
taking a steroid pack to help me heal, melatonin to sleep,
advil to help my pain and i had anti nausea meds like i
was taking easily like 10 pills a day for a good month
oop”, P

“@sar_free well take some tylenol so that fever can go
away”, P

“i have such a headache i took tylenol to stop this exact
thing”, N

Fig. 2. Sample of Training Data.

In order for our machine learning models to learn the
correlation between a tweet and its sentiment classification,
text vectorization is used to parse the data. In the process, tweet
strings are converted to word vectors, as known as bag of
words. Tweets are tokenized by applying pre-defined
delimiters, such as blank spaces and punctuation signs. For
example, tweet “i’d be sick because i’'m allergic to advil” is
converted to vector [i, d, be, sick, because, i, m, allergic, to,
advil]. A list of stop words is applied to eliminate neutral and
nonsemantic terms in a vector, such as the, in, of, etc.
Additionally, stemming is used to words with the same root.
For example, cat, cats, catlike and catty are considered the
same term.

Overfitting is a common issue in machine learning. To
tackle the problem, we select the top 100 most frequent words
from each classification. That is, 100 terms from the positive
tweet corpus and 100 terms from tweets with the negative
annotation. Together they form the vocabulary of this study. In
this work, the most frequent words are determined by
calculating their term frequency-inverse document frequency
(tf-idf). The following formulas describe how tf-idf of a term is
computed.

Let t be a term and d be the tweet that contains term t. The
term frequency of t, denoted as tf(t,d), can be calculated as

ftd

tf(td) = Yered fer g @)

where f; 4 stands for the number of appearances of term t in
the tweet and Y,.cqf,r 4 represents the total number of
occurrences of all words in tweet d. Let D be the entire
document, specifically, the collection of tweets in our
experiment. The inverse document frequency of term t,
symbolized as idf(t,D), can be computed using the following
formula.

] N
idf (¢, D) = log ey ea ?

where N stands for the total number of tweets in the dataset.
{t'" € D:t € d} represents the set of tweets in our data
collection that contain term t. For example, there are 6,447
tweets in the dataset and the word sick appears in 189 of them.
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Thus, the inverse document frequency of term sick is computed
as log(6447/189), which approximates 5.1. The final term
frequency-inverse document frequency of term t is the product
of the two previously calculated frequencies, as shown in the
formula below.

tfidf (t,d,D) = tf(t,d) - idf (t, D) 3)

Term frequency-inverse document frequency is used as the
measure to select the most popular terms to be studied by
machine learning models. As a result, a combined list of 141
top words from both the positive and the negative
classifications constructs the vocabulary. The total size is less
than 100 times 2, as some words overlap in the two classes.

IV. RESULTS

As mentioned in Section Ill, our dataset consists of 6,447
distinct tweets that contain keywords from both a list of
medicines and a list of symptoms. The coverage of symptoms
in the user-reported data enables us to further study the uses of
the drugs. Overall in our experiment, headache is the most
common cause to seek over-the-counter pain relievers. Other
frequently mentioned symptoms are ear pain and back pain.

Fig. 3 shows a bar chart of the top five most common uses
for each medicine. A bar in the graph represents the percentage
of a particular symptom reported for a drug. Common
symptoms include headache, fever, ear pain, back pain, etc.
The term general pain is used to represent unspecified pain
reported by the patients. For example, our study shows that the
main uses of Advil are headache, general pain and back pain.
Among them, headache is the dominant cause of Advil
consumption, reported by 33% of the Advil users.

Drug Symptoms

Advil back pain
£ar
fever
General Pain
headache

Aleve back pain
gar
fever
General Pain
headache

Motrin back pain

General Pain
headache
Tylenol back pain
gar
fever

General Pain

headache

Fig. 3. Use of Each Drug in Percentage.
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Fig. 4 reveals the co-occurrence patterns between drugs in
our study and their reported uses. Circles are color coded in
order to distinguish among different drugs. For example,
Motrin consumption is symbolized with color red and patient
cases of Advil are annotated with blue circles in the figure.
Each circle represents the tweets in our dataset that reported a
particular use of a drug. For example, circle “Advil headache”
in the figure symbolizes the set of tweets that contain both
keywords advil and headache. The size of a circle is in
proportion to the number of tweets it represents. Thus, large
circles are a sign of frequent co-occurrences between a drug
and its reported use.

As seen in Fig. 4, patients with headache tend to seek
Advil. In our study, it is found that people with the symptom of
fever prefer Tylenol and Motrin over others. An interesting
observation is that a large portion of Aleve consumers use it for
ear pain. The dataset also suggests that Tylenol is a popular
choice for other specific pain, such as hip pain, backache,
muscle cramp and chronic pain. Moreover, 50% of the patients
who reported to show symptoms of sore throat and swelling
chose Aleve over other pain relievers in the study.

In order to render the most accurate result in examining the
sentiment of tweets, several machine learning models are
applied in this work. They are decision tree learning, random
forest, support vector machine, naive Bayes and k-nearest
neighbors. The study compares their accuracy and selects the
algorithm with the highest precision for automatic sentiment
classification. As mentioned in Section IlI, the training set
consists of 259 randomly selected tweets in the dataset. Each
tweet is labeled with a sentiment of positive or negative. In
order to compare different machine learning algorithms, the
training data are divided into two sets. One set contains 90% of
the training data, which is used to train the different machine
learning models. The remaining 10% of the training data
construct the second set, which is used to validate the
classification results. In this work, 10-fold cross validation is
applied to achieve better precision.

Every machine learning model generates its predicted result
regarding each tweet in the validation set. The prediction is a
classification of positive or negative sentiment. If a tweet in the
validation set is labeled positive and the learning model
successfully predicts it, we mark it as a case of True Positive
(TP). On the other hand, if the model delivers a positive
classification while the tweet is annotated negative, we record
the instance as False Positive (FP). Similarly, a tweet is
considered True Negative (TN), if the learning algorithm
correctly reports a negative sentiment. Otherwise, if the model
fails to predict a positive label, the case is noted as False
Negative (FN). The four categories summarize all possible
scenarios from the validation process. An example of each
category is shown in Table I1I.

To evaluate the accuracy of each machine learning model,
three measures are considered in this study. They are precision,
recall and F-measure. All the three parameters can be
computed using the number of instances included in the four
categories viewed in Table Il1l. The following formulas show
the calculation of the three accuracy measures, where TP, FP,
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TN and FN represent the number of tweets belonged to each
scenario.

TP

Precision = —— 4
TP+FP
TP
Recall = —— (5)
TP+FN
Presision-Recall
F-measure = ———— (6)
Precision+Recall

Table IV reveals the precision, recall and f-measure from
validating selected machine learning models. Each model is
associated with two sets of accuracy measures. One set is based
on the positive classification and the other is built on the
negative classification. Finally, their weighted average is
calculated, which shows in bold in the table.

As seen in Table 1V, among all the learning models, naive
Bayes provides the highest average precision, recall and f-
measure. Therefore, it is chosen as the algorithm to determine
the sentiment classifications of the test data. As a result, 3,068
tweets in the test set are categorized with positive sentiment
and the rest 3,377 tweets are classified as negative.

Advil
headache

. ",
r ‘q ;ﬂ‘d\.-l;Y

Tylenol
General Pain

oe.

Fig. 4. Co-Occurrence Patterns between Drugs and their uses.

TABLE. lll.  EXAMPLES OF CLASSIFICATION RESULTS

Category | Example

TP Mix salt in warm water and wash around your mouth. It
alleviates the pain a little. Advil liquid gels do work too lol
Unfortunately | DO have stomach issues, after playing that game

Fp for about ten years. :( | used to use extra-strength advil AND
extra-strength Tylenol to knock the pain out, but it caught up to
me this year.

TN The 1UD is gone and the tylenol is taken and STILL THE PAIN.

FN | have a headache today... should take an Advil
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TABLE. IV. PRECISION, RECALL AND F-MEASURE
ll\_/le;;;mg Classification | Precision Recall F-Measure
Positive 57.8% 65.5% 61.4%
Decision Negative 64.9% 57.1% 60.8%
Tree F
X\(,ee'gggzd 61.5% 61.1% 61.1%
Positive 64.3% 55.8% 59.7%
Random Negative 64.5% 72.2% 68.2%
Forest F
X’\Z‘E:ggd 64.4% | 64.4% 64.2%
Subnort Positive 69.9% 57.5% 63.1%
uppo "
verrert [ Negative 671% | 77.8% 721%
Machine X\(,ee'gggzd 68.4% 68.2% 67.8%
Positive 62.6% 68.1% 65.3%
K-Nearest | Negative 69.0% 63.5% 66.1%
Neighbors i
X\fe'fggd 66.0% 65.7% 65.7%
Positive 69.7% 67.3% 68.5%
Naive Negative 71.5% 73.8% 72.7%
Bayes ;
X\(f;?:;d 70.7% 70.7% 70.7%

V. CONCLUSIONS AND FUTURE WORK

In this work, we built a drug sentiment classification
system based on Twitter data. The system is able to
automatically identify patients’ opinions on selected drugs. The
study demonstrated that public sentiment of medicine can be
detected using data on social media, such as tweets. Our model
has been validated on a real-world dataset with a precision of
70.7%. Additionally, the study investigated the correlation
between patient symptoms and their choices for medication.

In the future, it is planned to apply the same methodology
on prescription drugs and newly released medications.
Learning public sentiment of new drugs can be particularly
crucial, providing valuable feedback for patients and healthcare
providers. Moreover, future work involves expanding the
dataset, which will include a larger pool of tweets for training
the learning models. It is possible for the system to achieve a
higher precision rate with an expanded set of training data.

Currently, this work only considers binary classifications.
Thus, the sentiment of a tweet is labeled as either positive or
negative. However, it is observed that some tweets do not
indicate an identifiable opinion regarding the drugs in the
study. In other words, they have a neutral sentiment. These
tweets have been eliminated from the training set.
Nevertheless, it is possible that the test data may contain a
subset of neutral tweets that were mislabeled as positive or
negative by our learning model. In the future, it is planned to
adapt the one-vs-all classification method to tackle neutral
sentiment.
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Abstract—Transmitting sound waves into water, and
measuring time interval between emission and return of a pulse,
single beam echo sounder determines the depth of the sea. To
obtain a bathymetric model representing sea-floor continuously,
interpolation is necessary to process irregular spaced measured
points resulting from echo sounder acquisition and calculate the
depths in unsampled areas. Several interpolation methods are
available in literature and the choice of the most suitable of them
cannot be made a priori, but requires to be evaluated each time.
This paper aims to compare different interpolation methods to
process single beam echo sounder data of the Gulf of Pozzuoli
(Italy) for 3D model achievement. The experiments are carried
out in GIS (Geographic Information System) environment
(Software: ArcGIS 10.3 and its extension Geostatistical Analyst
by ESRI). The choice of the most accurate digital depth model is
made using automatic cross validation. Radial basis function and
kriging prove to be the best interpolation methods for the
considered dataset.

Keywords—Interpolation; bathymetric model; 3D model; digital
depth model; kriging; radial basis function; Geographic
Information System (GIS)

I.  INTRODUCTION

As reported in literature, interpolation is a process of using
a discrete set of known data points to construct new data points
[1, 2, 3, 4]. Data points resulting from experimentations and
measurements represent the values of a function for a limited
number of values of the independent variable. Interpolation
permits to estimate the values of that function for intermediate
values of the independent variable [5, 6].

The concept of spatial interpolation is related to the digital
terrain model (DTM): introduced by Miller & Laflamme [7] at
the Photogrammetry Laboratory of the Massachusetts
Technology Institute, DTM can be defined as a three —
dimensional representation of a terrain surface consisting of X,
Y, Z coordinates stored in digital form. This representation can
be obtained as a vector-based triangulated irregular network
(TIN) as well as a grid, both displayable in 3D.

DTM represents the bare ground surface without any
objects belonging to the built (power lines, buildings and
towers) and natural (trees and other types of vegetation) [8].
When the earth's surface is represented including all objects on
it, the model is called digital surface model (DSM). Digital
elevation model (DEM) is often used as a generic term for
DSM and DTM [9]. In this study, we use DEM as synonymous
of DTM.

Data for DEM can be acquired using different techniques,
i.e. photogrammetry, land surveying, lidar, etc. [10].

DEMs are basic in land analysis and management as they
are directly usable in GIS environment [11]. They are
fundamental for many applications, i.e. 3D thematic model
construction [12], assessment of potential groundwater
vulnerability to pollution [13], assessment of potential dam
sites [14], landslide hazard [15,16], satellite images ortho-
rectification for useful applications in coastal area studies [17],
etc.

Interpolation methods that support DEM generation can be
used for seabed model. This can be indicated as Digital Depth
Model (DDM) because describes the variability of the distance
between the sea surface and sea bottom. In other terms,
interpolation methods permit to realize a bathymetric model
that can be defined, according to International Hydrographic
Organization (IHO), as ‘‘a digital representation of the
topography (bathymetry) of the seafloor by coordinates and
depths’’ [18]. Depth data to be processed can be obtained with
different techniques, i.e. bathymetric survey, nautical map,
lidar. Similarly to DEM, DDM can be generated using different
interpolation methods and the choice of the one able to supply
the most performed model is not banal.

For this purpose, this study aims to realize a review of
some existing interpolation methods usable for DDM
construction. The paper supplies suitable information to select
the method for DDM generation. Firstly, the single beam echo
sounder technique to acquire depth data necessary to shape
seafloor is introduced. Following this, a brief description is
given for some existing DEM generation methods that can be
used also for DDM production. Next, the performance of each
method is evaluated considering a case study concerning the
Gulf of Pozzuoli (Italy): single beam echo sounder data are
processed and the accuracy of each method is referred to the
closeness of interpolated values to measured values. To
compare the different approaches adopted in this study, cross
validation is carried out for each model. Finally, we remark the
importance of the work and suggest the potential applications
and extensions for future studies.

Il. SOURCE OF DATA

A. Single Beam Echo Sounder

Single beam echo sounder permits to determine the depth
of water by diffusing sound waves into water. The amount of
time it takes for the sound to travel through the water, spring
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back the seafloor, and return to the sounder, permits to
determine the depth of water. Fundamental for this purpose is
the exact knowledge of the speed of sound in water that is
variable and dependent on pressure (depth), density,
temperature and salinity [19,20,21]. For example, the speed of
sound in water ranges from 1450 to 1498 meters per second in
distilled water and 1531 m/s in sea water at 20-25 °C [22].

International Hydrographic Organization (IHO) has fixed
the requirements for bathymetric survey, so the necessary
precision and accuracy of the hydrographic echo sounder are
defined in IHO special publication S-44 [18].

Hydrographic echo sounders are usually dual frequency: a
low frequency pulse (normally around 24 kHz) can be
transmitted simultaneously with a high frequency pulse
(normally around 200 kHz). Because these frequencies are
discrete, there is not interference between the two return
signals. Dual frequency echo sounding produces positive
effects, such as the facility to recognize a sea grass (Posidonia
Oceanica) layer. The high frequencies are appropriate in
shallow water [23]. The lower frequencies are suitable in
deeper water because less susceptible to attenuation in the
water column [24].

Most hydrographic operations use a 200 kHz transducer,
which is suitable for inshore work up to 100 meters in depth.
Deeper water requires a lower frequency transducer as the
acoustic signal of lower frequencies is less susceptible to
attenuation in the water column. Commonly used frequencies
for deep water sounding are 33 kHz and 24 kHz.

The beam width of the transducer determines the resolution
of the data, so a fine one is preferable. This aspect is
fundamental for hydrographic survey in deep water, because
the resultant footprint of the acoustic pulse can become too
much great once it reaches a far object.

Single beam echo sounder must be calibrated by a bar
check for correct determination of the speed of sound in the
water column [25]. The bar check consists of immersing a flat
plate below the echo sounder transducer, measuring the depths
at points of known depths below the surface and comparing
the actual and measured depths. The sound velocity in the echo
sounder is modified until the measured depth is equal the
known depth [26]. Finally, the echo sounder is fixed with the
average sound velocity over the water column.

A bar check should be conducted at least daily, and
whenever there is a change of survey area during the day, to
ensure consistent data quality [27]. Likewise, the use of bar
check is necessary when any SBES components are modified
or replaced on the vessel.

Vol. 10, No. 10, 2019

B. Study Area and Pre-Elaboration of Depth Data

For this study, 2023 depth points resulting from single
beam echo sounder survey of the Gulf of Pozzuoli, are used for
3D bathymetric models construction. Depth measurement data
are kindly provided by the Italian Hydrographic Office (Istituto
Idrografico della Marina) and present decimeter accuracy. The
interested area is reported in Fig. 1. It extends within the
following UTM/WGS84 plane coordinates - 33T zone: E; =
423,630 m, E, = 428,320 m, N; = 4,513,461 m, N, = 4,518,761
m. Depth values range between -9.7 m and -118.1 m.

Because the sample points are fairly evenly distributed
along the ship routes and these are not very far each from
others, the distribution of depth values is quite uniform, as it is
shown in Fig. 2.

Depth data are available in txt format and converted in
vector file (shp) using the ESRI software ArcGIS 10.3 [28].
The extension named “Geostatistical analyst” and available
within the above mentioned program, is used to generate
bathymetric models of the study area.

420,000 423,000 426,000 429,000

4,519,000 4,522,000 4,525,000
4,519,000 4,522,000 4,525,000

4,516,000
4,516,000

4,513,000
1
4,513,000

0 05 1 2 3
— e Kilometers

4,510,000
e
4,510,000

420,000 423,000 426,000 429,000

Fig. 1. The Gulf of Pozzuoli: in Blue the Area Covered by Single Beam
Echo Sounder Data.
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1. INTERPOLATION METHODS

In literature different interpolation methods are available
and their application to the same data can produce different
results. Therefore, it is necessary to compare these methods
and choice the most performed one.

The interpolation methods are founded on the principle of
spatial autocorrelation, which is well represented by Tobler’s
first law of geography: "Everything is related to everything

else, but near things are more related than distant things" [29,
30].

Methods of interpolation are generally classified into two
categories: local and global methods. In the local methods, the
interpolated value is affected only by the values at nearby
points from the initial data set, while in the global methods,
each interpolated value is affected by all of the data [31]. For
local methods, a specified number of points, or all points
within a specified radius, are used to determine the output
value of each location. In Fig. 3, the research of the

neighbouring measured points using a specified radius is
shown.

Another way to classify interpolation methods is to
distinguish them as either exact or approximate methods,
according to their characteristic of preserving or not preserving
the original sample point values on the inferred surface [32].
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Fig. 3. The Research of the Neighbouring Measured Points (Source: ArcGIS
Pro Help).

This section briefly presents the different interpolation
methods used in this study. For all local interpolators, to
determine the output value for each location, four sectors are
used, with maximum number of points equal to 15 neighbours,
and minimum equal to 10 for each sector.

A. The IDW method

Inverse Distance Weighting (IDW) is a deterministic
interpolation method, so the resulting surface must pass
through each measured sample value. This method is based on
the assumption that closer values are more related than further
values. It uses measured values surrounding an unmeasured
location to predict its value [32].

Interpolated points are estimated based on their distance
from known values: for consequence, points that are adjacent
to known values are more influenced than points that are
distant [33]. In other terms, the values of the neighbouring
measured points are weighted by the inverse of the distance at
the calculated [34]. As a result, as the distance increases, the
weights decrease rapidly [35].

The interpolation function is represented by the following
formula:

N Zg
Zk=1g
Zxy = T A 1)
P
dy
Where

Z, = estimated value at the position (x,y) of the grid,
7y = a neighbouring data point value,
N = the number of neighbouring points,

dy = the distance between the data point and the point being
interpolated,

P = a positive-power parameter.

In this study, IDW with power equal to 2 is applied.
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B. Radial Basis Function (RBF)

Radial basis functions (RBFs) are a series of exact
interpolation techniques, so the surface passes through the data
values.

There are different basis functions, such as: completely
regularized spline (RBF-CRS), spline with tension (RBF-
SwT), thin-plate spline (RBF-TPS), multiquadric function
(RBF-MF), inverse multiquadric function (RBF-IMF). Each
basis function produces a different interpolation surface [36].

A RBEF is conceptually similar to an elastic membrane that
fits on the measured sample values and minimizes the total
curvature of the surface; the selection of the basis function
determines how the rubber membrane fits between the values
[37,38].

In this study, all the above five mentioned RBFs are
applied.
C. Global Polynomial Interpolation

Global polynomial interpolation (GPI) is an approximate
method that fits a smooth surface defined by a mathematical
function (a polynomial) to the input sample points [39].

The user can choice the order of the polynomial that ranges
from a first-order to higher order. The interpolation function
can be written as:

m —m o
Z = Yi—oXj=o @i X'y’ @

If n is the order of the equation, the following relations are
valid:

0<m;<n 3
0< m, <n (4)
m;+m, <n ®)

The values of the coefficients a;; are determined using the
known elevation values in the sample points.

The predictive surface is typically generated by using a
least-square regression fit that minimizes the squared
differences between the surface and measured points [40]. The
estimation of the coefficients permits to determine the value of
the polynomial function at any point within the map area [41].

The polynomial can be expanded to any desired degree,
although there are computational limits because of rounding
error. In this study, the orders 1, 2 and 3 are considered. As we
all know, a first order polynomial (linear) corresponds to a flat
plan (no bend). A second-order polynomial (quadratic) allows
for one bend, a third-order (cubic) for two bends [39].

D. Local Polynomial Interpolation

Local polynomial interpolation (LPI) is similar to GPI,
except that it uses a local subset defined by a window rather
than using the entire dataset [42]. The window is shifted across
the map area and the surface value at the centre of the window
is estimated. The size of this window must be large enough to
include a reasonable number of data point [43]. For example, a
second order polynomial requires at least six points, a third
order ten points, and so on.
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LPI is more flexible than GPI, but requires to define more
parameters [42], i.e. the neighborhood shape, maximum and
minimum number of points, sector configuration [44].

E. Kriging
Kriging originated in the field of mining geology as is

named after Danie Gerhardus Krige, a mining engineer born in
Bothaville, Free State, South Africa, in 1919 [45].

Similarly to IDW, Kriging weights the surrounding
measured values to estimate the value at an unknown point.
Unlike IDW and other methods, Kriging uses the spatial
correlation between sampled points to estimate the value at an
unknown point: the spatial arrangement among the measured
points, rather than a presumed model of spatial distribution, is
used for interpolation; in addition to that, it supplies estimates
of the uncertainty surrounding each interpolated value [46].

In other terms, in Kriging, the weights are founded not only
on the distance between the measured points and the estimate
location, but also on the overall spatial organization of the
empirical observations; this can be introduced using the spatial
autocorrelation [47].

The spatial correlation between the measurement points can
be computed by means of the semi-variance function. It is half
the variance of the differences between all possible points
spaced a constant distance apart:

1 h
TPz (w) = Z(u + )2 (6)

2N(h) <t
Where

N(h) is the number of pairs of measurement points with
distance h apart;

]/:

z(u;) is the value at location u;,
z(u;+h) is the value at location u;+h

As points are compared to increasingly distant points, the
semivariance increases; in case of strong spatial dependence,
points that are closer together will present a smaller
semivariance [48].

A variogram is introduced as a graphical representation of
the covariance calculated between each pair of points in the
sampled data and plotted against the distance. Because half the
variance is plotted, the resulting graphical representation is
sometimes called “semivariogram”.

Usually, to speed up the procedure, the pairs are gathered
into lag bins. For example, the average semivariance is
calculated for all pairs of points that present distance between
20 meters and 30 meters.

The empirical semivariogram plotting the observed values
is substituted with an acceptable semivariogram model that
best fits the data. In this way, the kriging algorithm can access
to semivariogram values for lag distances other than those used
in the empirical semivariogram [49].

There are several VVariogram models available to fit the data
[50,51], i.e. linear, gaussian, exponential, stable, etc.

9|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

R
K] .
2849 |
1% o
033

L]
R

L

0 062 1284 187 2563 3211 383 4435 51B 5T 642 TIM
= lodel + Binned o Averaged [Jistance(Meter]‘h-WD'3

Fig. 4. The Semi-Variogrm Obtained with Ordinary Kriging Application to
Bathymetric Data.

Different types of kriging are present in literature, and
interested readers could refer to several papers for detailed
description of them, e.g. [52, 53]. In this study ordinary kriging
(OK), simple kriging (SK) and universal kriging (UK) are
considered, using in all cases stable variogram model because
it produces the best results. The resulting semi-variogram
obtained with ordinary kriging, is shown in Fig. 4.

IVV. COMPARISON OF METHODS

The accuracy of an interpolation method is usually tested
analyzing the closeness of interpolated values to accepted
values. In the case of DDM, measured depths can be
considered the accepted values. However, the analysis should
be carried out on Check Points (CPs) that are not listed in the
dataset used for interpolation, and thus the amount of
information to be used for DDM generation would be depleted.
In other terms, the lack of knowledge about the depth in some
points used as CPs would limit the accuracy of the resulting
model in these points.

For this reason, the best approach to evaluate the accuracy
of DDM is to use Cross Validation (CV). Different methods
are available in literature for CV application [54].

One of the possible approach for CV is the leave-one-out
method: each sampling point is removed from the dataset and
the other points are used to interpolate the depth value at its
location; the residual is calculated between measured and
interpolated values before moving to the next point [55,56,57].
Rather than removing all the points, once at time, a subset of
the initial database can be removed in turn [58]. For this
study, the leave-one-out method is applied. The overall
performance of the interpolation methods can be avaluated
using statistical terms of the differences between the original
and interpolated points, such as mean, minimum, maximum,
mean absolute, Root Mean Square Error (RMSE), and other
factors [59]. RMSE is expressed as:

N X _ ! 2
RSk = [Ptz -

Where:
N is the number of the depth points;
Zi (x,y) is the measured depth at the location i(x,y);
Z{(x,y) is the interpolated depth at the same location i(x,y).

In this study, fifteen interpolation methods are applied. In
Table I, minum, maximum, mean and RMSE of the residuals
calculated by CV for each method is reported.
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By comparing the interpolation methods applied in this
study, it is possible to note some significant differences as well
as analogies in the output results for each statistic parameter.
The range of minimum values (in m) goes from —44.304 (GPI-
1) to —8.991 (SK), while the range of maximum values (in m)
goes from 5.054 (RBF) to 22.352 (GPI-1). The range of mean
values (in m) goes from -0.038 (IDW) to 0.536 (SK), while the
range of RMSE goes from 13.682 to 0.608 (RBF-SwT and
RBF-TPS). According to all indicators, four methods tend to be
equal in terms of better performance: RBF-SwT, RBF-TPS,
OK and UK.

Generally, RBF interpolation methods tend to produce
good results for gently varying surface: they are inappropriate
when large changes in the depth values occur within short
distances and/or when the sample data are affected by
considerable measurement error or uncertainty [36]. The area
considered in this study is free of wide variations in the
morphology and the depth measurements are sufficiently
accurate, so RBF methods produce excellent results.

The appropriateness of Kriging approach for bathymetry
representation and its better performance that other methods
such as IDW [60] are confirmed in this study.

As is to be expected, GPIs give the worst outcomes. As
evidenced by other performing methods, the study area
presents a morphology that is unlike plane or second or third
order surface, so the results of GPIs cannot be satisfactory.

One of the most performed model, resulting from ordinary
kriging application, is shown in Fig. 5 (2D visualization) and
Fig. 6 (3D visualization).

TABLE. 1. STATISTICAL TERMS OF THE RESIDUALS SUPPLIED BY CROSS
VALIDATION

Interpolation Statistical terms of the residuals
method Min(m) | Max(m) | Mean(m) | RMSE (m)
IDW -12.982 6.251 -0.038 1517
RBF - CRS -14.707 9.538 -0.010 1.201
RBF - SWT -9.313 5.054 0.004 0.608
RBF - TPS -9.313 5.054 -0.003 0.608
RBF - MF -9.381 7.372 -0.009 0.801
RBF - IMF -9.449 7.934 -0.007 0.876
GPI-1 -44.304 22.352 0.006 13.682
GPI-2 -35.367 17.129 0.002 5.840
GPI-3 -30.502 12.297 -0.001 4.350
LPI-1 -9.347 5.198 0.058 0.735
LPI-2 -9.272 5.809 0.006 0.757
LPI-3 -9.197 5.667 -0.006 0.748
OK -9.335 5.272 0.027 0.724
SK -8.991 8.006 0.536 1.649
UK -9.332 5.272 0 0.717
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Fig. 5. One of the Most Performed Model (Resulting from Ordinary Kriging
Application) in 2d Visualization.

Fig. 6. 3D Visualization of the Model Shown in Fig. 5.

V. CONCLUSION

The analysis presented here illustrates the performance of
spatial interpolation methods for bathymetry modelling.
Because every method gives a different output representation,
the main challenge is to produce the most accurate model
based on the available data. This goal can be achieved by
comparing different methods. In this study, 15 methods are
tested on 2023 depth points resulting from single beam echo
sounder survey of the Gulf of Pozzuoli. CV leave-one-out is

Vol. 10, No. 10, 2019

used to analyze the performance of each interpolation methods:
statistical terms of the differences between measured and
interpolated points permit to compare the considered methods.

RBF-SWT, RBF-TPS, OK and UK present the better
performance, GPI-1, GPI-2 and GPI-3 the worst. The positive
results of some interpolation methods find easy explanations:
they are due to the quite regular distribution and sufficiently
accurate measurement of the initial points for the RBF
methods, and to the greater interpretative capacity of the
stochastic approach for kriging methods.

The results obtained in this study remark that the quality of
a DDM is related to the choice of an appropriate interpolation
method in order to fit the dataset, according to other studies on
those aspects [11,34,42]. However, single beam echo sounder
survey permits the availability of data that are not completely
random: depth points are quite regularly distributed along the
ship routes and that eases the interpolation process.
Nevertheless, some factors such as the distance between two
nearby ship routes and seabed morphology have an important
influence on the accuracy of the chosen method.

Concerning the future developments of this work, further
studies will be focused on the possibility to integrate data from
different bathymetry survey in order to increase the number of
available depth values and to evaluate the relationship between
point density and model accuracy. In addition, we will be
mainly focused on the relationship between interpolation
methods and seabed morphology.
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Abstract—Web-surveys are a popular form of collecting
primary data from various studies. However, mass regional polls
have their own characteristics, including the following: it is
necessary to take into account various platforms and browsers,
as well as the speed of networks, if rural areas remote from large
centers are involved in the polls. Ensuring guaranteed data
delivery in these conditions should be the right choice of
technology for the implementation of surveys. The paper
presents the analysis results of the technologies sustainability to
various regional conditions for web survey conducted within one
week at schools throughout the Russian Federation. The survey
involved 20000 real educators. The paper describes the
technologies used and provides information about browsers and
operation systems used by respondents. The absence of failures in
data delivery confirms the effectiveness of the solutions.

Keywords—Web-surveys; mass regional polls; various

platforms and browsers; cross-platform technologies

I.  INTRODUCTION

An adequate choice of information technology ensures a
guaranteed quality of primary data delivery and user
convenience in mass regional surveys.

The research was conducted using the digital platform [1]
for large-scale psychological research DegitilPsyTool.ru [2],
developed by the Russian Academy of Education. The platform
is designed to collect large amounts of data using web
technologies [3], meets the requirements of the legislation of
the Russian Federation for the functioning of information
systems.

The digital platform is a tool for collecting and storing
research data, which are the basis for the formation of methods,
analytical materials, guidelines, at the territorial, regional and
federal levels.

Primary data collection is carried out using web interfaces
[4] of the described platform. Database is being formed based
on surveys at schools [5]. These data are going to be available
for analysis by multidisciplinary research teams. The methods
used to conduct research are integrated into the digital platform
after careful study and become available for expert analysis.
Long-term data storage is provided in conjunction with the
methods used in the Data Center of Russian Academy of
Education. This will allow to track the dynamics of changes in
indicators, their characteristics, to make selective analysis
according to regional characteristics, to consider factors

Pavel Kolyasnikov®

Russian Academy of Education
Russia

Sergey Malykh®
Psychological Institute of Russian
Academy of Education
Russia

influencing factors on the value of indicators, as well as their
change over time.

Digital Psychological Tools platform is developed as an
ever-evolving information environment with a set of tools for
conducting research at all levels, consolidating diverse research
groups and ensuring interaction between them.

Data collection tools are aimed at followings: data
collecting in educational institutions and samples of any size;
collecting population research data; collecting longitudinal
research data; collecting research data on experimental
techniques. Tools were created for formatting new techniques
and use the capabilities of the existing base of proven, reliable
methods of psychological research.

The platform tools allow conducting a simultaneous survey
of a large number of schools, including through the use of
technology for simultaneous work both online and offline,
followed by the transfer of results.

The platform is developed to comply with the requirements
of the legislation of the Russian Federation for data storing and
processing.

Big data storage tools meet today's technological
challenges. Based on new information technologies and data
structuring for processing large amounts of data, the followings
have been formed: a multi-level data storage system that
provides quick access to frequently used data, a poorly
structured storage form that allows you to store data along with
the methods used; a virtualization system for computing
resources, which allows for simultaneous development and
operation of the platform; a backup system that ensures the
integrity and safety of data, as well as a system of customizable
switching network interaction with databases, to ensure the
operational interaction of applications and analytical-
information systems with databases.

The paper consists of 2 parts. The first part presents the
results of the analysis of the sustainability of technologies to
various regional conditions in conducting a web survey
completed within one week throughout the Russian Federation
at schools. The survey involved 20,000 real educators. The first
part discusses the issues of creating a cross-platform interface
and presents the results on the use of browsers in conducting
mass research in the education system on the territory of the
Russian Federation. The second part describes the solution for
collecting data in a browser and then packing it into an archive,
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which ensures independence from the communication channel
during the survey completing.

Il. CROSS-PLATFORM RESEARCH

For web-based software implementation of the test survey,
an internal standard for the presentation of the test in a
structured form has been developed. It allows using a special
algorithmic structure to create a psychological test interface
based on elements that have been developed and tested on
various devices and OS. The presence of the standard makes it
possible to develop an interactive designer of quiz tests to
automate the creation of new tests.

Based on the analysis of functional requirements and
limitations related to the survey, it was found that the most
effective form of intra-platform presentation is the use of JSON
(JavaScript Object Notation) format [6, 7]. To control the
structure of JSON documents [8, 9], JSON Schema tools are
used.

In the platform, each research methodology consists of
automatically generated surveys (for school principals and
psychologists). The software implementation of each survey is
a web interface for interviewing respondents. At the same time,
an important feature is the need for cross-platform functioning
of interfaces [10], which makes it possible to conduct polls on
a wide range of devices, popular browsers and operation
systems like Windows, Linux, MacOS, iOS, Android. The
used intra-platform standard for describing survey elements
will allow the automatic generation of an interface [11] in
various software environments.

Generated on the basis of the survey description standard
[12], the web interface has been tested on various devices,
operation systems and browsers. The approach used is cross-
browser [13] and allows the interface to work and to display in
all popular browsers with a certain adaptation in real time. A
schematic example of the display of the user interface for
various types of devices is shown in Fig. 1.

Fig. 1. An Example of Adapting an Interface for VVarious Types of Devices.

[ ]

AHKETA o

Fig. 2. The Initial Page of the School Head’s Surveys.
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Fig. 2 to 4 show screenshots of the school heads surveys.
Fig. 5 to 7 shows screenshots of the survey pages.

[ ]

nonmyrocraery

........................................

Fig. 4. An Example of the Interface for School Heads.

Fig. 5. The Initial Page of the Psychologist Profile.
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Fig. 6. An Example of the Profile Interface for the Psychologist.

Fig. 7. An Example of the Profile Interface for the Psychologist.

As a monitoring result, information was obtained on the
operation systems and browsers types used for survey. The
results obtained indicate the effectiveness of the selected
technologies, since all surveys were successfully completed
without distortion of the images from the respondents. Fig. 8
shows the main operation systems, in Fig. 9 shows browsers
used to fill out surveys at schools during a mass survey across
Russian Federation.

BR2/7

Windows

Windows Server 2008 R2/7
Windows 10 84-bit
Windows %P

Windows 8.1 64-bit
windows 10 [l
Windows 8 64-bit -

Windows Server 2

05124 |

05 11.4x |
Ubunty |

1000 2000 3000 4000 5000 6000 7000

Number of resnondents

Fig. 8. Operation Systems used to Fill out Survey.
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Fig. 9. Browsers used to Fill out Survey.

I1l. THE USE OF THE ARCHIVING FOR ENSURING
GUARANTEED DATA DELIVERY

One of the monitoring tasks is to ensure functioning,
independent of the quality of the communication channel. This
problem is solved due to the following logic. Firstly, the
archive, which contains necessary files (such as images) and
the survey structure based on the JSON schema, is being
loaded onto the client side. Then, the sever receives not
archived JSON file with the survey results (it contains the
numbers of questions and entered data).

It is assumed that the archive is a complete package that is
transmitted to the client browser along with the survey format
and other data necessary for data collection. All system data
must be downloaded before the test starts and its integrity
check is carried out (checksum). To ensure control, it is more
convenient to transfer data to the browser in the form of an
archive, since it will be necessary to download only one file
and check only its checksum. If you use the standard approach
and upload multiple files separately, you will have to verify the
checksums for each of them separately, and on the server side
you will need to organize additional storage.

Using client-side archives changes the standard approach
for working with files. In the standard approach, the address of
the actual location of the requested resource is indicated in
HTML, for example, an image that will be downloaded by
HTTP request and displayed automatically by the browser. In
the case of using archives, all actions will need to be done
programmatically: download it in its entirety, unpack it and
only then use it in HTML. In addition, the browser may require
more computing resources and computer RAM to work with
the archive, since it will not be able to directly optimize the
loading, saving and caching downloaded images and files.
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As an archive, the preferred option is using the zip format,
which is supported by a large number of operation systems and
programs. This will allow to pack and unpack the contents of
the survey without the need for additional software. In this
regard, it will be most appropriate to use the JSZip library [14],
which has an API for working with zip archives.

JSZip is a JavaScript library for reading, creating and
editing zip files and is distributed on the basis of two licenses -
MIT or GPLv3. According to the documentation [15], JSZip is
guaranteed to support files up to 10 MB in size, does not
support data encryption and multi volumes, uses only UTF-8.
The library works in all modern browsers, such as Firefox,
Google Chrome, Opera, Internet Explorer 10+ and Edge. In
Internet Explorer 9 and below, JSZip does not work well and
may crash when working with large files, as these browser
versions do not support typed arrays and the compression
algorithm will use regular arrays.

A number of tests were performed to evaluate the
capabilities of the JSZip library.

Testing Cyrillic characters. Archives that were created on
Mac OS are read normally, while archives that were created on
Windows have incorrectly encoded file names. Due to the fact
that on Mac OS, the encoding is UTF-8, and on Windows,
most likely, cp1251. The compression level does not affect the
ability to read archives; only the unpacking time and CPU load
may change, but only slightly. Encrypted archives are not
supported by the library and cannot be opened. Supported
compression method Deflate, other methods work will not be
read, due to the use of the pako library.

Testing bulk archives. Various computers and smartphones
were taken to test the JSZip library. According to the
measurements, it is clear that the time of unpacking a large
archive is not critical even on a mobile device.

The finished survey for the psychological platform is a
complete ZIP archive. For preparing a test in the specified
format, ZIP archiving should be used without compression and
without setting a password.

The archive should contain the index.json file. This file
should be executed strictly in accordance with the specification
below. For a typical case, the following archive structure is
proposed:

index.json
resources/
question_1/
image_1.jpg
image_2.jpg
question_2/
image_1.jpg
image_2.jpg

Vol. 10, No. 10, 2019

In addition to the mandatory presence of the index.json file,
there are the following limitations of the psychological test
downloaded to the archive platform:

- archive size: no more than 10 megabytes;
- archive format: ZIP;

- compression: absent;

- password: none;

- file names: case sensitive.

Due to the ever-increasing complexity of tools and
technologies in web development, the task arises of preparing
the client part of the project for its proper operation and display
in the user's browser. For its implementation, assembly systems
are used that automate the process of preparing code and
resources of the client part of the web application. The main
objective of automation systems for assembling client web
applications is to combine the same type of modules and
automate routine tasks.

The main tasks implemented by the assembly systems can
be distinguished:

e web language compilation (CoffeeScript, TypeScript,
Babel) [16, 17];

e compilation of CSS preprocessor (LESS, SASS, Stylus)
and postprocessors (PostCSS, Rework) [18, 19];

e modular system implementation JavaScript (AMD,
CommonJs) [20];

e code minification and obfuscation;

e preparing web resources (image compression, deleting
meta data, creating sprites, preparing fonts, etc.);

e checking the code for quality, i.e. code linting (ESLint,
JSLint, JSCS, JSHint) [21-23].

As a solution for building the client part of the web
application, Webpack was used [24], which is a modern
solution that provides high speed and relevant tools for the
developer. Webpack, unlike the Gulp and Grunt counterparts,
offers much more features by default and covers most of the
required build tasks. However, it is worth noting that Gulp and
Grunt are task managers for Node.js, and not a complete build
system like Webpack. To create a build process on Gulp and
Grunt, it is needed to write manual build tasks.

To implement the functionality that is not available in the
standard Webpack package, the following extensions were
applied:

e ExtractTextPlugin. It is used to extract the text of the
processed module and save to an external file. Required
when processing style sheets.

e OptimizeCssAssetsPlugin. It implements  the
functionality to minimize the resulting CSS markup
code.

e CopyWebpackPlugin. It implements the functionality of
copying individual files or structural units.
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e HotModuleReplacement. It implements a quick module
replacement mechanism. This mechanism significantly
increases development speed and is used when tracking
changes to apply them.

e ProvidePlugin. It imports dependencies common to the
entire project.

e UglifyJsPlugin. It implements the functionality for
minimizing JavaScript code.

e ConfigWebpackPlugin. It combines environment and
internal configuration.

e Optimize.CommonChunk. It separates code sections,
which are common for several modules, into a separate
file.

In addition to extensions, the project also involved external
loaders that process the input data, since the functionality, they
implement, cannot be implemented using standard Webpack
tools:

o file-loader. Arbitrary input file processing.

e Dbabel-loader. Compilation of JavaScript ES6 code in
compatible with most browsers ECMAScript 5;

e css-loader. CSS code processing;
e sass-loader. Convert SCSS and SASS code to CSS;
e ng-cache-loader. Provides support for HTML templates;

e image-webpack-loader.
compression.

Image  processing  and

The results of monitoring at schools in Russia demonstrated
the effectiveness of the selected methods and information
technologies. Fig. 10 shows the distribution of the rendering
time of the survey on the client device, which confirms the
advisability in using the developed technology for transmitting
data in the form of an archive.

“M || ‘
S IS RS
P P K
RGNS
o NN

Parameter Time (ms)

Mean 110.42
First Quartile 33
Median 80

Third Quartile 132
Standard Dev 114.58

Page Rendering

I )

Fig. 10. Distribution Characterizing the Time of Rendering Survey Pages.
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V. CONCLUSION

The survey involved 20,000 real school heads from
municipal and village schools throughout the country. The
absence of failures in data delivery using various operation
systems and browsers confirms the effectiveness of the
solutions.

Thus, the selected web-based survey tools based on the
Digital Platform for Interdisciplinary Psychological Research,
as a result of monitoring, have demonstrated their effectiveness
and prospects for conducting federal-level research at schools.
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Method for Texture Mapping of In-Vehicle Camera
Image in 3D Map Creation
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Abstract—Method for texture mapping of in-vehicle camera
image in 3D map creation is proposed. Top view of ground cover
targets can be mapped easily. For instance, aerial photos, high
spatial resolution of satellite imagery data allows creation of top
view of ground cover targets and also map creation. It can be
used for pedestrian navigations. On the other hand, side view of
ground cover targets is not so easy to obtain. In this paper, two
methods are proposed. One is to use acquired photos with
cameras mounted on the dedicated cars. The other one is to use
high spatial resolution of satellite imagery data, such as
IKONOS, Orbview, etc. Through experiments with the
aforementioned two methods, it is found that texture mapping
for the ground cover targets can be done with the two proposed
methods in an efficient manner.

Keywords—Texture mapping; high spatial resolution of satellite
imagery data; 3D map

I.  INTRODUCTION

It is aimed at visually representing a three-dimensional map
easy to understand for people who cannot read a two-
dimensional map. "How fast can you map?" is the question. In
particular for the texture mappingl of the side wall of the
buildings, the followings are problems,

e The number of buildings is innumerable.

e |t cannot spend time on one building.

Therefore, the followings are getting much important,
Create a tool and make it workable.

(Win32 API?, OpenCV?, OpenGL*) These are candidates
for the texture mapping. In this connection, there are the
following three questions,

1) How to take a picture?

e Because the way of shooting varies depending on the
person, it is diverse, so that the following conditions
have to be set in this research.

- Shoot directly in front.
e Take it from an angle.

(It is assumed that 4 corners of the building are contained in
one picture)

! https://en.wikipedia.org/wiki/Texture_mapping
2 https://ja.wikipedia.org/wiki/Windows_API

% https://opencv.org/

* https://ja.wikipedia.org/wiki/OpenGL

2) How to map the acquired pictures:
- Photos taken from just in front are easy to map.

e |If a picture is taken from an angle, rotate it about the
height direction as if it were to be taken from the front
as if it were taken. Therefore, three dimensional
information required.

3) Mapping models:

Extract three-dimensional information from multiple
pictures. Then, Affine Approximate Projection Model® can be
used with the following model,

(Representative: Para perspective Projection Model®)
Factorization method’
Pedestrian navigation using three-dimensional map

It became easy to understand its position and the direction
heading to the destination. Issues in 3D map creation is the
followings,

One year to create three-dimensional map around the major
5300 intersections of government-designated cities in Japan.
Therefore, 3D map has to be created in an efficient manner
considering the followings.

Difficulty in collecting images around the intersection

It takes time to capture, map the image to a 3-dimensional
map.

In this paper, two methods are proposed. One is to use
acquired photos with cameras mounted on the dedicated cars.
The other one is to use high spatial resolution of satellite
imagery data, such as IKONOS®, Orbview®, etc. Through
experiments based on the aforementioned two methods, it is
found that texture mapping for the ground cover targets can be
done with the two proposed methods in an efficient manner.

The next section describes research background and the
proposed method. Then, some experiments are described
followed by conclusion with some discussions. After that some
future research works are described.

% http://www.isprs.org/proceedings/XXXVIl/congress/4_pdf/231.pdf
6

https://www.cse.unr.edu/~bebis/CS791E/Notes/PerspectiveProjection.pdf
" https://en.wikipedia.org/wiki/Factorization
& https://www.satimagingcorp.com/satellite-sensors/ikonos/
® https://Ita.cr.usgs.gov/satellite_orbview3
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Il. RESEARCH BACKGROUND AND THE PROPOSED METHOD

A. Research Background and the Related Research

Mashups by orchestration and widget-based personal
environments: key challenges, solution strategies, and an
application is proposed [1]. Meanwhile, semantic mashups.
intelligent reuse of Web resources is well described [2]. On the
other hand, “What is Web 2.0. Design Patterns and Business
Models for the Next Generation of Software” is well reported
[3]. Also, "Services Mashups: The New Generation of Web
Applications™ is proposed [4]. In the meantime, "As Bing
Takes Over Yahoo Search, SearchMonkey Dies, BOSS Is No
Longer Free, But Site Explorer Still Works". is well reported

[5].

Mashup based content search engine for mobile devices is
proposed and introduced [6] together with module based
content adaptation of composite e-learning content for
delivering to mobile learners [7]. Also, efficiency
improvements of e-learning document search engine for mobile
browser is proposed [8] while efficiency improvement of e-
learning document search engine for mobile browser is
discussed [9]. Video searching optimization with supplemental
semantic keyword for e-learning video searching, is proposed
[10] already. 3D Interactive visualization for inter-cell
dependencies of spreadsheets is proposed [11] while "IANA
Considerations" of the application/json media type for
JavaScript Object Notation (JSON) is well reported [12].

Meanwhile, e-learning  system utilizing learners'
characteristics recognized through learning process with Open
Simulator is proposed [13] together with avatar utilized Q/A
system of e-learning content designed with Open Simulator
[14]. These are related research works to the proposed Method
for texture mapping of in-vehicle camera image in 3D map
creation. Hvidsten, Mike [15] introducing the OpenGL texture
mapping guide in his homepages.gac.edu. (Retrieved 22 March
2018).

B. Conventional Method

Take GoogleSketchUp ° of 3D software provided by
Google for free. Using this, texture mapping can be done. This
is a matter of the number of processes and the length of
processing time.

Firstly, side view of photo of the building in concern is
acquired. Four corners of the building can be extracted easily
as shown in Fig. 1. Then, mapped it using the photograph from
the front (no rotation). Thus, the side view of the building wall
can be mapped with texture.

C. Proposed Method

As described in the previous section, one of the serious
problems of the conventional method is the number of
processes and too long processing time. In the proposed
method, at least two photos are acquired in advance to the
texture mapping process. Namely, manually select the four
corners of the building taken in the photograph, apply
projective transformation as a feature point, and map to the

10 https://mww.sketchup.com/, https://google-
sketchup.jp.uptodown.com/windows
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side. This simulation is repeated for five times to measure the
average required time. The basic process flow of the proposed
texture mapping method is illustrated in Fig. 2.

There are two different image sources, car mounted camera
and high spatial resolution camera or radiometer onboard
satellite. From the car mounted camera, side view of texture
from an aspect of image is acquired while top view of texture
and a small portion of side view texture image are acquired
from the high spatial resolution radiometer onboard satellite.
Occluded side view texture can be assumed from the portion of
satellite image. Fig. 2 shows, also, the relation among the
coordinate systems of sun illumination, object building or
houses, car mounted camera in the world coordinate system.
Although the coordinate systems of sun illumination, and the
object are fixed, the car mounted camera coordinate system can
be moved and vibrated. By using acquired image by the
camera, it is possible to estimate the movement as well as
vibration in the world coordinate system. Meanwhile, the
height of the object can be estimated with the satellite image as
shown in the later section.

Fig. 3 shows the process flow of the proposed texture
mapping method. Proposal on a method for efficient mapping
using pictures taken from onboard camera

It is premised that 3-dimensional information of the
building is acquired in advance by Zenrin Co., Ltd.* etc. Then,
ortho images (images after orthogonal projection conversion)
can be created. Fig. 4 shows an example of the texture mapping
processed image.

Fig. 1. Side View Texture Mapping with GoogleSketchUp.

High spatial resolution of
satellite imagery
Top view of texture
‘Whole view of texture
Side view of texture
Car mounted
camera imagery

Fig. 2. Basic Process Flow of the Proposed Texture Mapping Method.

Ll

orld Coordinate Sun illuminatipn Coordinate

r 3

Object Coordinate

Car Mounted Camera Coordinate

1 https://www.zenrin.co.jp/english/index.html
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Fig. 3. Process Flow of the Proposed Texture Mapping Method.

Fig. 4. Example of the Texture Mapping Processed Image.

D. Texture Mapping with High Spatial Resolution of Satellite
Images
More than two of off-nadir view of high spatial resolution

of satellite images are assumed to be acquired. From the
images, the following processes are going to be done,

1) Estimation of 3-D building height
2) IKONOS image segmentation
3) Texture Mapping

Fig. 5 shows an example of high spatial resolution of
IKONOS satellite  images. IKONOS satellite  sensor
characteristics are as follows,

1) Launch Date: 24 September 1999 at Vandenberg Air
Force Base, California, USA
2) Operational Life: Over 7 years

Vol. 10, No. 10, 2019

3) Orbit: 98.1 degree, sun synchronous

4) Speed on Orbit: 7.5 kilometers per second

5) Speed Over the Ground: 6.8 kilometers per second

6) Revolutions Around the Earth: 14.7, every 24 hours

7) Altitude: 681 kilometers

8) Resolution at Nadir: 0.82 meters panchromatic; 3.28
meters multispectral

9) Resolution 26° Off-Nadir: 1.0 meter panchromatic; 4.0
meters multispectral

10)Image Swath: 11.3 kilometers at nadir; 13.8 kilometers
at 26° off-nadir

11)Equator Crossing Time: Nominally 10:30 AM solar
time

12)Revisit Time: Approximately 3 days at 40° latitude

13)Dynamic Range: 11-bits per pixel

14)Image Bands: Panchromatic, blue, green, red, near IR.

Estimate the height of the building using the shadow of the

building from the image. If 6 can be estimated, h' is obtained as
shown in Fig. 6.

Therefore, building height in concern can be estimated by
using the calculated length of the shadow.

Fig. 5. Example of High Spatial Resolution of IKONOS Satellite Images.

5un

h'=Htan &

g

H
Fig. 6. Method for Estimation of Building Height in Concern.
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I1l. EXPERIMENT

A. Preliminary Experiment

Looking at the IKONOS image cut out for the texture, the
difference in resolution appears depending on the place to use
for the 3D map. It is necessary to correct pixels and create
images to be used for texture. Due to the appearance problem,
there is a possibility that the resolution has to be improved.

Fig. 7(a) and (b) show the one side of the extracted building
derived from the IKONOS image and the other side of the
extracted building derived from the IKONOS image,
respectively.

As shown in Fig. 8, occluded side of the texture cannot be
mapped obviously. That is way, at least two satellite images
which are acquired from the different look angles are required.

Consider an efficient method of obtaining texture from a
strabismus image. It also solves the problem of resolution
when extracting IKONOS images.

(b) Other Side.

Fig. 7. One Side and the other side of the Extracted Building Derived from
the IKONOS Image.

Vol. 10, No. 10, 2019

(b) Side View of the Building in Front cannot be seen.

(c) Side View of the Building in Front can be seen with the Imae Acquired
with Automobile Mounted Camera.

(d) Clear Side View Texture Mapping is Done for All the Ground Cover Target.
Fig. 8. Side View Texture Mapping with the Proposed Method.

B. Effectiveness of the Proposed Method

The proposed additional method for 3D map creation is to
use both high spatial resolution of satellite imagery data and
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the cameras mounted on automobile. Although the proposed
fundamental method for 3D map creation is to use high spatial
resolution of satellite imagery data, it is not always to obtain
more than two high spatial resolution of satellite imagery data
from the different aspect. Therefore, if the more than two of
high spatial resolution of satellite imagery data from the
different aspect cannot be obtained and enough off-nadir view
of high spatial resolution of satellite imagery data are not
acquired, then the automobile mounted camera images are used
only for the occluded ground cover targets for texture mapping.

Fig. 8 shows examples. Fig. 8(a) shows IKONOS image of
Saga, Japan. Side wall of some of the houses and the building
can be seen. It, however, is not for all the ground cover targets.
Therefore, the side view of the building in front of Fig. 8(b)
cannot be seen. Side view of the building in front can be seen
with the image acquired with automobile mounted camera as
shown in Fig. 8(c). It, however, can be done with the proposed
method. Clear side view texture mapping is done for all the
ground cover target as shown in Fig. 8(d).

IV. CONCLUSION

Method for texture mapping of in-vehicle camera image in
3D map creation is proposed. Top view of ground cover targets
can be mapped easily. For instance, aerial photos, highly
spatial resolution of satellite imagery data allows creation of
top view of ground cover targets and also map creation. It can
be used for pedestrian navigations. On the other hand, side
view of ground cover targets are not so easy to obtain. In this
paper, two methods are proposed. One is to use acquired
photos with cameras mounted on the dedicated cars. The other
one is to use high spatial resolution of satellite imagery data,
such as IKONOS, Orbview, etc. Through experiments with the
aforementioned two methods, it is found that texture mapping
for the ground cover targets can be done with the two proposed
methaods in an efficient manner.

The examples shows the effectiveness of the proposed
method. In the IKONOS image of Saga, Japan., side wall of
some of the houses and the building can be seen. It, however, is
not for all the ground cover targets. Therefore, the side view of
the building in front cannot be seen. Side view of the building
in front can be seen with the image acquired with automobile
mounted camera. It, however, can be done with the proposed
method. Clear side view texture mapping is done for all the
ground cover target.

V. FUTURE RESEARCH

Further study is required for further examples. The
proposed method has to be attempted for more different target
sites such as buildings are overlapped from the viewing angles,
and so on. Also, it would better to apply the proposed method
in the different environmental conditions, motion vibrations,
night time observation, a bad weather conditions, and so on.
Then limitation of the proposed method will be clarified.
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Abstract—The Korea Research Foundation selected the
miniaturization and development of home care devices as the
future promising technologies in the biotechnology (BT) area
along with the Fourth Industrial Revolution. Accordingly, it is
believed that there will be innovative changes in the
rehabilitation field, including the development of smart
diagnostics and treatment devices. Moreover, rehabilitation
equipped with individualization, precision, miniaturization,
portability, and accessibility is expected to draw attention. It has
been continuously reported in the past decade that hearing-
impaired toddlers who became able to hear speech through
cochlear implantation and hearing rehabilitation before the age
of 3, which is a critical period of language development, show a
language development pattern similar to that of healthy toddlers.
As a result, the need for developing language rehabilitation
programs customized for patients wearing artificial cochlea has
emerged. In other words, since the improved hearing ability
owing to cochlear implant does not guarantee to promote speech
perception and language development, intensive rehabilitation
and education are needed for patients to recognize the heard
speech as a meaningful language for communication.
Nevertheless, a literature search on domestic and foreign cases
revealed that there are insufficient language rehabilitation
programs for cochlear implant patients as well as customized
programs for them in the clinical coalface. This study examined
the trend and marketability of online-based aural rehabilitation
programs for patients wearing artificial cochlea and described
the implications for language rehabilitation. This study suggested
the following implications for developing a customized aural
rehabilitation program. It is needed to secure and develop
contents that can implement “a hand-held hospital” by using
medical devices and mobile devices owned by consumers that
transcend time and space. Also, it is necessary to develop a
cochlear implant hearing rehabilitation training program
suitable for native Korean speakers.

Keywords—Cochlear implant; future promising technologies;
smart diagnostics; Online-based aural rehabilitation

I.  INTRODUCTION

The number of people suffering from hearing loss is
continuously increasing in South Korea. The Health Insurance
Review & Assessment Service (2018) reported that the number

of patients who visited medical clinics due to hearing loss
increased by 18.7% in five years, from 746,499 in 2012 to
886,091 in 2016. It is believed that the number of patients with
potential hearing loss is higher than recorded because many
people with hearing problems do not visit medical clinics.
According to the Korea Centers for Disease Control and
Prevention (2016), one of two patients with hearing loss did
not visit a medical clinic until they had a major obstacle in their
daily life and only 12.6 percent of them used assisting devices
such as a hearing aid, even though they were diagnosed with
hearing loss. It is projected the number of patients with hearing
loss will increase steadily because the noise environment is
getting more severe due to continuing industrialization.

The artificial cochlea is a device that delivers sound to the
inner ear’s auditory nerve through artificial electrical
stimulation [1]. The cochlear implant has been mainly applied
to children with the highest degree hearing impairment who
gain little by wearing hearing aids. Since cochlear implantation
was approved by the Food and Drug Administration (FDA) in
1990, the number of cochlear implant patients has increased
drastically worldwide. The cochlear implant surgery has been
covered by health insurance since 2005 in South Korea, and
patients just need to bear 20% of the cost from examination to
surgery. Therefore, it is expected that the market size will be
expanded rapidly. Additionally, it is projected that the future of
artificial cochlea related rehabilitation business is bright
because the medical expense of South Korean patients with
hearing loss has increased by 12.6% in the past five years and
the number of patients with hearing loss in their 20s is
increasing every year.

In particular, the number of patients with presbyacusia is
increasing in South Korea due to aging. It is hard to diagnose
and treat presbyacusia because the elderly do not recognize that
their hearing has been deteriorated over a considerable period
of time and their cochleae have been damaged gradually. Lin et
al. (2011) [2] reported that people with presbyacusia were
more likely to suffer from Alzheimer's dementia because the
sound stimulation to the brain would be decreased since they
could not hear spoken words clearly for a long time and it
ultimately deteriorated cognitive ability and memory power.
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Consequently, it is expected that the cochlear implant surgery
will be expanded to the elderly population due to the increased
population with presbyacusia [3]. Furthermore, the Korea
Research Foundation (2017) [4] elected the miniaturization and
development of home care devices as the future promising
technologies in the biotechnology (BT) area along with the
Fourth Industrial Revolution. Accordingly, it is believed that
there will be innovative changes in the rehabilitation field,
including the development of smart diagnostics and treatment
devices. Moreover, rehabilitation ~ equipped  with
individualization, precision, miniaturization, portability, and
accessibility is expected to draw attention.

It has been continuously reported in the past decade that
hearing-impaired toddlers who became able to hear speech
through cochlear implantation and hearing rehabilitation before
the age of 3, which is a critical period of language
development, show a language development pattern similar to
that of healthy toddlers [5, 6, 7, 8, 9, 10, 11, 12]. As a result,
the need for developing language rehabilitation programs
customized for patients wearing artificial cochlea has emerged
[13]. In other words, since the improved hearing ability owing
to cochlear implant does not guarantee to promote speech
perception and language development, intensive rehabilitation
and education are needed for patients to recognize the heard
speech as a meaningful language for communication [14].
Nevertheless, a literature search on domestic and foreign cases
revealed that there are insufficient language rehabilitation
programs for cochlear implant patients as well as customized
programs for them in the clinical coalface. This study
examined the trend and marketability of online-based aural
rehabilitation programs for patients wearing artificial cochlea
and described the implications for language rehabilitation.

1. COCHLEAR IMPLANT AND COMMUNICATION SKILLS

Accurately listening and generating speech are essential
skills in communication but, in the case of sensorineural
hearing loss, which occurs when a part or all of the auditory
nerve is damaged, it is difficult to restore general
communication abilities only by prescribing a hearing aid.
Particularly, since these patients hear many consonants in the
high-frequency range distortedly in a spoken language
condition (Fig. 1), they are generally recommended to have a
cochlear implant (Fig. 2).
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Fig. 1. Fourier Transform for Frequency Domain Visualization.
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Fig. 2. Structure and Concept of Cochlear Implant, Source: American
Speech-Language-Hearing Association (2004).

Cochlear implantation is an electrode insertion surgery that
implants the electrode, which converts an incoming sound into
a voice signal to stimulate the auditory nerve and transmits the
delivered electrical stimulation to the brain, into the cochlea.
The artificial cochlea directly stimulates the spiral ganglion
cells or peripheral auditory nerves that remain in the cochlea to
help the auditory center recognize the sound. It is possible to
confirm that the audible threshold for each frequency increases
after having a cochlear implant (Fig. 3). Especially, it was
found that the threshold in the low-frequency range (left (red)
of Fig. 3) and that in the high-frequency range (right (blue) of

Fig. 3) increased.
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Fig. 3. Efficacy of Hearing Elevation after Cochlear Implantation.
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Fig. 4. Effect of Cochlear Implantation According to Rehabilitation Period,
Source: Dunn, et al. (2008) [16].

Cochlear implantation for children with hearing impairment
shows revolutionary results in the aspect that it improves the
hearing ability of children. The improvement of speaking and
language ability after cochlear implantation varies by various
factors such as the age of hearing loss initiation, cause of
hearing loss, duration of hearing loss, the residual hearing
before an operation, and communication methods. American
Speech-Language-Hearing Association (2004) [15] reported
that hearing ability improved when the duration of hearing
rehabilitation and artificial cochlea usage is lengthened. Dunn
et al. (2008) [16] showed that, although it varied by the age of
a patient, when patients underwent hearing rehabilitation
steadily after cochlear implantation, they could distinguish
common sounds, such as ambient sounds approximately one year
after the surgery, 70-80% of children could understand
everyday words approximately 2 years after the surgery, and
70% of children could have a conversation without using lip
reading after 4 years (Fig. 4).

I1l. THE NECESSITY OF CUSTOMIZED AURAL
REHABILITATION PROGRAMS FOR CHILDREN WITH COCHLEAR
IMPLANTS

Patients cannot recognize all sounds immediately after
cochlear implantation. Unlike the general public who hears the
amplified sound, the cochlear implant patients hear by
converting sounds into electrical signals. Therefore, they need
additional adaptive training after surgery. Tye-Murray (2016)
[17] reported that the degree of communication improvement
depended on by children's learning style, skills of
professionals, task presentation method, and task performance
ability. In particular, unlike ambient noise, speech is composed
of sounds using various frequency ranges and capricious
sounds. Therefore, customized aural rehabilitation is essential.
According to Tye-Murray (2019) [14], speech perception is
made in the phoneme unit that causes semantic differences
(e.g., row vs. low) and is related to the sense development of
children.

Therefore, the speech perception program of cochlear
implant subjects should consider the semantic development
characteristics of the subjects as well as the phoneme

Vol. 10, No. 10, 2019

characteristics of Korean consonants. Hearing-impaired people
have a relatively hard time recognizing words based on
consonants compared to those based on vowels in speech
perception.  Therefore, consonant discrimination and
identification are factors that take a long time in hearing
rehabilitation of cochlear implant subjects. It is necessary to
develop customized aural rehabilitation programs considering
the characteristics of Korean phonemes (universal
characteristics) and those of semantic development (individual
characteristics).

IV. CONVERGENCE OF INFORMATION AND
COMMUNICATION TECHNOLOGY (ICT) AND HEALTHCARE

The Fourth Industrial Revolution, which combines ICT and
rehabilitation science, is expected to break down the
boundaries between industries, brings about various forms of
convergence and competition, and causes new changes.
Among them, it is believed that the healthcare industry has a
huge growth potential owing to the convergence of new ICT
technologies because the efficiency of the industry is very low,
although it is already quite large.

The market size of the global digital healthcare industry
continues to grow due to the aging of the world's population
and the increase in patients with chronic diseases (Fig. 5). The
market size has already reached $96 billion in 2016 and will be
$206 billion by 2020 by growing by 21.1% annually. More
specifically, mobile health will become the main trend in
digital healthcare for a while.

@® EHR/EMR @ Telehealth

Mobile health @ Wireless health Total 206

Fig. 5. Prospect of the Global Digital Healthcare Industry.

V. THE NEED FOR A CUSTOMIZED SMART AUDITORY
REHABILITATION SYSTEM

Most cochlear implant patients receive aural rehabilitation
at the ENT Hearing Loss Center of a University Hospital or a
Speech Therapy Center specialized for hearing rehabilitation.
However, aural rehabilitation has spatial and temporal
limitations and costs a lot of time and money because it is
performed by 1:1 individualized therapy. Moreover, it is
difficult to obtain a rehabilitation opportunity because there are
only a few hearing rehabilitation centers. Aural rehabilitation
training requires the rehabilitation treatment of professional
and trained therapists, but subjects are treated in general
centers or hospitals without considering their characteristics
because there are not enough local aural rehabilitation centers.
In other words, it is necessary to develop a smart aural
rehabilitation system that is not limited to spatially and
temporally, based on expertise, and customized for the level of
subjects.
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V1. NECESSITY OF DEVELOPING AN INDUSTRY-ACADEMIC-
INSTITUTE COLLABORATION MODEL

Various studies on wellness personalized management
technologies have been actively conducted in leading countries
such as the United States and Japan. In the United States, the
National Sanitation Foundation has invested $330 million in
756 projects from 2013 to 2015 (three years) to develop
personalized healthcare-related technologies [18]. Europe has
also invested €580 million in 247 projects on wellness
personalized healthcare-related technologies from 2013 to
2015. It is required for South Korea to analyze major factors in
the cochlear implant-related market and actively develop
industry-academic-institute collaboration models. Especially, it
is needed to secure and develop contents that can implement “a
hand-held hospital” by using medical devices and mobile
devices owned by consumers.

VIl. GROWTH OF THE MOBILE HEALTHCARE MARKET

Mobile healthcare refers to a system where patients and
doctors can give or receive medical services without being
constrained by time and space. It is defined as checking and
managing own health status by using a smartphone and
medical applications. The market size of the global mobile
healthcare industry is approximately $2.4 billion and is
believed to grow to $8 billion by 2018. Lee (2017) [19]
showed that interest in mobile healthcare is greatly increasing
worldwide including South Korea (Fig. 6).

The healthcare paradigm is shifting from institution-
oriented service to consumer-oriented service. Technavio
(2014)[20] argued that the market size of cochlear implant is
$1,590 million as of 2014 and will grow 13.6% annually and
become $2.8 billion in 2020. Lee (2017) [21] reported that the
market size of cochlear implant in South Korea is $34.6 billion
in 2014 and is increasing. Lee (2017) [21] also projected that
the market size will be approximately $68.5 by 2018 owing to
an 18.6% annual grow (Fig. 7). It is believed that the growth
rate of the South Korean market (18.6%) is higher than that of
the global market (13.6%) because of the application of
medical insurance, the increase of the elderly and population
with hearing loss, and the improvement of income level.

The cochlear implantation was first conducted in 1989 in
South Korea and it is now being performed in a number of
hospitals. The operation targets and medical institutions
conducting it are gradually expanding. The cost of cochlear
implantation is more than %20 million in South Korea.
However, it has been covered by medical insurance since 2005,
and a patient needs to pay ¥4 million from examination to
surgery. Therefore, it is expected that the market size will grow
further.

100
80

20134 20144 20154 201644 20173 20184

Fig. 6. The Size of the Global Mobile Healthcare Market, Source: Lee
(2017) [19].
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Fig. 7. Market Size of Cochlear Implant in Korea.

The Korea Centers for Disease Control and Prevention
(2016) [22] reported that the number of patients with hearing
loss increased from 266,348 people in 2010 to 280,460 people
in 2014, 5.3% annual growth. In terms of age group, people in
70's accounted for 54,066 people (19.2%), the largest group,
followed by people in 60's (50369 people; 18%) and people in
50's (47,485 people; 16.9%). Among all hearing-impaired
people, 61.8% were using hearing aids and 3.4% of them
underwent cochlear implantation that transform sound stimuli
into auditory stimuli and deliver it to the brain. Recently, the
range of patients requiring cochlear implants is gradually
increasing: even patients with losing the hearing of only one
ear have a cochlear implant.

VIIl. DEVELOPMENT STATUS AND TREND OF ONLINE
AURAL REHABILITATION PROGRAMS

Auditory Training-Spice for Life (Fig. 8) and Angel Sound
(Fig. 9) have been developed and marketed in the US for ICT-
based aural training [23, 24]. However, they focus on
enhancing the aural memory mainly using ambient sounds, not
speech and do not support Korean, which are limitations [23,
24]. Therefore, it is necessary to develop a cochlear implant
hearing rehabilitation training program suitable for native
Korean speakers.

Fig. 8. Auditory Training-Spice for Life.
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Although it is needed to develop a robust ICT-based aural
rehabilitation program for children and adults who need aural
rehabilitation without being constrained by time and space
after cochlear implantation in South Korea, programs
developed by South Korean companies yet just focus on
articulation training and augmentative and alternative
communication. Ling 6 Sound Test App released in 2013 is the
only program developed in South Korea for patients with
cochlear implant. Table | shows the status of studies or
intellectual property rights associated with the aural
rehabilitation programs for people with cochlear implant in
South Korea.

Although it is needed to develop a robust ICT-based aural
rehabilitation program for children and adults who need aural
rehabilitation without being constrained by time and space
after cochlear implantation in South Korea, programs
developed by South Korean companies yet just focus on
articulation training and augmentative and alternative
communication. Ling 6 Sound Test App released in 2013 is the
only program developed in South Korea for patients with
cochlear implant. Table 1 shows the status of studies or
intellectual property rights associated with the aural
rehabilitation programs for people with cochlear implant in
South Korea.

App Annie’s report (2016) [25] examined the expenditure
of digital content compared to the population of seven
countries (South Korea, Japan, the US, the United Kingdom,
Germany, France, and Russia). The report revealed that the
digital contents market of South Korea, Japan, the US, and the
United Kingdom exceeded the mean of the seven countries,
indicating that the South Korean market was a main market for
digital content (Fig. 10).
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Fig. 10. Digital Content Spending Costs by Country 2016.

IX. TRENDS IN THE DIGITAL CONTENT MARKET

Particularly, South Korea showed the largest consumption
and highest growth rate in digital content usage per device and
confirmed that the South Korean market has the strongest
consumption power in the world [25]. In addition, the South
Korean market leads the profit of mobile apps in the smart
contents market. In terms of the market size, the South Korean
market was the third largest in the world after the US and
Japan [25]. App Annie (2016) [25] reported that the South
Korean mobile app market grew 2.3 times compared to the
previous year. Although it is not yet known for the
rehabilitation contents market due to lacking statistical data, it
is expected that the size of the market will grow rapidly,
considering the overall trend of the market.

TABLE. I. LIST OF RESEARCH OR INTELLECTUAL PROPERTY
Type Title Institution saet%'s"at'on
Case study of speech perception Korean
enhancement in hearing-impaired Academv of | 2014
adult by auditory training Audioloy
program of mobile device 9y
Development of a speech JSO%LHC;?]I_Of
recognition threshold application Lgn uage & | 2015
using voice recognition Heagrlingg
Paper & technology: pilot study Disorders
Report
A study on mobile application Journal of
A L the Korean
ux/ui design of communication Society of 2015.06
for the hearing & language Desigg/ )
impaired Culture
Developing a mobile application AAC
to learn korean for children with
hearing impairment - human- Ef:;?;gh & 2016.06
centered design approach
Smart glass system for hearing- .
impaired communication Eg/ruknjoo 2018.02.13
(No. 1018309080000)
Auditory sense training apparatus . .
(No. 1018178340000) Yunsik Choi | 2018.01.05
- Korea
Intellectual | System for aidding University
property communication of deaf person of Social 2016.03.17
(No. 1016057960000) Welfare
Infants" vocal development
evaluation device, and system Hallvm
and method of auditory Uni\Xersit 2015.07.20
rehabilitation for infants Y
(No. 1020150102447)
29|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

In Korea, most ICT-based rehabilitation programs remain
in articulation training or augmentative and alternative
communication. The only Korean program developed for
cochlear implants is the Ling 6 Sound Test App. Table I shows
the status of research or intellectual property rights (patent
registration) of the cochlear implant rehabilitation program
developed in Korea.

X. CONCLUSIONS

It is necessary to develop ICT-based rehabilitation program
to improve the ability of children with cochlear implant to
listen to the speech sound. Since speech perception is greatly
affected by the phoneme characteristics of a specific language,
it is impossible to apply the results of foreign studies or use a
program developed in a foreign country. Consequently, a
speech perception program considering the phoneme
characteristics of Korean should be developed. It is also
required to develop an aural rehabilitation program that takes
into account the universal language development characteristics
(e.g. consonant/vowel-phonemes correspondence rules) and the
normal aspects of an individual language (e.g., sense
development). This study suggested the following implications
for developing a customized aural rehabilitation program.

First, it is necessary to develop an aural rehabilitation
training program based on smart devices. In order to promote
the language development of children with cochlear implant,
we must have a rehabilitation training program that can
introduce verbal stimuli using sound and a systematic program
for them to continuous listen and comprehend sound. It will be
necessary to develop and commercialize an ICT-based program
that can be applied at rehabilitation practically to provide
listening training for children with cochlear implant.

Second, it is needed to develop ICT-based rehabilitation
programs in order to establish the foundation for introducing
new health rehabilitation technologies for the Fourth Industrial
Revolution and accumulating future technologies (e.g., 10T).
We shall apply for the rights and patents associated with online
aural rehabilitation training programs for people with cochlear
implant. Moreover, an industry-academia consortium must
protect the right of new technologies by jointly applying for
intellectual property rights and commercialize their
technologies.

Third, it is needed to develop aural training programs
customized for each hearing level. For example, we may
develop an ICT-based aural rehabilitation training program by
reorganizing intervention contents according to the
characteristics of the Korean and the language level of a target
age based on the auditory skills level determined by the
Auditory Skills Program [26]. | hope that various customized
aural rehabilitation programs will be developed for the hearing
impaired by applying rapidly advancing ICT technologies.
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Abstract—The introduction of modern technologies into the
educational process of medical students is a challenge of the new
era in education, which can increase the success of students and
give them confidence in their capabilities. The paper considers
the use of physiological clinical record databases as an effective
means of gaining prior experience from students that will be of
use to them in their professional work. The paper describes the
entering of serious educational games into the learning process of
students in Bulgaria. The serious games and the pedagogical
methods applied therein are an innovative technological means of
developing individual, social and cognitive qualities on which the
individual's professional realization depends. The paper presents
the results of a survey conducted at the universities of medical
education in Bulgaria. Respondents’ opinion of their desire to use
serious games in their training and how games affect them has
been studied and shown.

Keywords—Serious educational games; learning process;
gaming training; pedagogical methods; innovative technological
means; medical education

I.  INTRODUCTION

Modern medical student education approaches and methods
include information and communication technology as an
innovative, effective, and next-generation student-centered
tool.

One of the methods for improving the education of medical
students is to create and use databases of real physiological
data of patients, through which students can get acquainted
with the real data of patients obtained through clinical research.
The creation of logbooks containing data to track the
development of the disease enables future physicians to
monitor the results of the assigned treatment. The analysis of
clinical data through appropriate mathematical technologies for
the processing and analysis of physiological data is an effective
tool for improving the education of medical students.

Another effective method of entering medical training is
serious educational games. Today, technologies are
complementary to traditional teaching methods [1] and are
good practice for raising students' attention [2]. Over the years,
serious games have become interactive software systems that
can offer educational information and attractively generate
specialized skills. Serious educational games in medicine can
be an essential and valuable element of students' theoretical
and practical training. In this way, serious games have the
potential to integrate into the learning process and to help
improve students' educational outcomes.

This paper considers serious educational games as a
modern innovative tool for creating knowledge, skills, and
habits among medical students by integrating medicine,
computer technology and the attractive form of teaching
methods of game situations. Entering confident medical
training can make serious games an indispensable part of that
training.

Over the last decades, Serious Educational Games (SEGs)
are increasingly entering the education process in schools
around the world [3], and recent years in Bulgaria. The aim of
the Serious Educational Games is to support, supplement and
upgrade traditional learning and the aim is different from
ordinary fun games. Serious games enable their users to
practice what they learn, test themselves, evaluate and increase
their knowledge in an engaging, motivating and modern
technological environment. SEGs use state-of-the-art
visualization and simulation technologies [4] and they can be
used both in the school environment and at home, at any time
and everywhere, challenging learners to explore strange
processes and phenomena, and putting them in a stimulating,
competitive but a safe learning environment. SEGs enable the
application of the principle of adaptability to the particular
player and thus become maximally useful for each of their
users, while the knowledge given in the form of a game
enables the processing of high-difficulty learning content and
the achievement of good absorption of a larger quantity of
material; this method will contribute in the long run to
improving students' abilities and for higher educational
outcomes.

The report aims to show the main pedagogical
characteristics of the SEGs and the impact of serious games on
the learning outcomes.

The report presents the results of a study done among
students in Bulgaria on the use of SEGs in the learning process,
about the interest of the students in the inclusion of Serious
Educational Games in their training and to study the impact of
SEGs on the learning process in Bulgaria.

The importance of this research stems from the use of real
physiological data to conduct mathematical medical analyzes
and the achievement of educational goals in medical education
(raising students' interest and creating an initial experience in
working with medical data). The survey about serious games
has specific objectives and is limited to the use of serious
games in medical education in higher education.
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The rest of the paper is summarized as follows: Literature
survey is shown in Section Il. In Section Il are presented
modern methods for application in the educational process.
Section IV presents the results of a mathematical analysis of
Holter data and Section V presents the results of a study among
medical students in Bulgaria. Conclusions are described in
Section VI.

Il. RESEARCH BACKGROUND

Today, the classical model of learning through passive
perception is not efficient for the new generation of students
[5], often even boring. Today's modern education must,
therefore, comply with the requirements of the new innovative
technological age.

Modern technologies today offer a variety of tools that can
be implemented in the educational process, helping to increase
its effectiveness. Internet technologies are a prerequisite for the
creation and use of large volumes of physiological data that
once created can be used at any time, from anywhere in the
world. In the field of medicine, effective databases have been
created that are used by the scientific research community and
are a valuable resource for the development of research [6].

In the field of cardiology, there is a wide range of publicly
available physiological databases. Most of the records in them
are obtained through Holter monitoring and are sorted
according to some classification features. The most popular
and with the most physiological records database is
PhysioBank, which contains 75 freely downloadable databases.
The records are for patients with various cardiac disorders:
heart failure, sudden cardiac death, sleep apnea, and more. The
MIT-BIH databases (containing records of cardiac arrhythmias
suitable for cardiac dynamics testing) [7] [8]; the AHA
(American Heart Association) database (containing two-
channel three-hour Holter records, parts of which are manually
annotated); European ST-T Database (annotated, containing
excerpts from ambulatory electrocardiographic records) [9];
ECG-VIEW Il (containing digital parameters of the
electrocardiogram) are also publicly available. Information
from all these publicly available databases can be retrieved,
analyzed with mathematical technology through software
systems [10], and used as an additional training tool by medical
students.

Other innovative educational tools today are serious
educational games. Game-based education can be implemented
in the following two ways: through the instructional model:
students play serious games developed by a teacher or other
developer and constructivist model: learners learn by designing
and playing games created by themselves.

SEGs help the learning process by making and creating the
author's things, engaging learners actively in the process of
learning [11]. The use of serious educational games in student
education is a challenge and is placed on the agenda for teacher
and learner surveys [12]. The positive impact of games on the
learning process has been explored by many authors. Boeker,
Andel, Vach, & Frankenschmidt [13] present the results of a
study conducted among students divided into two groups: one
group in the training included SEGs and the other one did not.
The results show higher learning success in games including
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games. The authors Pettit, McCoy, Kinney, & Schwartz in [14]
conduct a study among students, which shows an increase in
the efficiency of the training during inclusion in the training
hours of the SEGs.

The main features of serious games were studied and
presented in 2017 by the authors Bigdeli, & Kaufman [12],
adding the pedagogical aspect of the impact of games in the
learning process:

¢ Single player or multiple player’s participation;
o Conflicts creating;

e Clearly defined rules;

e The predetermined goal of the game;

¢ Artificial nature of games;

e The pedagogical nature of the serious game.

I1l. APPLICATION OF INNOVATIVE METHODS IN THE
LEARNING PROCESS

A. Benefits of Serious Games

The training in all areas of knowledge can be effectively
helped by the creation of innovative, serious learning games.
The student training through serious education games has the
potential, thanks to the following benefits it gives:

e Breaking the traditional concepts of learning related to
a particular place of learning and certain hours during
which it is happening, by offering free choice of place
and learning time;

e Opportunities to customize the user interface of the
serious educational game with the individual speed and
individual learning characteristics of each particular
user;

e Developing the ability to solve tasks assigned by the
teacher in University independently;

e Opportunities for joint training of a group of users and
development of teamwork skills.

Benefits of Incorporating Innovative Serious Games in the
Higher Education Training Process:

e Providing computer-aided training;
e Creating an interactive virtual reality;

e Making timely feedback by offering different forms of
encouragement to achieve progress and success that
have a stimulating impact on learners;

o Creating opportunities for the learner to learn from his /
her experience;

e Supporting the educational learning process by
experimenting, researching, generating and verifying
hypotheses;

¢ Raising the motivation for training through the racing
character of the serious game;
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e Ability to raise the level of difficulty for the game,
which assists in the acquisition of knowledge at a
higher level; increasing time spent in SEGs, leading to
higher education learning outcomes and raising the
level of skills and competencies of learners;

e Serious educational games offer a comprehensive view
of new information through a variety of tools: using
graphical, acoustic and other signaling tools to enhance
learning outcomes.

Serious educational games can be seen as interactive visual
systems that combine the benefits of traditional learning and
the attractiveness, dynamics, and impact of computer games.
Serious learning games engage students of all ages in a fun,
unobtrusive and non-standard way, integrating into a whole
fun, learning, and skill-building experience.

In serious educational games, there are the following
benefits to the educational process [15]:

e cognitive element: develop creativity and create skills
to solve real problems;

e motivational element: create a sense of conviction in
their abilities, develop perseverance in achieving their
goals;

e emotional element: create a sense of conviction in their
abilities, develop perseverance in achieving their goals;

e social element: contribute to the socialization of
participants.

In this way, the benefits of serious educational games
develop many useful social, cognitive and individual qualities
in the students who use them. Fig. 1 shows the main types of
qualities in these three groups that develop the using of serious
games in the learning process. The figure shows how many
useful qualities are developed through serious games; these are
qualities that are valuable to medical students; for example, the
qualities of motivation and the ability to achieve the goal,
combined with the attainment of excellent medical skills, can
lead to the successful end of the treatment of patients with risk
diseases.

Qualities that developed with the Serious
Educational Games

/

l Individual quatities i ‘ Cognitive qualities ‘ ‘ Social quatities ‘

% Logical thinking Ability fo work
in team
Sl =
g e
Self-confidence Decision-making
Skills to deal with
( mdependex;ce)
. | acquire new
Responsibility A
ol et | AT
Emotional
| =
Fig. 1. The main Types of Qualities that Develop Serious Educational

Games.
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Serious games with their interactive way of conducting
action are prerequisites for creating online socialization, new
ways of interacting learners through online collaboration, an
online based social environment, using verbal, computer-based
ways of communicating and learning.

Fig. 2 shows the following major differences in
characteristics between serious games (SG) and games that are
played for fun (FG) (according to Isabela Granic et al [15]).

B. The Pedagogical Capabilities of Serious Educational
Games in the Learning Process

According to Kolb [16], knowledge is best gained and
strengthened by personal experience. SEGs are an excellent
way to learn by building experiences, exploring and
manipulating objects, building skills that are needed in
teamwork and co-workers. An important feature of the good
learning of teaching material in the learning process through
serious educational games is the briefing: implementation of
initial guidelines, briefly introduced by the lecturer, which puts
right the foundations on which students can build their
knowledge [17]. The following feature described by Rowe,
Shores, Mott, & Lester in [18] must also be considered:
students with higher achievements have higher efficiency in
solving new problems, they have a greater interest in collecting
and organizing information. At the same time, however,
students with higher achievements usually use traditional ways
to solve the task, and lower-learning students prefer to use
computer-based methods. In this way, SEGs can be used as a
means to improve the learning educational results of students
with a lower degree of learning.

C. Methods to Achieve Educational Goals in Serious Games

One of the leading methods for achieving educational goals
through the use of serious games is the guiding principle of the
teacher: to lay the foundations of new knowledge, guide, direct
and correct, so that training through serious educational games
can be truly effective, meaningful and not admitted the learner
wasting time or moving in a different direction from a useful
learning of the material.

Characteristics of games
(Serious games/games for fun)

,/" SG: Problem solving in focus ‘
Task versus rich
experience

FG: Rich experiences preferred ‘

/,,/'{ SG: Important elements of learning process ‘

—’ Focus of game ]

,{ SG: Assumptions necessary for workable

FG:To have fun |

simulations

\‘ﬂ FG: Simplified simulation processes ‘

_.7-7—-*-*‘ SG: Should reflect natural communication ‘

— Simulations

Communication

‘ FG: Communication is often perfect ‘

Fig. 2. Characteristics of Serious Games end Games for Fun.
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One of the important tasks of a game is to have the
opportunity to adapt the game to the current knowledge, skills,
and experience of the particular learner. In order to achieve the
pedagogical goals of the training, the teacher needs to maintain
a continuous dialogue with his / her pupils in order to keep
track of their progress, the difficulties they encounter (to
provide adequate help), analyze the information they receive
about the student's achievements, to give advice, to support and
correct the learning process.

In the scientific literature, eight component elements have
been identified, identified and used to create a successful
gameplay model (GameFlow): concentration, challenge, skills,
control, clear goals, feedback, immersion, and social
interaction [19]. For the optimal achievement of the
educational goals of the games, it is good that all these
principles are well established in them. Almost all games count
on a clear goal and feedback. It is also necessary to strike a
balance between the challenge of the game and the potential
ability of the learner (according to his age, previous
knowledge, and skills) to cope with it. Solving this task creates
the learner's sense of satisfaction and builds confidence in his /
her skills, which is one of the pedagogical tasks of teaching.
An important task in creating serious educational games is to
provide an opportunity to assess the player's progress and
provide timely feedback.

D. Current Contemporary World Trends and Innovative
Technologies in the Field of Semantic Knowledge

At the base of the Semantic Web (the concept is first used
by the World Wide Web Consortium (W3C) Director) is the
idea that innovative technologies can process data and interpret
knowledge. The use of ontologies to present semantically
based knowledge is a contemporary current global trend.
Ontology is a means of creating a system of formally presented
knowledge based on some accepted conceptualization - a
description of a multitude of objects, notions, facts, knowledge
and their interrelations. Ontology is a conceptual information
model in a given area of knowledge in a formal way.
Ontologies are very useful in creating search engines and
information retrieval and are useful base in developing serious
educational games in a given subject area of knowledge. One
of the main goals of SEGs is to teach learners structured
knowledge.

E. Serious Games as a Method of Transferring Knowledge

Serious educational games are increasingly becoming an
alternative way of transferring knowledge in the area of
knowledge they are targeting. SEGs are a method of conveying
new, up-to-date knowledge that scientists, professionals, and
explorers have reached, and by incorporating them into serious
games, that knowledge can quickly and effectively reach the
learners. Classical methods of transferring knowledge, such as
specialized literature, learning through teaching, require a long
time to master the educational material. In setting up SEGs it is
useful to develop a design framework through which
knowledge transfer is realized. It is a good idea to create a
strategy for the dissemination of knowledge by designing
algorithms to support decision-making.

Vol. 10, No. 10, 2019

F. Exploring Consumer Opinion about Serious Educational
Games

The SEGs positive impact on education stems from an
increase in the efficiency of the learning process, the possibility
of additional self-learning of the learning material,
consolidation of the acquired knowledge, support of
unscheduled learning, effortless learning, increasing the
interest in the studied subject and activation the participation of
learners. At the same time, the entry of SEGs into Bulgarian
education has been running for more than 10 years, and it is
becoming increasingly popular among teachers who are
beginning to assess their potential. Nowadays there are factors
that support the use of games in educational schools and
universities: provision of modern equipment in the renewed
study rooms, increase of the number of SEGs set up in
Bulgaria for the purpose of training students of different age
groups and different subjects, provision of fast and quality
Internet (especially in schools in larger settlements). For the
comprehensive entry of the games into the learning process in
Bulgaria, it is also necessary to conduct appropriate courses for
teachers who want to modernize their teaching methods.

Serious educational games are suitable for assessing
acquired knowledge, for extra-extra-curricular training, for
home preparation, they can be an incentive for learning, they
are appropriate for exercising the acquired knowledge, for
achieving specific learning objectives, for building up the
learning material.

From the respondents' answers, it is clear that they are
willing to use serious educational games in the schooling
process and for additional homework. It is also clear that
innovative technologies in general and, in particular, serious
educational games are not often used in the learning process.
One of the main obstacles to the use of serious educational
games in school is the lack of state-of-the-art technological
equipment and the lack of appropriate SEGs that match the
material studied, can be used in the limited time of the class,
and the teachers have the appropriate technical competence to
use of the Serious educational games. During the investigation,
some of the teachers became interested, and they created
serious games (textual to evaluate the material studied) and
offered the pupils' games; games were received with interest.

G. Use of Mathematical Technologies for Physiological Data
Analysis in the Medical Education Process

An effective technological method of analyzing
physiological data is wavelet analysis. Used as an alternative to
traditional Fourier analysis, Wavelet analysis is now widely
used in various areas of real life and is a commonly used tool
in scientific research. Wavelet analysis provides information
on signal behavior simultaneously in the time and frequency
domain and is suitable for use of non-stationary, dynamic
signals such as cardiac signals.

The spectral analysis of cardiac data in the present study
was performed using the wavelet-based method (continuous
wavelet transform, wavelet basis of Morlet). Used interpolation
of input data (resampled at 4 Hz) through cubic spline wavelet.
The results obtained are presented in digital and graphic form.
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The ratio (low frequencies / high frequencies) LF / HF
obtained in the spectral analysis of the study series was
investigated. this parameter is an indicator of sympathetic
balance in the nervous regulation of the human body.
According to the heart rate variability standard [20], values
corresponding to a healthy organism are between 1.5 and 2.0.

IV. RESULTS OF A HOLTER DATA STUDY BY
MATHEMATICAL TOLLS

A mathematical analysis of the cardiac data of a patient
with atrial fibrillation was performed; the data were obtained
through Holter monitoring conducted for 24 hours. The patient
was admitted to a medical institution (Multiprofile Regional
Hospital for Active Treatment MOBAL "Dr. Stefan Cherkezov",
Cardiology ward, Veliko Tarnovo, Bulgaria). The Holter monitor
device was installed (start time: 10.00 in the morning), after
which the patient left the hospital, continuing throughout his
24-hour study to perform his normal daily activities.

The created software module (by the author) for analysis of
cardiac data using Wavelet analysis was made and compiled in
the MATLAB programming environment.

The cardiology series obtained after preprocessing input
data (denoising, detection of peaks with maximum amplitude
(R peak), etc.) obtaining the intervals between these peaks (RR
intervals) is shown in Fig. 3.

Fig. 4 presents the distribution of frequencies depending on
time (spectrogram of the investigated cardiac series, Atrial
fibrillation) obtained using wavelet technology. The predominant
blue areas in the low frequency (LF: 0.04-0.15 Hz) and high
frequency (HF: 0.15-0.4 Hz) regions are an indicator of low
signal power in the cardiology series studied, which is an
indicator of serious health problems [21].

Fig. 5 presents the spectral components obtained in the
analysis of the cardiac series tested (Very LF (0.0 — 0.04 Hz),
LF and HF). Spectral components are calculated by applying
three mathematical methods: the Burg method, the Lomb-
Scargle method, and the Wavelet method. The calculated LF /
HF ratio by these three methods is obtained outside the range
of normal values for a healthy individual (< 1.5). The results
obtained are an indicator of the presence of cardiac problems in
the investigate subject.

L L L
10D THERT0 164000 e
Time (hh:mm:ss)

Fig. 3. The RR Intervals of the Studied Cardiology Sequence.
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Fig. 4. Atrial Fibrillation Spectrogram.
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Fig. 5. Wavelet Analysis Results.

V. RESULTS OF A SURVEY CONDUCTED AMONG
BULGARIAN STUDENTS

A study was conducted on the use of serious educational
games by students in connection with their education in the
country's higher universities. 162 students from the universities
in Bulgaria, responded to the survey voluntarily. The study
was conducted in April and May 2019, and participants were
randomly selected. The survey aims to study the use of SEGs
in the educational process in Bulgaria and to establish does it
has to interest in the implementation of serious educational
games in the classroom.

On the question "Do You play serious games related to
your training" 42 students of all 162 responded with "Yes"
(Fig. 6). This is a very small number of students and shows that
the use of serious educational games in training in these
universities is not well advocated.

On the question: “Do You think the serious games help to
your training?” 134 of the respondents answered positively
(Fig. 7), showing a high interest among students in the use of
serious educational games for training and their positive
attitude towards serious games.

Do You play serious educational games
related to your training?

® Yes

® No

I can not
decide

Fig. 6. The use of Serious Educational Games in the Educational Process in
Bulgaria.

162 answers

Do You think the serious games help to
the Your learning?

® Yes
® No

1 can not
decide

162 answers

Fig. 7. Studying Learners Attitudes Towards Serious Games.
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Of all 162 respondents, 142 students (86.6%) believe that
serious games will help raise learners' interest in the learning
process (Fig. 8). Only 2 respondents have answered ‘“No”, and
12.2% said: "I cannot decide".

126 (0.78%) of all respondents believe that the inclusion of
serious games in learning will increase their motivation to learn
(Fig. 9). Six participants of the survey have answered ‘“No”,
and 18.3% said: "I cannot decide".

The results of the conducted survey among students in
Bulgaria show a positive attitude of students towards the
inclusion of serious educational games in the learning process,
willingness to use them and expect from the use of serious
games to increase their interest in learning and motivation to
achieve high educational results. At the same time, the study
shows that today in Bulgarian universities the use of social
security systems is not well advocated.

The conducted research on the means that students prefer to
use in addition to traditional training tools in their medical
education is summarized in Table 1 (Questions in
questionnaire: “Do You want to use (Do use) these tools your
university learning process”). The results show that students
prefer to take advantage of modern technology in their training.

Table Il presents the qualities that are developed through
SEGs according to the respondents of the study (Question in
the questionnaire: "Do serious games develop these
qualities?™). The qualities that are developed through the use of
SEGs are individual, collective and can enhance the
educational outcomes of students.

Do You think the serious games raise
interest in the subject?

® Yes

p

I can not
decide

162 answers

Fig. 8. Answers to the Issue of Enhancing Motivation in Learning.

Do You think the serious games create
better motivation for learning?

® Yes
® No

I can not
decide

162 answers

Fig. 9. Answers to the Issue of Enhancing Motivation in Learning.
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A. Discussion on the use of SEGs in Training in Bulgaria

Serious educational games today take advantage of new
technologies and are becoming more challenging, intriguing
and in line with the goals of the learning process. The set
budget for a serious educational game has a great influence on
the complexity, type of the game and the interesting and
dynamic elements in the game. Today, gaming funds in the
education sector (worldwide) are several times smaller than the
funds spent on fun games creating. This leads to a lag in the
technological and modernity of serious games in the education
process.

Today, augmented and mixed reality technologies [22],
effective graphical imaging tools (creating realistic controls for
transparency, reflection, and refraction), content generation
techniques are new challenges for improving serious games
[23]. Open software platforms have been created to quickly
create and easily personalize serious games that are beginning
to be used by teachers in Bulgaria who want to stimulate their
students' creativity and improve their skills and knowledge.
Thus, the main problems, which will be decisive for the entry,
development and use of serious games in higher education in
Bulgaria and, respectively, in medical education at universities
in the country, are the issue of financing serious games and the
question of the desire of teachers to accept the challenge of
game-based learning.

TABLE. L. MODERN TRAINING TOOLS
I want to use (I »I do not want
Tools Gse) in the to use in the “I cannot
H 2 ”
learning process“ Iearnm?‘ decide
process
Educational games | 7, gagg 2.47% 22.84%
Interactive online 88.27% 8.02% 3.7%
tests
Online video 0 0 9
training materials 77.78% 1.85% 20.37%
Vlrt_ual and mixed 51.23% 20.99% 27.78%
reality games
Databases with
real clinical data 85.8% 7.4% 6.79%
and results
Software training | 7g 399, 11.11% 10.49
systems
Using graphics 50.88% 10.49% 29.63%
tablets
TABLE. Il.  DEVELOPED QUALITIES
. “I cannot
bl bil
Quialities ,»Yes ,»No decide”
Communication skills 74.69% 17.9% 7.4%
Ability to work in a team 69.75% 16.05% 14.2%
A quick thought 95.68% 1.23% 3.08%
S!(ll_ls fo_r coping with 88.89% 4.94% 6.17%
difficulties
Orlentathn an_d adaptation in 84.58% 7.4% 8.02%
extreme situations
Developing tactics and
strategies for achievement 79.63% 9.88% 10.49%
of success
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VI. CONCLUSION

The paper presents two effective methods that can increase
the motivation of medical students to learn and contribute to
improving the quality of students' preparation: the use of
mathematical technologies to analyze physiological data and
the use of serious games in the educational process of
medicine.

The paper examines the issues related to the use of Serious
Educational Games, focusing on the pedagogical aspects of
their use in the learning process.

Serious educational games aim to support traditional
training by using the latest information and communication
technologies developments and modern innovative methods.

The study conducted among students in Bulgaria shows a
high interest in SEGs and their inclusion in the learning
process. The majority of respondents believe that SEGs will
contribute to improving their education, create student
aspirations to build up the learning material, increase
motivation for learning and professional development. As a
result of the research, it can be concluded that students in
Bulgaria will readily accept the use of serious educational
games in their training and this will lead to the improvement of
their knowledge, skills, and experience and will contribute to
building them as excellent specialists in their area of
professional interests.
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Abstract---In cricket, the region plays a significant role in
ranking teams. The International Cricket Council (ICC) uses an
ad-hoc points system to rank cricket teams, which entirely based
on the number of wins and losses a match. The ICC ignores the
strength and weaknesses of the team across the region. Even
though the relative accuracy in the ad-hoc ranking is high, but
they do not provide a clearly defined method of ranking. We
proposed Region-wise Team Rank (RTR) and a Region-wise
Weighted Team Rank (RWTR) to rank cricket teams. The
intuition is to get more points to a team that wins a match from a
stronger team as compared to a team that wins against a weaker
team & vice versa. The proposed method considers not only the
number of region-wise wins and losses but also incorporates the
region-wise strength and weakness of a team while assigning
them the ranking score. In conclusion, the ranking list of the
teams compares to the ICC official ranking.

Keywords---Batting; bowling and fielding strength; PageRank;
region strength; team’s strength

I.  INTRODUCTION

Ranking in sports is a significant measure for the
performance and comparison between different teams. The
International Cricket Council (ICC) is the governing body that
ranks cricket players and teams based on their previous and
current performances. Traditionally, the ICC uses an ad-hoc
rating system to rank cricket teams. This Ad-hoc rating system
is based on the number of wins or loses in a match to assign a
rating scorel. Authors criticized the current ICC rating system
as being non-transparent, and providing a better ranking still
needs proper investigation [1].

There are five region in the world in which cricket is
played. These regions are classified as follows; Asia, Africa,
the Americas, Europe, and Oceania Region® In cricket, the
region/venue plays an essential role in measuring players’ and
teams ‘performance because every region has distinct playing
conditions.  Region-wise ranking classifies the team’s
strengths and weaknesses throughout the region/venue. The
team’s strength is the foundation of several parameters of a
team, such as bowling, batting, and fielding strengths. The
consistent performance of the players in these departments
improves their team’s strength. The teams with higher strength
are usually considered higher in rank. Ahmed et al. proposed
the modified NSGA-II procedure to find a set of high-

*Corresponding Authors

*hitps://www.sportsrec.com/calculate-followon-score-cricket-
8088680.html

nttps://www.icc-cricket.com/about/members

performing teams having better
performance [2].

bowling and batting

The proposed methods are the extensions of the PageRank
Algorithm [3]. PageRank is a ranking algorithm that models
the searchable web pages as a directed graph, with each page
acting as a node. Every webpage has several numbers of
incoming and outgoing links or links directed to that webpage.
These links are “citations” concerning web pages. The idea is
that the more a team wins matches from stronger teams, the
higher it is ranked. The Region-wise Team Rank (RTR)
considers the strengths and weaknesses and as well as win and
loss matches of the team while ignores the number of runs and
wickets from which matches wins. Besides, the Region-wise
Weighted Team Rank (RWTR), considered both the strength
of the team and the number of runs and wickets through which
matches wins. Finally, the region-wise score of all the regions
of the RTR method combined and computed the Unified
Region-based Team Rank (URTR). Similarly, the Region-
wise Weighted Team Rank (RWTR) scores merged and
computed the Unified Region-wise Weighted Team Rank
(RWTR). In conclusion, both the URTR and RWTR scores
are merged and compared with the ICC official ranking using
Spearmans’ rho.

Il. RELATED WORK

Research has identified a limited material set of references
regarding region-wise and a unified team’s strength; however,
a comprehensive review revealed the following. The author
developed a new performance measure to quantify the
performance of the players [4]. A player scoring runs against a
strong bowling lineup or taking wickets against the strong
batting lineup deserves more credit. Batting, bowling, and
fielding have always been the most critical aspects of the
cricket game. But with the advent of T20 cricket, the
combined batting and bowling rate quantify the performance
of the player using multiple linear regressions [11]. The
multiple linear regression model used [9] to predict the match
outcome, while the match is in progress. Different variables
are considered for training and testing the model, such as
home ground advantage, region performance, the past and
current form of the team to predict the match outcome.
Logistic regression is applied to predict the best team after the
knock-out phase in the ODI cricket series [6]. Fielding is also
an essential aspect of the cricket game. Parag Shah [7] has
developed to measure the aggregated fielding performance of
each player in ODI and T20 cricket matches. The application
of the Social Network Analysis (SNA) quantifies the quality
of the player-versus-player score [5]. The application of
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machine learning framework, the artificial neural network
(ANN) is applied to predict the results of cricket sports [8].
The simulation method is applied for ODI cricket matches to
predict the match outcome. Given that only a finite number of
outcomes can occur, throwing each ball. A discrete generator
on a finite set developed where the outcome probabilities
estimated from historical data of the matches [10].

A team that wins a match through runs and wickets plays a
significant role in the team’s ranking. Similarly, weighting
factors are also an essential parameter in ranking cricket
teams. Daud et al. [12] proposed team rank and t-index to rank
cricket teams, but they do not consider the strengths and
weaknesses of the teams across the region. The International
Cricket Council (ICC) ranks cricket teams without considering
the strengths and weaknesses across the region. However,
Daud et al. [13] proposed a Region-based Players Link fusion
(RPLF) algorithm to rank cricket players by using a region-
based intra-type and inter-type relation-based features to rank
the players in cricket.

Page et al. develop PageRank for ranking web pages.
Several researchers have attempted to improve the PageRank
process [3]. Xing and Ghorbani proposed a weighted Pagerank
(WPR) algorithm. The idea is to treat all links equally when
rank scores calculated. The WPR algorithm takes into account
the importance of both incoming and outgoing links and
distributes rank scores among accessible web pages [14].
Many researchers in sports ranking used PageRank. The initial
attempt was made by Mukherjee to apply the PageRank
algorithm to identify the most excellent team and their
captains [15]. Later on, the authors used PageRank for ranking
cricket teams, but they ignored region-wise teams’ strength
and unified team strength, which is very important for the
selection of the best team [12].

This research is probably the first generalized approach to
rank ODI cricket teams across the region. The information
retrieval technique is applied to build a model that can
effectively measure the performance of a team across the
region.

I1l. RANKING CRICKET TEAMS

The International Cricket Council (ICC) official ratings
system for One Day International Cricket Teams explained in
this section.

A. ICC Rating System for ODI Cricket Teams

The International Cricket Council (ICC) is the governing
body to represent cricket internationally. They award
championship trophies to the teams with the highest rating in
cricket matches. The ICC employs basic formulas for ODI
cricket matches to calculate points and ratings to each team by
winning, losing, or tying a match or a series of matches .

The ICC updates the ratings based on the recent score of
the teams when two teams play a match or a series of matches.
To determine the teams' new ratings after a particular match,
first, calculate the points earned from the match.

o If the rating gap between two teams before the match is
less than 40 points, then add 50 points more for a
winning team than the opponent team's rating and
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assign 50 points fewer than the opponent's rating for
losing a team. In case of a tie a match, each team
assigns the opponent team's rating.

o If the gap between two teams' rating is greater than or
equal to 40 points, then add 10 points more to a
stronger team than its rating in case of winning a match
or 90 points fewer than its rating by losing a match.
Similarly, assign 90 points more to the total of a
weaker team's rating for a win or 10 points fewer for a
loss. In the case of a tie, the stronger team drops 40
points from its rating, and the weaker team improves
40 points over its original rating.

e Each team's rating is equal to its total points scored
divided by the total matches played.

e Add the match points scored to the points already
scored (in previous matches), add one to the number of
matches played, and determine the new rating.

e Points earned by teams depend on the opponent's
ratings. Therefore this system needed to assign base
ratings to teams when it started started1.

B. PageRank Algorithm

Page et al. proposed a ranking algorithm named PageRank
[3], which is used to rank web pages on the web. The PR of
the pages should be high if they link to a more significant
number of pages, and those pages are essential. PageRank
based on the number of incoming and outgoing links of the
pages (nodes) to determine their rank. Web pages with a
higher number of incoming links are more important than
pages with less number of incoming links. In general, the
PageRank value for a web page determined by using the
generalized equation as follows:

PR(A) = ¢ Yyes, @

Where PR(A) is the value of PageRank of a page, A for
each page v contained in the set B, (the set containing all the
pages linking to page A), divided by the number of out-links
(L(v)) from page v and c is a normalization factor.

PR(v)
L(v)

C. Cricket Formation and Terminologies

1) Team formation: In cricket team selection, the
batsman, bowler, all-rounder, and wicketkeeper plays a
significant role in a match. Batsman scoring runs with a bat
while a bowler bowls to concede minimum run and get
maximum wickets. All-rounder can be a bowler or/and batter,
and wicketkeeper is a player who stands behind the wickets to
stop the ball or take a catch of a batsman.

2) Ground: The ground is usually in a circle-shaped
having radius 70 meters. Different grounds in the world have a
size of 70 meters or more. There is a 22-meter pitch inside the
ground having wickets on both sides. The bowler bowl and the
batsmen try to hit a ball.

3) Over: An “over” is defined as a set of six consecutive
balls bowled by a bowler.

4) Wicket: In cricket, the wicket is one of the two sets of
three stumps at either side of the pitch. Wicket guarded a
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batsman who, with his bat, attempts to prevent the ball from
hitting the wicket by a bowler or fielder.

5) Runs Scored: In cricket sports, one team bat first and
score as many runs as possible while the other team bowls. In
case of the team batting first wins, it wins by runs while in
case team batting second wins, it wins by wickets. In the ODI
cricket match, five bowlers have permission to bowl a
maximum of 10 overs. The bowler bowls while batsmen try to
hit a ball and get runs. Only two batsmen are playing in a pitch
at the same time, one at each side. There is a maximum of 6
runs or no runs on a ball hit by a batsman. When a batsman
hits a ball, it crosses a boundary without touching a boundary
line; it should be considered a 6 runs otherwise 4 runs. When a
batsman hits a ball and reaches to the other side of the pitch,
he/she completes his one run.

D. Proposed Method

1) Region-wise team ‘strength: In cricket sports, ranking
is essential to measure the performance and comparison
between different teams. Bowling, batting, and fielding
performances are the most critical parameters for the team's
strength. Players showing consistent performance in each of
the departments improve their team strength.

We created three datasets from the online website3 using
scraping tools (parsehub and import.in) then created different
features for each of the datasets of batting, bowling and
fielding respectively. As a result, we combined the strengths
of all the regions and find out the aggregated strength as
shown in Fig. 1.

[ Import data from www.cricinfo.com ]

Creats Rezion-based Batting

= Create Region based Fielding | |
Database Database '

An analysis of region-wise teams ‘batting, bowling and
fielding features

A Unified Teams ‘Strength

Fig. 1. A Graphical Representation of Region-based Teams’ strength.

Equation (2) is applied to compute the region-wise teams
‘strength.

n —
Z tr=i RTStrength -
n RTBatti"gStreng th

tr=i 3 Fieldin
RTpowli . ¢ 9gStrength

Where Yt',._; RTstrengen iS the region-wise strength of a
team t in region 1, RTgatting strengen 1S the batting strength,
RTgowiing strengen 1S the  bowling  strength  and
RTriciaing strengen 1S the region-wise fielding strength. The
team’s strength increases with the increases of batting features
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while the team’s strength decreases with the increases of
bowling features.

Batsmen always perform against the opponent team’s
fielding and bowling strengths. The Team_AvgRun (team
average runs), Team_ER (team economy rate), Team SR
(team strike rate), and Team_WinLoss (team win/loss ratio) is
considered to be the most important parameters for the teams
‘batting strength. These features are ascertained as in (3).

n —
Zt,r:i RTBattingStrength -
n ((TeamAnguns*a)+(TeamER*ﬁ)+(TeamSR*y)+(Team_WinLoss*6)
tr=i
’ 4

©)

Where Y2, —; RTgatting serengen 1S the region-wise batting
strength of team tinregionr.,anda + B+ y + 6 =1,
finding the optimum combination of these variables is difficult
in the absence of gold standard benchmark rankings. Daud et
al. assigned «, 8, yand § to different weights such as a =

B =v =20% and § = 60%; however, weuseda =8 =y =
§ = 25% to each of the features [13], [12].

Many features affect the bowling strength of a team. The
essential features are applied to compute the accurate bowling
strength of a team in (4).

n p—
tr=i RTBOW”ngStrength -

tr=i 4

(4)

Where ¥, _i RTpowiing strengen 1S the  region-wise
bowling strength of team t in region r. AvgRuns_Conceded,
ER_Conceded, SR_Conceded and Team_WinLoss are the
region-wise team’s bowling average runs conceded, bowling
economy rate conceded, bowling strike rate conceded and
teams ‘win/loss ratio respectively.

Several features are affecting the fielding performance of
the team. The essential features are formulated in (5) to
compute the fielding strength of the teams across the region.

n —
Zt,r:i RTFielding_Strength -

n ((Anguns_Conceded*a)+(ER_Conceded*[S')+(SR_Conceded*y)+(Team_WLLoss*6)

n ((RTrun,out*a)"'(RTwicket,stmp*B)"'(RTﬁelder,cats*V)"'(RTwicket,keeper,cats*6)
tr=i Total Number of Region_based Innings Played

()

Where ¥t ,_; RTriciaing strengen 1S the region-wise fielding
strength of team t in region r, RTynouw RTwicket stmps
RTfielder_catss @Nd RTwigr cats are the number of region-based run-
out, wicketkeeper stumps, fielder catches and wicketkeeper
catches of team t in region r respectively.

2) Region-wise TeamRank (RTR): The Region-wise
TeamRank (RTR) is the extension of the PageRank algorithm.
PageRank [3] is the most effective graph-based ranking
algorithm on the web which based on the number of incoming
and outgoing links to find their ranking. The RTR of team t is
high if the team wins many matches against opposite teams
that have a higher team strength and win-loss ratio. The RTR
determined by using (6).
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RTR (T) = S2 4 d[*T2 4 RTgrengen, 4 o+ St ¢
RTserengtn ] (6)
Where,
o {I?_TR(T) is the Region-wise TeamRank (RTR) of team

e RTR(T;) is the region-wise team rank of Team T; which
links (lost matches) to team T.

e CT; is the matches lost by team T;.

o (RTStrengthtrL.) is the region-wise team strength
(calculated from equation 2) of Team T; in regionr.

e While d is a damping factor which is usually set
between 0 and 1 (in our experiment we set d=0.85).

e And N is the total number of teams played in region r.

The in-links and out-links show won and lost matches by
Team t; in region r. The network of teams created in Fig. 2,
which played head-to-head matches against each other. The
nodes represent the teams, and edges between them are the
matches played. If two teams t;, and t; played a match in a
specific region, and if team t; wins from team t; then, a
directed edge is generated from team t; to team .
Consequently, a directed graph is generated iteratively to rank
the teams by considering the number of matches played and
the team strengths across the region.

3) Region-wise Weighted Team Rank (RWTR): In the
Region-wise Weighted Team Rank (RWTR), region-wise
win/loss ratio of a team Ti and region-wise win and lost
matches through runs and wickets considered. A team that
wins matches from another team with less number of runs and
wickets ranked lower as compared to a team that wins matches
with more number of runs and wickets across the region.

TABLE | shows how two basic parameters (runs and
wickets) influence the region-wise ranking of a team T?
Assume team A and B have played 20 matches each in Asia
region in which, both have won the same number of matches.
If the sum of runs of the won matches of team A is 250, and
the sum of wickets of the won matches is 50. And the sum of
runs of the won matches of team B is 400 and the sum of
wickets of the won matches is 30, then both teams, A and B,
have different rank scores. In the above example, if we
consider the win/loss ratio of each team then both teams have
the same rank score. But when we consider runs and wickets
through which a team won matches, then both teams have
different rank scores 21.3 and 20.9, respectively as shown in
TABLE Il. Region-wise, WTR is calculated by using (7).

Where 10, 250 and 50 respectively are the number of
matches, runs, and wickets through which Team A has won
matches. TABLE 11l shows win and loss matches with runs
and wickets.

Vol. 10, No. 10, 2019

1-d ™ (RWTR(T}) r
RWTR(T) = N + E - * RTStrengthti (7
i=

CTi

Where RWTR(T) is the Region-wise Weighted Team
Rank of Team T in region r. RWTR(T;) is the Region-wise
TeamRank of teams Ti which has lost matches to Team A.

WC(T;) is the Region-wise out-links (lost matches) of

Team T;. RTStrength:i (Calculated from (2)) is the Region-

wise strength of team T; in region r. Region-wise Weighted
out-links (RWO) calculated by using weighted arithmetic
mean in (8).

60(Region—wise—winloss)+ 20(Runs)+ 20(wickets)

RWO =

®)

One can try different weights for the three features 33%
w/l, 33% runs, 33% wickets or 40 % w/l, 30% runs, 30%
wickets, but in our case, we used 60, 20 and 20 weights to
each wi/l, runs and wickets respectively.

Region—wise—winloss+Runs+Wickets

Fig. 2. A Graphical Representation of ODI Cricket Teams.

TABLE. L. RANK SCORES WHEN BOTH RUNS AND WICKETS ARE IGNORED
Teams Win Lost Wi/L Win by runs | Win by wicket
A 10 10 1.0 250 50
B 10 10 1.0 400 30
TABLE. Il.  RUNS AND WICKETS ARE CONSIDERED ALONG WITH W/L
RATIOS
Team A Team B
60(10)+20(250)+20(50) _ 213 60(10)+20(400)+20(30) _ 20.9
(10+250+50) (10+400+30)
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TABLE. Ill.  WON AND LOST MATCH’S RUNS AND WICKETS ARE
CONSIDERED
Team A Team B
60(10)+20(250)+20(50) 60(10)+20(400)+20(30)
(10+250+50) _ (10+400+30) _
0(10)+20(a00)+20(30) — 1.018 50(10)+20(250)+20(50) — 0-0982
(10+400+30) (10+250+50)

IV. EXPERIMENTS

This section explains the dataset and performance
evaluation in detail. It also provides a comparison of the ICC
official teams ranking versus the region-wise ranking.

A. Dataset

The dataset is taken from the ESPNcricinfo website® of
One Day International matches played between January 2001
and August 2019. The ICC grouped cricket teams into three
categories i.e., full member countries, associate member
countries, and affiliate member countries?. In our case, we
considered only full member countries; they have the right to
play Twenty20, One-Day, and Test cricket matches and follow
the ICC rules. The authors considered only those teams in the
domain of ranking which had played at least ten ODI matches
across the region.

B. Results and Discussions

The proposed ranking determined the strengths and
weaknesses of a team across the region. If a team visits to play
a match against the opponent team, having a regional ranking
enables a more equitable regional distribution. The captain,
the coach, and the team’s management should be aware of
their teams’ strength against the opposite team from the
visiting region so that the selectors select a strong combination
from his team.

There is no statistical test to say which ranking is better;
however, Spearman’s Rank Correlation can be used to assess
the reliability and validity of the proposed ranking methods.
The region-based ranking score of all the regions of RTR and
RWTR, respectively, as shown in TABLE VII and computed
the Unified Region-based Team Rank (URTR) and the
Unified Region-based Weighted Team Rank (URWTR)
respectively. Besides, the URTR and URWTR scores are
merged and computed the UTR, as shown in TABLE VIII.
Consequently, a non-parametric correlation (Spearman rho) is
used to assess the validity and reliability of the proposed
(URTR, URWTR, and UTR) ranking as in TABLE V, and
TABLE VI respectively with the ICC official ranting system
using Spearman rho which had a strong correlation with the
proposed methods. The results and discussions prove that the
proposed methods are highly correlated and very useful in
terms of ranking cricket teams across the region. The ICC
only presents a general ranking based on the most recent
performance of the teams. However, an ODI rating system
from the ICC is used as a baseline for comparing the region-
wise and a unified team’s ranking. In addition, the outcomes
of the proposed methods are also compared subjectively with
the existing ICC ranking.

®http:/www.espncricinfo.com
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TABLE. IV. ICC CURRENT RANKING FOR ODI CRICKET TEAMS
Teams Matches Points Ratings Rank
England 54 6,745 125 1
India 58 7,071 122 2
New Zealand 43 4,837 112 3
Australia 50 5,543 111 4
South Africa 47 5,193 110 5
Pakistan 49 4,756 97 6
Bangladesh 46 3,963 86 7
Sri Lanka 54 4,425 82 8
West Indies 49 3,740 76 9
Afghanistan 40 2,359 59 10
Zimbabwe 35 1,538 44 12

TABLE VII shows the ranking of the full member
countries played ODI cricket matches across Asia, Africa, the
Americas, Europe, and Oceania regions. The ICC team
ranking is shown in TABLE IV, while the proposed ranking
shown in TABLE VII. England, India, and New Zealand are
the top 3 teams in the ICC ranking, while in the RTR ranking
India, Pakistan, and Sri Lanka are the respective top three
teams. Because of their more considerable team strengths and
win-loss ratios compared to the other teams in the Asian
region. Australia, Pakistan, and India are the respective top 3
teams in the RWTR method. Australian team ranks first
because of winning matches with a higher number of runs and
wickets.

In the ICC ranking TABLE IV, the top 3 teams are
England, India and New Zealand while in the RTR ranking
South Africa, Australia and Indian cricket teams are the first,
second and third respectively because of their more
considerable team strengths and win-loss ratios compared to
the other teams in the Africa region. South Africa, Sri Lanka,
and Australian cricket teams are the respective top 3 teams in
the RWTR method. South African team ranks first because of
winning matches with a higher number of runs and wickets. In
the ICC ranking, the top 3 teams are England, India, and New
Zealand while in the RTR ranking Australia, West Indies, and
South African cricket teams are the first, 2™ and 3"
respectively because of their greater team strengths and win-
loss ratios compared to the other teams in the America region.
West Indies, South Africa, and Australian teams are the
respective top 3 teams in the RWTR method. West Indies
team ranks first because of winning matches with a greater
number of runs and wickets.

England, India, and New Zealand cricket teams are the
top-3 teams in the ICC ranking while first, fourth, and third in
the RTR ranking. Because of their higher team strengths and
win-loss ratios compared to the other teams in the Europe
region.

England, Australia, and Indian cricket teams are the
respective top-3 teams in the RWTR method. England team
ranks first because of winning matches with a higher number
of runs and wickets.
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TABLE. V. CORRELATIONS OF THE ICC RANKING WITH URTR AND URWTR RANKING AND URTR WITH URWTR RANKING USING SPEARMAN’S RHO
Teams ICC Rank URTR Rank g;VIXTR g:r?drralgt_:% between ICC gr?drralgt\ilsq_getween ICC gr%rralgt\ilsq_getween URTR
England 1 6 7
India 2 3 2
New Zealand 3 2 6
Australia 4 1 1
South Africa 5 4 3
Pakistan 6 7 5 75.45% 61% 86.36%
Bangladesh 7 9 10
Sri Lanka 8 5 4
West Indies 9 8 8
Afghanistan 10 11 9
Zimbabwe 11 10 11

TABLE. VI. CORRELATION OF ICC RANKING WITH UTR RANKING USING SPEARMAN’S RHO
Teams ICC Rank UTR Rank Correlation between ICC and UTR Ranking
England 1 7
India 2 2
New Zealand 3 6
Australia 4 1
South Africa 5 3
Pakistan 6 5 61%
Bangladesh 7 10
Sri Lanka 8 4
West Indies 9 8
Afghanistan 10 9
Zimbabwe 11 11
TABLE. VII. REGION-WISE RANKING FOR ONE-DAY INTERNATIONAL (ODI) CRICKET TEAMS
Asia Region Africa Region America Region Europe Region Oceania Region
Teams RTR RWTR RTR RWTR RTR RWTR RTR RWTR RTR RWTR
Pakistan 0.033 0.74696 0.062 0.40362 0.0796 0.13616 0.060 0.17726 0.035 0.16214
India 0.034 0.72251 0.063 0.45770 0.0793 0.17120 0.061 0.25561 0.049 0.39800
Sri Lanka 0.032 0.71932 0.061 0.49659 0.0806 0.16141 0.058 0.15754 0.041 0.17313
Bangladesh 0.023 0.29832 0.038 0.04464 0.0759 0.10898 0.053 0.06956 0.029 0.07260
Australia 0.031 0.91622 0.064 0.48430 0.0872 0.27824 0.063 0.25479 0.063 0.70225
England 0.029 0.48493 0.056 0.32687 0.0789 0.12784 0.065 0.36283 0.042 0.17805
New Zealand 0.027 0.34328 0.060 0.35056 0.0794 0.12444 0.062 0.20638 0.062 0.56022
South Africa 0.028 0.43838 0.066 0.69583 0.0831 0.31941 0.057 0.16441 0.047 0.18375
West Indies 0.024 0.31721 0.047 0.12478 0.0839 0.45803 0.059 0.18169 0.046 0.20473
Zimbabwe 0.021 0.19635 0.041 0.12539 0.0732 0.01947 0.051 0.03639 0.020 0.05000
Afghanistan 0.026 0.51987 0.043 0.17877 N/A N/A 0.031 0.02453 N/A N/A
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TABLE. VIII. A UNIFIED TEAMS RANKING FOR ODI CRICKET TEAMS

Teams URTR Ranking URWTR Ranking UTR Ranking
Pakistan 0.05392 0.325228 0.189574
India 0.05726 0.401004 0.229132
Sri Lanka 0.05452 0.341598 0.198059
Bangladesh 0.04378 0.118820 0.081300
Australia 0.06164 0.527160 0.294400
England 0.05418 0.296104 0.175142
New Zealand 0.05808 0.316976 0.187528
South Africa 0.05622 0.360356 0.208288
West Indies 0.05198 0.257288 0.154634
Zimbabwe 0.04124 0.085520 0.063380
Afghanistan 0.03333 0.241057 0.137195

Ranks Scores
N
o

= AsiaRegion RTR \

= AstaRegion RWTR

= Afnica Region RTR

= Afnica Region RWTR

= America Region RTR >

® America Region RWTR
I Europe Region RTR
Europe Region RWTR
Oceania Region RTR
Oceania Region RWIR J

ISUAS SUIBA [, ST M-UOIBIY

Fig. 3. Graphical Representation of Region-Wise Ranking for ODI Cricket Teams.

In the Oceania region, Australia, New Zealand, and India
are the top-3 teams considering the RTR method while
England, India, and New Zealand are the top-3 teams
considering the ICC ranking as shown in TABLE IV. Because
of their higher team strengths and win-loss ratios compared to
the other teams across the region. Australia, New Zealand, and
Indian teams are the respective top 3 teams in the RWTR
method. Australian team ranks first because of winning
matches with a higher number of runs and wickets. There are
ups and downs between ODI cricket teams because of the
teams ‘strengths and weaknesses across the regions. Fig. 3
shows the graphical representation of region-wise teams’
ranking for ODI cricket teams. It is clearly shown from the
Fig. 3 that Australian cricket team is the highly ranked team in
most of the regions.

The Unified Region-wise Team Rank (URTR) and the
Unified Region-wise Weighted Team Rank (URWTR) are the
weighted average scores of all the regions. Similarly, the
Unified Team Rank (UTR) is the weighted average rank score
of both the URTI and URTR methods. The Australian cricket
team is ever first in the UTR while Indian and South African
teams are second and third, respectively. The overall strength
of the Australian team is higher as compared to the other

teams. When the UTR results compared to the ICC rank, there
is a strong correlation in the outcomes, as shown in TABLE
VI.

The graphical representation of URTR, URWTR, and
UTR ranking for ODI cricket teams is shown in Fig. 4. The
Australian cricket team has overall better ranking in all the
methods.

Rank Scores

# URTR Ranking
# URWTR Ranking
UTR

Teams Name

Fig. 4. Graphical Representation of a Unified Teams Ranking.
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V. CONCLUSIONS AND FUTURE WORK

We studied the ranking of ODI cricket teams across the
region. We applied two methods; (1) Region-wise TeamRank
(RTR) and (2) Region-wise Weighted TeamRank (RWTR).
We investigated that the number of matches a team wins with
the addition of team strength from the stronger team is very
important by applying the TeamRank method. Furthermore,
we concluded that the win/loss ratio and the number of runs
and wickets through which a team wins from a team across the
region also play an important role in cricket ranking. This
paper is the first attempt to find out ranking cricket teams in
ODI format to see the strength and weaknesses of each team
across the region. In the future, we aim to build a deep model
using Principal Component Analysis (PCA) for region-based
teams’ strengths and weaknesses to get better results and then
compare the model with the traditional system.
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Land use Detection in Nusajaya using Higher-Order
Modified Geodesic Active Contour Model
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Abstract—Urban development is a global phenomenon. In
Johor, especially Nusajaya is one of the most rapidly developing
cities. This is due to the increase of land demand and population
growth. Moreover, land-use changes are considered to be one of
the major components of current environmental monitoring
strategies. In this context, image segmentation and mathematical
model offers essential tools that can be used to analyze land use
detection. The image segmentation process is known as the most
important and difficult task in image analysis. Nonlinear fourth-
order models had shown to have a good achievement in
recovering smooth regions. Therefore, these motivate us to
propose a fourth-order modified geodesic active contour (GAC)
model. In the proposed model, a modified signed pressure force
(SPF) function has been defined to segment the inhomogeneous
satellite images. The simulations of the fourth-order modified
GAC model through some numerical methods based on the
higher-order finite difference method (FDM) have been
illustrated. Matlab R2015a software in Windows 7 Ultimate on
Intel (R) Core (TM) i5-3230M @ 2.60GHz CPU with 8 GB RAM
has been considered as a computational platform for the
simulation. Qualitative and quantitative differences between
modified SPF functions and other SPF functions have been
shown as a comparison. Hence land use detection is very useful
for local governments and urban planners to enhance the future
sustainable development plans of Nusajaya.

Keywords—Higher-order geodesic active contour (GAC);
segmentation; land use; finite difference method; numerical
methods

I.  INTRODUCTION

Nowadays, land-use changes, increasing due to increases
in human activities which then give a big impact on the global
environmental changes [1]. Consequently, most ecosystems
and the surface of the earth are significantly being modified by
different kinds of human activities [1], [2] especially in
forestry and urban development. Several techniques were
formulated, applied and evaluated in order to detect the land-
use changes [3], [4]. Recently, image segmentation has been
an area of active research in the detection of medical and
satellite images. The well-known nonlinear PDE-based tool
for image segmentation is known as the geodesic active
contour (GAC) model.

The GAC model is also known as an edge-based model
[5]-[8]. The GAC model creates an edge indicator that
enforces the development contour to the object boundaries
[9]-[11]. However, the GAC model has difficulty converging

M. N. Mustaffa®, F. Mustapha®

Department of Mathematical Sciences
Universiti Teknologi Malaysia, UTM
Skudai, Johor, Malaysia

at the right boundaries when it works on images with extreme
noise or weak edges. The weaknesses of the GAC model were
improved by introducing the shrinkage force. Author in [12]
also adopted an error term in the generalized geodesic active
contour (GGAC) model in order to detect the multi-connected
region of images. This method, however, often suffers from
serious problems with boundary leaks in images with weak
object boundaries and the contour must be located close to the
desired target, or the evolution curve can pitch to a local
minimum and converge to the incorrect solution [13].

To resolve the leakage issue, Chan and Vese suggested a
particular case with an active contour approach in which the
original image intensity is homogeneity [13]-[15]. The aim of
the method proposed by Chan and Vese is to find a contour in
the segmented image. If the image intensity is inhomogeneity
within or outside the image, the constants are not accurate.
The Chan-Vese (CV) model subsequently does not generally
segment images with intensity inhomogeneity. Therefore, the
local information of the given image should be considered to
segment the inhomogeneity images [12], [13], [16]. Some
researchers have proposed an essential model to extract local
information from inhomogeneity images. The proposed model
is known as an active contour model based on local image
fitting [12], [13], [16]. The other proposed model that
considered the local information from inhomogeneity images
is known as the local signed pressure force (SPF) function
which utilized the advantages from both GAC and CV model
[11], [17], [18]. This model, however, very sensitive to the
initial contour placement and if the given images have
adjacent objects, then it may cause failure in local
segmentation.

Then [19] came up with the idea to resolve this problem by
replacing the stopping function with a new global SPF
function to effectively stop contours on weak edges. This
modification is based on a homogeneous assumption that used
the average of the inner and outer intensity of the curve.
Therefore, the global SPF function is capable of controlling
the evolutionary direction. Although the global SPF function
is more efficient and can overcome the high cost of re-
initialization, it is limited to segment blurred and complicated
images. From this limitation, it motivates us to propose a hew
modified SPF function that uses the good in local and global
SPF function.
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The GAC model was investigated as a helpful tool for
image segmentation. In this paper, the fourth-order
approximation has been implemented on the GAC model to
enhance the accuracy of segmentation. The proposed fourth-
order modified GAC model is based on the new modified SPF
function that uses the edge and region information of the
image. Therefore the aim of the proposed modified fourth-
order GAC is to have achievement in recovering a smooth
region and obtaining a better result in image segmentation.
Furthermore, in the numerical part, the higher-order finite
difference method (FDM) scheme has been utilized to develop
the Penta-diagonal linear system of equation. Although this
scheme is generally used in applied mathematics, only a few
researchers have used this scheme to solve the image
segmentation problem. Therefore, some numerical methods
such as AGE, RBGS and JB methods will be used to solve the
linear system of equation, which is a stable and easy method
to implement.

In general, the purpose of this paper is to propose higher-
order PDE-based segmentation to detect and monitor land-use
changes in Nusajaya. Thus, the secondary objective is to
improve the accuracy of land use segmentation. The rest of
this paper is organized as follows. Section 2 is devoted to the
descriptive study of the area. Related works on segmentation
are presented in Section 3. Section 4 described the proposed
segmentation model and some numerical methods. The
proposed segmentation model was validated by several
experiments and comparison results are presented in
Section 5. A brief discussion based on the experiments is
described in Section 6. Lastly is the conclusion of this paper as
in Section 7.

Il. DESCRIPTION OF THE STUDY

The study is located in the Nusajaya region of Johor as
shown in Fig. 1. The new name of Nusajaya is known as
Iskandar Puteri. This region has the fastest growing national
economy. The Nusajaya region covers an area of 2217 km2
consisting of five local authorities. Furthermore, these five
local authorities have five distinctive development points.
Thus it guides its overall development. In 2010, Johor Baharu
had 14.1kha of natural forest, extending over 38% of its land
area. In 2017, it lost 572ha of natural forest.

‘*"M‘a‘_laysia
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Fig. 1. Location of Study Area of Nusajaya, Johor Baharu, Malaysia.
(https://www.globalforestwatch.org).
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I1l. RELATED WORK

A. The GAC Model

The energy functional of the snake model introduced by
Kass et al. (1988) can be simplified as

E(T) = [ E,. (N (@) + E..(" (@) dg 0

Note that, I': [0,1]—>‘R2 is a parametrized curve, E,, is
the internal energy that controls the smoothness of the
detected contours and E,, is the external energy that is

responsible for drawing contours towards the desired image
features. Although (1) is successful due to its simplicity and
efficiency, it is not intrinsic and has undesirable properties
since it is dependent on the parameterization g, which is not
related to the object boundary and it is also unable to change
its topology. The active contour model is as follows [20]:

gt_” ~g(l )Vu|div£ﬂJ +vg(1)vul

[Vl
=g(1)v+x)Vul @)

where v is a positive real constant and g(l) as stopping
functions for instance:

1
9=——5
1+|Vi]

®)
This stopping function g(l) is responsible for controlling

and stopping the iterative when it arrives at the desired image
features. As a result, the edge-based model works well for
images with clear edge information, but when it is used for
detecting images with high noise and weak or blurred edges, it
fails to reach the desired image features.

B. CV Model

Chan and Vese proposed a specific case with an active
contour approach in which the original image intensity is
uniform [13]-[15], [21]-[23]. The aim is to find a contour, u
in which the given image, | is segmented. The CV model is
outlined in the following equation:

ou .| Vu 2 2
—=0(u v — |- A4, (l{(x)—c, ) +4,(I{x)-c
ot ] 24 - 40000 4 09-c)
(4)

where A,, 4, and u are nonnegative constants. ¢, and
c, represent the intensity averages for the inner or outer

region.

The third term is the regularization length of the curve u.
The following equations are defined for ¢, and c,:

J.,10OH (p(x))ix

= B

®)
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As in (5) and (6), ¢, and c, are referred to both the
internal and the external contour global properties of the
image contents. If the intensity within or outside contour is not
uniform, the constants are not accurate.

C. The Local Region-based Model

The GAC model is easily affected by noise and needs a
long execution time, while the CV model is inefficient with
intensity  inhomogeneity and produces unsatisfactory
segmentation results. According to [24], they have suggested a
new local region-based SPF function in order to resolve this

problem by replacing the stopping function, g(l) and

effectively stop the contours even on weak edges. The local
region- based SPF function benefits from two smooth
constants approximating the image intensities locally inside
and outside the contour [24]. The SPF function is defined as

G, (0 1()- 1t
Sprc = 2 , XeQ
max( G, (x)* I(x)—MJ
7

2
where |(X) is the image, Q is the image domain, G is
the Gaussian kernel with standard deviation o and * indicates
the convolution operator. The denominator in (7) takes the
maximum absolute value of the numerator. The SPF function
is, therefore, will be derived within the range [-1, 1].

Therefore f, and f, are defined as follows:

[.6*1(0H, (#Ho

[ H.(gke

[.6,<1(a-H (Ho

 [a-H.@e @

The Heaviside function H(¢) in (8) was approximated by
the smooth function H, defined as

H, = 1 {l + 2 arctan[ﬁﬂ
2 V4 £ ©)

where & is a positive constant. f, and f, are the

intensity averages for the inside and outside contour.
Unfortunately, this local region-based SPF function can result
in unsuccessful local segmentation when the images have
adjacent objects. It is also easily affected by the initial contour
placement [9], [11].

D. The Global Region-based Model

Consequently [19] proposed a new global SPF function to
overcome the problem. Thus, by neglecting the term

c,(x)=

f,(x)

£.(x)
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div(g—ud , this model takes less time to converge and a fewer
u

number of iterations to converge when compared with other
models. The SPF function is defined as follows.

(c*c,)*1(x)- 1%
SprL = 2 , XxXeQ
max(<c1*cz>*l<x>—°l+°zj
2 (10)

where C, and C, represent the intensity averages of
regions inside (u) or outside (u).

q@:mewma

1 [ H(gko

[ 10— H(g)He

[ @-H(g)do )

As a result, this global SPF function cannot detect all
boundaries. This is due to (10) only using the global intensity
information.

c,(x)=

I\VV. PROPOSED MODEL

A. A Novel of Higher-Order Modified GAC Model

This paper proposed a novel of higher-order modified
GAC model that utilizes the advantages of the local region-
based model and global region-based model by integrating the
local and global intensity information to develop a modified
SPF function. The proposed modified SPF function is defined
as:

LCGL = (1_ 6()1)(Spf|_c - SprL)+ w1(5prL - Sprc ) (12)

where @, = mean(grad(u))is the adaptive filter weight

which helps to enhance the contrast of image. The main aim of
modified GAC model is to detect the land-use changes in
Nusajaya. The GAC approach allows the connection between
the classical snake model (energy minimization) and the
geometric active contour model (curve evolution theory).
Therefore the GAC model allows stable boundary detection
when the images have high gradients and gaps [20]. The main
contribution of this paper is the new formulation of the fourth-
order modified GAC model to enhance the capability for
simulating and segmenting the land use on high-resolution
satellite images of Nusajaya. Thus, the fourth-order modified
GAC model is considered as follows:

au 1 o (Ax) é'u
bl | v/ - ‘
ot | uW[[(AX)Z 12 6x“]

1 du _Ma‘*u )
+((Ay)2 7 12 oy D+(l @, WSPfee VU]

(13)
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;LCTL and v is the balloon force that controls
u

where ¢ =
the contour expansion or shrinkage when the contour is inside
or outside the object boundaries. Thus, spf, is the SPF

function based on (12) and @, as the adaptive weight

function adopting from [25] which then helps to allocate the
role of the local and global SPF function. The following
equation illustrates the central difference approximation from
second-order to the fourth-order spatial accuracy for the first
term of (13). This can result in approximation in (14).

M = ‘ u ! ¢n 'Tzlj +16u|”:11] _30un+1 +16u|":,1] - uinj21,]'
At o 12(Ax)
'nﬁz +16u|”ﬁ1 - SOUMI +16u-n:11 Uﬁiz
12(Ay)
+0(At)+O(Ax)" +O(Ay)'

(14)

Equation (14) has five-point center space with spatial
truncation error of the order, O(Ax)' and O(Ay)' . The model
in (13) is discretized using a fourth-order central difference
formula. Thus, this paper considers developing algorithms of a
higher order, in particular, those whose accuracies are
enhanced based on higher-order FDM scheme. Therefore, to
realize this application, it is important to know that the
discretization generates the fourth-order GAC model into a
Penta-diagonal, instead of a tri-diagonal system of equations.
The smaller truncation error of the fourth-order modified GAC
model will give a more accurate representation of the
numerical methods. The proposed fourth-order numerical
methods are the JB, RBGS, and AGE methods.

B. Fourth-Order Numerical Methods

1) AGE method: In this paper, with reference to the work
done by [26], the AGE4-PENTA method has been used to
solve the fourth-order GAC model. This method is
unconditionally stable. AGE is a suitable method because it
has low computational complexity [27]. Therefore, the AGE
method can be expressed as in the following algorithm:

a) Evolution in x-direction Calculate

x[n%J =(G,+rl )’1{(rl —G, M+ f}
X0 (G, 411 ) {(n IANLER f}

b) Evolution in y-direction Calculate

y(n%] =(G, +nl )’1{(rl —G, )y + f }
y ) = (G, 411 ) {( rl —Gl)y[n%J + f}

2) RBGS method: Referring to the general iterative
formula for the RBGS method in [28], the fourth-order RBGS
can be expressed as in the equations below:
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a) Evolution in x-direction calculate
for 1=3-.M-1.

n n n n
n+l _ fi +dxxi—2 +axxi—l +bxxi+1 +exxi+2

b (1+c,)
fOI’I = 2,4,...,M
Xn+1 f +d Xn+21 +a )(n:]—.1 +bxxin-ﬂ +exxin+2
' (L+c,)
b) Evolution in y-direction calculate
fOI’ j:3, ..,N —1’

n n n n
o _ i TdyYiatay g +byyia e,y

b L+c,)

fOFI = 2,4,...,M
n+l _ f +d yTJr%"'a yT+i+byy?+l+eyy?+2
J +c,)

3) JB Method: Based on the general iterative formula of
the JB method in [28], the fourth-order JB method can be
represented by:

a) Evolution in x-direction calculate

fOI’ | = 2,...,M —1.

n n n n
Nl _ fi +d Xip +a,Xily +b, X +e, X,
' (L+c,)

b) Evolution in y-direction calculate
2,..N-1.

for 1=

N+l _ fj +dyy?72+ayy?—1+byy?+1+eyy?+2
! (l+cy)

n+l _

C. Implementation

Several steps are involved in this experiment. The
experiment starts with reading and converting the high-
resolution satellite images of Nusajaya from signal to digital
data. Then, the initial and boundary conditions of the proposed
segmentation model are read and computed. The next step is
employing and executing the numerical methods to solve the
linear system of equation (LSE) of the fourth-order GAC
model until convergence is achieved. Below is the algorithm
for the proposed model.

V. EXPERIMENTAL RESULTS

The proposed model is applied to the high-resolution
satellite image of Nusajaya adopted from Google Earth. The
range of intensities of the image is represented from 0 to 255,
while the size in pixels (length x width) of the image is
200x200. The experiments developed by using Matlab R2015a
software in Windows 7 Ultimate on Intel (R) Core (TM) i5-
3230M @ 2.60GHz CPU with 8 GB RAM. In the proposed
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model, the following parameters are used: z =1, Ax=Ay=1,
v=-3, o =1and m=200x200.

A. Comparison with Local Region-Based Model and Global
Region-Based Model

In order to test the modified SPF function, the proposed
model in (13) will be compared with the local region-based
model and global region-based model. A visualization and
quantitative analysis based comparison between the
segmentation results of four different years of high-resolution
satellite images of Nusajaya is obtained. The ground truth
images and segmented images are used to calculate the false
positive (FP), true positive (TP), false negative (FN), and true
negative (TN) [11], [24].

Fig. 2 shows the comparison results of the global region-
based model, local region-based model and the proposed
fourth-order modified GAC model for high-resolution satellite
images with weak boundaries and noise. From top to bottom,
the images in the first row are the satellite images of Nusajaya
in the year 2006, and this image is quite weak with intensity
inhomogeneity; the second row and the third row are the
satellite images in the year 2009 and 2012, respectively, with
intensity inhomogeneity weak boundaries; then the fourth row
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is the satellite images year 2015, and this image has severe
intensity inhomogeneity. The ground truth and the final
contour of the proposed model, global region-based model,
and the local region-based model are plotted as red contours,
blue contours, green contours, and yellow contours,
respectively. Fig. 2 reveals that the segmentation results of the
global region-based model cannot obtain the correct
boundaries for all images since the images have intensity
inhomogeneity. Then, the local region-based model is
unsatisfactory since this model only uses the local intensity
information to classify the images. By integrating the global
and local intensity information, the proposed model
successfully detects the object boundaries with high accuracy,
sensitivity, and specificity.

Table | shows a quantitative analysis based on the
computed segmentation results from Fig. 2. As shown in
Table I, the proposed modified SPF function provides high
accuracy and slightly fewer numbers of iterations and
execution time as compared to the methods of [24] and [19].
From the results in Table I, the robustness of the proposed
model has been proved to segment the satellite images of
Nusajaya with intensity inhomogeneity and weak boundaries
and thus better than the other two models.

Local Region-Based Model

109iterations

50 100

100 150 200

50

100

150

200

Fig. 2. Successful Edge-Region Segmentation from High-Resolution Satellite Images of Nusajaya in four different Years. The Ground Truth Contour is shown in
Red, the Contour using the Proposed Model is shown in the Blue canyon, and the Contour using the Global Region-based Model and Local Region-based Model
are Shown in Green and Yellow, Respectively.
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TABLE. I. QUANTITATIVE ANALYSIS BASED ON FIG. 2
Model Year Accuracy Specificity Sensitivity Execution Time No. of Iterations
2006 0.9401 0.9131 0.9555 24.6014 20
2009 0.9269 0.8614 0.9642 29.0942 23
Proposed Model
2012 0.9731 0.9053 0.9563 22.0897 18
2015 0.9355 0.9820 0.8943 10.2649 20
2006 0.9352 0.8880 0.9620 35.4278 172
2009 0.9083 0.9268 0.8978 27.1598 129
Global Region-Based Model
2012 0.9169 0.9418 0.9018 20.3581 111
2015 0.9209 0.9786 0.8698 25.7558 120
2006 0.8341 0.9771 0.7529 32.4950 109
2009 0.9066 0.9315 0.8924 60.6064 161
Local Region-Based Model
2012 0.9129 0.9451 0.8933 32.0270 99
2015 0.9209 0.9785 0.8687 48.8751 128

Based on the quantitative analysis results, the proposed
model has better accuracy performance than the other two
models. This is because the proposed model can separate well
the background and foreground of the image and able to
converge at the correct boundaries. The execution time and
iterations of the segmentation are presented in Table I. The
proposed model consumes less time with less number of
iterations to obtain satisfactory results. By contrast, from
Table I, the local region-based model consumes the longest
execution time with the most number of iteration among all
the consideration models. So overall, the proposed fourth-
order modified GAC model was superior with respect to the
accuracy, number of iterations and less execution time.

B. Comparison with a different value of o

An experiment has been conducted with the satellite
images in order to validate the robustness of the proposed
fourth-order modified GAC model and its segmentation
accuracy with a different value of .

2008 . 2008

Sigma Sigma

2012 2015

Sigma Sigma

Fig. 3. Finding Optimum Accuracy with the difference Value of o.

Fig. 3 shows the effect of the value of o on the
segmentation results of the proposed fourth-order modified
GAC model. Fig. 3 reveals that when the value o =0.4, then
the segmentation from satellite images year 2006 obtain high
accuracy performance compared the other two tested values of
o. However, when setting the value of o =0.5 then the
segmentation results for satellite images in years 2009, 2012
and 2015 obtain high accuracy performance compared to the
other two tested values of . Therefore, this clearly validates
that the optimum accuracy of the proposed model depends on
the images and value of .

C. Comparison with different Numerical Method

This subsection focuses on the implementation of some
numerical methods on the proposed fourth-order modified
GAC model. This experiment has been conducted using the
following parameters: 7 =1, Ax=Ay =1, v=-3 , tol=1¢°
and m=200x 200. In order to obtain a better segmentation
with high accuracy, the value of o for satellite images in the
year 2006 is set as o =0.4 and the other three satellite images
are set aso=0.5. Table Il shows the numerical results for
high-resolution satellite images of Nusajaya. As depicted in
Table I, the AGE method gives an excellent segmentation
performance with less number of iterations, consume less
execution time and less error compared to RBGS and JB
methods. This clearly validates the superiority of the AGE
method in the proposed segmentation model.

V1. DISCUSSION

A. Discussion on the Value of o

The value of ¢ plays an important role in the proposed
model to segment the high-resolution satellite images of
Nusajaya. If the value of ¢ is too small, the segmentation on
land-use changes will not converge at the accurate boundaries.
Otherwise, if the value of o is too high, the results will give
less accurate segmentation. In application, this paper suggests
that the value of ¢ should be set in the range between 0.3 and
0.5 for most images. This can be seen in the graph plotted in
Fig. 4 developed by using Matlab R2015a software.
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TABLE. Il.  NUMERICAL ANALYSIS RESULT
AGE 19.6139 3 5.2283e-04 2.6141e-06
% 74.75 96.51 46.16 74.38
§ RBGS 35.1314 30 7.9289 e-04 5.3551e-06
% 54.77 65.12 18.36 47.52
JB 77.6728 86 9.7117e-04 1.0205e-05
AGE 15.8908 3 7.9277e-04 3.9638e-06
% 83.80 96.67 2.23 55.37
% RBGS 45.4586 32 8.1261e-04 5.7283e-06
% 52.45 64.44 4.79 35.51
JB 95.6130 90 7.7545e-04 8.8819¢e-06
AGE 13.8147 2 7.8261e-04 3.9130e-06
% 81.15 98.00 11.59 25.84
% RBGS 28.5013 26 5.0318e-04 5.2762e-06
% 61.11 74.00 28.25 16.58
JB 73.2892 100 7.0132¢-04 6.3249¢-06
AGE 16.5732 2 3.3148e-04 1.6574e-06
% 86.30 99.07 61.74 81.11
% RBGS 31.4186 38 9.0516e-04 6.8728e-06
% 74.02 82.41 4.47 21.66
JB 120.9319 216 8.6642e-04 8.7728e-06

B. Discussion on Numerical Method Implementation

With regard to the rate of convergence, the achievements
of the AGE method can be seen clearly from the results in
Table Il in terms of execution times and number of iterations.
For all images, the AGE method is 74.75%-86.30% better than
JB method in terms of execution times. AGE method is much
better than the RBGS and JB. Even though the RBGS and JB
methods are derived from fourth-order approximation of the
GAC model, but they are lacking in terms of accuracy due to
the rounding off errors that have been accumulated from the
start of execution until the end. Amongst all the tested
methods, the AGE method still maintains its greater accuracy
in all satellite images of Nusajaya. In general, the proposed
higher-order PDE-based segmentation employing fourth-order
numerical methods provides a class of computationally
efficient, convergent and highly accurate solutions for land
use segmentation of high-resolution satellite images.

C. Discussion on Land-use Changes

Fig. 4 displays the segmentation visualization of land use
in Nusajaya. White color is as land use and black color as the
land cover. Thus, this can be seen that each year, the land uses
become increasing and less land cover which might cause a
negative effect on the earth's balance. It can be predicted the
land cover in the Nusajaya area might decrease by around
0.87% every year. In the year 2006, the land cover of the
Nusajaya area is only 63.17% and the rest is land use.
Additionally, every three years, the land cover has been
decreased to 62.98% for the year 2009, 60.01% for the year
2012 and 52.75% for the year 2015.
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Fig. 4. Land use and Land Cover in Nusajaya in four different Years.

VII. CONCLUSION

In this paper, there are two contributions. First is the
development of modified SPF function which integrates the
local and global intensity information to detect land-use
changes in Nusajaya. The second contribution is the
construction of fourth-order modified GAC model to enhance
the accuracy of segmentation. The local intensity information
makes the model works well for images with intensity
inhomogeneity. Then, the global intensity information helps
the model to converge faster. Furthermore, the proposed
segmentation model has been implemented with an adaptive
filter weight on the SPF function able to smoothly and
successfully segment the high-resolution satellite images of
Nusajaya. Therefore, the adaptive filter weight helps the
proposed segmentation model to avoid expensive
computational regularization. Experiments show that the
proposed higher-order modified GAC model can accurately
segment satellite images with intensity inhomogeneity and
weak boundaries. In addition, the implementation of the AGE
method of the proposed model is more superior to the other
numerical methods. However the value of ¢ needs to be well
chosen depends on the image because the accuracy of
segmentation may be affected. In the future, this work will be
focused on reducing its computational complexity by
implementing  high-performance computing into  the
segmentation process.

ACKNOWLEDGMENT

This work was financially supported by the Universiti
Teknologi Malaysia and Ministry of High Education (MOHE).

REFERENCES
[1] Giri, Remote sensing of land use and land cover: principles and
applications. 2016.

[2] A. Algurashi, L. K.-A. in R. Sensing, and undefined 2014, “Land use
and land cover change detection in the Saudi Arabian desert cities of
Makkah and Al-Taif using satellite data,” 139.59.98.9.

[3] P. Srivastava, D. Han, M. Rico-Ramirez, ... M. B.-A. in S., and
undefined 2012, “Selection of classification techniques for land use/land
cover change investigation,” Elsevier.

53|Page

www.ijacsa.thesai.org



[4]

[5]

[6]

[71

(8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

(IJACSA) International Journal of Advanced Computer Science and Applications,

J. K. Thakur, P. K. Srivastava, S. K. Singh, and Z. Vekerdy, “Ecological
monitoring of wetlands in semi-arid region of Konya closed Basin,
Turkey,” Reg. Environ. Chang., vol. 12, no. 1, pp. 133-144, Mar. 2012.

S. Yuan, P. Monkam, S. Li, H. Song, and F. Zhang, “Active contour
model via local and global intensity information for image
segmentation,” Chinese Control Conf. CCC, pp. 5618-5623, 2017.

M. A. Shafiq, Z. Wang, and G. Alregib, “Seismic interpretation of
migrated data using edge-based geodesic active contours,” 2015 IEEE
Glob. Conf. Signal Inf. Process. Glob. 2015, pp. 596600, 2016.

Y. Luo et al., “Myocardial iron loading assessment by automatic left
ventricle segmentation with morphological operations and geodesic
active contour on T2* images,” nature.com.

J. Sun, N. Ray, and H. Zhang, “VFCCV snake: A novel active contour
model combining edge and regional information,” 2014 IEEE Int. Conf.
Image Process. ICIP 2014, pp. 927-931, 2014.

F. Akram, J. H. Kim, and K. N. Choi, “Active contour method with
locally computed signed pressure force function: An application to brain
MR image segmentation,” Proc. - 2013 7th Int. Conf. Image Graph.
ICIG 2013, pp. 154-159, 2013.

F. Akram, J. H. Kim, H. U. Lim, and K. N. Choi, “Segmentation of
intensity inhomogeneous brain MR images using active contours,”
Comput. Math. Methods Med., vol. 2014, 2014.

F. Akram, J. H. Kim, C. G. Lee, and K. N. Choi, “Segmentation of
regions of interest using active contours with SPF function,” Comput.
Math. Methods Med., vol. 2015, 2015.

J. Yuan, J. Wang, and L. Liu, “Active contours driven by local intensity
and local gradient fitting energies,” Int. J. Pattern Recognit. Artif. Intell.,
vol. 28, no. 3, 2014.

L. Zhang, X. Peng, G. Li, and H. Li, “A novel active contour model for
image segmentation using local and global region-based information,”
Mach. Vis. Appl., vol. 28, no. 1-2, pp. 75-89, Feb. 2017.

V. C. Korfiatis, P. A. Asvestas, and G. K. Matsopoulos, “Automatic
local parameterization of the Chan Vese active contour model’s force
coefficients using edge information,” J. Vis. Commun. Image
Represent., vol. 29, pp. 71-78, 2015.

S. Mukherjee and S. T. Acton, “Region-based segmentation in presence
of intensity inhomogeneity using legendre polynomials,” IEEE Signal
Process. Lett., vol. 22, no. 3, pp. 298-302, 2015.

J. Shi, J. Wu, A. Paul, L. Jiao, and M. Gong, “A partition-based active
contour model incorporating local information for image segmentation,”
Sci. World J., vol. 2014, 2014.

[17]

(18]

(19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

Vol. 10, No. 10, 2019

J. Yu, H. Guo, C. Li, J. Lu, and C. Jiang, “A waterline extraction method
from remote sensing image based on quad-tree and multiple active
contour model,” Cehui Xuebao/Acta Geod. Cartogr. Sin., vol. 45, no. 9,
pp. 1104-1114, 2016.

X. Li, D. Jiang, Y. Shi, and W. Li, “Segmentation of MR image using
local and global region-based geodesic model,” Biomed. Eng. Online,
vol. 14, no. 1, pp. 1-16, 2015.

Z. S. (2016) Reddy VL, “Active Contours With New Signed Pressure
Force Function For Echocardiographic Image Segmentation,” no. 4, pp.
3674-3678, 2016.

Z. B. M. Zubaidin, “Alternating Group Explicit Method for Edge
Detection on Brain and Breast Tumor Images.,” Universiti Teknologi
Malaysia, 2013.

S. Liu and Y. Peng, “A local region-based ChanVese model for image
segmentation,” Pattern Recognit., vol. 45, no. 7, pp. 2769-2779, 2012.

P. Getreuer, “Chan — Vese Segmentation Simplified Mumford — Shah
Model Level Set Functions,” vol. 2, pp. 1-11, 2012.

P. Ahmadi, S. Sadri, R. Amirfattahi, and N. Gheissari, “Automatic aerial
image segmentation based on a modified Chan-Vese algorithm,” 2012
5th Int. Congr. Image Signal Process. CISP 2012, no. Cisp, pp. 643-647,
2012.

H. Zhang, J. Liu, Z. Zhu, and H. Li, “An automated and simple method
for brain MR image extraction,” Biomed. Eng. Online, vol. 10, pp. 1-12,
2011.

F. Dong, Z. Chen, and J. Wang, “A new level set method for
inhomogeneous image segmentation,” Image Vis. Comput., vol. 31, no.
10, pp. 809-822, 2013.

E. S. Uzezi and G. Kparo, “Domain Decomposition of the Fourth-Order
AGE Method on Heat Equation with MPL” Int. J. Comput. Appl., vol.
32, no. 10, pp. 25-38, 2011.

N. Alias, H. F. S. Saipol, A. C. A. Ghani, and M. N. Mustaffa, “Parallel
performance comparison of alternating group explicit method between
parallel virtual machine and Matlab distributed computing for solving
large sparse partial differential equations,” Adv. Sci. Lett., vol. 20, no. 2,
pp. 477482, 2014.

M. N. Mustaffa, N. Alias, and F. Mustapha, “Some numerical methods
for solving geodesic active contour model on image segmentation
process,” Malaysian J. Fundam. Appl. Sci., vol. 13, no. 4-1, pp. 408—
411, 2017.

54|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 10, No. 10, 2019

Crypto-Steganographic LSB-based System for
AES-Encrypted Data

Mwaffaq Abu-Alhaija*

Department of Networks and Information Security
Al-Ahliyya Amman University, AAU, Amman, Jordan

Abstract—The purpose of this work is to increase the level of
concealment of information from unauthorized access by pre-
encrypting and hiding it in multimedia files such as images. A
crypto-steganographic information protection algorithm with
LSB-method was implemented. The algorithm hides AES pre-
encrypted confidential information in the form of text or images
into target containing image files. This method uses the concept
of data concealing in the least significant pixel bits of the target
image files. The proposed method relies on the use of Diffie-
Hellman public key exchange protocol for securely exchanging
the stego-key used for LSB as well as the public key used for
encrypting the secret information. The algorithm ensures that
the visual quality of the image remains unchanged, with no
distortions perceived by the human eye. The algorithm also
complicates the detection of concealed information embedded in
the target image with use of PRNG as an enhancement for LSB.
The proposed system scheme achieved competitive results. On an
average, the system achieved a Peak Signal-to-Noise Ratio
(PSNR) of 96.3 dB and a Mean Square Error (MSE) of 0.00408.
The results obtained demonstrate that the proposed system offers
high payload capabilities with immunity against visual
degradation of resultant stego images.

Keywords—Steganography;  cryptography;  cryptographic
steganography; crypto-steganographic system; Least-Significant
Bit  Replacement  (LSB-method);  stego-key;  public-key
cryptography; Advanced Encryption System (AES); Diffie-Hellman
protocol; key exchange; concealment of information; PRNG

I.  INTRODUCTION

Due to modern technology, information plays a big role in
a massive number of different fields. This information varies in
its nature from personal, to economic, to technological, or even
governmental. When storing, transmitting, or merely using
information, there is an increasing necessity to sustain its
confidentiality and integrity and guard it against the
unauthorized access. The greater the significance of this
information is, the more protection it needs. There is no
absolutely 100% reliable method to encrypt information [1].
For many vyears Information Hiding has captured the
imagination of researchers. Digital watermarking and
steganography techniques are used to address digital rights
management, protect information, and conceal secrets. While
cryptography uses encryption to make the message
incomprehensible, steganography conceals the traces of the
information ever existing.  The steganography can be
employed on any medium such as text, audio, video and image
while cryptography is implemented only on the text file thus
making steganography superior to cryptography [1]. Any
information, such as text, messages, images, multimedia files,

etc., can be used as a data carrier. In the general case, it is
advisable to use the word "message" because the message can
be plaintext, cipher text, image, spreadsheet, audio or even
video data [2]. Basically, any form of data that can be
represented in a Dbitstream can be hidden through
steganography [3, 4].

This proposed system will be more secure than
cryptography  or  steganography  techniques  [digital
steganography] alone and also as compared to steganography
and cryptography combined systems. In this paper we propose
an advanced cryptographic-steganography system that
combines the features of cryptography and steganography. In
the cryptographic steganography system, the message will first
be converted into unreadable cipher and then this cipher will be
embedded into an image file. Hence this type of system will
provide more security by achieving both data encoding as well
as data hiding.

The purpose of this work is to increase the level of
concealment of information from unauthorized access by pre-
encrypting and hiding it in multimedia files such as images.
This method proposes a new approach to public-key
steganography based on LSB method to hide the secret pre-
encrypted information inside 24-bit image file. The proposed
method relies on the use of a suitable public key exchange
protocol (such as Diffie-Hellman) for exchanging the stego-key
used for LSB as well as the public key used for encrypting the
secret information.

Il. RELATED WORK

The development of global computer networks and
multimedia tools has progressed dramatically over the past few
years. Consequently, new methods of data-secured
transmission  through telecommunication channels are
continuously being developed and are used for various
purposes. These methods make it possible to hide messages in
computer files (containers), due to the natural inaccuracies of
the sampling devices and the redundancy of analog video or
audio data. Advances in technology have allowed
steganography (meaning hidden writing) to occupy a certain
position in the field of information encoding and its
concealment. Such a trend has emerged in the field of
information security as computer steganography (the secret
message is hidden in other than original media such as Text,
Image, video and audio form) [1-4]. The general idea of hiding
some information in digital content has a wider class of
applications that go beyond Steganography. The techniques
involved in such applications are collectively referred to as
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information hiding. Methods that use image files are the most
advantageous and promising, since their use is not limited by
the amount of data transferred, for it all depends on the
container selected. A special case of information hiding is
digital watermarking. Digital watermarking is the process of
embedding information into digital multimedia content such
that the information (the watermark) can later be extracted or
detected for a variety of purposes including copy prevention
and control. Basically, it is advised to use the LSB approach
[5] [7], which allows for a replacement that is not generally
visible to the human eye; i.e. of less significance. Furthermore,
many older output devices will not even be able to reflect such
minor changes [8]. This approach allows replacing not only the
two lower bits, but any number of bits. Although replacing
more bits allows for more information to be hidden, however
the greater the distortion will result in the original image [9].

Unlike information hiding and digital watermarking, the
main goal of steganography is to communicate securely in a
completely undetectable manner. A steganography task is to
hide a certain message in another container file, so that the
presence of the hidden message cannot be seen [2, 3]. As
containers, digital images, audio and video files are commonly
used [2, 5, 7]. As a result of embedding, steganography
overcome the limitation of cryptography by hiding the fact that
a transmission through the communication channel is taking
place.

Both steganographic and cryptographic techniques are have
proven to be powerful and robust. Alas, steganography and
cryptography have been noted to be individually insufficient
for complete information security. While steganography
supports only Confidentiality and Authentication security
principles, cryptography supports Confidentiality and
Authentication security principles as well as Data integrity and
Non-repudiation. Therefore, many researchers suggest a
stronger and more reliable mechanism through combining both
[16] [17], i.e. a crypto-steganographic system. Crypto-
steganographic systems have great potential to increase
information security.

I1l. THE BASIC STEGANOGRAPHY TECHNIQUE

There are special algorithms for hiding information in
digital form using steganography [2, 4, 6]. Adding information
to existing files (such as multimedia files) leads to distortions
that are below the human sensitivity threshold, thus there is no
noticeable change in the perception of the input files. The
steganography technique involves a container (cover carrier),
built-in secret message, and possibly stego key:

e Built-in (secret) message-a message embedded in a
container.

e Container files - any file intended to conceal secret
messages in. Empty containers, also known as cover
files, are containers without a built-in message,
whereas a filled container or stego object is a container
that contains embedded information.

e A stego key or just a key is the secret key needed to
control the stego process in selecting the actual image
pixels to be used to conceal/extract information.
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LSB (Least significant bit) replacement is the most
common, Yyet simplest, method to embed information into
container files [8]. The least significant bit the container file
bytes is replaced by a bit of the secret message. LSB works
best with 24-bit map images (BMP), in which each pixel is
represented by 3 bytes (red, green, blue color components
consecutively). Consequently, LSB allows to store 3 bits of
information in one single pixel, replacing one bit of each color
component. Thus, using a 256*256 image, LSB can store
196608 bits (i.e. 24576 bytes) of embedded data.

To demonstrate LSB replacement, the number 62 is to be
embedded in a BMP image file. Converting 62 to binary yields
111110, requiring a grid for 2 pixels of a 24-bit image. An
example grid of 2 pixels can be as follows in Table I.

Replacing 111110, the binary representation of 62, with the
least significant bit of this part of the image results in the
following grid of Table II.

Even though 62 was embedded into 2 bytes of the grid,
only one single bit actually changed, depending on the
embedded number. It has been found that on average only half
the bits in a given image will need modification [7, 8, 10].
Given the fact that each primary color has 256 possible
intensities, applying LSB results in small color intensity
difference which is not perceived by the human eye.

In its simplest form, LSB makes use the lossless
compression provided by BMP images. As shown above,
consecutive bytes of the image data are used to embed the
information, starting from the first image pixel for every byte
of the message in successive order. Consequently, LSB in its
most basic form is vulnerable and very easy to detect. As a
remedy to achieve a more secure version of LSB, it is advised
that the communication parties share a secret key. A stego-key
refers to the secret key used to specify which pixels to target
with LSB. Without prior knowledge of such a key, there would
be no way of knowing which pixels actually contain embedded
information. Fig. 1 below demonstrates the operation of stego-
key enhanced LSB steganography.

An overview of the existing methods of solving the
problem [2, 3, 5], showed that the most promising in terms of
information capacity are containers in the form of image files
in BMP format. Methods that use image files are the most
advantageous and promising, since they practically do not limit
the amount of data transferred, it all depends on the container
selected. They also provide a high degree of protection.
Therefore, they are better used in future implementations [7]
[10]. For the steganographic algorithm proposed, it is advisable
to use the LSB method and BMP image files as containers.

TABLE. I. AN EXAMPLE 2-PIXEL GRID OF A 24-BIT BMP
RED GREEN BLUE
00101101 11000100 01100011
00001101 00110011 10101010
TABLE. Il.  ADJUSTED PIXEL GRID AFTER APPLYING LSB
RED GREEN BLUE
00101101 11000101 01100011
00001101 00110011 10101010
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Carrier Image
L
RGEB Component
Message to be
hidden
Y
Pixel Filtering

h

L5SB Replacement Method

l

Stego Image

Stego-Key

Fig. 1. Stego-Key Enhanced LSB Algorithm.

IV. CRYPTOGRAPHIC STEGANOGRAPHY

The basic steganography technique does not employ
changes in the structure of the message in an attempt to achieve
secure and undetectable communication. Nonetheless, a
steganosystem could have the ability to embed a pre-encrypted
message. The embedding process may depend on a secret
stego-key. The stego-key is used to control the embedding
process, such as the selection of pixels or coefficients carrying
the message, etc. One or more stego-keys can be included in a
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steganosystem, depending on the number of security levels
intended [12, 13, 16]. Similar to cryptographic systems,
steganography can also be done using a private key (i.e. secret
key steganosystem) or a public key (public key
steganosystem). A secret key system uses a single key that
must be defined either before the start of the secret message
exchange or transmitted over a secure channel. This option is
less effective because the attacker gains access to the data by
intercepting the key. Public key steganosystems use different
keys for embedding and retrieving messages, such that one key
cannot be deduced from the calculations. Therefore, one key
(public) can be freely transmitted over an unsecured
communication channel. In addition, this scheme work well
with mutual distrust of the sender and the recipient. Therefore,
choosing such a key is more useful and provides a high level of
security.

The system proposed by author adopts LSB method to
replace the least significant bits in the container (image, audio,
or video) with the bits of the hidden message. To increase the
level of security of the proposed system the hidden message
can be pre-encrypted using public-key encryption prior to
embedding it into container file. The proposed system makes
sure the difference between empty and filled containers is
imperceptible to human senses, while maintaining the integrity
of the embedded message without any data loss.

The flow chart of Fig. 2 gives the structure of the algorithm
proposed by the author. The proposed method describes 2
phases for hiding the secret information by using the public
steganography based on matching method in different regions
of an image.

Read Input Data
{Message)

0 —

Mo

Encrypt Message Block-wise [RSA)

Read Input Image

(Container File) - Process/Conwvert Input Data -t

l

Y

Apply LSB: Split/Pair received
bytes; sewveral bits in each

l

Replace bits of containers with
bits of message

I

Rewrite Container File + Create
Decoding File

Fig. 2. Flowchart of Proposed Algorithm.
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As A SENDER
1. Choose a prime number p randomly,
and choose two integer numbers ¢ and g.
2. Compute the A (SENDER's public key).
as follows:
A=gmodp.
3. Send the public value 4 to RECIPIENT.
4. Compute the secret value K. as follows:
K =B%mod p.

As A RECIPIENT
1. Choose an integer number b randomly.
2. Compute the B (RECIPIENT's public-
key). as follows:

B = g® modp.
3. Send the public value B to SENDER.
4. Compute the secret value K., as follows:
K=Amodp.

Fig. 3. Diffie-Hellman Key Exchange Protocol.

The first phase involves converting the Plain text message
into cipher text using Public-key Encryption algorithm. The
proposed algorithm performs AES block-wise encryption [18].
The two communication parties (SENDER & RECIPIENT)
exchange the public keys over insecure networks by applying
Diffie-Hellman Key exchange protocol [19]. Public key
exchange cryptosystem like the Diffie-Hellman Key exchange
protocol eliminates the key distribution problem by using two
keys, a private and a public key. By exchanging the public
keys, both parties can calculate a unique shared key, known
only to both of them. Fig. 3 depicts the steps necessary for a
successful Diffie-Hellman Key Exchange.

The AES encryption algorithm defines a number of
transformations that are to be performed on data stored in an
array [18]. The first step of the cipher is to put the data into an
array; after which the cipher transformations are repeated over
a number of encryption rounds. The number of rounds is
determined by the key length, with 10 rounds for 128-bit keys,
12 rounds for 192-hit keys and 14 rounds for 256-bit keys. For
the purpose of the proposed method, 10 rounds of
transformation was adopted resulting in a 128-bit key.

The AES encryption cipher first undergoes a substitution of
data using a substitution table; followed by shifting the data
rows, then mixing of the columns, finally reaching the last
transformation with a simple exclusive or (XOR) operation
performed on each column using a different part of the
encryption key. As AES is considered a symmetric data
encryption technique, the same secret key can be used for both
encrypting and decrypting.

The next phase is to find the shared stego-key between to
be used for enhancing LSB. The authors in [10] and [11]
studied the use of a Pseudo Random Number Generator (PRNG).
Pseudorandom number generator acts as a black box, which
takes one number (called the seed), and produces a sequence of
numbers. The output generated is a random bit position from 7
most significant bits for each R, G and B values of each pixel
of the image. Each of these bits will undergo an exclusively-
OR operation with one bit of the message in successive order,
then embedding the result in the least significant bit. The
parameter controlling PRNG (i.e. the seed) ensures generating
the same sequence of number in the same sequence. The author
of this work proposed encrypting the PRNG parameter using
AES with the key generated by applying the Diffie-Hellman
Key exchange protocol, to finally send it over to recipient.

The detail of the second phase of the proposed algorithm is
shown below in Fig. 4. The resultant stego image can be sent
over unsecured communication channels to the intended
recipient.
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Fig. 4. Details of Proposed Algorithm.

V. EXPERIMENTAL RESULTS

The proposed algorithm has been implemented, in separate
modules for LSB, PRNG, Diffie-Hellman, and AES public key
encryption. The performance of the proposed implementation
has been tested through the use of different secret messages in
varying lengths. Each message used was hidden in different
24-bit RGB cover images. The same experiments were
performed for 512x512 and 256x256 standard images to
properly evaluate the effectiveness of the proposed method.

The two major metrics for evaluating picture quality are
Mean Square Error (MSE) [14] [16], and Peak Signal to Noise
Ratio (PSNR) [15] [17].

MSE is the measurement of the square of error, the error is
the amount by which the original image's pixel value is
different to the encrypted image's pixel value. MSE can be
calculated as follows [14] [16]:

rp-r' )
MSE = $i, yi, LT )

M and N represent the image’s height and width
respectively. The term f(i,j) is the pixel value at row i,
column j of the original image and the term f'(i, j) is the value
of the pixel at the same location of the decrypted image.

PSNR represents the ratio between the maximum probable
signal power and the power of corrupting noise which
influences the fidelity of its representation. PSNR is typically
represented in terms of the logarithmic decibel as follows [15]
[17]:

(2"-1)?
MSE

PSNR =10 * log 2
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The implemented method has been evaluated using
MATLAB using three popular images (Rose, Lena, and
Baboon), in both sizes 512x512 and 256x256, as shown in
Fig. 5. Message lengths for 512x512 image experiments ranged
from 16KB to 64KB. On the other hand, for 256x256 image
tests, message lengths ranged between 4KB and 16KB.

As a sample visual image comparison, the Rose image is
shown before and after the application of the proposed method.
For better visualization, both images are shown side-by side in
Fig. 6. It is clear that the resulting distortion can be barely
perceived by the human eye. Nonetheless, this visual outcome
was further tested mathematically through calculating the
PSNR and MSE values.

A high PSNR reading indicates a high quality of a stego
image. Researchers consider a PSNR reading of above 40db
for stego images to be considered as good quality images [18].
The MSE and PSNR results are shown in Table | and Table 11,
for the 512x512 and 256x256 experiments respectively. It has
been proven that the resultant stego images; the Rose image as
an example, had very high PSNR values.

@ (b)

Fig. 6. Sample Image Comparison: (a) Rose Original Image, (b) Rose
Modified by Proposed Method.

Vol. 10, No. 10, 2019

TABLE. IV. MSE AND PSNR VALUES FOR 256Xx256 COVER IMAGES

Cover Image (256x256) Message Length MSE PSNR
4K 0.00432 95.84137
Rose 8K 0.00469 95.48448
16K 0.00501 95.19783
4K 0.00436 95.80134
Baboon 8K 0.00469 95.48448
16K 0.00482 95.36574
4K 0.00549 94.80048
Lena 8K 0.00575 94.59953
16K 0.00611 94.33579

TABLE. lll.  MSE AND PSNR VALUES FOR 512Xx512 COVER IMAGES
Cover Image (512x512) | Message Length MSE PSNR
16K 0.00195 99.29586
Rose 32K 0.00227 98.63595
64K 0.00352 96.73078
16K 0.00219 98.79176
Baboon 32K 0.00236 | 98.46709
64K 0.00298 97.45404
16K 0.00332 96.98482
Lena 32K 0.00457 95.59704
64K 0.00504 95.1719

The proposed system scheme achieved competitive results.
On an average, the system achieved a Peak Signal-to-Noise
Ratio (PSNR) of 96.3 dB and a Mean Square Error (MSE) of
0.00408. The results obtained demonstrate that the proposed
system offers high payload capabilities with immunity against
visual degradation of resultant stego images. In comparison
with standard LSB, the proposed system obtained the same
PSNR values, except for the fact the secret message is actually
hidden in a random bit position. Due to this random position
situation, even if attackers are certain of its existence, they
cannot retrieve the secret message without prior knowledge of
the system’s stego key for PRNG. The added security provided
by AES encryption, diminishes the chance of successful
attacks. Hence, the proposed method has proven to provide
robust, secure image steganography  for  secured
communication.

VI. CONCLUSIONS

The algorithm of steganographic protection of information
according to the LSB method is developed, and the program
code is implemented, which increases the level of protection of
information from unauthorized access by hiding it in
multimedia files, namely in image files. Hiding data occurs in
the lower bits of the pixels of the image files while randomly
selected bit locations of the pixels manipulates the standard
LSB replacement policy, thus concealing the reference of the
real data. The algorithm does not change the visual quality of
the image, which makes it impossible to detect the fact of
hiding information. Testing completely confirmed the
correctness of the algorithm and the software. The results
obtained demonstrate unnoticeable image degradation making
it almost impossible to attract the attention of attackers.

This method will provide more security to the information
being transmitted than any other cryptographic or
steganographic system as it combines both features. On one
hand, extra level of security can be achieved by using grid
cipher encryption. On the other hand, distortion in the final
multimedia image will be very negligible as we are using
modified bit insertion technique. The proposed system is
believed to be applicable to various areas such as: Confidential
communication and secret data storing, Protection of data
alteration, Access control system for digital content
distribution, as well Media Database systems with the help of
advanced sorting algorithms [20].
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Future work aims at attempting to try applying the
proposed algorithm and implemented system on audio and
video messages, in hopes of obtaining competitive results. On
the other hand, further studies will aim at enhancing (i.e.
increasing) the proposed system’s capacity to much larger
message lengths while maintaining similar PSNR readings.
The author intends to further study the possibilities of
broadening the areas to which this proposal can be applied.
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Abstract—Transactional data streams (TDS) are incremental
in nature thus, the process of mining is complicated. Such
complications arise from challenges such as infinite length,
feature evolution, concept evolution and concept drift. Tracking
concept drift challenge is very difficult, thus very important for
Market Basket Analysis (MBA) applications. Hence, the need for
a strategy to accurately determine the suitability of item pairs
within the available billions of pairs to solve concept drift
chalenge of TDS in MBA. In this work, a Scalable Data Analytics
Market Basket Model (SDAMBM) that handles concept drift
issues in MBA was developed. Transactional data of 1,112,000
were extracted from a grocery store using Extraction,
Transformation and Loading approach and 556,000 instances of
the data were simulated from a cloud database. Calibev function
was used to caliberate the data nodes. Lugui 7.2.9 and
Comprehensive R Archive Network were used for table pivoting
between the simulated data and the data collected. The
SDAMBM was developed using a combination of components
from elixir big data architecture, the research conceptual model
and consumer behavior theories. Toad Modeler was then used to
assemble the model. The SDAMBM was implemented using
Monarch and Tableau to generate insights and data visualization
of the transactions. Intelligent interpreters for auto decision grid,
selectivity mechanism and customer insights were used as metrics
to evaluate the model. The result showed that 79% of the
customers from the customers’ consumpti