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Editorial Preface
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It may be difficult fo imagine that aimost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
infernal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission fo provide an outlet for
quality research. We want to promote universal access and opportunities for the infernational scientific community to
share and disseminate scientific and fechnical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our artficles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like fo express our gratfitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.
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Modeling Real-World Load Patterns for
Benchmarking in Clouds and Clusters

Kashifuddin Qazi
Department of Computer Science
Manhattan College
NY, USA

Abstract—Cloud computing has currently permeated all walks
of life. It has proven extremely useful for organizations and
individual users to save costs by leasing compute resources
that they need. This has led to an exponential growth in
cloud computing based research and development. A substantial
number of frameworks, approaches and techniques are being
proposed to enhance various aspects of clouds, and add new
features. One of the constant concerns in this scenario is creating
a testbed that successfully reflects a real-world cloud datacenter.
It is vital to simulate realistic, repeatable, standardized CPU
and memory workloads to compare and evaluate the impact
of the different approaches in a cloud environment. This paper
introduces Cloudy, which is an open-source workload generator
that can be used within cloud instances, Virtual Machines (VM),
containers, or local hosts. Cloudy utilizes resource usage traces
of machines from Google and Alibaba clusters to simulate up
to 16000 different, real-world CPU and memory load patterns.
The tool also provides a variety of machine metrics for each
run, that can be used to evaluate and compare the performance
of the VM, container or host. Additionally, it includes a web-
based visualization component that offers a number of real-
time statistics, as well as overall statistics of the workload such
as seasonal trends, and autocorrelation. These statistics can be
used to further analyze the real-world traces, and enhance the
understanding of workloads in the cloud.

Keywords—Cloud computing; workload generator; cluster com-
puting

I. INTRODUCTION

Cloud computing has become an important part of most
organizations these days. By leasing compute resources from
cloud providers, organizations can save on hardware and setup
costs. Because of its popularity cloud computing has garnered
substantial attention within the research community. Research
is being consistently performed on a large scale on the cloud
to make it faster, more efficient, and add more features.

Researchers have explored different aspects of cloud com-
puting such as live migration [1] [2], vertical elasticity [3],
horizontal elasticity, remote memory [4], workload prediction,
container placement, virtual machine consolidation, and load
balancing [5]. In order to evaluate proposed approaches similar
to these, it is important to have a standard tool that can
be used to benchmark them. This entails an environment
that simulates the resource usage patterns seen in the real
world. For example, it is important to test live migration
approaches with virtual machines using up realistic amounts
of memory over time. The environment should also offer a
number of features to be useful as an evaluation benchmark in
cloud computing based research. First, the workload generation

should be non-intrusive, i.e. it should run separate from the
approach being tested. Second, the tool should preferably also
log a variety of performance and system statistics. These
statistics are extremely important to observe the positive or
negative effects of the approach under test. Third, the testbed
should allow setup within a Virtual Machine (VM), container,
cloud instance, or physical host. Fourth, the testbed required
could involve a cluster of machines, and the tool should be
able to simulate workloads on multiple computers. Finally, the
tool should ideally be open source.

This paper introduces an open-source tool called Cloudy
that models and runs workloads within cloud instances, VMs,
containers, or physical hosts. It is easy to use, and can be
downloaded, installed and run without the need for additional
configurations in the system and without affecting any other
components on the system. The tool uses data traces from
more than 16000 machines from Google and Alibaba clusters
to provide real-world patterns of memory and CPU usage in
real time over multiple days. This ensures a large number
of unique workloads that can be run on different machines
in a cluster. Additionally, Cloudy features an online visu-
alization dashboard that can be used to observe the CPU
and memory usage of a machine, as well as obtain other
important performance statistics such as operations per second,
number of page faults, etc. over time. Finally, the workload
generated can be scaled in terms of both usage and time,
giving a finer level of control to the user. It is envisioned
that this tool could benefit experimental evaluations of cloud-
based research, and provide an easy-to-use standard to compare
different approaches. Earlier versions of this tool have been
previously used by the authors in [4], [6].

Fig. 1 shows one possible use-case for Cloudy. In order
to evaluate a cloud-based framework or approach, a base-
line set of performance statistics are obtained by running
Cloudy within Infrastructure-as-a-Service (IaaS) instances.
Since Cloudy offers more than 16000 unique trace patterns,
each instance in this set can run a different real-world workload
pattern. Next, Cloudy is restarted with the same workloads as
before, this time, along with the approach to be evaluated.
The performance statistics are collected again. A comparison
of these statistics against the baseline statistics can help
researchers evaluate the efficacy of the approach being tested.

The rest of the paper is divided as follows. Section II
discusses some existing cloud benchmarking tools and high-
lights the difference between those tools and Cloudy. Section
IIT describes the implementation, and internals of Cloudy
in detail. Section IV reports various experimental results to
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Fig. 1. Use Case of Cloudy.

demonstrate the accuracy and efficacy of Cloudy in recreating
the real-world patterns. It also illustrates its utility in further
analyzing the traces. Section V notes additional discussions
and considerations when using Cloudy. Section VI concludes
the paper.

II. RELATED WORK

A number of research endeavors and software exist in
literature for evaluating and benchmarking in cloud-based
environments. These tools generally fall into one of three
categories - benchmarking the cloud itself, testing performance
of a required application in different clouds, and general
benchmarking tools that solve resource-intensive problems to
use resources.

Cloud Bench [7] automates cloud-scale evaluation and
benchmarking through the running of controlled experiments,
where complex applications are automatically deployed ac-
cording to user-defined experiment plans. It helps assess the
stability, scalability and reliability of different cloud config-
urations. Similarly, Expertus [8], [9] is a code generation-
based approach with the main goal of automating distributed
application configuration and testing in IaaS clouds. Cloud
Crawler [10], [11] approaches the same problem by providing
users with an environment where they can describe a variety
of performance evaluation scenarios for a given application.
The tool then automatically configures, executes and collects
the results of the scenarios described. Cloud WorkBench
[12] is another cloud benchmarking service that supports the
automatic execution of systematic performance tests in the
cloud by leveraging the notion of Infrastructure-as-Code (IaC).

These approaches have a different goal compared to
Cloudy. They do not non-obtrusively run a real-world workload
in the background. Instead, the workload that will run is the
application that a developer intends to move to the cloud.
The approaches test and evaluate the given application under
different cloud scenarios and offer advice on suitable place-
ment strategies. They are useful for selecting an appropriate
configuration of cloud resources for a given application.

RUBIS [13] is a free, open-source auction site prototype
modeled after eBay.com. It can be used to evaluate application

Vol. 11, No. 6, 2020
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Fig. 2. Screenshots of Cloudy Web-based Visualization Dashboard.

design patterns and application servers’ performance scalabil-
ity. The website can simulate a real-world load by performing
actions such as selling, browsing and bidding. While RUBiS
does simulate a real-world application, it is restricted to a
scenario consisting of a webserver, specifically for an auction-
like site.

Another actively maintained open-source tool that comes
with a collection of pre-configured benchmarks is Google’s
PerfKit Benchmarker [14]. It also offers an optional dash-
board for performance analysis. The main goal is to define
a canonical set of benchmarks to measure and compare cloud
offerings. However, PerfKit does not offer any features that
allow generating loads according to real-world patterns.

As opposed to all these approaches, Cloudy focuses on
generating CPU and memory load patterns that mirror real-
world loads.

III. METHOD

The methodology of Cloudy is discussed in the following
subsections from two perspectives: the end-user’s perspective
(installation, execution, interaction) and implementation (inter-
nal components).

A. User’s Perspective

From the end-user’s perspective, setting up and interacting
with Cloudy is a straightforward process. The entire framework
with all the required dependencies can be cloned from the
Gitlab repository [15] into the VM, local host, or cloud
instance of choice. Cloudy can then be installed by running the
provided install script (install.sh). Once all the dependencies
and file placements are automatically handled, the workload
can be started by running the workload.sh script, passing the
name of the trace to use (TN), maximum memory to use in
GB (MMG) and time scaling in seconds (TSS) as arguments.

Jworkload.sh TN [ -mMMG | [ -tTSS ]

The argument trace name is the name of the underlying
real-world trace that Cloudy will use to generate CPU and
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Fig. 3. Screenshots of Cloudy Web-based Visualization Component.

memory usage. It could be the name any one of the 16000
traces available in the repository. This argument is mandatory.
The maximum memory to use is an important parameter that
can be tweaked based on testing requirements. By default,
when generating a pattern, Cloudy will use up to all the avail-
able memory. However, specifying a maximum will restrict
Cloudy from zero to the maximum memory specified. It is
important to note, that in either case, the pattern generated will
look exactly the same and follow the underlying trace chosen,
it will simply be scaled to the maximum memory specified.
Similarly, the time scaling pattern allows the user to specify
the duration of the entire workload. By default, each data point
in the underlying trace is considered to be at 5 minutes (which
is the actual time frame). However, specifying a different time
scale (for example 120 seconds) will make Cloudy consider
each underlying data point at the new time scale (every 120
seconds in the example). Again, the overall pattern of the trace
will not be affected, instead this will simply stretch or shrink
the entire trace in time.

Once suitable arguments are chosen (or left to default),
Cloudy starts utilizing CPU and memory over time, according
to the trace chosen.

The installer also sets up a webserver and front-end
dashboard on the same machine, which can be accessed by
browsing to the ip address of the machine, as long as port 80
is accessible. Fig. 2 is a screenshot of Cloudy’s dashboard.
This is the landing page of the ip address of a machine
running Cloudy. The dashboard reports summarized statistics
on the current state of the machine, and the underlying trace
being used. This information includes the amount of memory
available, as well as the name of the trace being run, and the
maximum, minimum, median, mean, and standard deviation of
both, memory and CPU usage of the trace.

The web-based interface also provides other detailed analy-
sis of the system and trace being used. Fig. 3 shows screenshots

of the remaining four sections of the visualization. Fig. 3a
shows a report of the performance metrics collected through
the entire run of the workload. These include the CPU cycles,
page fault count, context switches, cache-related statistics, etc.
and are also recorded in a logfile. Fig. 3b, 3c show the real
time graphs for CPU and memory usage respectively. These
sections also report the graphs for the entire trace for both CPU
and memory usage. Finally, Fig. 3d calculates and generates
statistics to evaluate the overall trace. These statistics include
decomposition of the trace into trend, seasonal, and residual
components, as well as autocorrelation plots. The statistics are
generated for both the CPU and memory traces. These features
are discussed in more detail in the section on Results.

Currently, the install script provided supports Ubuntu-based
AWS ec?2 instances. However, Cloudy can still be run without
any modification on most Linux-based machines within differ-
ent commercial cloud providers (such as Google’s Compute
Engine).

B. Implementation

Fig. 4 shows an overview of Cloudy. There are three main
components of Cloudy, which include the workload trace, the
load generator, and the web-based visualization component. As
depicted in the figure, the workload traces are individual files,
with the percent memory and CPU usage of 16000 machines,
stored on a remote file hosting server. One of these traces is
selected for each run of the model. When Cloudy is run, the
initialization step downloads the trace file specified by the trace
name (TN) argument onto the VM or container being tested.
This trace file is picked up by the load generator, which follows
the trace to generate matching memory and CPU loads over
time. Finally, the visualization component, which also exists in
the VM or container, can be accessed by any browser over the
internet through the ip address of the VM or container to view
details and statistics about the workload. The next subsections
discuss the details of each of these components.
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1) Data Traces: The data traces, which are stored on a
remote server, hold the CPU and memory usage over time of
one machine each. The files are structured so that each line has
comma separated CPU and memory usage (in percentage of
total) within a 5 minute period. There are a total of 16000
traces, 12000 of which belong to the Google cluster [16],
and 4000 belong to the AliBaba cluster [17]. Cloudy uses
these trace files as a guide to generating workloads. Next, the
two cluster traces, and the mechanism used for extracting the
relevant traces from the two datasets are described.

Google Data Traces: The Google cluster data trace con-
sists of 29 days’ worth of logs for about 12000 machines,
from a Google cluster in a datacenter in the US, starting at
19:00 EDT on Sunday, May 1, 2011. In this context, a Google
cluster is a set of machines, packed into racks, and connected
by a high-bandwidth cluster network. A set of these machines
(cell) is allocated work by a cluster-management system. Work
arrives at a cell in the form of jobs which are comprised of
one or more tasks, and these tasks run on machines. Each task
is a Linux program made up of multiple processes and runs on
a single machine. The usage data for the tasks were collected
from the management system and the individual machines. The
data is represented as percent CPU and memory usage of each
task at 5 minute intervals.

The trace contains a number of tables describing different
information. These tables include:

e  Machine events - describes addition, removal, updates
of machines

e  Machine attributes - describes machine properties such
as kernel version, clock speed, etc.

Vol. 11, No. 6, 2020

e Job events - describes when each job was submitted,
scheduled, run, etc.

e Task events - describes which machines tasks are
located in, resources requested, etc.

e  Task constraints - describes constraints on placement
of tasks, if any

e Task resource usage - describes mean CPU usage,
memory usage, disk I/O time, etc. for each task at
each time instance

Of these tables, the task resource usage is of particular
interest. Since the Google cluster data does not directly provide
the CPU and memory usage on a particular machine, it has
to be calculated. For a given instance in time, this is done by
adding up the usages of all the tasks residing on the machine at
that time. A python script was written to collate all the tasks on
the same machine, and then calculate the sum of their usages
at each time interval (5 minutes). The final traces are stored in
separate files for each machine. The files are named GHostO to
GHost11999. The end result is a set of 12000 files with 8352
data points each (29 days at 5 minute intervals) specifying the
percent of CPU and memory usage. Fig. 5a shows the CPU
usage of a sample host from the Google cluster dataset for the
29 days of the trace.

Alibaba Cluster Data Traces: The Alibaba cluster data
trace includes about 4000 machines for the Alibaba website,
during a period of 8 days, and consists of six tables (each is
a file). These tables include:

e machine_meta.csv: the meta info and event informa-
tion of machines

e  machine_usage.csv: the resource usage of each ma-
chine

e container_meta.csv: the meta info and event informa-
tion of containers

e  container_usage.csv: the resource usage of each con-
tainer

e Dbatch_instance.csv: information about instances in the
batch workloads

e  Dbatch_task.csv: information about instances in the
batch workloads

As opposed to the Google cluster data, the Alibaba data
traces directly specify the percent CPU and memory usage
of each machine at a given time. This can be obtained from
the machine_usage.csv file. Using a python script, the usages
of the machines were separated, and arranged in 5 minute
intervals. The final traces are stored as separate files for each
machine. The files are named AHostO to AHost3999. The end
result is a set of 4000 files with 2304 data points each (8
days at 5 minute intervals) specifying the percent of CPU and
memory usage. Fig. 5b shows both the CPU and memory usage
of a sample host from the Alibaba traces for the 8 days of the
trace.

2) Load Generation: The load generator runs in a loop,
reading a pair of CPU and memory values from the given
trace file periodically. The period is dictated by the timescaling
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(TSS) argument given when running Cloudy. As mentioned,
by default, the load generator reads a new pair of values
every 5 minutes. Each period, the generator aims to generate
a physical workload that matches both the CPU and memory
usage specified by the pair of values. In order to generate
this workload, a utility must be chosen that solves a generic
problem, thus utilizing CPU and memory. For example, al-
locating and modifying large arrays can be used to simulate
memory usage, while linear algebra solvers can simulate CPU
usage. While it is fairly trivial to run a utility that simulates a
certain amount of memory usage or CPU usage, it is extremely
difficult to choose a single tool that utilizes an exact, arbitrary
amount of both memory and CPU usages as required.

Cloudy approaches load generation in two steps. At any
point in time, first the memory load required for the current
period is generated by running a suitable utility. However, any
such utility, will end up working at full available CPU capacity.
Therefore, in the next step, a limit on the amount of CPU that
can be used is applied to the running utility to match the CPU
usage required for the current period.

To achieve the first step of memory load generation, the
benchmarking utility stress-ng is used. This utility allows
stress-testing a system in a number of selectable ways. Stress-
ng has a variety of stressors including floating point, integer,
or bit manipulation for CPU, i/o devices, network, schedulers,
etc. Cloudy utilizes stress-ng’s memory stressor to generate
controlled, memory intensive loads. The memory stressor can
be given a size of memory to use, and the stressor continuously
calls mmap for the specified size and writes to the allocated
memory. Since the trace files provide memory usage as a per-
centage, the load generator calculates the size of the memory
to use based on the maximum memory (MMG) argument (if
given) or the total memory available (default).

Once the required amount of memory is being used, the
second step begins. The program cpulimit can be given a CPU
usage percentage, and the PID of a process to limit the real
CPU usage of the process to the desired percentage. Using
this, the load generator limits the CPU usage of the running
stress-ng process to the usage required for the current period.

At this point, both the CPU and memory usage of the
machine match the values specified by the trace for the current

period. These usages continue until the next period, when the
current stress-ng process terminates, and the previous two steps
are repeated for the next pair of values from the trace file.

3) Visualization: The Visualization component of Cloudy
consists of some backend scripts for data collection and
calculation and a frontend. The statistics that are recorded
for visualization, are all returned from the stress-ng utility,
and are collected at the end of each period. These include the
operations per second, page fault count, etc. and are recorded
in a logfile while stress-ng runs.

Additionally, to view the actual CPU and memory usage
of the VM or container in real time, the program atopsar is
used. Atopsar can report statistics on a system level and return
periodic information about the usage.

In order to retrieve the information in a suitable fashion,
the logging features of both stress-ng and atopsar have been
modified. The modifications only include changes to the output
formats so that the outputs can be redirected to the logfiles,
without the need for additional scripts to clean the data.

Finally, a backend Python script is used to calculate and
plot the decompositions and autocorrelation values for both
CPU and memory from the current trace file.

The front end of the visualization component is built using
PHP. When installing Cloudy from the git repository, the
entire Visualization component is included, and the front-end
as well as the modified versions of stress-ng and atopsar are
automatically installed.

IV. EXPERIMENTAL EVALUATIONS AND RESULTS

In order to evaluate Cloudy, multiple runs with different
traces were performed on Amazon Web Services’ ec2 instances
(t2.xlarge: Ubuntu 18.04, 4 cores, 16 GB RAM, 40 GB EBS).
For the experiments in this paper, the maximum memory to
use was set to 16 GB, and the scaling was at the default
of 5 minutes. Currently, 2000 traces are available in the
gitlab repository. These include 1000 traces each from Google
and Alibaba workloads (GHostO to GHost999 and AHost0 to
AHost999). The experiments that follow use samples from
these 2000 traces. All the 16000 traces are currently being
placed on a suitable ftp server, and are available on request.
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The following subsections evaluate two aspects: the ac-
curacy of Cloudy when recreating patterns from underlying
traces, and characteristics of the traces that can be gleaned
using Cloudy.

A. Cloudy Evaluation

One of the important aspects of evaluating the efficacy
of Cloudy is to analyze how closely the generated CPU and
memory usages follow the usages in the underlying data traces.
For these experiments, 12 traces (AHostO-5 and GHost0-5)
were separately run for their entire duration, and evaluated on
the ec2 instances. This implies that Cloudy was run for 29
days for each of the GHost traces, and 8 days for each of the
AHost traces. The logged actual CPU and memory usage over
these 12 runs was then compared to the usages according to the
underlying traces. The absolute error at each period for each
host was calculated as abs(usageqctual — USAG€trace) Fig. 6
plots boxplots of the absolute errors for each of the 12 hosts.

The plots show that for the 12 hosts, the median CPU error
is mostly at about 2-3%. At worst, the generated CPU usage
deviates by about 17% for AHost2. The few extremely high
error moments can be attributed to external factors, such as
the underlying OS performing system tasks, etc. Even then,
for AHost2, 75% of the errors are at or below 7% and 50%
of the errors are at or below about 2%. Similarly, the median

memory error stays in the range of 5-7% for all 12 hosts. This
demonstrates that generally, with an error of less than 7%,
Cloudy accurately recreates the CPU and memory usage of
the underlying trace.

The average CPU and memory errors for 12 hosts are given
in Table I.

TABLE I. ACTUAL VS. TRACE LOAD ABSOLUTE ERRORS

Trace Name  CPU (%) Memory (%)
AHost0 7.96 6.07
AHost1 6.83 17.53
AHost2 8.48 5.51
AHost3 9.23 4.79
AHost4 4.89 4.97
AHost5 7.72 491
GHost0 3.95 8.07
GHostl 3.88 5.97
GHost2 5.71 9.05
GHost3 3.34 6.31
GHost4 344 6.52
GHost5 2.19 6.43

The figure and table indicate that the percent memory usage
generally has a median error of about 6%. To put this in
absolute memory terms, since 16 GB instances were used,
6% equates to about 0.96 GB. This additional memory usage
corresponds to the memory requirements of the underlying
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operating system (OS) and its processes. If greater accuracy
in memory usage is required, the maximum memory to use
argument can be tweaked while starting Cloudy, to accommo-
date for the memory requirements for the underlying OS. For
reference, Fig. 7 shows the actual load generated vs trace load
for a sample workload (AHost4). It can be observed that the
generated load closely matches the pattern of the load indicated
by the underlying trace.

B. Workload Characteristics

This subsection evaluates and discusses the behavior of
the underlying traces that Cloudy follows to generate the
workloads. There are two main purposes of these evaluations.
First, to provide the reader with an idea of the nature and type
of the underlying traces. Second, to demonstrate the various
types of analysis that can be performed on the workloads when

using Cloudy.

In order to meet these goals, the following subsections
discuss some aggregated statistics such as minimum, maxi-
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mum, mean loads, and standard deviations, as well as seasonal
decomposition of the loads, autocorrelation of the loads, and
cross-correlation of CPU loads with memory loads. All of
these characteristics for a running workload can be viewed
through the visualization component of Cloudy. For this set of
experiments, all 2000 traces were used. The CPU and memory
usages were separated, resulting in 4000 total traces.

1) Aggregated Statistics: Fig. 8 shows four CDFs that
summarize the aggregated values of the Google and Alibaba
traces. The reported parameters are the maximum, minimum,
mean, median, and standard deviation values over the entire
duration of the traces. For the Google CPU traces, the average
maximum and minimum values are 55% and 0.16%, respec-
tively, while for Google memory traces, the average maximum
and minimum values are 34.45% and 0.21%, respectively. For
the Alibaba CPU traces, the average maximum and minimum
values are 83.7% and 13.13%, respectively, while for the
Alibaba memory traces, the average maximum and minimum
values are 96.54% and 69.81%, respectively. From the figures,
the standard deviations indicate, that in both Google and
Alibaba traces, memory usage is generally less variable around
its mean, as opposed to CPU usage that varies substantially
within a single trace. Further, the Alibaba traces in general,
show higher memory and CPU usages as opposed to the
Google traces. Finally, the Alibaba traces show substantially
high memory usage for most traces.

To offer an overall view of the traces, Fig. 9 shows the
average CPU and memory usage for both Alibaba and Google
traces at each instance of time. It can be seen that over all
the observed workloads, the Alibaba CPU traces have a more
obvious pattern than the Google traces. The memory traces in
both cases, does not show an apparent pattern. However, as
suggested before, it can be deduced that the Alibaba memory
traces utilize more memory than the Google memory traces.

2) Seasonality and Trends: In order to analyze the periodic
nature of the traces, as well as any inherent patterns, all the
Google and Alibaba traces were decomposed into their trend,
seasonal, and residual components. Fig. 10 shows one sample
each of the Google CPU, Google memory, Alibaba CPU, and
Alibaba memory traces. Decompositions for all the traces can
be viewed through Cloudy. It is important to note that the
x-axis scales for Google and Alibaba are different since their
durations are different (24 days and 8 days respectively). Based
on auditing the decompositions, similar trends and patterns
exist across all Google and Alibaba traces. The Alibaba CPU
traces demonstrate a clear seasonal pattern corresponding to
one day. While the other three types of traces also demonstrate
a seasonal pattern, the residual components for them do not
seem to be simply noise (especially for the memory traces).
This suggests the need for some further investigation into the
inherent patterns within the memory traces.

3) Autocorelation and Cross-corelation: In order to further
understand whether any patterns exist in the traces, all 2000
traces were analyzed for autocorrelation. After calculating the
autocorrelation function (ACF) values for each trace up to lag
800, the maximum value not at lag 0 were logged. Fig. 11a
shows a boxplot of these maximum ACF values for all the
traces, separated by type. The figure can provide a general idea
of the amount of autocorrelation that exists on an average in
these traces. It can be observed that the traces from the Alibaba

Vol. 11, No. 6, 2020

CPU have higher median maximum ACF values as opposed to
the other types of traces. This indicates higher autocorrelation
in the Alibaba CPU traces. Similarly, on an average, lower
autocorrelations can be seen in the Alibaba memory traces. The
median maximum ACFs for Google CPU, Google memory,
Alibaba CPU, and Alibaba memory traces are about 0.35,
0.35, 0.5, and 0.25 respectively. The observation supports the
analysis from the previous section, that demonstrated high
seasonality in the Alibaba CPU traces. This can be used as
a starting point for further analysis into the patterns and pre-
dictabilty of the traces. Fig. 12 shows the autocorrelation plots
for sample traces (one Google and one Alibaba). These plots
are available from the Visualization component of Cloudy. The
Alibaba CPU trace shows obvious, high peaks at non-zero
lags, indicating a high degree of autocorrelation. While the
Alibaba memory plot in this sample also shows a high degree
of autocorrelation, that is not generally true for most other
Alibaba memory traces. The Google traces do not show any
prominent autocorrelation at any lag.

Another important aspect to consider for a workload on
a machine is the relationship between the CPU and memory
usage. Intuitively, since a running program is working with
both CPU and memory, it stands to reason that for a given
workload, there could be some positive or negative (in some
cases) correlation between usages of the two. This analysis
can prove extremely beneficial in a variety of load predicting
algorithms, and can potentially provide better results than
predicting on CPU or memory alone. With this in mind, cross-
correlation between CPU and memory for the 2000 traces
for up to lag 800 is reported. Similar to the analysis with
autocorrelation, for each of the 2000 traces, the maximum
value of the cross-correlation function (CCF) not at lag O were
logged. Fig. 11b shows a boxplot of these maximum CCF
values for all the traces. In this case, it can be seen that overall,
there does not seem to be a strong cross-correlation between
memory and CPU for either the Google or Alibaba traces. The
Google traces have a slightly higher cross-correlation between
memory and CPU usage, with a median maximum CCF of
about 0.3, and 75% of the traces showing maximum CCF
under 0.4. Compared to this, the Alibaba traces have a median
maximum CCF of about 0.23, and 75% of the traces showing
maximum CCF under 0.25.

V. DISCUSSIONS AND FUTURE WORK

The experimental results show an average memory error of
approximately 1 GB. This is an important aspect to consider.
The reason for this error is the memory that the underlying OS
requires for its own purposes, even without Cloudy running.
Typically, for the ec2 Ubuntu instances, this corresponds to
a little under 1 GB. It is therefore recommended that when
running Cloudy, the maximum memory to be used is specified
keeping the underlying OS’s requirement in mind. For exam-
ple, in the scenarios described previously, Cloudy should be
run at a maximum of 15 GB memory (instead of 16 GB). This
will ensure that the resultant memory load matches the trace
load even more closely, with negligible errors.

There are three aspects of Cloudy that are currently being
worked on to make the tool more universal. The first aspect
deals with the statistics logged and displayed. Currently, the
performance statistics provided are recorded via stress-ng, and
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have to be used in that context. However, with only some slight
additions and no changes to the behavior of the framework,
other desired system-wide parameters can be recorded and
displayed. Based on user input after release, the next update
of Cloudy shall include other statistics as requested.

The second aspect is the utility used to create the load
on memory, viz. stress-ng. Again, without any major changes
to the behavior and code of the framework, any utility can
be used to generate the memory load. For example, typical
programs that are used to generate memory loads include array
sorters, linear algebra solvers, matrix operators, etc. The next

iteration of Cloudy aims to offer multiple stress-ng-like utilities
that users can choose from, when running Cloudy. This will
empower the user to select a work that is more representative
of the types of load they envision in context of their testbed.

Finally, Cloudy has been tested and validated on Ubuntu
based AWS ec2 instances. However, there is no part of the
framework that prevents it from being run on any Linux-based
distribution. Automatic install scripts for other distributions
and cloud providers are currently been implemented, and shall
be added to the git repository.
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VI. CONCLUSION

This paper introduced a free, open-source, workload gen-
erator called Cloudy. The generator is aimed at researchers
in cloud computing who need a testbed to evaluate their own
research ideas. Cloudy is easy to install, non-intrusive, and
can be used to quickly simulate real-world CPU and memory
usage patterns in VMs, containers, cloud instances, or local
machines. Through extensive experimental evaluations it was
demonstrated that using Cloudy, the CPU and memory usage
on a machine can closely follow one of 16000 real-world
usage traces. Additional evaluations demonstrated the various
analysis features of Cloudy that can allow users to further
enhance their understanding of the underlying real-world loads,
rather than running a black-box generator.
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Abstract—This study contains the LoRa ES920LR test on
obstruction or resistance conditions and its comparison with Free
Space Path Loss (FSPL) using Drone means without obstacles.
The ES920LR has 920 MHz frequency channel settings, 125 kHz
Bandwidth, and SF 7-12, with 13 dBm Output Power. Comes
with Sleep mode operation with Command Prompt based
settings. The development board used is a leafony board, Leafony
board is a board with a small size that is compatible with
Arduino IDE, using a micro ATmega M328P microcontroller,
this board is mounted tiled with complete facilities, e.g., a power
supply board, four different sensor boards, MCU boards,
communication boards e.g., WiFi and Bluetooth, specifically in
this article using the LoRa ES920LR on the Leafony board, using
LoRa because it requires a long range (km) and low power, and
expansion boards that can be developed, Expansion to Leafony
boards is expected to reduce the power consumption of the sensor
node, lifetime, lif, small size, and lightweight. Furthermore, this
algorithm is used to optimize LoRa Coverage and LoRa Lifetime.
The results of receiving the FSPL LoRa 920LR have a Power
Receiver (Pr) of 30 dB at a distance of 1 meter or A, at 500
meters 85 dB, 1500 meters 95 dB, 2.5km 100 dB. Attenuation is
caused by distance, although not significant, other factors are
obstacles or obstacles, bad weather (rain, snow).

Keywords—Coverage; lifetime; low power; lightweight; long
range; development; board; free Space; drone

. INTRODUCTION

Lora ES920LR is a type of LoRa that works at 920 MHz.
LoRa ES920LR is indeed used in Japan, principally it is
important to study the Quality of Service (QoS) of LoRa as
seen from various factors such as Radio Propagation, Ability of
LoRa eg, Power save management, bandwidth, SF, Output
Power, Sleep management mode, ability on Receive Signal
Strength Indicator (RSSI)[14],[16], etc. In research [1]
monitoring of soil and environmental information was
collected in 17 km, in research [2] using Semtech products at a
915 MHz LoRa frequency. moreover, compatibility and
configuration on the Application server e.g., TTN (The Things
Network), Ambient.io, or Thingspeak are important that
communication between a LoRa module can run properly.
Previous research used the same sensor, Pulse sensor [3],[15],
in research [4], LoRa was used in the analysis of WaterGrid-
Sense, as a full-stack node based on LoRa deployed on a smart
water management system.

Furthermore, it is important to pay attention to the Power
Consumption factor as in research [5], [6], the results of data
compression in wireless sensors nodes that use LoRa
technology to transmit data. An energy consumption

comparison is made with other data communication protocols
used in WSN. In managing the LoRa and LoRaWAN
networks, an appropriate protocol is needed in setting the
Medium Access Control (MAC) random access, in research
[7], using ALOHA protocol analysis, ie, normalizing the
communication of LoRaWAN networks using a Reservation-
ALOHA (R-ALOHA). With the continued development of
LoRa and LoRaWAN-based End nodes, a protocol that is
capable of handling millions of end nodes is needed, it also
requires continuous renewal in terms of performance, security
[8], robustness, in research [9] discussing the revolution of
LoRaWAN network technology considering the loT
requirements. In addition to Software Development, Protocols
with security and methodology settings, LoRa acceleration is
also developed with various devices, such as Leafony Board
and PSoC [10]. In this study, a blackboard-based board
developed specifically for LoRa ES920LR communication and
applied to drones and GPS technology to obtain SF, SNR [17],
and RSSI values, the application in subsequent studies is to get
patients (Longitude and Latitude) that can be accessed with
Google maps, furthermore, it can be seen that each patient's
BPM is in a different location. Because of the shape of the
Leafony board is small, it can be placed and flown by a drone.

Il. THEORY

A. Receiver Sensitivity of ES920LR

As the purpose of this research is an analysis of RSSI,
SNR, and other parameters such as power consumption, Gain,
Power Receiver, obstacles [Fig. 1], receiver sensitivity, Time
on Air, and how to manage the uplink and downlink data on
the server or internet gateway and application the server.
Moreover, Power Receiver depends on several factors,
including receiver gain and lost signal packet factor or
attenuation on the Free Space Path Loss. An illustration of the
signal reduction can be seen in Fig. 1. The LoRa ES920LR has
a transmitting Power (PTX) of -13 dBm, and the Power
Receiver depends on the current state of signal propagation
including the presence of Obstacles for all circumstances, e.g.,
bad wheater (snow, rain [18],[21],[22]), the distance that will
affect the Time On Air (ToA), The antenna used, Connector
Loss and Gain, we can refer to as Receiver Sensitivity (s).The
sensitivity of LoRa (-dB) can be seen in equation 1. Where S or
sensitivity depends on the value of Bandwidth, Noise Fig. 2,
and Signal Noise Ratio (SNR). Table | shows the relationship
between SF, S, and ToA. Moreover, the factor to consider is
the Fresnel Zone calculation factor [12] if the transmitter and
receiver distance is > 5 km [13].
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S= -174 + 10 10g10(BW)+ NF+SNRimi @

B. Time on Air (ToA) of ES920LR

The time needed for data from the Transmitter (Tx) to
arrive right at the receiver (Rx) while in the air is Time On Air
(ToA). [11] ToA is calculated using equation 2 and equation 3.

ToA=T preamble T T Payload 2

T preamble = ND preambie (8)+symbols added by radio (4.25) x
Tsymbol ’

T payload = NbPaonadSymboI X T symbol
N payioad = 8 + max(ceil [(8PL-4SF+28+16CRC-20I1H)/ 4(SF-
2DE)] (CR+4),0) 3)

Furthermore, the relationship between SF, Chips,

SNRIimit, ToA, and BitRate is shown in Table 1.

TX# 14 frd /

)

Free Space

Free Space Path Loss {FSPL) and Fading
or Attenuation

Antenna gair
Antenna gain
RX Inpul Power

P (-dBm)

100 i / »RX

_i_ Receiver Sensitivity (s}

Conneactor loss, ef

Fig. 1. Condition on the Signal Transmitting Process.
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Fig. 2. Spreading Factor.
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TABLE Il LORA SPREADING FACTOR COMPARATION WITH SNR it

hctor (58) | fsymbol | SNRust | pagey | Bitete

7 128 -1.5 56 ms 5470 bps

8 256 -10 103 ms 3125 bps

9 512 -12.5 205 ms 1758 bps
10 1024 -15 371 ms 977 bps

11 2048 -17.5 741 ms 537 bps

12 4096 -20 1483 ms 293 bps

TABLE I. SENSITIVITY, TOA, AND SPREADING FACTOR
Spreading Factor (SF) Sensitivity (S) Time on Air (ToA)
SF7 -123 dBm 41 ms
SF8 -126 dBm 42 ms
SF9 -129 dBm 144 ms
SF10 -132 dBm 288 ms
SF11 -134.5 dBm 577 ms
SF12 -137 dbm 991 ms

C. Budget Link (-dB) of ES920LR

Calculation of LoRa Budget Link ES920LR LoRa
specification can be seen on equation 4, Before is determined
the LoRa ES920LR sensitivity value, then as a deduction for
the Transmit Power (dB) ES920LR LoRa. Moreover, Fig. 3 is
Time On Air from the ES920LR LoRa, and Fig. 4 is the Link
Budget (-dB) ES920LR with a -13 dB Power transmit.

Budget Link (dB) = Tx Power (dB) - Sensitivity (dB) 4)

In detail, the ToA of ES920LR with different bandwidths
(125, 250, and 500 kHz) is shown in Table I1I.

Time on Air (ms), Bandwidth (KHz) and SF (7-12
1 e S P

—+— BW125KHz |}
BW250KHz |:
—+— BW500KHz |}

2000

1500

1000

Time on Air (ms)

i i i i i |
7 75 8 8.5 9 9.5 10 105
Spreading Factor (SF)

Fig. 3. Time on Air (ToA) ms.

Budget Link (-dB) ES920LR 920 MHz

—4+— BW 135 KHz

BW Hz
—— BW 500 KHz

-0

s
<

udget Link(-cB)

1 h H
(5] L] 85 ws n 1ns 12

9 95 10
SF(T-12)

Fig. 4. Link Budget (-dB).
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TABLE I1l.  TIME ON AIR COMPARISON WITH BW, AND SF
SF BW125KHz BW250KHz BW500KHz
7 348.42 ms 174.21 ms 87.1 ms
8 614.91 ms 307.46 ms 153.73 ms
9 615.42 ms 307.71 ms 153.86 ms
10 616.45 ms 308.22 ms 154.11 ms
11 1314.82 ms 575.49 ms 287.74 ms
12 2465.79 ms 1069.06 ms 534.53 ms

11l. METHODS

A. Flowchart, Devices and Design

The flowchart in Fig. 6 is the steps used in this research,
very clearly illustrated in the flowchart, that the initial step is to
build a sensor node. Before using the Arduino Pro Mini, the
Arduino board [23] is used to make it easier to get a tx and Rx
pin [Fig. 7]. After success, furthermore, a communication test
Between ES920LR LoRa [Fig. 5] was conducted.

ES920LR

AA160002 1 /UARTD RX
PIBO/I2CO SCL

PT81/12C0_SDA|
PIE30/DACD.
vee

NC
EASEL Inc. PICI/SW _INT
FIALY

FIAIS

o oo
. — veem e
000412 we Resers
[R] oos we NC
Pra0/sm0 Ci FIE1/310 MSO
PIAY/SMD DIO PTE1E/SMO MOSI
| \=5, 52220 e FIEN/ARO.SCK 160 11
PrAZAUARTD X FIEIL/SHO PCS/UED T8
PTA] NC

Fig. 5. ES920LR Pins.

ES920LR & Pulse
Sensor test use
Arduing board

Create the End Node
ES920LR Pulse
Sensor Arduino Pro
mini

Change the desain ES820LR
—*{Arduino Pro mini to ES920LR|
Leafony board

}—

Build ES920LR Build ES920LR
end node end node
communication Eil communication Fail

Pairing ES920LR
End node

Pairing ES920LR
End node

Success Success

Analyze ES920LR Analyze ES920LR
End node End node
communication communication
(RSSI, SNR, etc) (RSSI, SNR, etc)

Fig. 6. Flowchart on this Research.

. ES920LR 920.6 MHI LoRa
Point to Point

end node (Transmitter) end node (Receiver)
> 0 PANID : 0001

Own Node ID : 0002

Destination ID : 0000

Fig. 7. Pairing ES920LR LoRa use Arduino board (Design_1).
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Table 1V is a detailed specification of the LoRa ES920LR,
Fig. 7 and Fig. 8 are the steps in making a Sensor Node. Fig. 7
still uses Arduino Uno, while Fig. 8 has been changed to
Arduino Pro mini. The transformation of Fig. 7 and 8 was
completed in this research objective, namely using the Leafony
Board in Fig. 11. Moreover, Fig. 9 is a mesh communication
that can be carried out by the ES920LR in collaboration with
the ES920GW and Application server. LeafBus in Leafony is
shown in Fig. 10, there are 5 pins used by LoRa ES920LR.

TABLE IV.  ES920LR SPESIFICATION
Spesification Description
Model ES920LR

JAPAN Government Certification
/Standar ISM Band

ARIB STD-T108

Frequency

920.6 — 928.0 MHz

Modulation type

LoRa Modulation CSS ( Chirps Spread
Spectrum)

Number of Channels

37 ch (at 125 kHz bandwidth or less)

18 ch (at 250 kHz bandwidth)

12 ch (at 500 kHz bandwidth)

Bandwidth

62.5 kHz - 500 kHz

Spreading Factor

7-12

Transmission Speed

146 bps — 22 kbps

Transmission Output

13 dBm (20 mW)

Receiver Sensitivity

-118 dBm ~ -142 dBm

MCU

ARM Cortex MO+

Memory

Flash ROM : 128 KB, RAM : 16 KB

Power Consumption

Tx : 43 mA (13 dBm setting)

Rx :20 mA

During Sleep : 1.7 uA (when the timer
starts)

interface UART, SPI, 12C, ADC, GPIO
Antenna \(/Q/Ji'rlf I:O)\ntenna, External Antenna
Power Supply Voltage 2.4 \olt to 3.6 Volt

Operating Temperature range -40 ~ +85° celcius

Connection Terminal 26QFN

Board Mounted PCB SMT mounting type

Dimensions

24.00 x 17.0 x.2.3 mm

Construction Design Certification
acquired

Certification Number : 006-000412

$ Transmitter

e

(a)Transmitter

Mehl gy

~ (b) Receiver

Fig. 8. Pairing ES920LR LoRa use Arduino Pro mini (Design_2).
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Table V is the connection pin between ES920LR and
Arduino, reset is on pin D12, because Pin 13 is used by the
LED on the arduino Pulse sensor interrupt program.

On same time, setting the Receiver Pins, e.g., Table VI.

The following pseudocode can facilitate the understanding
of how to pair or communicate between the ES920LR End
nodes.

Pseudocode of LoRa E920LR_arduino

1. Describe the E920LR Library
#include <SoftwareSerial.h>
#define LORA_RECV_RecvData 100
#define ES920LR_RST_PIN 13
#define LORA_RX 2
#define LORA_TX 3

2. Describe the PAN ID and Destination 1D
String dstld = "00010002";

3. Determine the Maximum Sending the Data
const int maxSendTimes =50;

4.  Determine How Long the Delay
const int setCmdDelay = 100;

5. Determine the type of Communication
SoftwareSerial LoRa_Serial(LORA_RX, LORA_TX);

6. Determine the Output Pin and delay
pinMode(ES920LR_RST_PIN, OUTPUT);
digitalWrite(ES920LR_RST_PIN, LOW);
delay(100);
digitalWrite(ES920LR_RST_PIN, HIGH);
delay(1500);

7.  Describe the BoudRate or Speed the data sending
Serial.begin(9600);
LoRa_Serial.begin(9600);

8.  Describe the Case or Scope on the Program
loralnit();

9.  Describe the type of data sending,delay and Looping
String sendData = "";
for (inti=1; i <= maxSendTimes; i++) {
sendData = dstld + "Times" + i;
delay(2000);
Serial.printin(sendData);
LoRa_Serial.printin(sendData);
while(LoRa_Serial.available()>0) LoRa_Serial.read();
delay(4000);

10. Initialize the LoRa Parameter

void loralnit()

e  LoRa Serial initialize Node type (ED or Coor)

LoRa Serial initialize Bandwidth of Node
LoRa Serial initialize Spreading Factor (SF)
LoRa Serial initialize The Channel of node
LoRa Serial initialize PAN ID
LoRa Serial initialize OWN ID
LoRa Serial initialize DEST ID
LoRa Serial initialize Acknowledge
LoRa Serial describe the Retry count
LoRa Serial describe the type of Transfer mode
LoRa Serial describe the RSSI ON or OFF
LoRa Serial describe the Transfer mode (Frame
or Payload)
. LoRa Serial initialize a Save Command
. LoRa Serial initialize run command

11. Describe the Reading Command
while(LoRa_Serial.available()>0) LoRa_Serial.read();

Vol. 11, No. 6, 2020

TABLE V. CONNECTION PIN ON TRANSMITTER
ES920LR Arduino
GND GND
VCCRF 3.3 \olt
X D2
RX D3
VCC (3.3 Wolt) 3.3\olt
RST D12

TABLE VI.  CONNECTION PIN ON RECEIVER

ES920LR Arduino
GND GND
VCCRF 3.3 Wolt
X TX1
RX RX 0
VCC (3.3 Wolt) 3.3\olt
RST D13

The development system can be seen in Fig. 3. Fig. 9 uses
the ES920LR Leafony Board that mesh with each other on
end-devices and sends sensor data to the edge router or border
router to the ES920GW as an Internet Gateway and displays it
on the internet server.

The difference between Leafony boards and other boards is
the port in Fig. 10. LeafBus Leafony boards are pins that are
used to connect with other boards. LeafBus LoRa uses these
five LeafBus pins i.e., 3V3, Reset, Pins 8 (F11), and Pin9 (F13)
as Tx and Rx, and GND. Fig. 11 is the LoRa ES920LR design
on the Leafony board, created using kiCAD Software, as
described in Fig. 4, there are five LoRa pins identified i.e., Tx,
Rx, 3V3, GND, and Reset Pin. And there is the addition of a 10
k Ohm resistor on the Reset pin to Pin 13 and V3V.

Therefore, there were three times the changes in the form of
LoRa ES920LR end node, i.e., end node LoRa ES920LR use
Arduino Uno, LoRa ES920LR use Pro mini, and LoRa
ES920LR Leafony board, as shown in Fig. 12.
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Fig. 9. Mesh Communication of Leafony board LoRa.
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Fig. 12. Sensor node Evolution.

B. ES920LR Radio Propagation

Before the ES920LR was made in the form of a Leafony
board, the Arduino Pro mini-board was tested first. Please note,
the mini-board pro requires FTDI. FTDI functions as a
regulator as well as a programmer board to program the
Arduino Pro mini. The LoRa ES920LR transmitting data
experiment uses drones using the FSPL approach. Moreover,
Free Space Path Loss (FSPL) is a condition where the process
of sending sensor data from the transmitter to the receiver does
not pass through any obstacles, the application of Free Space
Path Loss (FSPL) using a drone is one of the right efforts to get
the value of Receive Signal Strength (RSS) without obstacles.
Furthermore, Fig. 13 is one method of using drones in the
process of transmitting LoRa data. There are two equations
about FSPL (-dB) in RSSI (-dBm) or Power Receiver (Pr)
parameters. Where the equation Pr (-dB) as equation x shows.
Where the value of ¢ = 3 x 10% or 299 792 458 m / s, with
frequency (f) LoRa ES920LR is 920000000 Hz, so that the

Vol. 11, No. 6, 2020

wavelength A = 0.3258613673913043 meters or 32.5861367
cm or 325.861367 mm.

Equation 5 is the FSPL formula obtained from the specific
wavelength and frequency parameters of the LoRa ES920LR,
and equation 6 is a logarithmic equation with a value reduction
of -147.55.

FSPL = (4nd/A)* or (4ndf/c)® from A =c/f (5)
FSPL (dB)= 20log;o(d)+20l0g:o(f)-147.55 (6)

Developing an equation for LoRa Path Loss by considering
the environment (n or exponent) or data transmission area as
equation 7 [20].

PL(d) = PL (d0) + 10nlog (1) + Xo @

Fig. 14 is an example of Lora's ES920LR test area with
Obstacle buildings and trees. This will produce a different
RSSI (-dBm), RSSI can’t experience attenuation even with
longer distances, this is wherefore the signal is a combination
of reflected and direct signals. FSPL gives the direct signal
greater amplitude of the waves which causes RSSI (-dBm)
greater than those affected by obstacles that cause reflected,
scattered, and diffraction.

Transmitter
-—-'——— ——-'——
.

| 500 m
Transmi it
& -
| N |

00m

Fig. 14. ES920LR LoRa Test on Building and Trees Obstacles.
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IVV. RESULT AND DISCUSSION

An important part of this chapter is an analysis of the
signals generated by ES920LR with an approach to Free Space
Path Loss. For the signal analyzer used Textronix RSA 3408B,
LoRa signal contains preamble and symbol, the amount of
bytes of data is 255 bytes, on ES920LR 293 bytes on SF12,
seen in Fig. 15 is a chirp which shows the existence of LoRa
signal, the resulting chirp is up-chirp and down -chirp. Channel
power shows how close the distance between transmitters -
receiver, -46.13 dBm shows the value of Signal strength, in
general, this value is greater based on the distance of the
transmitter-receiver that is increasingly far away until a loss
occurs.

Fig. 16 is another analysis of the LoRa signal i.e., Carrier
Frequency, in this section, the signal power (-dBm) can be set,
seen in the -30 dBm signal analyzer. The real signal power is -
49.66 dBm (-83 dBm / Hz). Fig. 17 shows the value of FSPL (-
dB) using the FSPL LoRa equation at 920 MHz frequency
according to equations 4 and 5.

Tekironix RSA 3408B

Frequency: 9205175875 MHz Spectrum Length: 800 s
Span: 1 MHz Spectrum Interval: 800 s
Input Att: 0dB NBW!: 2.505 kHz

Marker: 920.5176875 MHz
-130.64 dBm

-800 ps 0 frame

-130
dBm

frame

Center: 920.517688 MHz

Span: 1 MHz

Channel Power: -46.13 dBm

Density: -102.15 dBm/Hz

Fig. 15. Chirps LoRa 920LR.

Channel Bandwidth: 400 kHz

Tektronix RSA 3408B

e —
Frequency: 920.6 MHz NBW!: 2,158 kHz
Span: 1MHz Trace 1: (Nermal)
Input Att: 0dB Trace 2: (Off)
A1-R 59175 ki Ref: 9205075 MHz
-68.235 dB (10158 dBc/Hz) -49.66 dBm (-83 dBrn/Hz)
-30

dBrn

-130
dBm
Center: 920.6 MHz

Span: 1 MHz

Frequency: 920.592 816 MHz
Fig. 16. Frequency Carrier of LoRa 920.592 MHz.
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Fig. 17. FSPL use Drone LoRa ES920LR.

Fig. 18 is a real experiment from this research, where the
transmitter and receiver have different distances, with the
transmitter fixed position, and the receiver moves according to
the specified point. RSSI data at a distance of 400 meters to
800 meters do not show regular attenuation, this is due to
different levels of obstacles, at a distance of 400 meters there
are many obstacles that block the direct signal to the receiver,
but at a distance of 700-800 meters, the direct signal is greater
than reflected signal. thus producing a combined signal that
gives a smaller RSSI (-dBm) value or a stronger signal.

While Fig. 19 is an RSSI and SF approach, there is no
equation or relationship between SF and RSSI in the equation,
because SF talks about the time between Transmitter-receiver
in sending data or signals. This is shown in equation 8. [16].

ZSF
Toym or T = o (8)

RSSI(-dBm) ES920LR 920 MHz test

140 -

50 i i I I i i i I I i
0 100 200 300 400 500 600 700 800 900 1000
distance (Meter)

Fig. 18. RSSI (dBm) Real Experiment.
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RSSI(-dBm) ES920LR and SF Comparison

RSSI(-dBm)

i i i i i i i i j
0 100 200 300 400 500 600 700 800 900 1000
distance (Meter)

Fig. 19. SF and RSSI (dBm) Comparison.

RSSI(-dBm) ES920LR 920 MHz test

-=-=-- Full obstacles (-d4Bm) |}
------ Free Space (-dBm) |

RSSI{-dBm)

1 1
0 500 1000 1500 2000 2500 3000
distance (m)

Fig. 20. FSPL and Obstacle (-dBm) RSSI Comparison.

Time is influenced by SF and BW, the greater SF (12), and
the smaller the bandwidth, the greater travel time, and vice
versa. This causes attenuation, the farther the distance between
the transmitter and receiver (SF12). Then the weaker the signal
produced, accordingly, the minimum RSSI is -120 dBm, so the
greater the Spreading Factor (Fig. 2) [19], the weaker the signal
produced.

Finally, if these signals are combined (Fig. 20), they will
produce very different signals, between FSPL and full
Obstacle, at a distance of 1000 meters, the full obstacle signal
is lost and down. This is why the FSPL approach uses drones,
the resulting value is indeed not significant on equations 4 and
5. However, it is close to the RSSI (-dBm) value.

In addition to using drones or FSPL [Fig. 17], testing is
carried out using Tx and Rx ES920LR transmitting in areas of
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buildings and trees [Fig. 18]. So that the comparison is
obtained as in Fig. 20. Fig. 15 and Fig. 16 are output Chrip and
Signal LoRa ES920LR in real-time using Signal Analyzer. The
change in the Spreading Factor causes a change in Time on Air
and causes an attenuation signal to the receiver (Pr) or RSSI (-
dBm) shown in Fig. 19.

V. CONCLUSION

Receiving a Signal Strength indicator (RSSI) on the
ES920LR generally decreases based on distance or Time On
Air (ToA), so that ToA can cause attenuation signal strength.
Free Space Path Loss (FSPL) is a condition where there are no
obstacles and signals that are better than this experimental
research where experiments are conducted with many obstacles
e.g., buildings and trees. Furthermore, drones are the solution
to get FSPL values on Propagation radio. In the full obstacle
situation the ES920LR loses the LoRa signal at 1 km distance,
but can be re-tested by changing the measurement area so that
the mileage is in accordance with the LoRa ES920LR
specifications.

V1. FUTURE WORK

End node devices have to the ability to long life or survive
longer with a Power Supply Battery, and a wide range of
distances, small and lightweight e.g., Leafony LoRa board for
the drone, in the network design that is made there are
additional gateways to reduce the load heavily of the gateway
in accommodating the end node sensor data to maintain the
stability and value of Packet Receive Ratio (PRR (%)).
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Abstract—Data mining project managers can benefit from
using standard data mining process models. The benefits of using
standard process models for data mining, such as the de facto
and the most popular, Cross-Industry-Standard-Process model
for Data Mining (CRISP-DM) are reduced cost and time. Also,
standard models facilitate knowledge transfer, reuse of best
practices, and minimize knowledge requirements. On the other
hand, to unlock the potential of ever-growing textual data such as
publications, patents, social media data, and documents of
various forms, digital innovation is increasingly needed.
Furthermore, the introduction of cutting-edge machine learning
tools and techniques enable the elicitation of ideas. The
processing of unstructured textual data to generate new and
useful ideas is referred to as idea mining. Existing literature
about idea mining merely overlooks the utilization of standard
data mining process models. Therefore, the purpose of this paper
is to propose a reusable model to generate ideas, CRISP-DM, for
Idea Mining (CRISP-IM). The design and development of the
CRISP-IM are done following the design science approach. The
CRISP-IM facilitates idea generation, through the use of
Dynamic Topic Modeling (DTM), unsupervised machine
learning, and subsequent statistical analysis on a dataset of
scholarly articles. The adapted CRISP-IM can be used to guide
the process of identifying trends using scholarly literature
datasets or temporally organized patent or any other textual
dataset of any domain to elicit ideas. The ex-post evaluation of
the CRISP-IM is left for future study.

Keywords—CRISP-IM; idea generation; idea evaluation; idea
mining evaluation; dynamic topic modeling; CRISP-DM

I.  INTRODUCTION

Under the umbrella of data science, the study of extracting
value from data has advanced in complexity and size. Data
science is more frequently used and is often favored over data
mining these days [1]. According to [1], from a metaphorical
discourse point of view, if data mining is analogous to gold
mining, then data science is comparable with prospecting or
searching for profitable mining sites. In this paper, for
consistency reasons, data mining is used. Besides, the phrase
“data mining” is used in the Cross-Industry-Standard-Process
model for Data Mining (CRISP-DM) [2], which has been
widely accepted for the past two decades [1]. Data mining is
goal-orientated and more focused on processes, while data
science is data-oriented and more focused on the exploration of
values, including goal-driven values [1]. According to [1], the
CRISP-DM process model is developed from goal-oriented
perspectives, yet it is still applicable to data science projects.

The CRISP-DM is a generic data mining process model
that provides an overview of life cycles of data mining projects
[2]. CRISP-DM is popular both in the industry and academia
[3], and according to user polls and many surveys, it is
considered as the de facto standard for knowledge discovery
and data mining projects [1]. The benefits of using the CRISP-
DM are reduced cost and time, and minimized knowledge
requirements for data mining projects. Moreover, expediting
training, knowledge transfer, documentation, and capturing
best practices are also the benefits of using CRISP-DM [4]
(Chapman et al. 1999). More important, particularly for
researchers and practitioners, data mining can be used in
innovation endeavors [5]. Hence, CRISP-DM is useful for
innovative activities.

Digital innovation is the process in which new or
significantly changed artifacts are developed to be embodied in
or enabled by IT [6]. In the twenty-first century, data is a
goldmine with a potential for stimulating digital innovation.
For example, scholarly literature databases are increasingly
growing [7]. The accumulation of patent data could also be
used to discover innovative solutions, new ideas to existing
real-world problems [8]. Solving real-world problems could be
supported by generating ideas and stimulating innovation
through which economic development could be realized.
Economic development arises from people generating ideas
[7]. However, it is challenging to analyze large collections of
data manually and hence demands innovative ways to deal with
it. Another challenge, according to Stevens and Burley, is that
initial ideas are seldom commercialized, and it takes thousands
of new ideas for a single commercial success [9]. Also, [7]
argues that it is becoming harder and harder to elicit innovative
ideas. Therefore, it is valuable to have any means to generate
as many ideas as possible.

Thorleuchter et al. defined a novel and possibly valuable
idea as a text phrase comprising of domain-specific terms from
the context of technical language usage rather than everyday
language usage [10]. Moreover, a problem-solution pair could
also be considered to be an idea [11]. In this paper, “idea” is
referred to as: “text phrase(s), sentence(s) describing new and
useful information through expressing possible solution(s) to
current problems”. ldeas mining is used to generate ideas.
Thorleuchter et al. define idea mining as “the use of text mining
to automatically process unstructured text data for extracting
new and useful ideas” [10, p.7183]. According to a number of
authors, idea mining is introduced by Thorleuchter et al. [12 -
16]. Thorleuchter et al. applied the Euclidean distance measure,
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which is a distance-based similarity measuring algorithm, to
generate ideas [10].

However, distance-based algorithms, which is used to
measure the similarity between problem query and solutions
from textual datasets, are not the only available solutions to
idea mining. For example, deep learning [8], Information
Retrieval (IR) [17], topic modeling [18], bibliometric [19],
social network analysis [20], association rule mining [21], and
collaborative filtering algorithms [11] could also be used for
idea mining purposes. Therefore, in this paper, idea mining is
described as “the process of using text mining (e.g., topic
modeling) in general, and more specific techniques such as
machine learning techniques (e.g., deep learning, association
rule mining, collaborative filtering, etc.), social and network
theory (e.g., social network analysis), bibliometric, statistical
methods, and IR to generate useful and new ideas from
unstructured or semi-structured textual data. ”

In addition to distance-based algorithms and text mining
techniques presented in the previous paragraphs, trend-based
idea elicitation could be applied. Besides, trends relevant to
user-demanded products are applicable to generate ideas [22].
Yet, finding ideas from untraceable weak trends that could
yield a competitive advantage is like finding a needle in a
haystack [23]. Fortunately, machine learning techniques enable
the analysis of larger collections of datasets [24]. For example,
topic modeling, a type of unsupervised machine learning, can
be applied to identify hidden topics [25], and ideas [11]. Also,
a topic modeling technique, such as Latent Semantic Analysis
(LSA) is used to predict the relevance of ideas and provide
valuable insights [26]. According to [27], the elicitation and
analysis of trends can be helpful for decision-makers and
stakeholders in academia and the industry [27]. Similarly, the
elicitation of topics about emerging trends in science and
technology is crucial for making decisions [28]. Trend analysis
can be used for forecasting trends in technology [29]. Also,
forecasting trends in technological advancement could be used
to evaluate existing ideas collected or generated by incubators.

The interpretation of results from idea mining techniques
needs human intervention. An exemplary scenario from [23]
illustrates the relevance of human involvement in idea
generation and evaluation. A business analyst of a "digital
photography" company found an association between "digital
photography" and "mobile phone™ 20 years ago and ignored it.
The business analyst could have convinced his company’s
CEOs to introduce a brand new technology, a mobile with an
integrated camera. Mobile with an integrated camera is an idea
that the business analyst should have proposed, and he most
definitely regrets ignoring this idea today. Also, [30] argued
that the creative process of generating and evaluating ideas
should involve the use of machine learning and human
interpretation. Besides, ideas should be evaluated for relevance
using quality criteria perspectives such as technical, customer,
market, financial, and social. Moreover, each quality criteria
consist of concrete evaluation criteria, such as customer
perspectives, including novelty, necessity, usability, and
usefulness [31].

The use of standard process models for data mining
projects contributes to the success of projects. Especially when
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experienced data scientists do the first projects, then projects
will be efficiently, and reliability repeated [2]. Data mining
projects rely on standard models for the success of involved
people, especially with little time, limited options to
experiment with different approaches, and lower technical
skills [2]. Existing process models of idea mining mainly use a
handful of techniques, namely similarity measure, association
rules, and co-occurrence of terms analysis. Moreover, existing
process models for idea mining are depicted as simple
workflows and pictorial illustrations of processes. On the other
hand, the CRISP-DM process model is independent of data
mining technology and industry sectors [2]. As a result, it can
be adapted for a given scenario. For example, Asamoah and
Sharda applied design science research to adapt CRISP-DM for
processing social media data to elicit analytical insights in
healthcare [32]. Similarly, Spruit and Lytras aligned CRISP-
DM's process and design science cycle by linking phases from
the two methodologies [33]. CRISP-DM is widely accepted,
and it is the de facto standard in data analytics applications [1,
33, 34].

The purpose of this paper is to introduce a reusable process
model for idea generation based on CRISP-DM. This study
aims to identify relevant phases and corresponding activities by
designing and documenting a reusable process model for idea
generation using Dynamic Topic Modeling (DTM) and
subsequent processes. Therefore, in this study, an extension of
a more general task and goal-oriented adaptation of the data
mining process model based on CRISP-DM [2] for Idea
Mining (CRISP-IM) is proposed. The idea mining processes
and the detailed description of the activities could be adapted
by documenting each phase followed under CRISP-DM. Yet,
in this paper, the design science research approach is applied
for the rigor of the study, and to address the "why" and the
"how" questions for justifying the components of the proposed
artifact. Design science is a relevant artifact development
research approach used in information systems, computer
science, and engineering research projects [35]. The adapted
CRISP-IM model could be used for guiding idea generation in
innovation projects. The design of the CRISP-IM is
demonstrated using a running example of a data mining
process, DTM, and subsequent statistical methods for eliciting
ideas.

The dataset used, in this study, is a textual corpus of
scholarly articles about self-driving cars. Self-driving
technology was chosen since it is a hot research and
development topic, attracting many stakeholders. For example,
the use of a self-driving car has positive impacts on safety and
quality of life, fuel reductions, optimum driving, and crash
reductions. Also, with regards to urban planning, efficient
parking is a characteristic of self-driving vehicles [36].
However, there are growing concerns utilizing self-driving
technology such as ethical issues [37], transportation system,
affordability, safety, control, and liabilities [36], and the impact
of self-driving technologies on urban planning [37].

This paper is structured into six sections. The second
section presents related research, and the subsequent sections
include approaches used to adapt CRISP-DM, followed by a
description and demonstration of the resulting CRISP-IM, a
discussion of the result, and conclusions and future research.
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Il. RELATED RESEARCH

According to [1], CRISP-DM has been considered as the de
facto standard data mining process model for the past two
decades. Also, CRISP-DM s currently used in data science
applications. For example, the Data Science Trajectory (DST)
model proposed by [1], illustrated in Fig. 1, is backward
compatible with CRISP-DM and includes new activities that
are common in data science projects, namely the exploration of
data sources, goals, products, data values, results, and
narratives. Moreover, data acquisition, simulation, architecting,
and release are data management related activities. Among the
six exploration tasks, result exploration is the process of
relating results to business goals. The activities illustrated in
the DST model are proposed by [1] to serve as templates for
planning data science projects where project managers could
include or exclude activities in their workflows based on their
demands. Hence, Fig. 1 and the discussions in this chapter
illustrate the possibility of adapting CRISP-DM.

Product
Exploration

Fig. 1. The Data Science Trajectory (DTS) Map Containing Data Science
Exploratory Activities in the Outer Circle, CRISP-DM (Goal-Directed
Activities) in the Inner Circle, and Core Data Management Activities at the
Center [1, p.5].

[ s [ s |

In this section, the adaptation of CRSIP-DM in different
disciplines, and related research about process models for idea
mining, are presented.

A. Previous Research - Adapting CRISP-DM

The CRISP-DM is adapted in different contexts and
disciplines. The following list presents a list of adapted CRISP-
DMs.

Bioinformatics

1) CRISP-DM is adapted in Bioinformatics for capturing
the processes of computational and conventional
biological processes of microarray DNA data analysis
[38].

Software Engineering (Software Design)

2) Atzmueller and Roth-Berghofer extended CRISP-DM
by adding explanation dimensions. The explanation
dimensions identified are explanation goals (ontological
knowledge), kind of explanations (instance knowledge),
level of detail (pattern knowledge), and presentation
styles (context knowledge) [39].
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Cyber Forensic

3) Venter et al. adapted CRISP-DM in the cyber forensic
domain for Event Mining (CRISP-EM) to define
research gaps in evidence mining [40].

Data Mining Process Model

4) Martinez-Plumed et al. adapted CRISP-DM by
designing a more flexible and Context-aware Standard
Process for Data Mining — (CASP-DM), which inherits
flexibility and versatility from the CRISP-DM life cycle
and put more emphasis in that the sequence of phases is
not rigid: context changes may affect different tasks so
it should be possible to move to the appropriate phase
[41].

Healthcare

5) Based on design science research Asamoah and Sharda
adapted CRISP-DM for processing big and social
network data to generate analytical insights in
healthcare [32].

6) Catley et al. adapted CRISP-DM for Temporal Data
Mining (CRISP-TDM) by incorporating a multi-
dimensional time-series data of medical data streams
[42].

7) Adapting CRISP-DM for addressing data mining
problems in medicine (CRISP-MED-DM) [43].

8) Spruit and Lytras aligned the design science cycle and
CRISP-DM's knowledge discovery process by linking
phases from the two methodologies [33].

B. Previous Research about Idea Mining Models

An idea could be elicited from scholarly literature, patents,
reports, the Internet, documents [44], networks of experts [45],
social media [46], and crowdsourcing [47]. Furthermore, it is
possible to elicit creative ideas of product and service from
customers’ comments using forums [21].

Previous authors claim that idea mining is introduced by
Thorleuchter et al. [10] [12-16]. The idea mining introduced by
Thorleuchter et al. uses a text mining technique, a similarity
measure using Euclidian distance, to elicit ideas [10].
Similarly, Alksher et al. used similarity measures for the same
purpose [44]. However, other idea mining works use different
analytics methods. For example, social network analysis [20],
deep learning [8], bibliometric [19], topic modeling [18], and
IR [17] are used for idea mining.

In spite of the existence of idea mining techniques, the use
of standard processes models for idea mining is hardly
touched. Existing process models are merely simple flow
charts, Business Process Modeling Notations (BPMN) models,
or simple nonstandard process diagrams.

1) Simple workflows or simple diagrams as process
models: There are five research works presented below, which
uses workflows or simple process diagrams to capture idea
mining processes.

1) Thorleuchter et al. demonstrated that it is possible to
generate ideas using unsupervised machine learning
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technique, clustering, to generate ideas. Ideas are
generated by measuring the similarity between textual
data and problem query using distance metrics,
Euclidean distance measures, and finally, applying idea
mining measures using Jaccard’s coefficient [10]. The
process model is illustrated in Fig. 2.

Input new text Articulated problem description

Tokenization | | Tokenization |

Y Y

Term filtering | | Term filtering |

Y Y

Creating text patterns | | Creating text patterns |

Y Y

Creating termvectors | | Creating term vectors |

\‘( Euclidean distance measure /

¥ Y

| Idea mining measure |

v

| New and useful idea |

Fig. 2. Thorleuchter Et Al. Proposed a Process Model for Idea Generation
using Similarity Measuring Techniques [10, p.7183].

2) Itis possible to use the Apriori algorithm for association
rule mining by exploring co-occurrence of terms using:
key terms repository, associated terms repository, and
suggestive terms repository about customer complaint
data and online forum data to generate ideas as
problem-solution or product-service as an output, the
process model is illustrated in Fig. 3. [21].
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Text [ Pre-Processing [ Tdea Mm.mg Evaluation ™ Knowledge
Measure
| Idea Mining Process |
Create
Idea Mining Approach
Pattern g APP
Similarly Measurements Evaluation New Idea
Idea Mining Framework |

Fig. 4. Alksher etal. Idea Mining Process Model and Framework [44, p.89-
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[21, p.3].

3) Alksher et al. proposed an idea mining process and
framework, as illustrated in Fig. 4. The idea mining
uses similarity measures, Euclidean distance measure,
to measure the similarity between a term vector of
textual data and a new text provided by users [44].

4) Association rule mining and clustering using distance
similarity measures are used to generate new ideas, and
the process model is illustrated in Fig. 5 below [48].
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5) A set of co-occurring terms, arranged as problem-
solution pair is defined as ideas [11]. Liu et al. used
Part-Of-Speech (POS) tagging to detect ideas as
concepts, noun-phrases. Liu et al. used noun-phrases to
classify as a set of problem-solution pairs and added
relevance value to making it to triplets. The relevance
value is calculated using the idea frequency-inverse
document frequency score (phrase co-occurrence).
Finally, collaborative filtering is applied on triplets to
generate a ranked list of ideas. The process model is
illustrated in Fig. 6.

2) Business Process Modeling Notations: There is one
research work proposing a process model for idea mining
presented below.

1) Idea mining process model for generating ideas is
proposed using BPMN, see Fig. 7, where textual web
data is processed using text mining using Part-Of-
Speech tagging, and Natural Language Processing
(NLP) such as stemming and lemmatization [46].

dea generation research pratotyping marketing sales
development manufacturing diffusion

data generation N

Innovation Management

Edea clusters

Text mining
ompletel

user
participation

O

knowledge
management

Innovation Management

Fig. 7. Idea Mining Process Model Designed Following Business Process
Modeling Notation (BPMN) [46, p.3-4].

I11. APPROACHES FOLLOWED FOR ADAPTING CRISP-DM

It is possible to document the use cases, and activities
followed while using CRISP-DM to introduce the CRISP-IM
for facilitating reusability. Yet, the use of design science,
which is an approach used for designing artifacts in computer
science, information systems, and related disciplines [35],
motivates and justifies as to why the components of the
proposed CRISP-IM are relevant. The use of design science
also adds value to the rigor of the research. The CRISP-DM
for l1dea Mining (CRISP-IM) method is adapted after running a
DTM that is based on the (Latent Dirichlet Allocation) LDA
algorithm. The result of the DTM was also further used to
identify predictors and forecast trends using visualization of
time-series patterns, and prediction. The development of the
artifact, CRISP-1M, was done by following the design science
approach, as illustrated in [49].

A. Dynamic Topic Modeling and Subsequent Analysis

Dynamic Topic Modeling (DTM): Large collections of
unstructured textual datasets demand machine learning
techniques for analyzing and gaining interpretable insights
[24]. The DTM model by [50] is based on LDA. LDA is a
topic modeling technique designed to elicit hidden topics
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without temporal information [25]. However, the DTM
proposed by Blei and Lafferty could be used to identify topics
and their evolutions. Also, to represent topics using
multinomial distributions, it uses a state-space-model.
Furthermore, it uses Kalman filters vibrational approximation
and non-parametric wavelet regression to infer latent topic
approximations [50]. In this research, DTM was used to elicit
the evolution of topics about self-driving cars. The
implementation of the DTM used was written in Python, and
the subsequent analysis was done using Excel and RStudio.

Idea generation and evaluation: The interpretation of the
result needs human intervention. For example, the elicitation of
ideas is done by examining patterns, trends, and foresight
generated from the DTM and the subsequent statistical
processing, such as correlation and time series analysis using
regression. The use of terms association analysis can be used to
make strategic decisions to generate novel product idea
development [23]. Topic modeling techniques, such as LDA
group co-occurring terms together in respective topics [25].
Elicited topics are labeled with descriptive names, as suggested
and illustrated by [25, 51]. Besides, the creative process of
generating and evaluating ideas should involve experts and
machine learning [30].

B. Design Science Approach: Method for Designing CRISP-
IM
The design science approach, followed in this paper,
consists of six activities: the identification of problems,
objectives of the solution, design & development,
demonstration, evaluation, and communication [49].

1) Identification of the problem: Method for problem
identification is carried out using a literature review. Existing
research on idea generation and evaluation, in particular, the
use of DTM and succeeding statistical analysis is hard to find.
Furthermore, previous work regarding idea mining, in
particular, idea mining through the use of DTMs and
succeeding statistical analysis, overlooks the utilization of
standard models, such as CRISP-DM.

2) Obijectives of the solution: The objectives of the
artifacts are:

e To be able to follow the guidelines of CRISP-IM to
preprocess textual data and identify the best models for
topic modeling.

e To be able to follow the guidelines of CRISP-IM to
identify topics and their trends.

e To be able to follow the guidelines of CRISP-IM to
evaluate the quality of topics identified in terms of
interpretability for idea generation and to generate
ideas.

3) Design and development: Each phase of the CRISP-IM
is customized by mapping it with the DTM process carried out
to identify emerging trends in [52]. Additionally, the key
elements of the phases of the CRISP-IM are inspired by the
CRISP-DM [2] model. The detailed specification of
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components is identified using the DTM, and succeeding
statistical analysis processes followed.

The design and development of the CRISP-IM mainly
focus on documenting and facilitating the reusability of the
innovative process, idea generation. The introduced CRISP-IM
guides data analysts to identify trends and generate insightful
outputs to generate and evaluate ideas.

4) Demonstration: The running example is based on the
DTM and the succeeding statistical analysis to demonstrate
and motivate parts of the CRISP-IM. Also, the components of
each phase of CRISP-IM are motivated from previous
research work that involves data collection, preprocessing,
selecting the best machine learning model, generating topics,
identifying trends, and interpreting the work as presented in
[52].

5) Evaluation and communication: An empirical
evaluation of the CRISP-IM following the design science
research approach is left for future study. This paper is written
to communicate the result to academia and the industry.

IV. RESULT: ADAPTING CRISP-DM 10 CRISP-IM

In this section, the adapted CRISP-DM, CRISP-IM, is
presented. CRISP-DM to CRISP-IM mapping is illustrated in
Table | and Fig. 8. The phases of CRISP-IM are renamed with
more relevant and descriptive names, see Table I. Similarly,
Venter et al. labeled each phase to suit their process in cyber
forensic [40].

A. Phase 1: Technology Need Assessment

In this phase, a business needs assessment is done through
elicitation of business opportunities and challenges being
addressed. The inputs in this phase are needs from within a
company, and reports from previous idea mining. Also, the
identification of goals and success criteria, resources, cost-
benefit analysis, risks, and contingencies are carried out.

1) Motivation for including Phase 1
Why is this phase needed?

Business need assessment is a critical task in data mining
projects. Data analytics is used to unlock the hidden potential
of large datasets, referred here as idea mining, to produce
insights. Despite ever-growing research activities and the
resulting findings, it has become difficult to find innovative
ideas [7]. The inputs to business need assessment are needs
within the organization, goals, success criteria, resources, cost-
benefit analysis, and risk and contingencies [2].

How can the activities in this phase be done?

Business need assessment can be done through the use of
corporate foresight [23] and requirement elicitation. Topic
modeling also enables the identification of valuable insights
[26]. Forecasting improves creative performance as part of idea
generation [53]. Moreover, it is possible to use scientometric,
machine learning, and visual analytics to elicit trends and
temporal patterns [54].
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TABLE I. ADAPTING CRISP-DM FOR IDEA MINING, CRISP-IM

CRISP-DM CRISP-IM

Business Understanding Technology Need Assessment

Data Understanding Data Collection and Understanding

Data Preparation Data Preparation

Modeling Modeling for Idea Extraction
Evaluation Evaluation and Idea Extraction
Deployment Reporting Innovative Ideas

W |

Modeling for
Idea
Extraction

Data
Preparation

Data
Collection and
Understanding

Evaluation and
Idea Extraction

Reporting
Innovative
Ideas

Technology
Need
Assessment

Fig. 8. CRISP-DM for Idea Mining (CRISP-IM).

2) Demonstration: The goal of the running example [52]
is to identify emerging trends and patterns to elicit innovative
ideas. Hence, [52] identified what could be gained by
understanding the project.

The goals of the data mining by [52] are:

e To unlock the potential of ever-growing research
findings in academia

e To identify the emerging trends about self-driving cars
in academia

e To generate and evaluate ideas for innovation in self-
driving cars using scholarly literature as a data source

e To support idea evaluation and generation activities by
generating insightful trends

The data source chosen was Scopus, and tools and
computing resources used were:
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e Python, Excel, a PC with 8GB RAM, a 64 bit Windows
10 Operating System, and an Intel i7 CPU with 2.7
GHz

The analysis of cost-benefit, risk, and contingencies was
not done as the purpose of the work by [52] is academic
research.

B. Phase 2: Data Collection and Understanding

In this phase, data is collected after articulating a search
query to extract relevant datasets. Data cleaning activity in this
phase includes reformatting data into a structured dataset by
removing anomalies. Also, exploring and describing data,
identification of missing values, removing redundant
information, and checking data consistency are also carried out
in this phase. Phase 2 could also lead back to Phase 1 —
Technology Need Assessment when the data quality is not
good enough to extract valid information. For example, when
there is insufficient data, we can go back to Phase 1 and
include other data sources [2].

1) Motivation for including Phase 2
Why is this phase needed?

The most valid activities in this phase are collecting and
cleaning the initial data, exploring and describing the data, and
finally verifying data quality and adequacy. If the data is not of
good quality and is not adequate, go back to Phase 1 to identify
other data sources or repositories [2].

How can the activities in this phase be done?

Data can be extracted from the chosen data sources, such as
Scopus. Scopus has better coverage of journals [55] and
contains the latest and larger datasets of scholarly literature
than Web of Science [56]. Exploring and understanding data
can be carried out using a spreadsheet application [37, 57].

2) Demonstration: Scopus was used as a data source for
collecting the dataset. Therefore, a query was formulated to
extract the data. A total of 5425 documents were downloaded
in CSV format. The documents were retrieved in batches since
Scopus limits the maximum downloadable documents to 2000.
Removal of duplicates could also be done using reference
management software such as Mendeley [58], see Fig. 9. Data
understanding was done using Excel and Notepad. A
preliminary scanning of the dataset using Excel and Notepad
was done to verify data quality. A initial dataset was prepared
using Mendeley and Zotero.

C. Phase 3: Data Preparation - Preprocessing

In this phase, the inclusion of relevant data, cleaning of
data, generating derived attributes, merging, and formatting
data to make it suitable for modeling are performed.

1) Motivation for including Phase 3
Why is this phase needed?

The goal of this phase is to prepare data for modeling.
Therefore, the activities performed in this phase address quality
issues, identify and apply format for modeling, and clean the
data as suggested by [2].
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Fig. 9. Screenshot Illustrating how Duplicates are Managed using Mendeley.

How can the activities in this phase be done?

Effective text mining processes are predicated on suitable
and relevant preprocessing techniques, and preprocessing
techniques are applied to unstructured data to generate
structured data suitable for text mining models [59].

2) Demonstration: The dataset was preprocessed using
Python. The data cleaning activities listed above were done.
Preprocessing was aided by word clouds, visualization of term
frequency, and list of terms with corresponding frequencies to
update the stopword list, as illustrated in Fig. 10. Also, noisy
and irrelevant terms such as “IEEE”, “Copyright”, etcetra
were removed. After the tokenization of each document, the
lemmatization of terms was done to convert terms to their root
forms. Instead of lemmatization, stemming could also be
done, as illustrated in [37]. After tokenization, bigrams were
computed and added to the tokens list. Finally, the main inputs
for the DTM, corpus (bag of words representation), and
dictionary were generated. The dictionary representation of
the documents was readjusted to contain tokens that are
available in more than 100 documents or less than 95% of the
documents [52] to minimize the feature dimensionality
problem and to include most productive and interpretive data.
The combination possibilities and the scale of feature values
in text mining are usually greater than standard data mining
systems [59].
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Fig. 10. Word Frequency Visualization and List of Terms with
Corresponding Frequencies to Identify Irrelevantly and Misspelled Terms.

D. Phase 4: Modeling for Idea Extraction

In this phase, it is possible to do data analysis using tools
and techniques such as text mining, network analysis, statistical
analysis of linguistic features, etcetera. In this study, the chosen
technique is DTM and the succeeding statistical analysis. If the
model generated for the DTM is not of good quality, then it is
possible to go back to data preparation, Phase 3, if data need to
be reformatted to fit specific requirements by the chosen
technique.

1) Motivation for including Phase 4
Why is this phase needed?

In this phase, the most important task is selecting the best
model after identifying the data mining modeling technique,
building, and assessing it [2]. The quality of the result depends
on the quality of the model used.

How can the activities in this phase be done?

The inputs to the model generation process are the number
of topics, preprocessed text corpus, and dictionary. Perplexity
measures are used to determine the number of topics [37] or
coherence scores [60]. The best fit model could be generated
by comparing the semantic interpretability of models [62].

2) Demonstration: The DTM model, which is based on
LDA [50], was used to generate topics and their evolution
using a dataset about self-driving cars [52]. The DTM
proposed by [50], analyzes the evolution of topics in a specific
set of chosen datasets. The inputs, corpus, dictionary, and the
number of topics are compulsory inputs for running the
Python implementation, ldaseqmodel library®, of the DTM
algorithm, which was used in this research. In this phase,
models suitable for idea extraction from topic evolution are
selected.

! https://radimrehurek.com/gensim/models/Idaseqmodel.html
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1) Selecting the best model for idea extraction. In this
paper, DTM based on LDA is chosen. However, DTM
topic modeling techniques based on Latent Semantic
Analysis (LSA) or Non-negative Matrix Factorization
(NMF) could also be chosen based on the generated
quality of output, as illustrated in phase 5 by comparing
coherence score of these models. LDA-based topic
modeling is favored over other topic models such as
NMF, and NMF is overlooked [62]. O’callaghan et al.
used a coherence score, a technique to measure
semantic interpretability of topics, to compare models
[62].

e Determine the optimum number of topics - it is possible
to determine an optimum number of topics through
perplexity [37] or coherence scores [60].

2) Generating the DTM model

3) Generating the output — topics and their evolution
identified through visualization and interpretation of
results, including succeeding statistical analysis.

e After a preliminary review of terms under each topic, it
is possible to find inconsistencies such as the presence
of abbreviations or acronyms. Also, the quality of the
preprocessed data determines the quality of the model
and the result. The optimum number of topics identified
could also be affected by the quality of the input corpus.
As a result, it is also possible to find overlapping topics
despite your efforts in preprocessing and determining
the optimum topic number. So you might consider
going back to Phase 3 to preprocess accordingly. The
quality of the output could also be affected by the NLP,
preprocessing, the strategy you are following. For
example, if you are choosing either stemming or
lemmatization and get poor quality, you can go back to
Phase 3, then do a separate preprocessing to compare
both strategies.

E. Phase 5: Evaluation and Idea Extraction

1) The result of Phase 4 is evaluated against the goals of
DM listed in Phase 1, and if the result is not in line with the
goals of the project, then we need to go back to Phase 1 and
redo the whole process again to meet specified goals. The most
relevant activities in this phase are listed below.

1) Assessment of model performance
2) Labeling of topics
3) ldentifying trends and illustrations using visualizations

4) Prediction of trends through time series analysis when
enough time series data is available

5) Run correlation test on candidate terms in the time
series to elicit correlations

6) Elicit ideas and align assessment of data mining results
with goals and success criteria specified in Phase 1.

e Analyze the result for idea elicitation and evaluation
using business analysts and technical experts. In
addition, statistical indicators of significance are also
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used for making Go or No Go decision based on the
quality of the result. Furthermore, candidate ideas
generated as an output should be evaluated using
quality criteria.

o Based on the analysis of the result, it should be possible
to make decisions to determine if the result obtained is
of acceptable quality and proceed to the next phase by
analysts involved. If analysts are not convinced then we
need to determine what our next steps are, for example,
make an assessment if you need to re-clean the data, by
asking questions such as “Do we need to go back to
Phase 1?7, where we repeat the whole processes again
from Phase 1- Technology Need Assessment. In Phase
1, you will need to rearticulate goals and success
criteria and then continue to Data Collection and
Understanding.

2) Motivation for including Phase 5
Why is this phase needed?

Before generating reports or deploying generated models, it
is important to evaluate models [2]. Besides, idea extraction is
the main objective of the CRISP-IM model.

How can the activities in this phase be done?

Assessing the model — Calculation of the coherence score,
which measures the quality of topics in terms of coherence of
terms within topics, is used for assessing the quality of the
model [63].

Labeling of topics — The naming of generated topics with
descriptive names is not done by machines but by individuals
involved in the activity [25, 51].

Identifying trends and illustrations using visualizations
— Rohrbeck suggested the use of a mixture of people-centric
and bibliometric mechanisms to identify weak signals that have
potential [23], so it is possible not to miss every possible
indicator of trends. Furthermore, text mining techniques are
also used for the elicitation of foresight to predict and
anticipate the market future, from weak signals [61].

Predicting trends through time series analysis when
enough time series data is available — Insights and foresight
generated using text analytics, topic modeling, can be used to
elicit ideas [26]. Similarly, it is possible to elicit trends and
identify temporal patterns using machine learning,
scientometric, and visual analytics [54]. Furthermore, when
there is enough observation to run a time series prediction, then
it is possible to run forecasting of trends for a chosen topic. For
example, according to [64], if you have observations of at least
four, it is arguably advisable to use regression. Besides, [65]
suggest that at least 50 observations are required to use
advanced models such as Autoregressive Integrated Moving
Average (ARIMA) model for time-series predictions.

Running correlation tests on candidate terms -
Correlation is used to identify relationships or associations
between variables [66]. Rohrbeck suggested the identification
of association is valuable to identify potential product ideas
[23]. Statistical significance tests should be used to determine
the quality of post-processing using correlations, regressions,
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and time-series analysis results. Moreover, weak signals of
change in the evolution of trends of topics should not be
ignored.

Eliciting ideas and align assessment of data mining
results with goals and success criteria specified in Phase 1 —
Elicitation of ideas can be done by using topic modeling [26]
and using association of terms found in publications and
patents [23]. Evolving trends identified from topics can be as
inputs for decision making in research and real-world
technology [28]. Analysis of trends results in forecasting trends
in technology [29], forecasting while idea generation improves
idea evaluation [53].

Idea generation and evaluation activities should include the
use of criteria such as customer perspectives — with attributes
such as necessity, novelty, usefulness, usability, and other
perspectives such as technical, market, financial, and social
[31]. In addition to expert judgment to evaluate the quality and
acceptability of the result, it is possible to run statistical
significance tests on predictions [52].

3) Demonstration: Before labeling topics with descriptive
names, an overall assessment of the coherence of terms under
each topic was done. The calculation of the coherence score
was done based on the algorithm by [63], and the
implementation was based on the genism? python library.
Several numbers of topics were assigned to models to choose
a model with the highest coherence score, and the coherence
score was generated for each number of topics, as illustrated
in Fig. 11.

Labeling of topics was done by assigning descriptive names
to topics identified, as suggested in [25] and [51]. Besides,
thematic analysis of terms under each topic was done to label
topics following [67]. However, when acronyms and
abbreviations are present, labeling of topics is difficult [68].
Therefore, acronyms and abbreviations were interpreted after
identifying their interpretations accordingly. The elicitation of
trends was carried out using graphical illustrations of the result,
see Fig. 12, for illustration. The visualization of term
probabilities throughout the timeline enables the explanation
and interpretation of trends [69], see Fig. 12.
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The term “Smart,” for example, has an increasing trend as
illustrated in Topic 4B, Fig. 12, indicating that there is an
increasing interest in academia in the concept smart in relation
to terms such as road, traffic, communication, and so on. This
trend implies issues regarding smart cities are also gaining
attention in academia. On the other hand, Topic 2 shows that
pedestrian, collision, accident, and break have increasing
trends; also, safety is trending, implying that there is an
increased demand for control and safety of self-driving cars.
Innovative ideas related to these trends are likely to have a
higher relevance. Finally, if there is enough observation of time
series data, then it is possible to run a time series analysis for
forecasting and to extract valuable insights.

Thematic analysis and visualization were used to elicit and
interpret trends. Identified trends can be used to extrapolate and
generate ideas and reports. Generated ideas can be used for
evaluating the relevance and timeliness of ideas being
commercialized by incubators, innovators, and R&Ds. The
thematic analysis of evolving topics was done to analyze, elicit
trends, and report patterns and themes [67]. It is possible to
identify the correlation of terms using scatterplots of a chosen
topic, as presented in [52], and it is illustrated in Fig. 13. Also,
it is possible to generate innovative product ideas from
associated terms [23].
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Fig. 13. Illustration of Correlation between Lidar and Radar on the Top and
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In the demonstration [52], there are ten observations, which
is a ten years’ period. Since the number of observations is ten
years’ period, it is not advisable to run advanced time series
analysis like ARIMA model [65], hence simple regression
analysis for time series prediction, as suggested by [64], was
done. For the illustration of prediction using regression, see
Fig. 14.
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Finally, identified innovative lists of ideas and research
agendas were documented [52]

F. Phase 6: Reporting Innovative Ideas

In this last phase, analysis and interpretation of generated
ideas and information from the result are reported. The main
tasks suggested in this phase are reporting results, documenting
best practices, and deployment planning. If the model
generated in Phase 5 is of high quality, and if the task, idea
generation, is done frequently, then it could be integrated with
existing applications, and finally, maintenance and monitoring
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could be done if the model is integrated with existing
applications.

1) Motivatioan for including Phase 6
Why is this phase needed?

The model alone is not the end product of data mining
projects, and hence knowledge elicited need to be articulated
and presented in a reusable way so that it can be used by
customers for the future. Planning deployment, maintenance,
and monitoring, producing, and reviewing final reports are
activities in the last phase suggested in CRISP-DM [2].

How can the activities in this phase be done?

In this phase, generating reports is done and documenting
actions that need to be done to make use of the created models
so that it can be reused [2]. The documentation of innovative
ideas and best practices can be done using project management
tools and word processing applications.

2) Demonstration: The reporting of the results is done
through textual interpretation and explanation through the
visualization of topic evolution. Additionally, lessons learned,
implementation codes, use cases, insights leading to quest
further, and best practices are documented for future analysis.
Finally, ideas for research and commercialization are
documented and reported [52].

V. DISCUSSIONS

This paper aims to build a set of guidelines for processing
scholarly articles to generate and evaluate ideas using machine
learning. In addition to machine learning, idea generation can
be done using a network of experts [45], social media and
online forums [21, 46], crowdsourcing [47], and innovation
contests [70-71]. Ideas generated through machine learning can
be used as an input in the front end of innovation activities and
could ultimately be commercialized. For example, according to
[72], an idea “gluten-free-beer” generated from a machine
learning extracted from online forums was used by Lakefront
Brewery Inc. to introduce the first gluten-free beer. Thus, idea
generation activities are beneficial to companies. Idea mining
unlocks potential marketing possibilities for organizations. On
the other hand, the activities of idea generation, idea mining,
can benefit from and following standard process models.
Typically, CRISP-DM facilitates reusability, learning,
knowledge transfers, cost and time reduction, and
documentation [2].

In this paper, CRISP-DM is adapted to capture the
processes of DTM for idea mining process, CRISP-IM, by
using a dataset of self-driving cars. Similarly, CRISP-DM is
adapted in different research domains such as cyber forensic
for Event Mining (EM) as CRISP-EM [40], healthcare for
processing big social network data [32], and other contexts as
illustrated in Sections 2 and 3. Also, standard process models
enable people with lower technical skills to easily follow and
carry out sophisticated data mining tasks [2]. Likewise,
CRISP-IM facilitates the reuse of best practices and expedites
successful idea mining tasks. The result of this study could be
used as a guideline for processing scientific literature, patents,
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and any textual information with a temporal variable, for
evaluating and eliciting ideas through the analysis of trends.

CRISP-DM does not deal with tasks related to project
organization, management, and quality issues [3]. However,
the adapted CRISP-IM is designed to facilitate reusability with
minimal knowledge requirements, documenting best practices,
and research contribution purposes. Therefore, the proposed
model does not focus on project planning and organization,
similar to other adapted models, for example [40].

VI. CONCLUSIONS AND FUTURE RESEARCH

The growth of research findings has become exponential,
and user-generated textual data is growing at an unprecedented
pace while it is hard to find innovative ideas. It is possible to
unlock the potential of digital data sources such as patents,
social media, crowdsources, and etcetera by applying machine
learning. For example, it is possible to identify research
agendas and innovative ideas by analyzing research findings.
The primary purpose of this research is to facilitate idea
generation by simplifying idea mining and unlocking the
untapped potential of growing unstructured or semi-structured
textual data. To facilitate reusability, knowledge management,
ease of learning, are the benefits of using standard process
models. The proposed CRISP-IM adds values to the front-end
of the innovation processes by streamlining the elicitation of
innovative ideas.

Idea mining in this paper was used to demonstrate the
process of conducting exploratory data analytics, and machine
learning (unsupervised learning) on scholarly articles to elicit
new ideas. It is also possible to generate ideas using a variety
of other techniques. For example, to generate ideas, the
following algorithms and methods could be used: Euclidean
distance measure, deep learning, IR, topic modeling,
bibliometric, social network analysis, association rule mining,
statistical analysis, and collaborative filtering algorithms. Idea
mining could be conducted to extract valuable and new
information from mainly unstructured textual data. Text
mining is the main technique used in idea mining activities,
which involves IR and most data mining tasks such as
association rule mining, similarity measuring techniques, and
topic modeling. Text mining a field of study within computer
science that uses techniques of data mining, IR, machine
learning, NLP, and knowledge management [59]. Therefore, it
is possible to undertake idea mining through the use of
techniques of text mining, social network analysis, and
bibliometric. Therefore, idea mining activities involve text
mining, bibliometrics, statistics, and social network analysis.

Future studies should address the limitation of this study,
ex-post evaluation, and extend this study by including other
techniques and data sources for idea mining. Future studies
could evaluate the applicability of CRISP-IM in different
contexts. Finally, it is suggested to extend the CRISP-IM to
include other types of DTMs such as Dynamic LSI, and
Dynamic NMF.
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Abstract—In order to detect and track pedestrians in complex
indoor backgrounds, a pedestrian detection and tracking method
for indoor robots equipped with Laser radar is proposed. Firstly,
The SLAM (Simultaneous Location and Mapping) technology is
applied to obtain 2D grid map for a strange environment; then,
Monte Carlo localization is employed to obtain the posterior pose
of the robot in the map; then, an improved likelihood field
background subtraction algorithm is proposed to extract the
interesting foreground in changeable environment; then, the
hierarchical clustering algorithm combining with an improved
leg model is proposed to detect the objective pedestrian; at last,
an improved tracking intensity formula is designed to track and
follow the objective pedestrian. Experimental results in some
complex environments show that our method can effectively
reduce the impact of confusing scenarios which are challenges for
other algorithms, such as the motion of the chair, the suddenly
passing by person and when the objective pedestrian close to the
wall and so on, and can detect, track and follow pedestrians in
real time with high accuracy.

Keywords—Laser radar; likelihood field model; pedestrian
detection; pedestrian tracking; simultaneous location and mapping

I.  INTRODUCTION

Under the fast development of artificial intelligence, the
research and application of intelligent service robot attracts
more and more scholars and researcher’s attention, and the
application fields of robots cover all aspects of human life,
such as restaurant service, Home-based services, shopping
guide, accompanying dance and so on [1]. The main work of
these robots is to interact with people, so the detection, tracking
and avoidance of pedestrians are particularly important.

At present, pedestrian detection and tracking methods
mainly depend on ordinary camera [2-3], infrared camera [4-7],
laser radar and so on. Because the ordinary camera based
method are easy to be affected by light, field size, shooting
angle and so on, so these kinds of method are only suitable for
the application scene with stable lighting and relatively fixed
shooting position. The infrared camera based method can be
employed in large workplace and is not affected by visible
light and these methods can work normally even in dark
environment. However, due to the technical limitation, many
drawbacks exist , such as low signal-to-noise ratio, low
contrast, low resolution, and the cost is high. Because the laser
radar based methods have the advantage of high precision and
low cost and is not affected by illumination changes, it is
widely used. For the consideration of performance and price,
2D laser radar is always suitable. However, two-dimensional

plane information does not include the depth of the image and
what’s more, the longer the detection distance, the lower the
resolution. Authors in [8-9] proposed 14 features of human leg,
and used AdaBoost strong classifier to detect pedestrians.
Authors in [10-11] proposed improved convolutional neural
network to classify wheelchairs and human legs. However, in
complex background, due to the lack of two-dimensional
information, the classifier would output wrong results, such as
the chair leg near the corner would be misjudged as a human
leg. In order to reduce the interference of complex background,
[12] proposed a background subtraction method, which reduces
the interference of background in fixed laser radar and fixed
scene, but can’t be applied to mobile robot. Author in [13]
firstly generate the local grid map in the environment, then
match and align the grid map of the front and back frames to
get the undetermined foreground. At the same time, assuming
that the human leg corresponds to the minimum value of the
laser radar distance histogram, the final foreground can be
obtained by the operation of the laser radar distance histogram
of the undetermined foreground and the laser radar distance
histogram of the human lag. This method can be well applied
in the relatively open environment such as corridor, but it can’t
deal with the situation that pedestrian is still and environment
is complex.

In order to solve the problem of background interference in
pedestrian detection and tracking, this paper propose a newly
methad, first, the environment map is constructed, and then the
likelihood domain model is used to segment the foreground
from the background; at last, the improved Kalman filter is
used to track and follow the pedestrian in the complex
background.

Il. FLOWCHART OF OUR METHOD

As shown in Fig. 1, after the SLAM technology is applied
to construct the environment map, the Monte Carlo localization
is applied to determine the location of the robot in the map.
Then, the foreground is extracted by likely likelihood domain
model, the data cluster technology is employed to generate the
steady background, which would enhance the accuracy of the
foreground extraction. Then the foreground is judged whether
the objective pedestrian exist, if the objective pedestrian is
localized, then the robot will follow the pedestrian
automatically. Otherwise, the robot will standstill or cruise
randomly and waiting for the result of the next frame.
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Fig. 1. The Flowchart of the Method.

I1l. LIKELIHOOD FIELD BACKGROUND DIFFERENCE

A. The Map Construction

The SLAM technology of mobile robot is first proposed by
R.Smith, M.Self and P.Cheeseman [14], which locate the
robot’s pose when the robot move in an unknown environment,
and then build a map according to the robot’s pose, so as to
achieve the purpose of Self-orientation and mapping at the
same time. Grisetti G et al. [15] improved the traditional
SLAM by rao-blackwellized particle filter, and proposed
adaptive sampling to reduce particle loss, forming the current
GMapping algorithm. GMapping is used to build environment
map, because the method has the advantages of low
requirement for the performance of the laser radar, low
calculation consumption and high accuracy of the mapping.

Fig. 2 is the grid map of the experimental scene using our
own device and GMapping technology. In the figure, the white
part indicates that the robot can move in these areas; the black
part indicates that the robot cannot move in these areas; the
gray part means area still not be detected; numbers represent
the position of where to operate background difference
experiment.

Fig. 2. The Grid Map of the Experimental Scene.

Vol. 11, No. 6, 2020

B. Monte Carlo Localization

Monte Carlo localization [16] is an algorithm which can be
used to determine the position and direction for a robot in the
grid map using odometer information and laser radar data. The
algorithm first initializes a particle swarm in normal
distribution using to standard mean and variance, then updates
the pose of all particles in the particle swarm by the odometer
data and the motion model, then obtains the importance weight
of the particles by calculating the correspondence between the
laser radar data and the map under the corresponding pose, and
finally the maximum possibility rule is applied to resample the
particle swarm, and the pose with the largest weight is treated
as a posteriori pose. What’s more, the random particles are
usually added into the resampling step to recover the robot
from global positioning failure and local optimal solution.

C. Likelihood Field Model

The likelihood field model is first applied to eliminate the
uncertainty of the signal obtained by various sensors, the
possibility of the value of signal intensity obtained by various
sensors is employed to determine the final value of the signal,
doing so, the output of the sensor would be more robust to the
influence of the noise and the fluctuation of the environmental
factors such as voltage, temperate, humidity and so on. In this
paper, the likelihood field model is used to obtain a steady
background, then under the circumstance that a constructed
grid map and the position and direction of the robot is
determined, the foreground can be extracted accurately.

The likelihood field model can be represented by a

conditional probability distribution p(Zt | X, ,m):

P %.m= ] pea' 1.m)

()

Where, Z js the measurement value at time U ,
_ T

x=(xy o) is the pose of the robot, and M is the

environmental map. Suppose that K measurement points are
available for the data obtained by the laser radar sensor, and

each measurement value obey noise independent distribution.
k

Where, k is the number of the measurement point and Z is

the measurement value of the k-th measurement point at time
t

But traditional likelihood field model do not consider the
influence of the noise and the uncertainty of the environment in
the construction of the background, to solve this problem,
improved likelihood field model is proposed:

k —
p(zt | Xt ’m) = Zyjit Pt + Zrand prand +poriginal

@
P (2 X m)=¢,  (dist) ©
1
prand (Ztk | Xt ’m)= Z_
max @)
34|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Where, Porigina represents the original likelihood value, it

can be calculated using formula (1). Prit is the likelihood value

affected by noise, dist js the Euclidean distance between the
coordinate and the nearest obstacle on map M . It is considered

that Prit obeys the Gaussian distribution with the mean equal

to 0 and variance equal to 1. Prang is the likelihood value
affected by objects randomly showing up. It is considered that
the likelihood of obstacles detected by the measurement points

obey an average distribution, which Zinax is the maximum
measurement distance. Based on the above two considerations,
the likelihood of the objects detected in the map by the
corresponding sensor, and Zhit , Zrand s the weight,
respectively. Fig. 3 shows the relationship between likelihood
and dist.

The value of likelihood represents the possibility of a
surrounding point of the measurement point is a background,

and it is related to the shortest distance dist from the
measurement point to the obstacle in the map. In this paper, a

k
fixed threshold value theta _ pk is set. For each p(Zt | X ,m) ,
when it is bigger than the threshold value, the scanned region is
the background. When the calculated likelihood value is
smaller than the threshold, it is considered that the scanned

d theta _ pk

region include foregroun equal to 0.5, and the

dist equal to 0.12 in our experiment.

lek B X N cos@d -sind Xk,sens
yzk B y sin@

COS@ yk,sens
) COS (0 + 6 o)
+z; |
SIN(6+ 6 o) -
0.6 1
. occ_dist: 0.12m
0.5 1

POOYISAT]

o
[N}

OI 1 1 L 1 ! 1 1 !

0O 02 04 06 08 1 12 14 16 1.8
dist(m)

Fig. 3. The Relationship between Likelihood and Dist.
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When the coordinates for each measurement point are
obtained, the transformation for the world coordinate into the

T
robot coordinate is needed. Where (eoms Vi) represents the
position of laser radar sensor in robot coordinate system and

ksens js the angle of the measurement point.

IVV. PEDESTRIAN DETECTION AND TRACKING

A. Data Clustering

After obtained the foreground information taken from laser
radar data, the clustering operation is then followed, the
foreground is then classified into several class, and then is used
to recognize. The state-of-the-art algorithms can be departed
into three classes, they are hierarchical clustering algorithm, K-
means clustering algorithm and DBSCAN clustering algorithm
[13]. K-means clustering algorithm needs to know the number
of clusters in advance, which is not suitable for the situation of
unknown pedestrian and environment. DBSCAN is a density-
based algorithm, which calculate the number of elements in a
circle with a certain radius. As long as the number of elements
exceeds the preset threshold, these elements in the circle are
regarded as a class. The effect of DBSCAN algorithm depends
on the radius of circle and the number of elements, and the
calculation is huge. The hierarchical clustering algorithm first
treats each data to be processed as a class, calculates the
distance between classes, then compares the distance between
adjacent classes, and merge points whose distance is less than
the preset threshold value into a class.

The hierarchical clustering algorithm is selected in this
paper, which does not need to specify the number of clustering
results and has few restrictions. In traditional hierarchical
clustering algorithm, the singular value would negatively affect
the clustering results. To solve this problem, the laser radar
foreground data is preprocessed firstly, directly removes the
singular points which is far from the laser radar, and then
conducts hierarchical clustering.

B. Pedestrian Detection

Although there are many extracted features related to
human legs, [8] pointed out that only a few features will
occupy a relatively large weight in the final trained AdaBoost
detector, and most of the other features will have less weight.
Adding these features may lead to over fitting.

On the basis of [8], the leg model is designed and can be
seen in Fig. 4, in which two side points represent the cluster of
each leg and center point represent the location of the
pedestrian. D, represents the distance between the head and

tail elements of the corresponding cluster, and L, represents

the total length of the corresponding cluster. Finally, the
detector gives the middle position of the pedestrian leg model
as the pedestrian coordinate. The specific process of the
pedestrian detector is shown in Fig. 5.

D1

-— . W S
ku\ Legl ® ‘/‘f e N . /
e location T, , «*
Ll I3
Fig. 4. The Leg Model used in our Paper.
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calculation Ly
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calculate curvature curve[k]
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candidate cluster
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Yes
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!
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end

Fig.5. The Flowchart of Pedestrian Detection.

C. Pedestrian Tracking

In order to solve the problem of one of leg is occluded
temporarily, the pedestrian tracking algorithm as mentioned in
[17-18] is applied, and rectified the tracking intensity formula.

cf, , +log, (cfi,), cfd=0
cf, =1cf,_, —1.5%, cfi =0,hide=0

cf,_, —log, ;(cfd,), cfi=0,hide=1 o

When a pedestrian suddenly lose in a scene, the history
tracking information is used to judge whether the losing is
caused by one of leg is occluded, if yes, the pedestrian is just
occluded temporarily. In the actual experiment, it is found that
the improved algorithm can effectively track multiple
pedestrians, and robust in circumstances such as a pedestrian
suddenly break in or leave or be occluded.

D. Automatically Following

The pedestrian is followed within 30cm in front of the
robot as the following target until the tracking strength of the
corresponding tracker is reduced to a certain extent or the
following is given up artificially. After obtain the global

coordinate of the objective pedestrian (xp,yp) and the robot

Vol. 11, No. 6, 2020

coordinate (Xf’yf), the next robot posture (Xg’ Yor yawg) is
determined by direction of the line between the robot and the
pedestrian, then the posture is sent to ROS (Robot Operating
System) platform, and using the navigation function to
complete the automatically following.

drp = sqrt((xp —X, )2 +(y, - yr)z)
drt=drp—-0.2
X, =X, +drt*((xp - xr)/drp)

yg =y, +d|’t*((yp - yr)/dl’p) @

yaw, =arctan (( Yo=Y ) , (Xp —X )) ®)

V. EXPERIMENTAL RESULTS AND ANALYSIS

The platform used in our experiment as can be seen in
Fig. 6, is a wheel robot, which equipped with a Flash Lidar F4
laser radar which the scanning angle is 360, the angle
resolution is 0.5 and the frame rate is 10FPS, two wheels with
distance encoder, an industrial computer with Intel i7-3610 and
using C++ in ROS to realize the algorithm.

Fig. 6. Experimental Platform.

A. The Experiment of Likelihood Field Background difference

The experimental results are shown in Fig. 7. When the
robot is in the three locations as shown in Fig. 2. The black
outline in the figure is the original obstacle of the map, the
white fine points on the obstacle are the laser radar background
data separated from the likelihood field, the points with thick
white and black edges are the laser radar foreground data
extracted from the likelihood field method, the black circle in
the middle is the location of the robot, and it can be seen that
the location of the objective pedestrian can be figured out in
each image.

Using the method in [19], when the region detected by laser
radar close to the obstacle in background, they would be
treated as a background. Only when the region is far away
from the background, they would be regarded as a foreground.
But in Fig. 7, which applies our method, the foreground and
the background can be classified correctly.
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B. The Anti Interference Experiment

The method of [20] is used to pedestrian detection
experiment. Compared the method with likelihood field
background difference and the original method, it can be seen
that our method can require better results in complex
environments. Fig. 9 shows the experimental results, in which
(a) is the actual scene, (b) is the result of our method (ours) and
(c) is the result of original method (original).

Three scenes are used to test the algorithm, Fig. 8(al) and
Fig. 8(a3) is the circumstance that the pedestrian would easily
be mistreated as background, Fig. 8(a2) is the circumstance
that the leg of the chair would be mistreated as pedestrian. it
can be seen in Fig. 8(b1), Fig. 8(b2), Fig. 8(b3), using original
method, three wrong judgments are received in these three
scenes. When using our method, we can receive the correct
pedestrian detection results, in Fig. 8(cl) and Fig. 8(c3), the
accurate location of the pedestrian is detected, and in Fig. 8(c2),
the leg of the chair is not mistreated as pedestrian.

Experimental results show that after using likelihood field
background difference, background and foreground can be
classified correctly in complex environment, so as to reduce
the interference of the complex environment to pedestrian
detection.

C. The Experiment of Pedestrian Detection

The pedestrian experiments are done in two locations and
with two different detection distances (50cm or 50-100cm).
The experimental results can be seen in Fig. 9. The method can
always detect the pedestrian in different locations and distances,
which demonstrate the practicability of our method.

Vol. 11, No. 6, 2020
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D. The Experiment of Pedestrian Tracking and Following

Our method is then used to pedestrian tracking and
following, the experimental result can be seen in Fig. 10.

As shown in Fig. 10, black Pentagram and black circle
represents the start and end points of the path of particle of the
robot and the target pedestrian. The black thick line between
the start point and the end point is the trajectory of the robot,

and the white thick line is the trajectory of the target pedestrian.

In order to test the stability of the proposed detection algorithm
and tracking algorithm, a non-target pedestrian showed up, first
move parallel to the target pedestrian, and finally surpass the
target pedestrian and run counter to the target pedestrian. The
track of non-target pedestrian is marked by white arrow, and
the intermittent gray thick line represents the track of non-
target pedestrian.

It can be seen that the trajectory of the robot and the target
pedestrian basically coincides, and the emergence of non-target
pedestrian does not affect the robot's follow-up to the target
pedestrian. Therefore, the follow-up strategy in this paper can
enable the robot to eliminate interference and track the target
pedestrian continuously and stably.

»non objective person

Fig. 10. The Result of Pedestrian Tracking and Following.

VI. CONCLUSION

This paper proposes a pedestrian detection, tracking and
following algorithm in complex environment using a mobile
robot with laser radar. The algorithm firstly maps the
environment and then extracts the foreground data by the
likelihood domain model to reduce the interference of complex
background, the hierarchical clustering algorithm is used to
cluster the foreground data, and then the improved Kalman
tracking algorithm is used to effectively track the multi
pedestrians. Finally, the automatic tracking strategy proposed
in this paper is used to effectively follow the target pedestrians
in the known map environment. Experiment result shows that
the whole system has high real-time performance and is not
interfered by complex background, and has certain practical
value. The future work would focus on the combination of the
laser radar and machine vision.
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Abstract—Dynamic routing protocols are one of the fastest
growing routing protocols in networking technologies because of
their characteristics such as high throughput, flexibility, low
overhead, scalability, easy configuration, bandwidth, and CPU
utilization. Albeit convergence time is a critical problem in any of
these routing protocols. Convergence time describes summary of
the updated, complete, and accurate information of the network.
Several studies have investigated EIGRP and OSPF on the
internet; however, only a few of these studies have considered
link failure and addition of new links using different network
scenarios. This research contributes to this area. This
comparative study uses a network simulator GNS3 to simulate
different network topologies. The results are validated using
Cisco hardware equipment in the laboratory. The network
topology implemented in this research are star and mesh
topology. The results are validated using Cisco hardware
equipment in the laboratory. Wireshark is effectively used in
capturing and analyzing the packets in the networks. This helps
in monitoring accurate time response for the various packets.
The results obtained from Wireshark suggest the EIGRP has a
higher performance in terms of convergence duration with a link
failure or new link added to the network than the OSPF routing
protocol. Following this study EIGRP is recommended for most
heterogeneous network implementations over OSPF routing
protocol.

Keywords—OSPF (Open Shortest Path First); EIGRP
(Enhanced Interior Gateway Routing Protocol); routing; protocol;
network; convergence; topology; routers; packets; Wireshark

I.  INTRODUCTION

Computer networking is now a fundamental part of life,
especially the use of the internet. As new technologies
emerge, the demand for wireless mobile computing is growing
fast, thus the need for efficient routing protocols [1]. These
protocols define the mechanism by which routers acquire
information about the performance of the network topology,
verify and identify the optimal route that a packet will take to
arrive at its destination. Hence, routing algorithms are crucial
because they select the best path for communication in a
heterogeneous network. Routing is the entire process of
selecting the optimal route for the transmission of data packets
