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Efficient GPU Implementation of Multiple-Precision Addition based on Residue Arithmetic

Konstantin Isupov¹
Department of Electronic Computing Machines
Vyatka State University
Kirov, Russia 610000

Vladimir Knyazkov²
Research Institute of Fundamental and Applied Studies
Penza State University
Penza, Russia 440026

Abstract—In this work, the residue number system (RNS) is applied for efficient addition of multiple-precision integers using graphics processing units (GPUs) that support the Compute Unified Device Architecture (CUDA) platform. The RNS allows calculations with the digits of a multiple-precision number to be performed in an element-wise fashion, without the overhead of communication between them, which is especially useful for massively parallel architectures such as the GPU architecture. The paper discusses two multiple-precision integer algorithms. The first algorithm relies on if-else statements to test the signs of the operands. In turn, the second algorithm uses radix complement RNS arithmetic to handle negative numbers. While the first algorithm is more straightforward, the second one avoids branch divergence among threads that concurrently compute different elements of a multiple-precision array. As a result, the second algorithm shows significantly better performance compared to the first algorithm. Both algorithms running on an NVIDIA RTX 2080 Ti GPU are faster than the multi-core GNU MP implementation running on an Intel Xeon 4100 processor.

Keywords—Multiple-precision algorithm; integer arithmetic; residue number system; GPU; CUDA

I. INTRODUCTION

Multiple-precision integer arithmetic, which provides operations with numbers that consist of more than 32 or 64 bits, is an important and often indispensable method for solving scientific and engineering problems that are difficult to solve using the standard numerical precision. The most notable application of multiple-precision integer arithmetic is cryptography, where the level of security depends on the length of the keys [1], [2]. Multiple precision is also required in computer algebra (symbolic computation) systems, which operate with mathematical expressions instead of fixed-precision integer and floating-point numbers [3]. The intermediate data produced during a computation may be very large, and multiple-precision arithmetic is required to prevent overflow. Another problem requiring computations with very large integers and of practical interest in polymer physics is counting Hamiltonian cycles on two- and three-dimensional lattices, triangular grid graph, and other structures [4]. Multiple-precision arithmetic is becoming more and more in demand as the scale of computations increases.

There are several approaches for implementing multiple-precision arithmetic. One of them is special software libraries that emulate operations with large numbers using standard fixed-precision operations. Some of the well-known libraries for central processors (CPUs) include the GNU MP Bignum Library (GMP) [5], the Library for doing Number Theory (NTL) [6], and the Fast Library for Number Theory (FLINT) [7]. There are also works devoted to the implementation of integer arithmetic operations with arbitrary/multiple precision on GPUs [8], [9], [10], [11], [12].

A higher level of arithmetic precision is also supported in a number of programming languages, e.g., Python (the built-in int type), Ruby (the built-in Bignum type), Perl (Math::BigInt), Java (the BigInteger class), Haskell (the Integer datatype), and C# (BigInteger). Another actual approach is to develop hardware accelerators that support integer and floating-point computations with multiple precision [13], [14], [15].

Previous research in [8], [9], [13], and [15] use the traditional way of representing multiple-precision numbers, according to which a number is represented as an array of weighted digits in some base, and the digits themselves are machine-precision numbers [16]. The need for carry propagation under this number representation is one of the main bottlenecks in efficient multiple-precision algorithms.

This paper deals with another type of multiple-precision arithmetic, which is based on the residue number system (RNS) [17], [18]. In the RNS, a number is represented by its residues relative to a set of moduli. The moduli are mutually independent, so multiple-precision integer operations such as addition, subtraction, and multiplication are replaced by groups of reduced-precision operations with residues performed in an element-wise fashion and without the overhead of manipulating carry information between the residues.

Recently, a new software library has been developed for efficient residue number system computations on CPU and GPU architectures. The library is called GRNS and is freely available for download at https://github.com/kisupov/grns. GRNS is designed for arbitrary moduli sets with large dynamic ranges that far exceed the usual word length of computers, up to several thousand bits. In addition to a number of optimized non-modular RNS operations such as magnitude comparison and division, GRNS implements multiple-precision integer arithmetic. This paper considers two multiple-precision addition algorithms implemented in GRNS. Along with multiplication, addition and subtraction is key operations for many computational algorithms, e.g., fast Fourier transform. Multiple-precision addition is usually considered to be faster and easier than multiplication. However, in the case of RNS, signed addition is more difficult than multiplication as it requires determining the sign of the result, which is a time-consuming task.
operation for RNS.

Both of our multiple-precision addition algorithms use an interval floating-point evaluation technique for efficient RNS sign determination [19]. However, the first algorithm relies on if-else statements to test the signs of the operands, while the second one uses the radix complement RNS notation for negative numbers. It is shown that the second algorithm is better suited for implementation on massively parallel GPU architectures than the first algorithm.

The rest of this paper is organized as follows. Section II provides the background on RNS arithmetic. Section III describes the RNS-based format of multiple-precision integer numbers. Multiple-precision addition algorithms are presented in Section IV. Performance comparison results are given in Section V, and Section VI concludes the paper.

II. BACKGROUND ON RNS ARITHMETIC

An RNS is specified by a set of \( n \) pairwise prime moduli \( \{m_0, m_1, \ldots, m_{n-1}\} \). The dynamic range of the RNS is \( M = m_0 \cdot m_1 \cdots m_{n-1} \). The mapping of an integer \( X \) into the RNS is defined to be the \( n \)-tuple \( (x_0, x_1, \ldots, x_{n-1}) \), where \( x_i = \lfloor X/m_i \rfloor \) is the smallest non-negative remainder when \( X \) is divided by \( m_i \), that is, \( x_i = X \mod m_i \). Within the RNS there is a unique representation of all integers in the range from 0 to \( M - 1 \). Namely, the Chinese Remainder Theorem (CRT) states that [18]

\[
[X]_M = \sum_{i=0}^{n-1} M_i [x_i w_i]_{m_i},
\]

where \( M_i = M/m_i \), and \( w_i = \lfloor M_i^{-1} \rfloor_{m_i} \) is the modulo \( m_i \) multiplicative inverse of \( M_i \).

Since the RNS moduli are independent of each other, arithmetic operations such as addition, subtraction, and multiplication can be computed efficiently. If \( X, Y, \) and \( Z \) have RNS representations given by \( (x_0, x_1, \ldots, x_{n-1}), (y_0, y_1, \ldots, y_{n-1}), (z_0, z_1, \ldots, z_{n-1}) \), then denoting \( \circ \) to represent \( +, -, \) or \( \times \), the RNS version of the \( Z = X \circ Y \), satisfies

\[
Z = (z_0, z_1, \ldots, z_{n-1})
\]

=\((x_0 \circ y_0)_{m_0}, x_1 \circ y_1|_{m_1}, \ldots, x_{n-1} \circ y_{n-1}|_{m_{n-1}}\) \hspace{1cm} (2)

provided that \( Z \in [0, M - 1] \). Thus the \( i \)th RNS digit, namely \( z_i \), is defined in terms of \( |x_i \circ y_i|_{m_i} \) only. That is, no carry information need be communicated between residue digits, and the overhead of manipulating carry information in more traditional, weighted-number systems can be avoided [20].

The disadvantage of RNS is the high complexity of estimating the magnitude of a number, which is required to perform number comparison, sign calculation, overflow checking, division, and some other operations. The classic technique to perform these operations is based on the CRT formula (1) and consists in computing the binary representations of numbers with their subsequent analysis. However, in large dynamic ranges (e.g., a few thousand bits) this technique becomes slow. Other methods for evaluating the magnitude of residue numbers are based on the mixed-radix conversion (MRC) process [21]. But these methods are often also ineffective since they require a lot of arithmetic operations with residues or the use of unacceptably large lookup tables.

An alternative method for implementing time-consuming operations in the RNS is based on computing the floating-point interval evaluation of the fractional representation of an RNS number [19]. This method is designed to be fast on modern general-purpose computing platforms that support efficient finite precision floating-point arithmetic operations such as IEEE 754 operations. For a given RNS number \( X = (x_0, x_1, \ldots, x_{n-1}) \), the floating-point interval evaluation is an interval defined by its lower and upper bounds (endpoints) \( X/M \) and \( \overline{X}/M \) that are finite precision floating-point numbers satisfying \( X/M \leq X/M \leq \overline{X}/M \). The floating-point interval evaluation is denoted by \( I(X/M) = [X/M, \overline{X}/M] \).

Thus, \( I(X/M) \) provides information about the range of changes in the fractional representation (also called relative value) of an RNS number. This information may not be sufficient to restore the binary representation, but it can be efficiently used to perform other difficult operations in RNS, e.g., magnitude comparison, sign detection, and division.

The most important benefit of this method is that computation of \( I(X/M) \) requires only standard arithmetic operations, and no residue-to-binary conversion is required. For a given RNS representation \( (x_0, x_1, \ldots, x_{n-1}) \), the calculation of the bounds of \( I(X/M) \) is performed on average in linear and logarithmic time for sequential and parallel cases, respectively. Furthermore, the following arithmetic operations are defined:

\[
\begin{align*}
I(X/M) &+ I(Y/M) = [X/M \lor Y/M, X/M \land Y/M], \\
I(X/M) &- I(Y/M) = [X/M \land Y/M, X/M \lor Y/M], \\
I(X/M) &\times I(Y/M) = [X/M \land Y/M \lor W, X/M \land Y/M \land V], \\
I(X/M) &\div I(Y/M) = [X/M \land V \lor Y/M, X/M \land W \land Y/M].
\end{align*}
\]

In these interval formulas, the following notation are used:

- \( \lor, \land, \lor \) and \( \land \) stand for the floating-point operations of addition, subtraction, multiplication, and division, performed with rounding downwars;
- \( \Delta, \triangle, \Delta \) and \( \triangle \) stand for the floating-point operations of addition, subtraction, multiplication, and division, performed with rounding upwards;
- \( V \) is the greatest floating-point number that is less than or equal to \( 1/M \);
- \( W \) is the least floating-point number greater than or equal to \( 1/M \).

Interval formulas (3) are useful in that they do not limit the possible values of the result interval in the range of \([0, 1]\). This allows for easy overflow detection or sign identification despite the cyclical (modulo \( M \)) nature of RNS arithmetic.

Using interval evaluations, new algorithms have been proposed in [19] to efficiently implement several difficult RNS operations, such as number comparison and general division.

III. NUMBER REPRESENTATION

The format for multiple-precision integers is shown in Fig. 1. A multiple-precision integer \( x \) consists of a sign \( s \), a significand \( X \) composed of \( n \) significand digits \( (x_0 \text{ to } x_{n-1}) \), and an interval floating-point evaluation of the significand \( I(X/M) = [X/M, \overline{X}/M] \). The sign is interpreted in the same way as in two’s complement representation: the sign is equal
to zero when $x$ is positive and one when it is negative. The significand expresses the absolute value of $x$ and is represented in the RNS with the moduli set $\{m_0, m_1, \ldots, m_{n-1}\}$. The significand digits (residues) are represented as ordinary two’s complement integers.

The size of the moduli set $n$ specifies the number of digits in the significand. If the product of all RNS moduli is $M$, then the precision of $x$ is equal to $\lfloor \log_2 M \rfloor$ bits. Thus, changing the size of the moduli set allows one to achieve arbitrary precision.

The following notation is used to denote a multiple-precision integer in the described number format:

$$x = \langle s, X, I(X/M) \rangle.$$  

(4)

The value of a multiple-precision integer of the form (4) can be computed using the CRT formula:

$$x = (-1)^s \times \sum_{i=0}^{n-1} M_i \left| x_i w_i \right|_{m_i} M.$$

(5)

The interval evaluation is included in the number representation as additional information, that is, $X/M$ and $X/M$ are stored in system memory along with other fields of the multiple-precision integer. This provides efficient comparison, sign computation and overflow detection, allowing one to calculate $I(X/M)$ in $O(1)$ time using the formulas (3). Recently, this approach has been successfully used in the context of multiple-precision floating-point arithmetic based on the residue number system [22].

In order to be able to use interval evaluations for virtually any (arbitrarily large) value of $M$ without worrying about underflow, $X/M$ and $X/M$ are represented as binary floating-point numbers with an extended exponent range, that is, have the form

$$f \times 2^e,$$

(6)

where $f$ is a regular floating-point number (IEEE 754), and $i$ is a two’s complement integer. This extended-range representation is not intended to improve the level of numerical precision or accuracy, but it does ensure that there is no overflow or underflow when dealing with extremely large or small values.

IV. MULTIPLE-PRECISION INTEGER ADDITION

In this section, two algorithms for signed multiple-precision integer addition are presented. A naive implementation is presented first and then an improved one. Step-by-step examples are also provided for both implementations.

### A. Useful Notation

For given $a \in \{0, 1\}$ and $X = (x_0, x_1, \ldots, x_{n-1})$, the paper [22] introduces a function $B[X, a]$ such that

$$B[X, a] = \begin{cases} \frac{X/M}{X/M}, & \text{for } a = 0, \\ \frac{X/M}{X/M}, & \text{for } a = 1. \end{cases}$$

(7)

That is, the lower bound of $I(X/M)$ is denoted by $B[X, 0]$, while the upper one is denoted by $B[X, 1]$. Using this notation, we have $I(X/M) = [B[X, 0], B[X, 1]]$. This notation is useful in that it allows one to dynamically specify the bound to be accessed. This notation is used in the rest of the present paper.

### B. Note on Overflow Detection

For the set of RNS moduli $\{m_0, m_1, \ldots, m_{n-1}\}$, the largest representable integer is $(M-1)$, and the result of an arithmetic operation should belong to the interval $[0, M-1]$ if we want to obtain its valid representation in the RNS. Otherwise, the result will be reduced modulo $M$, and this event is classified as an integer overflow. The GRNS library implements efficient overflow detection using the floating-point interval evaluations, but that is beyond the scope of this paper.

### Algorithm 1 Multiple-precision integer addition

1. if $s_x = s_y$ then
2.     $s_z \leftarrow s_x$
3.     for each $i \in \{0, 1, \ldots, n-1\}$ do
4.         $z_i \leftarrow |x_i + y_i|_{m_i}$
5.     end for
6.     $B[Z, 0] \leftarrow B[X, 0] \lor B[Y, 0]$
8. else if $B[X, 0] \geq B[Y, 1]$ then
9.     $s_z \leftarrow s_x$
10.    for each $i \in \{0, 1, \ldots, n-1\}$ do
11.        $z_i \leftarrow |x_i - y_i|_{m_i}$
12.    end for
13.    $B[Z, 0] \leftarrow B[X, 0] \lor B[Y, 1]$
15. else if $B[Y, 0] \geq B[X, 1]$ then
16.     $s_z \leftarrow s_y$
17.    for each $i \in \{0, 1, \ldots, n-1\}$ do
18.        $z_i \leftarrow |y_i - x_i|_{m_i}$
19.    end for
20.    $B[Z, 0] \leftarrow B[Y, 0] \lor B[X, 1]$
22. else
23.    Use mixed-radix conversion to compare the magnitude of $X$ and $Y$. If $X \geq Y$, subtract $Y$ from $X$ and take $s_z \leftarrow s_x$; otherwise, subtract $X$ from $Y$ and take $s_z \leftarrow s_y$; in any case, $I(Z/M)$ should be recalculated.
24. end if
C. Algorithm 1 (Naive Implementation)

1) Description: Algorithm 1 takes two multiple-precision integers \(x\) and \(y\) represented as \(x = \langle s_x, X, I(X/M) \rangle\) and \(y = \langle s_y, X, I(X/M) \rangle\), and outputs the sum \(z = x + y\) represented as \(z = \langle s_z, Z, I(Z/M) \rangle\). This algorithm analyzes the signs of the numbers, and if they are the same, then RNS addition of the significands is performed; otherwise, RNS subtraction is performed. The sign of the result is computed by comparing the magnitude of \(X\). Since \(B[Y, 0] \geq B[X, 1]\) is greater than \(B[X, 1]\), steps 16 to 21 of the algorithm are performed. They are presented in Table I.

2) Illustration: Consider the moduli set \(\{7, 9, 11, 13\}\) with the moduli product \(M = 9009\). Suppose we are given two integers of the form (3),

\[
x = (0, (5, 7, 5, 8), [0.416, 0.420]),
\]

\[
y = (1, (3, 7, 6, 4), [0.444, 0.448]),
\]

and we want to find \(z = x + y\). Since \(B[Y, 0] (0.444)\) is greater than \(B[X, 1] (0.420)\), steps 16 to 21 of the algorithm are performed. They are presented in Table I.

<table>
<thead>
<tr>
<th>Step no.</th>
<th>Calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>(s_x = 1)</td>
</tr>
<tr>
<td>17–19</td>
<td>(Z = (3, 7, 6, 4) - (5, 7, 5, 8) = (5, 0, 1, 9))</td>
</tr>
<tr>
<td>20</td>
<td>(B[Z, 0] = 0.444 \triangleright 0.420 = 0.024)</td>
</tr>
<tr>
<td>21</td>
<td>(B[Z, 1] = 0.448 \triangleleft 0.416 = 0.032)</td>
</tr>
</tbody>
</table>

The computed result is \(z = (1, (5, 0, 1, 9), [0.024, 0.032])\).

We check this result by converting it to decimal: \(z = -243\). In fact, \(x = 3778\) and \(y = -4021\).

3) Drawback: The main disadvantage of Algorithm 1 is that checking the signs of the operands via conditionals (if–else statements) results in branch divergence among threads that concurrently compute different elements of a multiple-precision array. This may be normal for modern multi-core processors with good branch prediction accuracy, but this is a problem for SIMT (single instruction, multiple threads) architectures such as GPUs, where many threads run in lockstep.

For example, a CUDA-compliant GPU consists of an array of streaming multiprocessors (SMs), each of which contains multiple streaming processors. Although each SM can run one or more different instructions, conditionals can greatly decrease performance inside an SM, as each branch of each conditional must be evaluated. Long code paths in a conditional can cause a 2-fold slowdown for each conditional within a warp (a group of 32 threads) and a \(2^N\) slowdown for \(N\) nested conditionals. A maximum 32-time slowdown can occur when each thread in a warp executes a separate condition [23].

This bottleneck is illustrated in Fig. 2, which contains a flowchart of Algorithm 1. In the figure, 14 threads concurrently compute 14 multiple-precision additions on a system that follows the SIMT execution model. The right side of the figure shows threads running at once.

D. Algorithm 2 (Improved Implementation)

1) Description: Algorithm 2 shows how to avoid conditional expressions when adding multiple-precision signed integers. This algorithm is a simplified version of the multiple-precision RNS-based floating-point addition algorithm that was originally proposed in [22]. The main idea is to use the radix-complement representation of a negative number in the RNS. Recall that the precomputed constant \(V\) used in this algorithm is the greatest finite precision floating-point number that is less than or equal to \(1/M\).
Algorithm 2 Multiple-precision integer addition using radix complement RNS arithmetic

1: \( \alpha \leftarrow (1 - 2s_x) \)
2: \( \beta \leftarrow (1 - 2s_y) \)
3: for each \( i \in \{0, 1, \ldots, n-1\} \) do
   4: \( z_i \leftarrow (\alpha x_i + \beta y_i) \mod m_i \)
5: end for
6: \( B[Z, 0] \leftarrow \alpha B[X, s_x] \lor \beta B[Y, s_y] \)
7: \( B[Z, 1] \leftarrow \alpha B[X, (1 - s_x)] \oplus \beta B[Y, (1 - s_y)] \)
8: if \( B[Z, 0] \) and \( B[Z, 1] \) have the same sign then
   9: Assign the sign of \( B[Z, 0] \) and \( B[Z, 1] \) to \( s_z \)
10: else
   11: Use mixed-radix conversion to compare \( X \) and \( Y \):
      • If \( X > Y \), then assign \( s_z \leftarrow s_x \).
      • If \( X < Y \), then assign \( s_z \leftarrow s_y \).
      • If \( X = Y \), then assign \( s_z \leftarrow 0 \).
12: \( B[Z, s_z] \leftarrow (1 - 2s_z) V \)
13: end if
14: if \( s_z = 1 \) then
15: for each \( i \in \{0, 1, \ldots, n-1\} \) do
16: \( z_i \leftarrow (m_i - z_i) \mod m_i \)
17: end for
19: end if

We note that the if statement at step 14 of Algorithm 2 does not cause branch divergence, since there is no the corresponding else statement here.

2) Illustration: In Table II, Algorithm 2 is used to compute the sum of the numbers from the previous example.

Table II. Example of Algorithm 2

<table>
<thead>
<tr>
<th>Step no.</th>
<th>Calculations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>( \alpha = 1 - 2 \times 0 = 1 ) ( \beta = 1 - 2 \times 1 = -1 )</td>
</tr>
<tr>
<td>3-5</td>
<td>( z_0 = (5 - 3) \mod 7 = 2 ) ( z_1 = (7 - 7) \mod 9 = 0 ) ( z_2 = (5 - 6) \mod 11 = 10 ) ( z_3 = (8 - 4) \mod 13 = 4 )</td>
</tr>
<tr>
<td>6</td>
<td>( B[Z, 0] = 0.416 \div (-0.448) = -0.032 )</td>
</tr>
<tr>
<td>7</td>
<td>( B[Z, 1] = 0.420 \div (-0.444) = 0.024 )</td>
</tr>
</tbody>
</table>
| 9       | \( s_z = 1 \)
| 15-17   | \( Z = (7, 9, 11, 13) - (2, 0, 10, 4) = (5, 0, 1, 9) \) |
| 18      | \( B[Z, 0] = 0.024, B[Z, 1] = 0.032 \) |

Thus, as in the first example, the correct result is computed: \( z = \{1, (5, 0, 1, 9), [0.024, 0.032]\} \).

V. PERFORMANCE COMPARISON RESULTS

This section gives comparative results of the presented multiple-precision integer addition algorithms. In the experiments, we used an GeForce RTX 2080 Ti graphics card that has 11 GB of GDDR6 memory, 4352 CUDA cores, and Compute Capability 7.5. This GPU was installed on a machine with an Intel Xeon 4100/8.25M S2066 OEM processor running Ubuntu 18.04.5 LTS, CUDA 10.2 and NVIDIA Driver 450.51.06 were used. The source code was compiled using the nvcc compiler with the -O3 and -Xcompiler=--openmp options.

A. Methodology

The parameters of the experiments are shown in Table III. Each dataset was composed of two multiple-precision integer arrays of the same length, and the performance was evaluated for element-by-element addition of the arrays. The performance was measured in the number of multiple-precision arithmetic operations (additions) per second. For comparison purposes, the performance of the GNU MP library was also measured on 4 CPU cores. In the experiments, we considered only the computation time, so the measurements do not include neither the data transfer time nor the time of converting data into internal multiple-precision representations.

Table III. Experimental Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of the RNS moduli set, ( n )</td>
<td>from 8 to 256</td>
</tr>
<tr>
<td>Bit width of each modulus</td>
<td>32</td>
</tr>
<tr>
<td>Precision in bits, ( p )</td>
<td>from 128 to 4096</td>
</tr>
<tr>
<td>Dataset size</td>
<td>1,000,000</td>
</tr>
<tr>
<td>Datasets</td>
<td></td>
</tr>
<tr>
<td>Dataset-1: pseudo-random integers in the range 0 to ((M - 1)/2)</td>
<td></td>
</tr>
<tr>
<td>Dataset-2: pseudo-random integers in the range ((1 - M)/2) to 0</td>
<td></td>
</tr>
<tr>
<td>Dataset-3: pseudo-random integers in the range ((1 - M)/2) to ((M - 1)/2)</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3 shows a flowchart of Algorithm 2. The if–else statement at steps 8 to 12 cannot be eliminated, since the accuracy of \( B[Z, 0] \) and \( B[Z, 1] \) may be insufficient to unambiguously determine the sign of \( z \). This ambiguity is possible due to the limited precision arithmetic used in calculating \( B[Z, 0] \) and \( B[Z, 1] \). However, this is actually a rare case, and it can only occur when the result is too close to zero.
For each precision \(p\), a corresponding set of RNS moduli was generated such that
\[
\lfloor \log_2 M \rfloor \ge p, \tag{8}
\]
where \(M\) is the product of all the moduli in the set. Table IV shows the relationship between the precision and moduli sets used in the experiments.

<table>
<thead>
<tr>
<th>Precision, (p)</th>
<th>Size of moduli set, (n)</th>
<th>Dynamic range, (M) (approx.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>8</td>
<td>3.4864746159623374449E+38</td>
</tr>
<tr>
<td>256</td>
<td>16</td>
<td>1.18286923726559892956E+77</td>
</tr>
<tr>
<td>512</td>
<td>32</td>
<td>1.381750867498453484869E+154</td>
</tr>
<tr>
<td>1024</td>
<td>64</td>
<td>1.834972082650114435387E+308</td>
</tr>
<tr>
<td>2048</td>
<td>128</td>
<td>3.267493893788783073405E+616</td>
</tr>
<tr>
<td>4096</td>
<td>256</td>
<td>1.113716837551166769174E+1233</td>
</tr>
</tbody>
</table>

The moduli sets were generated using Algorithm 3. This algorithm takes as input the smallest odd modulus \(m_0\), the size of the desired moduli set \(n\), and produces an increasing sequence of \(n - 1\) consecutive odd integers \(m_1, m_2, \ldots, m_{n-1}\) that are coprime to each other and also coprime to \(m_0\). The value of \(m_0\) is selected by trial and error until the condition (8) is satisfied. The used tool for generating moduli sets is freely available at https://github.com/kisupov/rns-moduli-generator.

For the CUDA implementations of the presented multiple-precision addition algorithms, 32 threads per each thread block were used, and the total number of blocks was calculated as follows:
\[
N_{\text{Blocks}} = \left\lfloor \frac{N}{n_{\text{Threads}}} \right\rfloor + K, \tag{9}
\]
where \(N\) is the size of the dataset (1,000,000), \(n_{\text{Threads}} = 32\), and \(K\) is defined as
\[
K = \begin{cases} 
1, & \text{if } N \mod n_{\text{Threads}} > 0, \\
0, & \text{otherwise.} 
\end{cases} \tag{10}
\]

The GNU MP library implementation have been accelerated using the OpenMP library.

**B. Results**

In the first experiment, the input arrays were filled with pseudo-random non-negative integers ranging from 0 to \((M - 1)/2\), where \(M\) is the product of all the RNS moduli. The performance results are shown in Fig. 4.

In the second experiment, the input arrays were filled with pseudo-random non-positive integers ranging from \((1 - M)/2\) to 0. The results are reported in Fig. 5.

Finally, in the third experiment, the input arrays were filled with pseudo-random positive and negative integers ranging from \((1 - M)/2\) to \((M - 1)/2\). Fig. 6 demonstrates the performance results obtained in this setting.

**Algorithm 3**

```
1: \(t \leftarrow m_0 + 2\)
2: \(k \leftarrow 1\)
3: \textbf{while } k < n \textbf{ do}
4: \hspace{1em} \(p \leftarrow 1\)
5: \hspace{1em} \textbf{for } i \leftarrow 1 \textbf{ to } k \textbf{ do}
6: \hspace{2em} \textbf{if } \gcd(m_i, t) > 1 \textbf{ then}
7: \hspace{3em} \(p \leftarrow 0\)
8: \hspace{2em} \textbf{end if}
9: \hspace{1em} \textbf{end for}
10: \hspace{1em} \textbf{if } p = 1 \textbf{ then}
11: \hspace{2em} \(m_k \leftarrow t\)
12: \hspace{2em} \(k \leftarrow k + 1\)
13: \hspace{1em} \textbf{end if}
14: \hspace{1em} \(t \leftarrow t + 2\)
15: \textbf{end while}
```

**C. Discussion**

For Dataset-1 (Fig. 4), Algorithm 1 has nearly the same performance as Algorithm 2. This is because in Algorithm 1, all parallel threads follow steps 2–7 and there is no divergent execution paths. The results show that the developed CUDA functions are up to \(65\times\) faster than the parallel CPU implementation using GNU MP.

In the case of Dataset-2 (Fig. 5) the performance of Algorithm 1 remains the same as in the case of Dataset-1, since there are still no branch divergence (all parallel threads follow steps 2–7). In turn, the need to restore negative results reduces the performance of Algorithm 2 by an average of \(1.1\times\) compared to Dataset-1, and this performance degradation does not seem to be significant.

When using Dataset-3 (Fig. 6), branch divergence leads to an average \(1.9\) fold decrease in the performance of Algorithm 1.
1 compared to Dataset-1 and Dataset-2. With 512-bit precision, the performance of Algorithm 1 is reduced by almost 3× compared to Dataset-1. In turn, the performance of Algorithm 2 reduced by at most a factor of 1.2 compared to Dataset-1. The net result is that when the operands have different signs, Algorithm 2 outperforms Algorithm 1 by up to 3×.

A limitation of the proposed CUDA implementations is that the execution time grows linearly with increasing the precision. This happens for the following reasons:

1) Each multiple-precision addition is performed as a single thread, that is, the digits of multiple-precision numbers are calculated sequentially.
2) As the precision increases, the stride between elements in the input arrays increases accordingly and the effective GPU memory bandwidth decreases.

It should be noted that it is possible to compute all the digits (residues) of multiple-precision significands in parallel across different RNS moduli without worrying about carry propagation. This parallel arithmetic property of the RNS is employed in [22] to implement GPU-accelerated multiple-precision linear algebra kernels. Furthermore, we note that if all the digits of a multiple-precision number are computed in parallel, then the structure-of-arrays (SoA) layout with a sequential addressing scheme will provide coalesced access to the global GPU memory. Implementing digit-parallel multiple-precision integer addition is a direction for future work.

VI. CONCLUSION

In this paper, we have considered two multiple-precision integer addition algorithms for graphics processing units. The algorithms are based on the representation of large integers in the residue number system.

The first algorithm uses conditional operators to check the signs of the operands. However, in this case, threads that concurrently compute different elements of a multiple-precision array take divergent execution paths, which leads to an increase in the total computation time. To overcome this disadvantage, the second algorithm uses the radix-complement representation of a negative number in the RNS.

Experiments have shown that when the signs of the operands are different, the second algorithm outperforms the first one by far. In turn, both algorithms running on an NVIDIA RTX 2080 Ti GPU have shown to be faster than the multi-core GNU MP implementation on an Intel Xeon 4100 processor.

The presented implementation is part of GRNS, a library for efficient computations in the residue number system using CUDA-enabled GPUs. In the future, we plan to implement digit-parallel versions of the multiple-precision integer operations to take full advantage of the internal RNS parallelism. Furthermore, we will focus on extending the GRNS functionality and implementing real-world multiple-precision applications using this library.
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Classification of Pulmonary Nodule using New Transfer Method Approach
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Abstract—Lung cancer is among the world's worst cancers, and accounted for 27% of all cancers in 2018. Despite substantial improvement in recent diagnoses and medications, the five year cure ratio is just 19%. Before even the diagnosis, classification of lung nodule is an essential step, particularly because early detection can help doctors with a highly valued opinion. CT image detection and classification is possible easily and accurately with advanced vision devices and machine-learning technology. This field of work has been extremely successful. Researchers have already attempted to improve the accuracy of CAD structures by computational tomography (CT) in the screening of lung cancer in several deep learning models. In this paper, we proposed a fully automated lung CT system for lung nodule classification, namely, new transfer method (NTM) which has two parts. First features are extracted by applying different VOI and feature extraction techniques. We used intensity, shape, contrast of border and spicula extraction to extract the lung nodule. Then these nodules are transfer to the classification part where we used advance-full convolution network (A-FCN) to classify the lung nodule between benign and malignant. Our A-FCN network contain three types of layers that helps to enhance the performance and accuracy of NTM network which are convolution layer, pooling layer and fully connected layer. The proposed model is trained on LIDC-IDRI dataset and attained an accuracy of 89.90 % with AUC of 0.9485.

Keywords—New transfer method; VOI extraction; feature extraction; classification; LIDC-IDRI dataset

I. INTRODUCTION

In this modern era of machine learning, doctors are finding some form of support that encourages their ability to analyze and diagnose CT images of patients easily and to identify extremely effective and accurate pathologies. Timely detection and classification of lung nodules enhances clinical results and improves the chances of survival rates [1]. Instead, cancer is now the ultimate common pale pathology that endangers anyone irrespective of age. Between various diseases, lung cancer is the unregulated cell growth in an overt body district [2]. The development of lung nodules is indicated for lung cancer and shows the clinical disease phase [3]. The nodules existing in the lungs equate to variants in lung tissue as from standard, which is round or fit as a 3 millimeter and 30 millimeter wide fiddle [4]. The human body comprises of several cells. The nodule is formed whenever cells develop feral outside of lung [5]. Computed tomography (CT) is mostly used for the detection of lung cancer [6]. Centered on the findings of a nationwide lung screening study performed in the USA [7], scanning for low dose CT scans decreased deaths from lung cancer by 18%. Hence, CT is considered an appropriate diagnostic technique for the detection of cancer. Computer-aided diagnostic (CAD) methods are designed to help clinicians in analyzing health data and diagnosing the disease. Fig. 1 shows that 24% of CAD’s are just used for lung cancer [23]. It means that the medical technology is being rapidly accepted and implemented quickly. CAD could be categorized into two kinds: the detection and diagnostic system (CADe and CADx). CADe's aim is to find the ROI to detect unique abnormalities and CADx offers doctor medical help to discern the form, frequency, level, development and disease deterioration. The CADx could just only use to the diagnosis purpose for example shape, thickness, and texture.

CNN began as an advancement of the deep neural network with the use of convolution algorithms to help interpret the input image. It is built on the basis of the biologically visual field and is therefore quite efficient for difficulties of image recognition, irrespective of size or volume. Ginneken et al. [8] evaluated CNN as well as food over fat as a clinical CAD tool for the identification of lung cancer tumors. LIDC CT-scanning images have been used to locate lesions. Over feat CNN collected characteristics of the lung nodules, and support vector machine methods were used to characterize the tumors. In fact, CAD-systems found the nodules. Analysis indicates that each approach can detect lesions with a sensitivity of 70%. Anthimopoulos et al. [9] Suggested that CNN identify and describe multiple lung tissues of respiratory problems. The CNN included five CNN layers, one layer of pooling, and three FC layers. The algorithm suggested was contrasted with many other CNN systems such as AlexNet and VGG Network. Results showed that the suggested CNN for tissue classification and identification was preferable to the other architectures. The new CNN obtained accuracy 85.61 %. Li et al. [10] suggested a CNN with just one convolution layer for patch detection on CT images with high resolutions. For this reason LIDC lung database is included. In addition, a pair of Support vector machine classifier with three feature extraction techniques their implemented CNN was contrasted to the mixture of a three-function extraction process and Support vector machine classification. Analysis indicates that CNN reached higher values of Sensitivity 0.88 and Precision 0.93 as compared to other methodologies. Shen et al. [11] suggested a multi-scale CNN to distinguish malignant and benign nodules in the lungs. The CNN classification methods have been used as support vector machine and random forest. In [12] a CNN is used to identify the lung CT scan images with an ILD dataset. CNN findings for the classification of good, ground glassy opacities, nano-nodules, reservoirs, of
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ILDs were stated to be beneficial. In [13] used the updated edition of ResNet-18 as a classification system to label CT scanning images for the data science bowl and Kaggle lung. For certain of such fields, DNN may also attain near human intelligence [14]. CNN is the popular DNN model, integrates supervised learning methods that can help it to capture high-level features from unpasteurized images, and is promoted to handle lung nodule classifier accuracy improvements [15]. A new work adopts a deeper CNN with a one CNN layer for the classification of nodules and reveals a higher precision in comparison to the feature’s traditional extraction methods. Owing to the customization of the CNN model [16], the transfer learning method often provides promising outcomes for the nodules classification [17]. Until the advent of deep learning, manual feature designing assisted by classifiers has been the basic nodule classification method. With the public availability of the LIDC-IDRI dataset [18], deep learning techniques [19] are already the dominant nodule classification system for research.

In order to obtain a suspicious-sensitive classification in CT images, we have to address at minimum two significant obstacles, the complexity of nodule depiction induced by a broad variety of nodule’s morphology variants, and the problem raised by analytical models’ radiological complexity to identify qualitative features as it is difficult to differentiate benign nodules from malignant nodules. So, to solve these challenges in this paper, we proposed a new transfer method (NTM) approach is used for lung nodule classification as shown in Fig. 2. First, volume of interest (VOI) extraction and feature extraction is used to extract the main features through CT image. Then for lung nodule classification task we proposed advance-fully convolution network (A-FCN).

II. Method

The proposed fully automated new transfer method (NTM) for lung nodule classification has two parts: (1) volume of interest (VOI) extraction and feature extraction; (2) advance-fully convolution network (A-FCN) which will automatically classified lung nodule between benign and malignant. In the proposed NTM technique the features are extracted by applying different VOI and feature extraction techniques then these features is being used as an input of advance-fully convolution network to classify the nodules among benign and malignant.

A. Volume of Interest (VOI) Extraction

The physicist has indicated the location and size of the nodule to examined using standard CT scan. Thus the VOI segmentation across the pulmonary nodule is conducted for examination upon CT images. The center position of a VOIs obtained from the standard CT images are configured manually whereas the CT images were tested for MPR images. Firstly, there is the transaxial’s image with the highest nodule region, and manually determined the central coordinates. Therefore the diameter of the image is fixed to the maximum, and denoted by MD$_s$, in Nodule path x-y for transaxial plane. Then, even as deforming including its slice in the path of the axis direction of body, the value of a slice wherein the lesion is still visible is being acquired and establish as MD$_x$. The VOI is now extract from the original image by using pixel on 3 sides, that is, 2MD$_{xy}$, 2MD$_{yx}$ and 2MD$_x$.

B. Feature Extraction

Feature extraction is the key of proposed model before the learning stage. One of the strategies for removal of dimensionality in image-processing is feature extraction of images. If the input image being examined is too complicated to process due to its repetitive features, therefore it is preferable to implement feature extraction technique. It effectively turns the immense collection of data into reduced range of feature. We extract CT image pixel intensity, shape, contrast of border and spicula for the lung nodule classification through CT image.

1) Features Explanation

a) CT Image Pixel Intensity and Shape of Nodule: Most malignant lesions in CT-images include a larger intensity of a pixel. Standard uptake or silly useless value (SUV) [20] of slightly earlier CT images has therefore been described as ESUV and DSUV. In addition, the gap between the deferred and early stages in SUV was specified as part of the SUV. Two approaches are developed in the measurement of SUV, namely SUV$_{max}$ and SUV$_{peak}$. The CT values in the nodule central and the average CT value within the nodule is determined throughout the CT images. As with the nodules’ shape, malignant nodules frequently have a small ball type of form, whereas benign has a line type structure. An approach was suggested to use a Hessian-matrix to compare the ball type and line types [21]. It the Hessian matrix was done by adding the 3D image differentiation in 2nd order.

b) Contrast of Nodule Border and Spicula: Sometimes the location of a malignant nodule is uncertain. Consequently
the boundary comparison was measured using the discrepancy between the CT values of the nodules' exterior and interior borderlines. The estimated CT values only at numbers corresponding here to interior edge IE₁ (CTIE₁) and the exterior area IE₂ (CTIE₂) are extracted in order to quantify this value, and the distinction among the two values, is established as either the contrast which is shown in Fig. 3. The image is binaries to acquire IE₁ and IE₂, and the shape was generated by the Sobel system. On the outlining the range of pixels has also been specified as IE₂. Consequently, morphological erosion with a systemic variable which includes a diameter of one pixel and the shape of the decreased area was derived in the same way as mentioned above; a collection of such pixels is utilized as IE₁. The appearance of spicula across the nodule raises the chances for malignancy in the nodule. We used Gabor filter used to detect spicula [22]. Using Gabor Filter allows imagining line shapes and the orientation as shown in Fig. 4. Finally we got detected spicula is by using Gabor filter as represent in Fig. 5 and the amount of radial items and the ranges were determined as spicula, S₂ and S₃ characteristics.

C. Advance-Fully Convolutional Network (A-FCN)

We proposed a new method to enhance the classification accuracy of lung nodule. Our A-FCN is composed of three separate kinds’ layers which are convolution layer (CL), pooling layer (PL), and fully connected layer (Fc). On every input image CL executes convolution operators. As during training process these all layers can obtain features from the input data. Deep layers could identify high abstractions features. A pooling layer operates on independent feature channel and analyzes the surrounding values into just one. It therefore decreases the number of training parameter and significantly reduces the training time effectively. An fc layer connects every neuron in the existing layer from all neurons through last layer. Fc layers perform less reliably as compared to convolution layers owing to the lack of structural connection in images. It often expands the number of training parameters and thus, elongates time needed in training. Dropout which is a regulation strategy to decreasing amount of neurons and interactions is proposed to fix certain issue. As shown in Fig. 6 there are fifteen layers in which nine are convolution one. We employ three convolution blocks: 3 CL and 1 Pooling layer and max operator pooling layer. Every layer is accompanied by a ReLU activation function. Due to its efficient computing efficiency the last that have been fully connected are aimed at resolving a problem of classification from the extracting features. A ReLU and a softmax activation function are observed, respectively.

III. EXPERIMENTS

This section provides descriptions of how the proposed model is implemented and evaluated and it also discusses the experimental findings. Section 3.1 shows about dataset which were described for our experimentation and also training and testing phase. The analysis on the LIDC dataset is shown in Section 3.2. It explains the contrast between our model and several recent methods.

A. Experimental Setting

1) LIDC-IDRI Dataset: The original edition of LIDC is 399 scans. Later, LIDC-IDRI has been extended to 1018 patient LIDC scans. In every CT scan, four professional radiologists used a LIDC-like labeling technique and an XML related file to report the data using a double-stage image classification process. Each radiologist interpreted and labeled every case separately at the first blind reading point. Growing radiologist studied its features and the attributes of any of the
three radiologists. Then they separately interpreted and recorded each case for the final decision. These two-phase marking will accurately classify all pulmonary nodules, eliminating the need for pressured consensus. There were three types in the region of the nodule which are nodules \( > 3 \) millimeter, nodules \( < 3 \) millimeter, and non-nodules \( > 3 \) millimeter. If there were more than three annotated nodule meaning by and over two doctors, the nodule would be labeled malignant. Otherwise nodule is considered benign in comparison. Around 198 malignant nodules and 153 benign nodules were available in our dataset. The nodules are ignored by the same votes. To order to reduce computational uncertainty, we separate the key transect for every voxel. We then apply the Data augmentation (DA) approach to expand the data by applying types to a dataset in terms of reducing deep learning over fitting. We dynamically flip and magnify the image through zooming 0.2 in general. The translation step is chosen using just a voxel of \([-6, 6]\), and a rotation angle of \([90°, 180°\) and \(270°]\) has been chosen at random. Eventually, 1958 malignant nodules, and 1867 benign nodules are available.

2) Training and testing phase: We employ Adam optimizer throughout the training process avoiding exponential decline from a learning rate=0.0001, and \(\beta1=0.9\), \(\beta2=0.99\) as a standard parameter. The k-cross validation approach is used. The procedure divides the data into the very same size k sections. The calculation is taken in k iterations; one component is used to test, whereas the rest is used for training. Iterations \( K = 10 \) is a popular approach of such a validation approach.

B. Experimental Result and Analysis

We evaluated the efficiency of our proposed new transfer method (NTM) model on the LIDC dataset and the ROC curve is also shown in Fig. 7. Our model achieved accuracy of 89.90% and area under curve (AUC) 0.9485. The efficiency of the suggest model is also contrasted with several other effective models in order to assess the effects of the appropriate methods, as seen in Table I. Liu et al. [24] presented a new hybrid convolution neural network in which LeNet as well as AlexNet were used and they combined both networks layers. Zhao et al. developed a multi-scale VGG-16 learning method to extract exclusion features from substitute stacked layers [25]. The latest 3D multi-scale convolution neural network framework for the classification of lung nodule has been created by Tafti et al. [26]. Yu Gu et al. [27] recommended the usage of a systemic method to identify a Deep convolutional neural network 3D multi-scalar predictor lung nodule. Moreover, it is suggested that an extra tiny nodule be observed using a classification approach with several scale cube clusters. Shen et al. [28] employed multi-scale to consider the complexity of a nodule, utilizing instead layered strata to isolate the discriminatory features.

![Fig. 7. ROC Curve of Proposed Method.](image)

**TABLE I. COMPARISON OF PROPOSED NTM WITH OTHER METHODS**

<table>
<thead>
<tr>
<th>Research</th>
<th>Methods</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy %</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al. [24]</td>
<td>CNN</td>
<td>-</td>
<td>-</td>
<td>82.23</td>
<td></td>
</tr>
<tr>
<td>Zhao et al. [25]</td>
<td>ConvNet</td>
<td>0.843</td>
<td>0.858</td>
<td>84.97</td>
<td>0.902</td>
</tr>
<tr>
<td>Tafti et al. [26]</td>
<td>3D-Multi scale CNN</td>
<td>-</td>
<td>-</td>
<td>83.75</td>
<td>0.926</td>
</tr>
<tr>
<td>Yu Gu et al. [27]</td>
<td>Multi scale 3D-DCNN</td>
<td>0.832</td>
<td>0.847</td>
<td>84.66</td>
<td></td>
</tr>
<tr>
<td>Shen et al. [28]</td>
<td>Multi scale CNN</td>
<td>-</td>
<td>-</td>
<td>86.84</td>
<td></td>
</tr>
<tr>
<td>Proposed method</td>
<td>NTM: VOI and feature extraction with Advance-fully Convolutional Network</td>
<td>-</td>
<td>-</td>
<td>89.90</td>
<td>0.9485</td>
</tr>
</tbody>
</table>

IV. Conclusion

In this paper the aim is to introduce a new architecture named: new transfer method (NTM) for lung nodule classification. The network is divided into two parts: (1) VOI extraction and feature extraction; (2) advance-fully convolutional network (A-FCN). First features are extracted from lung CT image by using two extraction techniques in which we used intensity, shape, contrast of border and spicula extraction to extract the lung nodule. After finding nodule then it transfer to the A-FCN for lung nodule classification. Our A-FCN part used three convolutional blocks in which we have convolutional layer, pooling layer and fully connected layer. We also use ReLU and softmax activation function in our classification phase to solve the complexity of lung nodule classification. Finally, our system is thoroughly equipped for benign and malignant lung nodule classification. The result of LIDC-IDRI indicates that the NTM framework has improved accuracy.
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Abstract—In 2030, 6G is going to bring remarkable revolution in communication technologies as it will enable Internet of Everything. Still many countries are working over 5G and B5G has yet to be developed, while some research groups have already initiated projects on 6G. 6G will provide high and sophisticated QoS e.g. virtual reality and holographic communication. At this stage, it is impossible to speculate every detail of 6G and which key technologies will mark 6G. The wide applications of ICT, such as IoT, AI, blockchain technology, XR (Extended Reality) and VR (Virtual Reality), has created the emergence of 6G technology. On the basis of 5G technique, 6G will put profound impact over ubiquitous connectivity, holographic connectivity, deep connectivity and intelligent connectivity. Notably, research fraternity should focus on challenges and issues of 6G. They need to explore various alternatives to meet desired parameters of 6G. Thus, there are many potential challenges to be envisioned. This review study outlines some future challenges and issues which can hamper deployment of 6G. We subsequently define key potential features of 6G to provide the state of the art of 6G technology for future research. We have provided a review of extant research on 6G. In this review, technology prospects, challenges, key areas and related issues are briefly discussed. In addition, we have provided technologies breakdown and framework of 6G. We have shed light over future directions, applications and practical considerations of 6G to help researchers for possible breakthroughs. Our aim is to aggregate the efforts and eliminate the technical uncertainties towards breakthrough innovations for 6G.
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I. INTRODUCTION

Although the era of 5G is not fully developed, the limitations of 5G have created the demand for 6G networks. In 2019, communication synergy around the globe drafted first 6G white paper in world’s first 6G summit in Finland. After that, many government organizations and research group from prestigious institutes started introducing their 6G projects. UK government has decided to invest in 6G technology [1], while Academy of Finland has launched “6 Genesis” project.

What is 6G technology? Some people expect more than just a faster version of 5G. For example, there should be no limitation of coverage to ground level. Instead, it must provide underwater and space coverage. It must enable higher Artificial Intelligence (AI) characteristics. In fact, some researchers consider it as an “AI-empowered” network [2]. It should not merely involve AI but it must integrate AI networking functions and tool. In addition, secrecy, privacy and risk mitigation must be a core component of its architecture [3]. In this review, we have investigated privacy and security challenges along with potential applications of 6G network. An overview of different dimensions of 6G networks is shown in Fig. 1.

After commercialization of 5G network, academia and industrial experts have started thinking about next 6G network, services and requirements behind it. If we look at standardization methods of 5G technology, three aspects were investigated as, ultra-reliable and low latency communications (URLLC), massive machine type communications (mMTC) and enhanced mobile broadband (eMBB). Although such scenarios are not fully investigated for 6G networks, however some pioneering works [4-5] forecast the idea to link everything via unlimited, reliable and instantaneous wireless resources. We have shown an overview of 6G coverage in Fig. 2.

To bring this revolution to connect everything worldwide, 6G will require extreme communication techniques such as smart living based wireless brain-computer interactions [6], smart working based on seamless holographic projection [7] and smart design considering real-time digital twins [8]. The evolution from 5G to 6G is summarized in Table I.

We have provided some performance metrics for 6G networks below and compared with conventional 5G requirements.

- **Mobility:** The highest speed to be achieved will be increased from 500 km/h to 1000 km/h.
- **Reliability:** 99.99% reliability will be achieved to support unmanned vehicles including AUVs and collaborative robotics.
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• **Latency:** The communication latency will be decreased by 10 times for end-to-end point of view.

• **Throughput:** A maximum throughput of 1 Tb/s will be needed for 6G which is 1000 times speedy than 5G. 100 times advancement is expected.

• **Energy and Spectrum Efficiency:** 100 times energy efficiency and 10 times spectrum efficiency will be achieved.

The above described metrics involve disruptive features in 6G networks to use more flexible frame structure, more frequency bands and more spatial dimensions. Many industrial experts and technologies have discussed to meet these requirements. Such as, Space-Air-Ground integrated network [9] have suggested to enhance the spatial degrees of freedom by incorporating airborne, terrestrial and satellite networks, which extend 2D into 3D space for reliable and efficient connectivity [10]. Under-utilized high frequency bands can be explored through Terahertz (THz). Visible light communication (VLC) is a promising candidate for tens of GHz bandwidth [11] and 1 Tb/s throughput. Meanwhile, AI driven communication [12] with intelligent control will be possible.

**TABLE I.** EVOLUTION FROM 5G TO 6G

<table>
<thead>
<tr>
<th>Key parameter</th>
<th>5G</th>
<th>6G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility (km/h)</td>
<td>350-500</td>
<td>1000</td>
</tr>
<tr>
<td>Peak spectral efficiency (b/s/Hz)</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>End-to-end latency (ms)</td>
<td>1</td>
<td>0.1</td>
</tr>
<tr>
<td>Reliability</td>
<td>10-5</td>
<td>10-9</td>
</tr>
<tr>
<td>Connection Density (device/km2)</td>
<td>106</td>
<td>107</td>
</tr>
<tr>
<td>Area traffic capacity (Mbps/m2)</td>
<td>10</td>
<td>1000</td>
</tr>
<tr>
<td>Channel bandwidth (GHz)</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>Spectral efficiency (b/s/Hz)</td>
<td>0.3</td>
<td>3</td>
</tr>
<tr>
<td>Energy Efficiency (Tb/d)</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td>User Data rate (Gbps)</td>
<td>1Gb/s</td>
<td>&gt;10Gb/s</td>
</tr>
<tr>
<td>Peak data rate</td>
<td>10-20Gb/s</td>
<td>&gt;100Gb/s</td>
</tr>
<tr>
<td>Receiver sensitivity</td>
<td>-120dBm</td>
<td>&lt;130dBm</td>
</tr>
<tr>
<td>Position precision</td>
<td>m</td>
<td>cm</td>
</tr>
<tr>
<td>Coverage</td>
<td>70%</td>
<td>&gt;99%</td>
</tr>
<tr>
<td>Delay</td>
<td>ms</td>
<td>&lt;ms</td>
</tr>
</tbody>
</table>

**II. HISTORICAL OVERVIEW**

A. **1G and 2G - 10 Times Reduction**

1G and 2G networks provide the basic service of voice calling. Significant contribution has been made from 1G to 2G realization, such as China Mobile’s annual report revealed 10 times price depletion from 0.1 to 0.01 US dollar/minute [13]. In addition, world’s population using these services also increased from 10% (1G) to above 50% (2G) within 20 years [14].

B. **3G and 4G - 1000 Times Reduction**

3G and 4G networks provide the key service of data transmission. Technical development from 3G to 4G include orthogonal frequency division multiplexing (OFDM) and multiple-input multiple-output (MIMO) and user-sensitive goal of 1000 times price reduction. Initial 3G users are limited to business community to access company resources and emails, while further enhancement occurs only after the deployment of 4G networks.

C. **5G and 6G - 1000 Times Reduction**

An explosive growth of 5G and beyond is found to facilitate human-to-machine and machine-to-machine communications. Although the existing 5G is still based on eMBB with the similar price strategy of 4G networks. However, it will be more reasonable to charge on the basis of connection rather than data traffic. According to FTTH systems, China is charging 100-200 US dollars for each terminal [15]. However, 100 trillion sensors are expected to be manufactured and connect to internet by the end of 2030 to revolutionize 6G. Hence, 1000 times price reduction will be required to develop a sustainable smart society. Table II summarizes different features of 5G and 6G.

A details comparison of 1G to 6G [16] technologies is summarized in Table III.
TABLE II. COMPARISON BETWEEN 5G AND 6G

<table>
<thead>
<tr>
<th>Feature</th>
<th>5G</th>
<th>6G</th>
</tr>
</thead>
<tbody>
<tr>
<td>VLC</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Reliability</td>
<td>Good</td>
<td>Extreme</td>
</tr>
<tr>
<td>AI</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Centre</td>
<td>User</td>
<td>Service</td>
</tr>
<tr>
<td>Capacity</td>
<td>1D / 2D</td>
<td>3D</td>
</tr>
<tr>
<td>WPT</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Core</td>
<td>IoT</td>
<td>IoT</td>
</tr>
<tr>
<td>Privacy</td>
<td>Good</td>
<td>Extreme</td>
</tr>
<tr>
<td>Real Time</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

TABLE III. COMPARISON OF 1G TO 6G TECHNOLOGIES

<table>
<thead>
<tr>
<th>Feature</th>
<th>1G</th>
<th>2G</th>
<th>3G</th>
<th>4G</th>
<th>5G</th>
<th>6G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highlight</td>
<td>Mobil ity</td>
<td>Digitiz ion</td>
<td>Internet connecti vity</td>
<td>Real-time applicati ons</td>
<td>Extre me data rates</td>
<td>Privacy secrecy</td>
</tr>
<tr>
<td>Core network</td>
<td>PSTN</td>
<td>PSTN</td>
<td>Packet N/W</td>
<td>Internet</td>
<td>IoT</td>
<td>IoT</td>
</tr>
<tr>
<td>Services</td>
<td>Voice</td>
<td>Text</td>
<td>Picture</td>
<td>Video</td>
<td>3D VR/A R</td>
<td>Tactile</td>
</tr>
<tr>
<td>Architect ure</td>
<td>SISO</td>
<td>SISO</td>
<td>SISO</td>
<td>MIMO</td>
<td>Massive MIMO</td>
<td>Intelligent Surface</td>
</tr>
<tr>
<td>Multiple sing</td>
<td>FDM A</td>
<td>FDMA, TDMA</td>
<td>CDMA</td>
<td>OFDMA</td>
<td>OFDMA</td>
<td>Smart OFDM A plus IM</td>
</tr>
<tr>
<td>Maximum Frequenc y</td>
<td>894 MHz</td>
<td>1900 MHz</td>
<td>2100 MHz</td>
<td>6 GHz</td>
<td>90 GHz</td>
<td>10 THz</td>
</tr>
<tr>
<td>Maximum Data rate</td>
<td>2.4 kb/s</td>
<td>144 kb/s</td>
<td>2 Mb/s</td>
<td>1 Gb/s</td>
<td>35.46 Gb/s</td>
<td>100 Gb/s</td>
</tr>
</tbody>
</table>

III. CURRENT RESEARCH PROGRESSES TOWARDS 6G

Many research groups have shown the vision of 6G and research fraternity has started advance research activities and projects [18-20]. There is a growing inclination in research publications in this domain. Recently, Yang Lu et al. [21] filtered extant articles about 6G as various institutes have been conducting research on several approaches towards 6G. Publishing trend between 2016 and 2020 is depicted in Fig. 3. X-axis shows the number of publications while Y-axis shows specific year. It can be seen that maximum papers were published in IEEE conferences and journals.

E. Basar et al. [22] have discussed MIMO paradigm for 6G. They focused on research activities related to device manufacturing capabilities. S.M. Bohloul et al. [23] have made a good discussion about trends, opportunities and developments in 6G. They have outlined communication technologies e.g., tactile internet, flying networks and holographic calls for future networks in 2030. In [24] and [25], future trends and applications enabling 6G technology have been summarized. Blockchain technology, human centric services and key performance indicators of 6G are investigated in these studies. 6G prospect, challenges and key performance indicators are defined. Authors have illustrated the role of OWC [26] in 6G technology. Some recent articles have provided detailed discussions about green 6G network architecture [27], 6G spectrum management [28], security challenges [29], potential solutions [33], machine learning technologies for 6G [30-31] and performance evolution of terahertz [32] communications. Some publications have discussed data center connectivity [34] and practical implementation of multiple access [35] for 6G networks. Network patterns for 6G are highlighted in some studies [36-37]. 6G based AI applications [38-39] which will unlock the full potential of radio signals are outlined in some studies. Hardware foundation of AI [40] is proposed in an article. Zhao et al. [41] have provided a survey on intelligent reflective surfaces for 6G networks. These promising materials can enhance the spectral efficiency [42] in 6G networks. In addition, several countries have started research projects to initiate, develop, define and reshape framework of 6G networks. Table IV summarizes country wise research initiatives in 6G networks.

![Fig. 3. A Trend of Publications on 6G](image)

TABLE IV. 6G PROJECTS IN DIFFERENT COUNTRIES

<table>
<thead>
<tr>
<th>Country</th>
<th>Year</th>
<th>Research Initiative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finland</td>
<td>2018</td>
<td>6G initiative was launched in University of Oulu.</td>
</tr>
<tr>
<td>China</td>
<td>2019</td>
<td>37 research institutes have started focusing on 6G research.</td>
</tr>
<tr>
<td>USA</td>
<td>2019</td>
<td>Spectrum between 95 GHz and 3 THz has been opened.</td>
</tr>
<tr>
<td>South Korea</td>
<td>2019</td>
<td>KAIST and LE Electronics have established a 6G research center with collaboration.</td>
</tr>
<tr>
<td>Japan</td>
<td>2020</td>
<td>Sony, Intel and NTT have collaborated to work on 6G technology. Japan has planned to spend $US 2 billion on 6G industrial research.</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>2020</td>
<td>Researchers from KAUST have started working on 6G technology.</td>
</tr>
<tr>
<td>South Korea</td>
<td>2021-2026</td>
<td>Government of Korea will invest $169 million to secure 6G and planning to launch 6G pilot project in 2026.</td>
</tr>
</tbody>
</table>
IV. TECHNOLOGY BREAKDOWN

We have discussed each generation in the aspects of frequency, spatial and time domains as given below. Technology breakdown from 1G to 6G is also displayed in Fig. 4.

A. Spatial - 10 Times

The purview of the Space-Air-Ground integrated network enforces an extensive range of terminals, satellite communications, flying drones, which proffers two times cost reduction with low number of base stations. Ultra-scale MIMO can improve 50% throughput without extra costs; thereby 1.5 times cost reduction can be achieved. Intelligent adaptation of beam eventually brings three to four times reduction, while 10 times reduction is possible through different network architectures.

B. Frequency - 10 Times

In frequency domain, the cost reduction is dependent on utilization of low cost spectrum. Although mmWave, VLC and THz are capable to offer significant bandwidth for wireless transfer, the befitting scenario is indoor users with pedestrian mobility, which is 70% of the overall traffic. Thus, higher frequency bands can facilitate with 3 times reduction. Moreover, another 3-4 times reduction is possible by flexible usage of multiple frequency bands.

C. Time - 10 Times

Another prominent alternative is to profoundly impact the resolution of time-frequency resource to feature flexible frame structure and integrate modulation scheme like index modulation. A fast mode adaptation can enhance the performance with a massive combination of duplex schemes, modulation techniques and frame structures. By incorporating several techniques, we expect 1000 times reduction can be achieved. The core element is AI-assisted intelligent communication which can reduce cost up to 20-50 times.

V. 6G REQUIRES A NEW PARADIGM

Next generation 6G network requires wide bandwidth for high resolution and high carrier frequencies for small antennas. A potential issue is to analyze and process radio systems over wide bandwidth without prior information of signal, modulation and carrier frequency. An idea option is photonics defined system as it can provide high spectrum capacity with extreme bandwidth. It is an extended version of microwave photonics through coherent optics, optical computing and photonics DSP. A paradigm shift and hyper-S curve [43] presenting a revolution of mobile of communication technologies is shown in Fig. 5.

Open loop control, reduced feedbacks, software defined systems and interference cancellation have developed this system. A radical innovation is expected in case of 6G which will result into a new S curve. The logical start of 6G is shown in Fig. 6.

![Fig. 5. Hyper-S Curve and Paradigm Shift [43].](image)

![Fig. 6. New Logical Start of 6G.](image)

VI. KEY AREAS IN 6G NETWORKS

We will discuss key areas in 6G networks and we have also investigated privacy and security issues in these areas.

A. Real-Time Intelligent Edge

It is not fully possible to implement Unmanned Aerial Vehicle (UAV) networks with existing technologies as it needs real time intelligence and extremely low latency to control the network. Although 5G technology has supported autonomous driving, however prediction, self-adaption and self-awareness for network entities is not supported [44]. Thus, a new technology is required to overcome these issues. It will be possible through 6G technology to enable AI-powered services. As AI will be incorporated in vehicle networks, it will support several security mechanisms. However, it will cause new privacy and security issues. Tang et al. [45]
investigated that both network and physical environments should be considered for a vehicle network as it can reduce malicious activities.

B. Distributed AI

6G networks will support Internet of Everything (IoE). It will make 6G network advance enough to take intelligent decisions [27]. In addition, IoT needs to support various requirements. 1) The edge device must compute and store data. 2) It should have the capability to clean and abstract data [46]. This approach can improve the privacy and security of the network. Machine learning algorithms can be integrated with 6G to ensure security [47] and data integrity.

C. 3D Intercoms

In 6G network, network optimization and designing will move from 2D to 3D [48]. 6G technologies will be capable of supporting 3D communication to enable undersea, UAVs and satellite communication. A 3D intercom can facilitate this feature with accurate time and location. In addition, resource management, routing and mobility characteristics also require network optimization in 3D intercom. Currently, THz bands are being experienced. With this band, some new technologies e.g. quantum and molecular communications can be applied for remote communication [49]. Wei et al. [50] highlighted some security risks for authentication process. In addition, performance of 6G networks in undersea environment is still unpredictable. Once 6G network operations in undersea environment are possible, more opportunities and challenges will emerge in near future. Fig. 7 illustrates some application scenarios supported by 6G technologies.

D. Intelligent Radio

The transceiver devices can be separated in 6G while they were designed together in earlier generations. Hence, it has the capability to update itself. Some operating systems are developed on the basis of hardware information and AI technology. Researchers have investigated signal jamming and suspicious activities in data transmission. Thus, 6G will enable intelligent and secure data transmission.

VII. 6G Technologies

In this section, we have discussed 6G technologies and associated privacy and security concerns. Table V presents an overview of 6G technologies and security issues. While Fig. 8 illustrates potential key technologies of 6G networks.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Reference</th>
<th>Privacy and security issue</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>[48]</td>
<td>Malicious attack</td>
</tr>
<tr>
<td>AI</td>
<td>[51]</td>
<td>Communication</td>
</tr>
<tr>
<td>AI and quantum communication</td>
<td>[52]</td>
<td>Encryption</td>
</tr>
<tr>
<td>Blockchain</td>
<td>[53]</td>
<td>Communication</td>
</tr>
<tr>
<td>Blockchain</td>
<td>[54]</td>
<td>Access control</td>
</tr>
<tr>
<td>Blockchain</td>
<td>[55]</td>
<td>Authentication</td>
</tr>
<tr>
<td>VLC</td>
<td>[56]</td>
<td>Malicious attack</td>
</tr>
<tr>
<td>VLC</td>
<td>[57]</td>
<td>Communication</td>
</tr>
<tr>
<td>THz</td>
<td>[58]</td>
<td>Malicious attack</td>
</tr>
<tr>
<td>THz</td>
<td>[59]</td>
<td>Authentication</td>
</tr>
<tr>
<td>Quantum communication</td>
<td>[60]</td>
<td>Encryption</td>
</tr>
</tbody>
</table>

Fig. 8. Key Technologies of 6G Network.

A. AI

AI plays the most important role in future network infrastructures as compared to other technologies. AI has gained a lot of attention from various research groups. With this growing research, various privacy and security problems are also emerging. Although AI is also integrated in 5G technology, however it is considered as the key component of future 6G. AI technologies are subdivided into physical layer consisting of network infrastructure, architecture layer, computing layer which contains software defined networks, edge/cloud computing and network function virtualization.

B. Quantum Communication

Another promising technology in 6G network is quantum communication. It can significantly increase reliability and security of data transmission. Quantum state is affected with any adverse eavesdrop. Quantum communication offers security with essential breakthroughs. It can provide solutions and elevate communication which is not possible to achieve
through traditional communication techniques [61]. However, it is not the only panacea for all security threats. Although research has been carried out to develop quantum cryptography, but fiber attenuation is a serve issue in long distance quantum communication. Zhang et al. [62] and Nawaz et al. [52] have presented quantum mechanism for secure communication through quantum key distribution models.

C. Blockchain

Another prominent technology is 6G network is blockchain. It has several used such as spectrum sharing, distributed ledger technology and network decentralization. S. Dang et al. [48] used network decentralization to enhance network performance. Strinati et al. [63] also increased authentication security through distributed ledger technology. Blockchain technology can also overcome spectrum monopoly and low spectrum utilization [64]. Blockchain privacy concerns are related to communication, authentication and access control. X. Ling et al. [65] have illustrated authentication and secure network access features through blockchain technology.

D. Visible Light Communication (VLC)

VLC is a promising technology to meet the rapidly growing needs of wireless connectivity [66]. VLC has been deployed in vehicular Ad Hoc networks and indoor positioning systems. J. Luo et al. [67] have presented an indoor positioning system based on VLC. It is noticed that VLC limits EM interference. Some research studies have demonstrated high speed data transmission by using LEDs. Some deficiencies exist which affect the performance of VLC communication. In particular, VLC technology mainly supports indoor scenario as it is severely affected by natural light. The security issues of VLC technology include communication problem and malicious activities. A SecVLC protocol [57] is developed for secure data transmission in a vehicular network. Fig. 9 presents an overview of OWC in 6G technologies. We have provided a detailed discussion of OWC and 6G our recent systematic study [68]. 6G is expected revolution in UWPT [69] and UWOC.

E. Terahertz Technology (THz)

Existing RF band cannot be utilized for future 6G technologies [70]. It has spurred the demand for THz technology. THz communication technology used 0.1-10 THz band. Moreover, it exploits optical signals and EM waves. Huang et al. [27] have highlighted several benefits of THz band including 100 Gbps data rate, high security and limited eavesdropping. THz can significantly minimize intercell impact [64]. Strinati et al. [63] have investigated energy consumption problem in THz communication. THz faces security risks of authentication and malicious attack. We have summarized a comparison between VLC and THz communication in Table VI.

Table VI. Comparison Between VLC and THz

<table>
<thead>
<tr>
<th>Feature</th>
<th>VLC</th>
<th>THz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>Cheap</td>
<td>Expensive</td>
</tr>
<tr>
<td>Data rate</td>
<td>10 Gbps</td>
<td>100 Gbps</td>
</tr>
<tr>
<td>EM radiation</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>Transmission</td>
<td>LOS</td>
<td>NLOS</td>
</tr>
<tr>
<td>Transmission power</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Spectrum regulation</td>
<td>Unlicensed</td>
<td>Licensed</td>
</tr>
<tr>
<td>Inter cell interference</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>10-100 GHz</td>
<td>100 THz</td>
</tr>
</tbody>
</table>

VIII. POTENTIAL CHALLENGES

There are several critical challenges which can affect future 6G technology. In this section, we have discussed big data, power, latency and hardware design challenges.

A. Wireless Big Data

AI technology has proven its great stature in computer vision tasks. It has potential application in ImageNet big data sets. Such supervised learning method can solve complex optimization challenges in wireless communication. However, there exist many serious concerns for developing public wireless data sets for research purpose. As big data is processed and stored through cloud computing. The DIOE will cause new challenges to manage this data.

B. Portable and Low-Latency Algorithm

The current AI technologies are developed to meet certain requirements; however, it has limited migration capability. However, an important performance metric is to design portable and low latency algorithms. In addition, latency trade-off and accuracy is highly required as compared to traditional computer vision tasks.

C. Hardware Co-Design

High density parallel computing methods are required in AI-assisted technologies. Wireless network architecture requires certain parameters to support AI-assisted communication. Moreover, computer performance can face degradation in case of advanced materials e.g. graphene transistors and high temperature superconductors.
D. Power Supply

6G technology can make an efficient connection between mobile devices. Energy-efficient algorithms and strategies must be adopted in such cases. 6G will introduce new power control mechanisms such as advance wireless power transfer (WPT) for smart devices. It will enable energy harvesting and optimization technique for efficient performance in harsh environment such as undersea environment.

E. Network Security Issue

Researchers need to focus on privacy concerns in future 6G technology. They must investigate new security approaches for secure data transmission. A significant extension in 5G security methods can also enable 6G security. Researchers can find new techniques to efficiently integrate THz with mmWaves. It can put profound impact on 6G privacy and security mechanism.

IX. 6G Potential Applications

Every new epoch of network technology introduces new services. In this section, we have outlined some potential applications for future 6G technology.

A. Multi-Sensory XR Applications

The low latency and high bandwidth of 5G technology has extended the VR/AR experience for 5G users. Nonetheless, some existing challenges should be removed in 6G network. The VR/AR experience can be enhanced in 6G network. Multiple sensors can be allocated to gather sensory data. Hence, the XR in 6G network will be formulated from URLLC and eMBB. The security concerns of eMBB and URLLC include internal communication, access control and malicious attack. [71] have investigated security problems in URLLC applications. J.M. Hamamreh et al. [72] have suggested a technique to improve security again URLLC attacks. Similarly, Yamakami et al. [73] have proposed a 3D model for secrecy risks in XR applications.

B. Connected Robotics and Autonomous Systems

Another promising application of 6G technology is the connected robotics and autonomous systems. A comprehensive autonomous system is required in 6G network as compared to 5G. This system should be based on a multi-dimensional network. In addition, the system must be capable to embed AI across the network. This feature will support automatic controlling of internal components. Strianti et al. [63] have envisioned resource control, caching and automatic handling in network. They developed an automated factory which contains cloud services, database and UAV networks to make it a complete autonomous system. 6G will be helpful for underwater robotic tasks such as security, imaging and rescue. 6G will enable efficient surveillance, navigation and robotic communication. It will develop a reliable, secure and smooth communication channel for real-time applications. Low latency and high speed data transmission of 6G will be helpful to obtain video data.

C. Wireless Brain-Computer Interactions

The concept of wireless BCI is to develop a link between device and human brain. This device can be placed inside or outside the body. The key application of wireless BCI is to control auxiliary equipment for disabled people. It is expected that BCI will have more applications with involving 6G technology. In 2015, Chen et al. [74] developed a brain-computer interface to speed up spelling. The security risks of wireless BCI contain encryption and malicious behavior. Several research studies [75-76] have discussed security issues, protection techniques and hacking applications to mitigate security issues.

D. Accurate Indoor Positioning

With evolving GPS, outdoor positioning systems have been developed accurately. However, indoor position systems need research attention to cope up with complicated indoor EM propagation. New aspects of full-fledge applications are expected with reliable and accurate indoor positioning services. However, alone RF communication cannot achieve accurate indoor positioning. Such crucial application can only be realized with 6G technology.

E. Holographic Communications

6G will make it possible to realize virtual in-person meeting than traditional video conferencing. It can be achieved through a realistic projection of real-time mobility in short time. It is not sufficient to transmit 3D image with voice to realize in-person presence. However, it requires a stereo audio incorporated in 3D video. We can state that user interacts with holographic data and can carry out possible modifications as needed. This scenario can be captured by reliable communication networks with extremely large bandwidth.

F. Tactile Communications

After realizing holographic communication for virtual in-person meeting, it is advantageous to carry out tactile communication to transfer the physical interaction remotely. Specifically, it includes interpersonal communication, cooperative automated driving and teleoperation. Stringent demands or these applications can be met through reliable cross-layer communication-system. Moreover, delay can be mitigated by carefully handling handover, scheduling, queuing and buffering.

G. Internet of Nano-Things

Nanotechnology is providing remarkable opportunities to design advance materials. It has developed nanodevices like nanosensors. It has the capability to perform simple task and enable internet connectivity. IoNT [77] is developed by integrating nanotechnology with IoT. It has the ability to sense and transmit information. IoNT can be deployed with allied technologies such as big data, cloud computing, WSN, UWSN [78-79] and IoT. However, IoNT faces limited memory space issue for real-time implementation as data storage depends on the size of nano memory. Another potential issue is high biological noise and congestion control in nanodevices. An overview of 6G applications is summarized in figure 10.

H. Intelligent Internet of Medical Things (IIoMT)

IIoMT will remove space and time hurdles to perform surgical operations. 6G will provide high speed communication for efficient performance of telesurgery beyond boundaries. IIoMT will make use of holographic communication, tactile communication and AR/VR to assist remote doctors. Thus, 6G
technology will ensure intelligent healthcare. It is expected to bring mobile hospital technology which can remove ambulance services. In future, it can offer medical devices to perform special medical tasks which can greatly reduce the possibility of medical staff in contacting with viruses. An overview of 6G applications is summarized in Fig. 10.

![Diagram of 6G Network]

**Fig. 10. Potential Applications of 6G.**

**X. CONCLUSIONS**

During the worldwide deployment of 5G, academia and industrial experts have started conceptualizing 6G. Unlike 5G networks, the next generation 6G will focus on communication among users, industries and multiple objects. Network transmission performance is no longer only important parameter; blockchain technology, IoT and AI have become important components. 6G network will keep penetrating into virtual society, human-perceived actions and ubiquitous spaces. It will provide a secure, reliable, intelligent, deep, seamless and holographic network infrastructure. 6G network will fulfill the growing demands of industries with continuous innovations of AI. We outlined research activities in different countries which aim to create a vision of 6G. 6G will enable many new technologies such as VLC, tactile and holographic communication. In conclusion, we expect that this review article will pave the way to identify 6G roadmap. This paper reviews the key technologies and areas of 6G networks and highlights a prospective on future research. We have presented a vision of 6G network as a research guide for readers. We have also addressed key features, security challenges and explained potential applications which will be supported in 6G. We have presented an overview of 1G to 6G. We then examine the key areas of 6G network. This review article started by highlighting the historical overview of communication technologies and their pivotal elements aiming at fostering future 6G in various dimensions. Then, we discussed technology breakdown, potential challenges associated with future 6G technology and possible solutions to foster 6G. In addition, we have profoundly examined research activities in different countries including industries and research institutes. Finally, this study concludes with potential applications of future 6G. The key contribution of our study is that it clarifies the promising solution for potential issues and challenges in 6G technology. Thus, this review will open new horizons for future research directions.
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Abstract—Maximum Likelihood Classification: MLC based on classified result of boundary Mixed Pixels (Mixel) for high spatial resolution of remote sensing satellite images is proposed and evaluated with Landsat Thematic Mapper: TM images. Optimum threshold indicates different results for TM and Multi Spectral Scanner: MSS data. This may since the TM spatial resolution is 2.7 times finer than MSS, and consequently, TM imagery has more spectral variability for a class. The increase of the spectral heterogeneity in a class and the higher number of channels being used in the classification process may play significant role. For example, the optimum threshold for classifying an agricultural scene using MSS data is about 2.5 standard deviations, while that for TM corresponds to more than four standard deviations. This paper compares the optimum threshold between MSS and TM and suggests a method of using unassigned boundary pixels to determine the optimum threshold. Further, it describes the relationship of the optimum threshold to the class variance with a full illustration of TM data. The experimental conclusions suggest to the user some systematic methods for obtaining an optimal classification with MLC.

Keywords—Maximum likelihood classification; optimum threshold; Landsat TM; MSS; Mixed Pixel; spatial resolution

I. INTRODUCTION

Now a day, high spatial resolution of remote sensing satellite imagery data is available. The finest resolution as of now is 30cm provided by very high-resolution commercial satellites. For instance, 50cm high-resolution image from Pleiades satellite (Airbus); it allows to clearly see the buildings, small boats, narrow streets. There is another example, a 50cm resolution image from SuperView-1 and 40cm (Komspat-3A), etc.

One of problems of utilization of these high spatial resolution of satellite images is comparatively poor classification performance. In general, variance of a designated class in a feature space is increased in accordance with the spatial resolution which result in poor classification performance. Another disadvantage of the high spatial resolution of satellite image classification is determination of optimum threshold for the discrimination between classes in the well-known Maximum Likelihood classification or some other classification methods such as Support Vector Machine, Deep Learning Based Method, etc. This paper is intended to solve the latter problem.

Supervised maximum likelihood classification based on multidimensional normal distribution for each pixel is widely used as a classification method for remote sensing data. In this method, the training area of each class of interest is first set by the analyst, and each class is defined by the distribution of the classes in the probability space from the samples in the area. Then, using the likelihood between the distribution and the pixel to be classified as an index, the pixel is classified into a distribution class showing the highest likelihood.

However, if the likelihood is not so large, it is determined that it is better not to be classified into some forcibly set classes, so that the pixel is set as an unset class. At this time, the value of the likelihood for deciding whether to make the class unset is defined as a threshold here. In general, the threshold is determined empirically by repeated trial and error using the classified image according to the subjectivity of the analyst. Therefore, it takes a lot of time to find the optimal threshold and lacks general bias.

The optimal threshold decision method proposed in this paper extracts boundary pixels in different class regions, performs maximum likelihood classification with a certain threshold on those pixels, and determines the number of pixels classified into unset classes. It is optimized with a threshold value that is half the number of pixels. In this method, the target region to be classified for obtaining the optimum threshold is limited to the boundary pixels, and therefore the optimum threshold can be determined objectively in a short time.

This paper first describes related research works followed by the definition of the optimal threshold together with research background. Then, the optimal thresholds of Landsat TM and MSS data with different Instantaneous Field of View: IFOV are subjectively obtained by the conventional method, and the two elderly are compared to clarify the relationship between the optimal threshold and the IFOV. Finally, the proposed method is explained, and it is shown using TM data that it matches the optimal threshold value obtained by the conventional method, and the validity of the proposed method is shown.

II. RELATED RESEARCH WORKS

Classification by re-estimating statistical parameters based on auto-regressive model is proposed for purification of
training samples [1]. Meanwhile, multi-temporal texture analysis in TM classification is proposed for high spatial resolution of optical sensor images [2]. On the other hand, Maximum Likelihood (MLH) TM classification considering pixel-to-pixel correlation is proposed [3].

Supervised TM classification with a purification of training samples is proposed [4] together with TM classification using local spectral variability is proposed [5]. A classification method with spatial spectral variability is also proposed [6] together with TM classification using local spectral variability [7].

Application of inversion theory for image analysis and classification is proposed [8]. Meanwhile, polarimetric Synthetic Aperture Radar: SAR image classification with maximum curvature of the trajectory in eigen space domain on the polarization signature is proposed [9]. On the other hand, A hybrid supervised classification method for multi-dimensional images using color and textural features is proposed [10].

Polarimetric SAR image classification with high frequency component derived from wavelet multi resolution analysis: MRA is proposed [11]. Comparative study of polarimetric SAR classification methods including proposed method with maximum curvature of trajectory of backscattering cross section in ellipticity and orientation angle space is conducted and well reported [12].

Human gait gender classification using 2D discrete wavelet transforms energy is proposed [13] together with human gait gender classification in spatial and temporal reasoning [14].

Comparative study on discrimination methods for identifying dangerous red tide species based on wavelet utilized classification methods is conducted [15]. On the other hand, multi spectral image classification method with selection of independent spectral features through correlation analysis is proposed [16].

Image retrieval and classification method based on Euclidian distance between normalized features including wavelet descriptor is proposed [17]. Meanwhile, gender classification method based on gait energy motion derived from silhouettes through wavelet analysis of human gait moving pictures is proposed [18] together with human gait skeleton model acquired with single side video camera and its application and implementation for gender classification [19].

Gender classification method based on gait energy motion derived from silhouette through wavelet analysis of human gait moving pictures is proposed [20] together with human gait gender classification using 3D discrete wavelet transformation feature extraction [21].

Wavelet Multi-Resolution Analysis: MRA and its application to polarimetric SAR classification is proposed [22]. On the other hand, object classification using a deep convolutional neural network and its application to myoelectric hand control is proposed and evaluated effectiveness [23]. On the other hand, image classification considering probability density function based on Simplified beta distribution is proposed and validated with remote sensing satellite imagery data [24].

III. RESEARCH BACKGROUND

A. Definition of Optimum Thershold for Maximum Likelihood Classification

The log likelihood function $g_i(x)$ of the observation vector $x$ with respect to the class $i$ in the maximum likelihood classification [25] can be expressed by Eq. (1).

$$g_i(x) = \frac{1}{2 \det \Sigma_i^{-1}} - \frac{1}{2} (x - \mu_i)^T \Sigma_i^{-1} (x - \mu_i)$$

(1)

where, $\mu_i$ and $\Sigma_i$ are the mean vector and the covariance matrix of class $i$, $d$ is the transverse and inverse matrix, respectively. $x$ is classified into a class $i$ in which $g_i(x)$ is maximum. At this time, if $g_i(x)$ does not exceed the threshold value $\theta$, $x$ is classified into an unset class. No, usually $\theta$ is defined by likelihood.

Suppose now that the classes $i$ and $j$ and other unset classes are considered as shown in Fig. 1. In the figure, $P_u1$ to $P_u$ are the probabilities of being classified into the unset class, $P_c i$ $P_j$ is the probability of taking pixels that originally belong to the set class into classes $i$ and $j$, and $P_c i$, $P_j$ is the pixel that originally belongs to class $j$.

![Fig. 1. Explanatory Illustration for the Determination of Optimum Threshold of the Pointwise Maximum Likelihood Classification in the case of Two Designated Classes and Background Class.](image)

The probability of classifying pixels of class $i$ into class $j$, $P_i$ and $P_j$ are the correct answer rates for classifying pixels belonging to classes $i$ and $j$ into classes $i$ and $j$, respectively. Here, the correct answer rate $P_c$, the misclassification probability $P_e$, and the classification into unset classes, that is, the probability $P_u$ not classified because the confidence level of the classification result is low are defined by the following equations.

$$P_c = P_i + P_j$$

(2)

$$P_e = P_{ci} + P_{ci} + P_{cj} + P_{cj}$$

(3)

$$P_u = P_u1 + P_u2 + P_u3 + P_u4$$

(4)

When the threshold value $\theta$ is increased, $P_c$ and $P_e$ decrease, and $P_u$ increases. The amount of the increase or decrease depends on the probability density function of the classes $i$ and $j$ and the distance between classes. The threshold
that maximizes \((aP_c - bP_{ecPu})\) is defined as the optimal threshold \(\theta_{opt}\). Here, \(a\), \(b\), and \(c\) are weighting factors for each probability, and are determined based on the subjectivity of the analyst. Therefore, according to the subjective opinion of the analyst, \(\theta_{opt}\) is obtained by repeating trial and error using the classification result with several threshold values (this is called the conventional method here).

**B. Example of Optimum Threshold**

1) **Analysis image**: Acquired by Landsat 5 TM on August 15, 1984. Using the data of Cranbrook, British Columbia, Canada (Path: 43, Row: 25), the optimal threshold was determined by the conventional method [26]. This area is mostly covered with forests, including logging areas, alpine meadows, roads, rivers, etc. The following four classes were set from these. i) New logging area, ii) Old logging area, iii) Alpine grassland, iv) Forest where, a new felling area was defined as a forest that was harvested within 5 years, an old logging area was harvested between 5 and 40 years, and an area with a tree age of more than 40 years was defined as a forest.

2) **Optimal threshold**: Fig. 2(a) and (b) show examples of classified images when a part of the original image and the threshold \(\theta\) are changed to \(-40\), \(-30\), and \(-20\), respectively. In the case of \(\theta = -20\), the probability of being classified into an unset class is high, and it is difficult to say that the threshold is optimal. Looking at the classified image of \(b = -40\), the shaded forest on the upper left and the exposed part of the rock on the left are misclassified into the class of “new logging area” with similar spectral characteristics. On the other hand, in the classified image of \(\theta = -30\), those portions are classified into the unset class, and it turns out that the threshold value is the optimal threshold after all.

**C. Resolution and Optimal Threshold**

The optimal threshold for MSS data is said to be the likelihood corresponding to two to three times the standard deviation of the band showing the maximum variance. What is the optimal threshold for TM data with improved quantization bit rate and instantaneous visual field? With improved resolution, the intra-class variance increases [27] and the optimal threshold generally decreases. To illustrate this, the optimal thresholds were compared using both TM and MSS data acquired simultaneously by Landsat 5 on July 29, 1984. The target area is an agricultural area in Melfort, Saskatchewan, Canada.
The following classes were set from the main components.
1) Urban area,
2) Barley field,
3) Wheat field,
4) Bean field,
5) Fallow field

Comparing the logarithm of det.Σ (generalized variance), which indicates the degree of variance of each class, with TM and MSS data, TM is larger as shown in Table I. In addition, using the average vector of each class and the covariance matrix, the average of the Mahalanobis distance \(^1\) with the observation vector in the training area is obtained, and when comparing TM and MSS, it is found that TM is smaller as shown in the table. That is, it is understood that the likelihood is large.

The maximum likelihood method with various thresholds was applied to both data, and the optimal threshold was determined by the conventional method of subjectively evaluating the classified images. As a result, it was found that the optimum value is about 18 for MSS and about 30 for TM. Examining this in Fig. 3 showing the relationship between the threshold and the classification accuracy \(P_c\) of each class, the threshold at which all \(P_c\) is almost saturated is optimal.

**TABLE I. GENERALIZED VARIANCE AND MAHALANOBIS DISTANCE ON A PER CLASS BASIS**

<table>
<thead>
<tr>
<th>Class Name</th>
<th>(\log_{\text{det}} \Sigma)</th>
<th>((x-\mu)\Sigma^{-1}(x-\mu)^T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TM_MSS</td>
<td>TM_MSS</td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>10.9_5.91</td>
<td>12.09_19.01</td>
</tr>
<tr>
<td>Barley</td>
<td>6.62_3.28</td>
<td>14.72_23.38</td>
</tr>
<tr>
<td>Wheat</td>
<td>3.71_2.91</td>
<td>15.09_26.27</td>
</tr>
<tr>
<td>Canola</td>
<td>4.46_4.99</td>
<td>13.01_25.54</td>
</tr>
<tr>
<td>Fallow</td>
<td>7.22_5.12</td>
<td>12.88_22.78</td>
</tr>
</tbody>
</table>

**Fig. 3. A Comparison between Optimum Thresholds for TM and MSS Data (Optimum Threshold for TM is around-30, while that for MSS is about-18)**

**Fig. 4. Changes in the Optimum Threshold Due to differences in Both Radiometric and Spatial Resolutions, where the Classes are: 1) Urban, 2) Barley Field, 3) Wheat Field, 4) Canola Field and 5) Fallow Field.**

However, the number of TM bands in this comparison is 6, and that of MSS is different from 4. Since the likelihood comparison cannot be performed without the dimensions of the variables, the TM dimension is further reduced to 4. investigated. As a method of dimensionality reduction, the method using only the degree of separation as an index is considered, and selected TM bands 1, 3, 4, and 5. As a result, as shown in Fig. 4, the optimum threshold value for 4-Pand TM data is about -22, which is lower than that of MSS. This difference is thought to be due to the difference of class variance in feature space based on the difference of spatial resolution.

**IV. PROPOSED METHOD (MAXIMUM LIKELIHOOD CLASSIFICATION WITH CLASSIFIED BOUNDARY PIXEL**

Looking at the classified image at the optimal threshold value obtained by the analyst's subjective view, and Fig. 2(b), about half of the boundary pixels of different setting classes are classified as unset classes. These boundary pixels are also called Mixels (Mixed Pixels) and have at least two or more types of spectral classes having complex spectral characteristics weighted by the area ratio of pixels in each class. Focusing on a certain class \(i\), consider a boundary pixel set in contact with this class area. To simplify the discussion, consider a one-dimensional pixel array, and consider the classification of boundary pixels at the sampling phase of In-Phase and Out of Phase shown in Fig. 5. Since the sampling phase is uncorrelated between the radiometer scanning time and the boundary position of the surface object, it is rare in the case of In-Phase, almost out of phase, and independent of the position within the boundary pixel. It is a uniform probability. Now, when the likelihood is classified based on 50%, the probability of being classified into an unset class is 0, and the boundary pixels are classified into either \(i\) or \(j\) class.

---

\(^1\) [https://en.wikipedia.org/wiki/Mahalanobis_distance](https://en.wikipedia.org/wiki/Mahalanobis_distance)
If the likelihood is classified based on 100%, all boundary pixels are classified into an unset class. The criterion of the likelihood that half of the boundary pixels are classified into the unset class is shown by the broken line and the dashed line in Fig. 5(b). The proposed scheme is based on this. Although the discussion so far is valid for one class, finding the optimal threshold common to all classes is more complicated and difficult to derive theoretically. Therefore, the proposed method considers a state where the probability of being classified into the unset class of the boundary pixel set is 0.5 as the first approximation of the optimal threshold. Based on this assumption, using the extracted boundary pixel classification results, the threshold value such that half of them are classified into the unset class was considered optimal. Fig. 6 shows a flowchart of the optimum threshold value determination method. In the figure, the mask pattern is a binary image in which the boundary pixel is “1” and the other pixels are “0”.

V. EXPERIMENT

Numerous methods for detecting boundary pixels have been proposed depending on the application and the definition of the boundary [28]. In this paper, a method [29] that uses the variance of local spectral information emphasized in high-resolution images as an index in used. Specifically, the boundary pixel was extracted by binarizing the variation coefficient of the pixel value in a 2 × 2 pixels cell by a predetermined threshold.

Next, an example of extraction using TM data used in the analysis is shown in 22. Table II shows the average, variance, and coefficient of variation of each class for Band 4 (TM-4), which has the largest variance of the set class. The minimum value of the difference in the coefficient of variation between the classes is 0.176. If this value is set as a threshold and the image representing the variation coefficient is binarized, the boundary pixels between the classes can be extracted. To confirm this, boundary pixels were extracted by changing the threshold to 0.15, 0.2, 0.3. As a result, as shown in Fig. 7, the threshold is best when the threshold is 0.15. Confirmed that it represents the world.

A maximum likelihood classification with a threshold of -10 to -40 was applied to the above extracted boundary pixels to obtain a classified image. After that, the ratio of the pixels classified into the unset class in the boundary pixels was calculated, and the relationship with the threshold was examined.

As a result, as shown in Fig. 7, the threshold value corresponding to 50% of the pixels classified into the unset class among the boundary pixels is about 130, and this value is 2.2, which is subjectively calculated by the conventional method. The validity of the proposed method was evident from the fact that it almost coincided with the above.

![Flowchart](image)

**Fig. 6.** Schematic Diagram for the Determination of the Optimum Threshold of Maximum Likelihood Classifier.

<table>
<thead>
<tr>
<th>Class</th>
<th>Sample</th>
<th>Mean</th>
<th>Variance</th>
<th>Variability_Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>New_Clearcut</td>
<td>956</td>
<td>5.09</td>
<td>45.7</td>
<td>1.33</td>
</tr>
<tr>
<td>Old_Clearcut</td>
<td>270</td>
<td>4.99</td>
<td>109</td>
<td>2.09</td>
</tr>
<tr>
<td>Alpine_Meadow</td>
<td>435</td>
<td>19.27</td>
<td>2528.32</td>
<td>2.61</td>
</tr>
<tr>
<td>Forest</td>
<td>1377</td>
<td>1.4</td>
<td>11.6</td>
<td>2.43</td>
</tr>
</tbody>
</table>

**TABLE II.** AVERAGE AND VARIANCE OF THE 2X2 CELLS OF TM4 (TM BAND 4)
VI. CONCLUSION

When applying the maximum likelihood classification to high-resolution images, the following points need to be considered to determine the optimal threshold. That is, the high-resolution image has a relatively large variation in the spectral information, so that the threshold value needs to be selected low. In addition, the optimal threshold decision method proposed in this paper, which has a threshold value at which the occupation probability of a pixel classified into an unset class at the boundary pixel becomes 0.5, has the following characteristics.

1) According to the conventional method, it is determined by the subjectivity of the analyst, and it is difficult to compare the classification results. However, according to the present method, it can be obtained objectively.

2) In the conventional method, several maximum likelihood methods with different thresholds are applied to the entire analysis image and determined by trial and error. However, according to this method, classification is performed only on extracted boundary pixels. Since the optimum threshold value is obtained, the processing time is short.

3) This method is based on a completely new concept of determining the optimal threshold of the maximum likelihood method using the probability of being classified into an unset class of boundary pixels.

VII. FUTURE RESEARCH WORKS

The proposed method must be validated with a variety of high spatial resolution of optical sensors onboard satellites.
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Abstract—Climate and weather variability are thought-provoking for world communities. In this apprehension, weather variability imposes a broad impact on the economy and the survival of the living entities. In relation to the African continent country Ethiopia, it is desirable to have great attention on the weather variability. The Ethiopian Dodota Woreda region is continuously affected by repeated droughts. It gives a great alarm to investigate and analyze the factors which are major causes of the frequent occurrence of drought. Although the weather scientists and domain experts are overwhelmed with meteorological data but lacking in analyzing and revealing the hidden knowledge or patterns about weather variability. This paper is an effort to design an enhanced predictive model for weather variability forecasting through Data Mining Techniques. The parameters used in this research are temperature, dew point, sunshine, rainfall, wind speed, maximum temperature, minimum temperature, and relative humidity to enhance the accuracy of forecasting. To improve the accuracy, we used the Multilayer-perceptron (MLP), Naïve Bayes, and multinomial logistic regression algorithms to design a proposed Predictive Model. The knowledge discovery in database (KDD) process model was used as a framework for the modeling purpose. The research findings revealed that the aforementioned parameters have a strong positive relationship with weather forecasting in meteorology sectors. The MLP model with selected parameters presents an interesting predictive accuracy result i.e. 98.3908% as correctly classified instances. The most performing algorithm, MLP was chosen and used to generate interesting patterns. The domain experts (meteorologists) validated the discovered patterns for the improved accuracy of weather variability forecasting.

Keywords—Meteorological data; weather forecasting; multilayer-perceptron; Naïve Bayes; multinomial logistic regression algorithms

I. INTRODUCTION

The prime objective of this study is to design an enhanced predictive model for weather variability forecasting of Dodota Woreda (a region of Ethiopia) site using data mining techniques. Primarily it was aimed to rigorously review the existing models to find out the deficiencies in weather variability forecasting. This review was done in special reference to the site (Dodota Woreda) selected for the study and primary data collection. The determinant parameters that affect the weather variability were targeted to identify and select suitable data mining techniques for designing a predictive model. The performance of the model was validated by domain experts i.e. meteorologists. It was also marked to identify which data mining algorithm is better performing in weather variability forecasting.

The data set for this study was collected from the national meteorology agency of the Dodota Woreda region and Awash-Melkasa station. 10 years of the daily dataset from 2006 to 2016 were collected to analyze the objectives specified in the study. The meteorological dataset selected for this research contains 7 parameters and 5282 records. The major limitation of this research study is the unavailability of sufficient datasets for some of the selected parameters of the climate.

The significance of this research study is to support the meteorology department for accurate weather variability forecasting. For this purpose, the research efforts were made to design a predictive model with enhanced performance. The interesting patterns/rules extracted from this research can be used to support the decision-making processes in the domain. Timely information about the weather variability allows people to make better precautions and preparations to alleviate the disastrous challenges. The enhanced forecasting can also help in improved decision-making processes such as: 1) weather threatens to life and property, 2) daily planning for outdoor activities, and 3) routine weather dependent economic activities.

In general, the research can help in improving the current forecasting methods/mechanism especially in minimizing the forecasting errors. In addition, the Govt. institutions like the National Meteorology Agency, Agriculture Department, Dodota Woreda Administration, Community, and Non-Govt. Institution can also use the outcomes of this research. The major challenges faced by the world Meteorologist are the accuracy of the weather variability and its predictive analysis [1]. Scientists have tried to forecast meteorological characteristics using numerous methods. Some of these methods being used provide better accuracy than others [2]. The current practices of the weather variability forecasting include ground observation, observation from the ships, aircraft, Doppler radars and satellites. We need accurate judgments of temperature at a particular time for various reasons such as the planning for the individuals’ daily activity, the farmers need for planting and harvesting their crops, agricultural and technical systems need the assessment of the natural hazards, and to design the solar energy systems [3]. The necessity for accurate weather variability prediction is not questionable when the benefits are higher than the expensives.
Accuracy of the weather variability is based on the selected algorithms and parameters. Numerous techniques such as linear regression, auto-regression, Multi-Layer Perceptron, and back-propagation neural network is being applied to predict the weather variability using parameters such as temperature, wind speed, rainfall, dew point, and meteorological pollution etc. [4]. The most effective way to minimize the disastrous damage due to weather variability is forewarning. Though the accurate prediction may not stop a famine or flood, they can help people to prepare in advance.

The meteorological office of the forecasting of Ethiopia uses a model 24*7*365 of the year, using one of the world’s fastest supercomputers to predict the weather variability for hours, days, weeks, seasons, and even years ahead. Despite all such efforts, weather forecasting still needs a significant improvement in forecasting accuracy. This is due to the complexity of the atmosphere and lack of observational data with limited consideration of weather parameters [5]. Even though, a huge amount of the meteorological dataset is available at the meteorology department, but it is not adequately, and properly analyzed for weather variability forecasting. The discovered new knowledge and hidden insights can be useful support in decision making and strategic planning processes.

The world Climate and Weather are the two critical phenomena that affect human lives. Weather is a short-term phenomenon and its variability has a broad and far-reaching set of impact by imposing significant loss of lives and cause illness. It also affects the economy in terms of transportation blockage, the decline in agricultural production, and land erosion. Although some of the research studies and projects have been undertaken in the Dodota Woreda region covering limited knowledge with scientific observations on weather forecasting and its impacts. These studies used different sets of parameters for predicting weather variability in terms of sunny, cloudy, and rainy which are used for the precautionary measures for the community lives, economic development, and to save the community from drought, food security, unpredictable rain, flood, and soil erosion.

In the year 2008 (ETC) many people at Dodota Woreda faced weather variability challenges and died due to great famine and drought shocks. The food shortage and drought were tightly coupled with the rainfall variability and caused a situation of high dependency on national and international food aids. During the preliminary assessment, it was found that the number of farmers at Dodota Woreda was displaced due to disastrous weather and soil erosions. With the researcher’s point of view, the impact of weather variability is still continued and considered to be one of the important study focus areas for the Dodota Woreda region. The extremes of damages by climatic disasters and weather variability cannot be avoided completely, but a forewarning or an advance warning can minimize or alleviate such disastrous damages by advanced precautions and decision makings. This could certainly be a noble help to minimize the adverse effect of weather variability. Hence it was observed that an accurate and enhanced forecasting method for weather variability can be an important research initiative.

In data science analytics, there may be numerous hidden rules/patterns available in a massive amount of meteorological dataset. These patterns/rules can be very evident but cannot easily be discovered by domain experts. For this reason, numerous researchers tried to predict weather variability with different meteorological parameters through different data mining techniques. When we use different predictive models with low performance in decision-making processes; definitely decisions cannot be effective on-ground in reality. From the researcher’s point of view, we need to have improved models so as to enhance the accuracy of the weather variability forecasting. These enhanced or improved models can provide better and accurate weather variability forecasting to support decision-making processes.

The Data Mining techniques have proved encouraging results in the prediction of weather variability but the variability of the parameters could lead to a deficiency in the results. In this study, efforts are made to enhance the accuracy of weather variability forecasting with extended parameters. The different types of weather parameters such as rainfall, wind speed, humidity, dew point, and sunshine, etc. were added as additional parameters along with the parameters used by the prior researches. It was done to check the impact on the accuracy of the weather variability forecasting. This the research applies “Multilayer perceptron or Back Propagation, Naive Bayes, and Multinomial logistic regression algorithms”. In this research, we used WEKA software for data analysis.

Initially, it was observed that the Dodota Woreda of Ethiopia is being affected by serious weather variability disasters such as socio-economic crisis, transport blockage, cattle deaths, illness, and food shortage because of lack of accurate weather forecasting. This results in a displacement of the people from one region to another. This phenomenon needs serious attention. The significant research question raised to initiate this research study were: 1) What are the major challenges in the accurate forecasting of the weather variability in general and at Dodota Woreda region as a case? 2) What are the forecasting accuracy gaps in the prior research studies in the 1) region? and 3) How a better research contribution can enhance the forecasting accuracy of the weather variability so as to support the decision-makers for better preparation to alleviate the adverse impacts. The main motivation of this research was to design an enhanced predictive model that can accurately forecast the weather variability using data mining techniques. Finally, the designed predictive model and the hidden knowledge/pattern discovered from this research are presented. This knowledge as rules/patterns discovered from the massive meteorology dataset can help agencies to provide better weather variability information to the public and decision-makers.

The study expected a significant contribution to the new knowledge domain of the weather forecasting in the region. Hence, this study is an attempt to analyze the massive amount of meteorological data to design an enhanced predictive model that can support the forecasting of weather variability using data mining techniques. The study was focused on the Dodota Woreda region located in the Arsi zone in the Oromia Region of Ethiopia.
II. REVIEW OF LITERATURE

A massive amount of data is essential to generate new information and knowledge. The data retrieval is not enough to hold and process relevant data stored in databases and other repositories. It requires alternative techniques such as data mining. These techniques facilitate several powerful tools for classification, analysis, interpretation, and modeling of the massive amount of data that could aid or support in decision-making processes. Different data mining techniques and algorithms are being used to predict or forecast the weather variability. This can help the organizations, agencies, and individuals to take knowledge-driven proactive precautionary decisions.

The weather is the current state of the atmosphere around us and characterized by temperature, atmospheric pressure, humidity, wind speed, cloudiness, and others. The Climate is the state of the atmosphere over a long period of time, such as over years, decades, centuries, or greater. Weather variability forecasting is the application of data science and technology to estimate the future whether the conditions will be the same or not such as in an hour, tomorrow, next week, or next month. Accurate weather variability forecasts are important for planning day-to-day activities. Farmers need the information to help them plan for the planting and harvesting of their crops. Airlines need to know about the local weather conditions in order to schedule flights. Weather forecasting helps to make a more informed daily decision and may even help (keep) us from danger [6] [7].

Forewarnings and forecasting services that provide information about weather impacts are expressed in contributions focusing on very different national and user contexts [8]. The weather forecasts are divided into the many categories. Now-casting, Short-range forecast, Medium range forecasts (4 to 10 days), and Long-range forecasts (more than 10 days to season): there is no rigid definition for long-range forecasting, which may range from a monthly to a seasonal forecast. This type of forecast is good for the long decision-making process and in the agricultural product that is based on seasonal weather conditions. Especially for the farmers to plant and harvest their crops, they need to know the weather variability of more than 15 days to a month or maybe the season [9].

Weather variability forecasting is the application of science and technology to predict the state of the atmosphere for a given location. Ancient weather forecasting methods usually relied on observed patterns of events, also termed pattern recognition [10]. Ancient times it might be observed that if the sunset is particularly red, the following day often brought fair weather. However, not all of these predictions were proved reliable. The data mining techniques developed recently can successfully be applied for accurate prediction of the weather variability. Data mining is a process that uses a variety of data analysis tools to discover patterns and relationships in data that may be used to make valid predictions. Some of the applications of data mining include the discovery of interesting patterns, clustering of data based on parameters, and prediction of results using the existing data [11]. Data are raw facts or measurements that can be recorded about events, assets, and have no significance beyond its existence [12]. The data needs to be collected, organized, summarized and analyzed for decision-making purposes. Information is the processed data that has a certain meaning, and the knowledge is the appropriate discovery of hidden facts in the collected and processed data or information in a contextualized form. Usages of computers and storage technologies in different sectors have dramatically increased the availability of digital data in every sector. Like other sectors data captured in the Meteorology, sector has also increased dramatically, and thus huge amounts of datasets are the basic input that administrators and decision-makers use to build theories and models. But the analysis capability to build patterns and model from these available datasets are very slow when compared with the availability of the datasets increasing exponentially. Due to the huge sum of data collected/ recorded by the meteorology offices, the application of traditional tools become unreasonable to discover the hidden pattern in terms of new knowledge that can be helpful in the decision-making processes. Data does not replace skilled business analysts or managers, but rather gives them powerful tools and techniques to improve the job they do.

Data mining is defined as the application of algorithms for discovering hidden patterns and relationships in the variables of data using a variety of data analysis tools to make valid predictions. The data mining objective is to provide accurate knowledge in the form of useful rules, techniques, visual graphs, and models for weather variability forecasting [13] [14]. The interesting patterns are selected based on subjective or objective problems. This knowledge can be used to support decision-making processes in specified sectors such as agriculture, weather, and irrigation. Data mining itself is not able to automatically derive useful knowledge from a vast amount of dataset without machine-oriented guidance. This implies that collecting, processing, exploring, and selecting a suitable tool and technique is critically an important issue. The Predictive model works for making predictions from datasets. The predictive model reveals the unknown patterns as a result of different datasets to predict the future. [15] [16].

The classification is one of the predictive data mining tasks and used to find a model that describes and distinguishes classes or concepts.

The time series is a sequence of events where the next event is determined by one or more of the preceding events. The weather parameters such as wind speed, rainfall, relative humidity, sunshine, dew point, maximum temperature, minimum temperature, and months are used to predict the weather condition such as sunny, cloudy, and rainy and depicted in Fig. 1.

Data mining is a complex process which needs a proper combination of various data mining tools, techniques, and human experts. The process model can help experts to have a common reference and will increase the understanding of complex data mining issues. Modeling of data mining is used to select the best data mining techniques and methodology that fits with the expected patterns and features in data mining applications. Different data mining process models available are: CRISP-DM (Cross-industry Standard Process for Data Mining), SEMMA (Sample, Explore, Modify, Model, and
Assess), KDD (Knowledge Discovery in Database), and Hybrid model.

![Fig. 1. Conceptual Frameworks of the Research Study.](image)

Some of the studies accomplished prior to this research are reviewed and critically analyzed in this paper. A research conducted by Nischchala et al. [17] for Classification and Forecasting of weather using ANN, k-NN, and Naïve Bayes Algorithms is reviewed and analyzed in this paper. This study conducted a comparison between MLP, k-NN, and Naïve Bayes algorithms to predict and classify the future conditions of the weather. It shows that k-NN provides better accuracy in classification and also in terms of the execution time required. The numeric prediction results also showed that the Naïve Bayes gives better results compared to k-NN and MLP. From the above results, a hybrid system can be developed through Naïve Bayes for numeric prediction and k-NN for classification. This model can provide better accuracy because a single system cannot satisfy all the constraints.

Research of Abhishek Saxena et al. [18] presented the review of weather prediction using Artificial Neural Networks. It yields better results and can be considered as an alternative to the traditional meteorological approach. The study expressed the capability of artificial neural network in predicting various weather phenomena such as temperature, thunderstorms, rainfall, wind speed and concluded that major architecture like BP, MLP is suitable to predict the weather phenomenon.

Another similar research was carried out in Dire Dawa, Dereje region of Ethiopia on Meteorological Data Analysis for designing a Predictive Model to Support Weather Forecasting using Data Mining techniques [5]. This research recommended filling the gaps in the cumulative knowledge in the area. This study used only three parameters i.e. maximum temperature, minimum temperature, and relative humidity which is not sufficient for the promising accuracy of the forecasting results. The research also recommends enhancing the forecasting accuracy by adding some additional parameters like rainfall, wind speed, and dew point. This research used Artificial Neural Network and decision tree algorithms to achieve encouraging results. Another research [19] concluded that the decision tree has limitations with a continuous variable or with complex variables. The decision tree uses the “divide and conquer” method, and therefore it can perform better if the relevant parameters exist in a limited number. If too many complex interactions are present then it can perform poorly. This research recommended testing the alternative classification algorithms. These algorithms can be tested to investigate their applicability to the problem domain. Therefore, this research proposed to focus on the four parameters i.e. rainfall, wind speed, sunshine, and dew point with three different algorithms like Naïve Bayes, MLP, and multinomial logistic regression.

III. RESEARCH METHODOLOGY

This research study is a design science, experimental research which mainly focuses on the quantitative approach. To achieve the desired goal, the study followed KDD (Knowledge Discovery in Databases) modeling approach.

CRISP is an industry-standard process while KDD is most preferable for academic purposes. KDD is selected for three main reasons: 1) KDD is the best suited for academic purposes; 2) KDD reduces the skill required for knowledge discovery to the non-experts [20], and 3) KDD is independent of any tool and technique and therefore any technique can be used. Hence, the steps of the KDD process followed are data understanding and data selection, preprocessing, transformation, data mining, evaluation, and interpretation of the mined data to discover the new knowledge or pattern. The five steps involved in the KDD process are [21] presented in Fig. 2.

A. Data Sampling, Collection, and Understanding

In this study, datasets were collected from primary and secondary sources as presented in Fig. 3. After the interpretation, a weather variability forecasting model was designed and demonstrated to the domain experts. The potential source of data was the national meteorology agency at Dodota Woreda and Awash Melkasa station. To design a model for weather variability forecasting, 10 years of daily datasets from 2006 to 2016 were collected from national meteorology agencies. To extract new knowledge about weather variability from these large datasets, the researchers used data mining techniques and tools.

The obtained data record includes ‘Ghid’, ‘Name’, ‘latitude’, ‘longitude’, year, month, date, time, wind speed, Relative Humidity, Maximum temperature, Minimum temperature, sunshine, rainfall & dew point, evaporation, and precipitation. This step of the study contains, what research strategies should be set to utilize, the selection of the study outline and strategy of data collection, management, and analysis.
To understand the nature of the data, descriptive statistics techniques were applied. This step includes collecting sample data and deciding which data, including format and size, will be needed. Background knowledge can be used to guide these efforts. Data were checked for completeness, redundancy, missing values, and the plausibility of attribute values, etc. To discover the profound knowledge from the data, the researchers worked closely with the domain experts. The original meteorological datasets contain 20 parameters and 8967 records. From these collected datasets, the study used only 7 parameters and 5282 records. The data collection methods and procedures are presented in Fig. 3.

**B. Preprocessing**

Data preprocessing is an important and time-consuming phase in the knowledge discovery process. It must be taken into consideration with care in the mining of data streams. Poor quality of data is the main challenge for the knowledge discovery process. Thus, to get accurate results, the researcher preprocessed the data carefully to remove the noisy and unwanted climatic parameters.

**C. Attribute/Feature selection**

Feature selection is the process of identifying and removing the irrelevant and redundant data or information [22]. Not all parameters can be relevant therefore some of the irrelevant parameters which are not significant to the study’s objectives are excluded. For instance, the station name, the latitude, and longitude of the area, Elevation, year, day, time, station name and etc. are not important and do not provide any importance in the results of the data mining process. The parameters selected using the ranker tool are month (mz), _dew point (dp), _sunshine (ss), _maximum temperature (mxt), _relative humidity (rh), _wind speed (ws) and rainfall (rf). Fig. 4 illustrates the ranking order of attribute-based on the relevance of the parameters.

It evaluates the worth of parameters by measuring the information gain with respect to the class. The result of parameters, selection shows that the dew point (dp) has gained the highest information gain with 1.5342, and the lowest minimum temperature (mint) 0 information gain, so the minimum temperature is removed from the dataset since it has the least information gain. Fig. 4 presents the order generated by WEKA for the parameters based on their information gain. This implies that how the given parameters are related to the predicted classes (sunny, rainy, and cloudy) or used to determine the predicted class based on their information about the classes. And also, we discussed with domain experts to identify which parameters are more determinant in weather variability. The domain experts also validated that these parameters are the major parameters that can influence weather variability forecasting.

Data cleaning process is used in this paper which refers to the pre-processing of data to remove or reduce noises and the treatment of missing values. Handling missing values by appropriate method does not affect the quality of the data. The researchers worked with weather data was in a form of time series, so they must preserve the series smoothness and consistency. In this study; the average mean value carried forward (manually), k-mean fuzzy logic was used to handle these missing values. Ignoring instance techniques was also used in this research. Carried forward is an effective method to fill the missing values in the case of time series where the missing value is strongly related to its previous and next value. Replacing missing values with an interpolated estimate or Mean of nearby points (stations) replaces missing values with the mean of surrounding stations of weather datasets. This structure can be exploited by interpolating the missing value. This approach is very effective when it is appropriate, usually with time-series data. This method for handling missing values is used based on the need when filling missing values in datasets. In this research, the most appropriate and effective method is an average mean to analyze the numeric datasets. The statistical summary of the parameters has shown that there are missing values and an unbalanced occurrence of instances. Missing values of the selected parameters can be handled by different methods to fill the missing values, but for evaporation with 66% and Precipitation with 78% is difficult to handle its missing values. For this reason, the researcher excluded these parameters.

Once the data is cleaned, it is needed to transform or consolidate data into suitable forms for applying to mine strategies and transferred into a data mining capable format such as attribute construction, aggregation, and discretization. Therefore, the values of parameters are changed to a new set of replacement values to ease data mining.

---

**Fig. 3.** Data Collection Methods and Procedures.

**Fig. 4.** Parameters Ranking.
Discretization was used to obtain a reduced representation of the data while minimizing the loss of information content [23]. Most of the time in developing a predictive model, several researchers preferred discrete values than continued values. Data mining phase is engaged in searching for patterns of interest in a particular representational form, depending on the DM techniques. From DM techniques, the classification was selected in this study. However, the classification is used because of the nature of parameters and the aim is predicting classification labels. Since the goal of the study is to classify the weather variability forecasting to sunny, cloudy, and rainy target classes based on the weather parameters. In this research study, data mining is used to extract the hidden knowledge from the massive amount of datasets collected from the meteorology agency of Dodota Woreda and Awash Melkasa station and used to generate patterns using the most outperforming algorithm. Interesting patterns are identified by the domain experts from the generated rules to design weather variability, forecasting models. Starting from data collection up to designing and developing a model with a demo through prototype, the research study used a step by step procedure. The detailed flow of basic steps for designing the Model is presented in Fig. 5.

D. Interpretation/evaluation of the Discovered Knowledge

After mining the required pattern; the interpretation and evaluation of the mined patterns were done. The interpretation is concerned that whether the discovered pattern is interesting or not and verifies as knowledge or not. Comparatively measuring the performance of each classifier and representing the results in a suitable model. The performance of the classifiers adopted in the study are measured and evaluated based on their accuracy, TP rate, recall, and precision. The model which has the highest accuracy rate is selected. The rules generated from the selected outperforming algorithm are validated by the domain experts. Finally, visualization and knowledge representation are used to present the mined knowledge to the users and stored as new knowledge in the knowledge base of the weather forecasting division.

E. Data Mining Tool Selection

WEKA 3.9.0 machine learning software was selected based on selected suitability parameters after critical assessment as presented in Fig. 6. The predictive data mining task is used to predict the weather variability for the future based on some climatic parameters. This research study used long-range forecasting as it is used to forecast weather variability for a month.

Selection of the most suitable data mining algorithm depends on the structure of the datasets available, performance of the algorithm and objective of the study. Having logical observation from the available algorithms in the WEKA machine learning software tool, the MLP, Naive Bayes, and multinomial logistic regression algorithms were selected as classification algorithms for this research. The back-propagation learning algorithm is one of the most important developments in neural networks. This network is still the most popular and most effective model for complex, multi-layered networks. The typical back-propagation network contains an input layer, an output layer, and at least one hidden layer. The number of neurons at each layer and the number of hidden layers determine the network’s ability on producing accurate outputs for a particular dataset [24]. Back propagation learns by iteratively processing a dataset of training tuples, comparing the network’s prediction for each tuple with the actual known target value. The target value may be the known class label of the training tuple (for classification problems) or a continuous value (for numeric prediction). The neural network refers to the set of connected input or output units in which every connection has a weight associated with it. The idea of the back-propagation algorithm is to reduce the error until the ANN learns the training data. The training begins with random weights, and the goal is to adjust them so that the error can be minimized. Artificial Neural network with Back propagation algorithm seems to be the most appropriate method for forecasting weather variability with better accuracy [25].

The multilayer perceptron is one of the most widely used problem-solving architectures in a great variety of areas. In addition, it is easy to use and apply. Multilayer Perceptron is known as back propagation (backward error propagation), is an extension to networks with intermediate layers (multilayer networks). MLP is a classifier that uses back propagation to classify instances. Like any other learning scheme, a multilayer perceptron trained with back propagation may suffer from overfitting [26]. Especially if the network is much larger than what is actually necessary to represent the structure of the underlying learning problem.
An advantage of the naïve Bayes classifier is that it requires a small amount of training time to estimate the parameters necessary for classification [27].

It performs better in many complex real-world situations like Spam Classification, Medical Diagnosis, and Weather forecasting [27]. This algorithm is important for several reasons. It is very easy to construct, not needing any complicated iterative parameter estimation schemes. This means it may be readily applied to huge datasets. It is easy to interpret, so users unskilled in classifier technology can easily understand why it is making the classification. For the prediction of future events, Naïve Bayes uses knowledge of prior events. Suppose we have more than one evidence for building our Naïve Bayes model, we could run into a problem of dependencies, i.e., some evidence may depend on one or more of other evidence. For instance, the evidence “dark cloud” directly depends on the evidence “high humidity”. However, including dependencies into the model will make it very complicated. This is because one evidence could depend on many other pieces of evidence.

Logistic regression analysis studies the association between a categorical dependent variable and a set of independent (explanatory) variables. The name logistic regression is used when the dependent variable has only two values, such as 0 and 1 or Yes and No. Multinomial logistic regression is used to predict categorical placement in or the probability of category membership on a dependent variable based on multiple independent variables. The binary logistic regression, multinomial logistic regression uses maximum likelihood estimation to evaluate the probability of categorical membership. Logistic regression competes with discriminant analysis as a method for analyzing categorical-response variables. This program computes binary logistic regression and multinomial logistic regression on both numeric and categorical independent variables. It reports on the regression equation as well as the goodness of fit, odds ratios, confidence limits, likelihood, and deviance. It can perform an independent variable subset selection search, looking for the best regression model with the fewest independent variables. It provides confidence intervals on predicted values and provides ROC curves to help determine the best cutoff point for classification. It allows validating the results by automatically classifying rows that are not used during the analysis.

The classifiers were evaluated by cross-validation using the number of folds. K-fold is a natural number used to check the performance of the model through k-times. In this paper 20-folds, 15-folds and 10-fold cross-validation was recommended for estimating accuracy and achieved the highest accuracy in experimentations. The classifiers were tested for 40%, 50%, 66% (the default), 76%, 86%, and 96% for training split percentages and the remaining for testing and different values of learning rates and a number of hidden layers were also used.

F. Methods of Analysis and Evaluation of System Performance

Once a model is built using training data, one can be curious to know how the model will perform in the future or compare the forecasting accuracy of multiple models for the same forecasting problem and to decide on the real-world decision making. To do this we need to measure the performance and accuracy of the model. Commonly, predictive models with higher accuracy are viewed as better. The following evaluation metric was used.

1) Precision and Recall - precision is the fraction of true positive from the predicted instance, while recall is the fraction of relevant instances that are retrieved. Precision can be thought of as a measure of exactness or quality, whereas recall is a measure of completeness or quantity [28].

2) ROC graphs are two-dimensional graphs in which true positive (TP) rate is plotted on the Y-axis and false positive (FP) rate is plotted on the X-axis.

To test which classifier is highly significant for a given subject is determined by ROC curve analysis. The following Fig. 7 shows the performance of the three classifiers (MLP, Multinomial logistic regression).

For perfect forecasts (better classifier performance) accuracy gets a value of 1, the maximum possible value. Forecast with little or no skill will obtain a ROC score of approximately 0.5, the area under the diagonal.

IV. EXPERIMENT, DISCUSSION AND EVALUATION

This research used different testing methods with different values to check that which testing value provides the highest forecasting accuracy. This was done for all the selected numbers of tests and to select the best models from two or more trained models. The accuracy of the classifier was measured by true positive rate, false-positive rate, F-measure, Recall, Precision, and additionally by the ROC curve.

To avoid the effect of data imbalance on the model created, WEKA based resampling technique was applied. These methods can be grouped into two categories: data perspective and algorithm perspective. The re-sampling method is attractive under the most imbalanced circumstances. This is just because the re-sampling adjusts only the original training datasets instead of modifying the learning algorithms; therefore, it provides a convenient and effective way to deal with imbalanced learning problems using standard classifiers [29]. To test the performance of the models, the researcher used six number of the percentage split starting from 40 to 96. Since it ranges from 1 to 100 excluding the two extreme
borders, different numbers of k-folds from 2-folds to 20-folds, hidden layers from single to multiple hidden layers, and learning rates from (0.01 to 0.9).

A. Model Designing using Naïve Bayes Classifier

The Naïve Bayes algorithm used in this experiment was tested with all the attributes. The selected parameters were used to find a better- classification algorithm for the datasets. From the experiment output, the accuracy of the classifier achieved was 84.0212% with an error rate of 15.9788 %. This implies that there are no differences in accuracy for both selected and with all parameters. The Naïve Bayes tested with different split percentages and achieved the highest accuracy rate (84.57%) at 76% split percentage and depicted in Fig. 8.

As presented in Fig. 9, even though the performance variations among different k-values are minimal i.e. nearly 84.0212% successes, the highest performance was observed in 20-fold.

B. Model Designing using Multilayer Perceptron

The second algorithm used to classify and discover patterns of factors affecting weather variability was the Multilayer Perceptron. In the Multilayer Perceptron case also, the different testing configurations were tested. In this experiment, multilayer-perceptron used all the parameters with cross-validation techniques with default parameters. The classifier correctly classified 5194 instances (98.3908%) and the true positive rate was 98.4%.

As indicated in Fig. 10 and 11, the performance variations was observed among different models. The accuracy of the Multilayer Perceptron model was found 98.4286%, the highest performance was observed in 15-folds. On the other hand, the performance of MLP was found 99.21% with a percentage split at 76%.

As it is observed from Table I, the highest accuracy rate is achieved for a single hidden layer at value 10 configuration (98.1257 % of instances). The worst accuracy rate is obtained for value 10, 9, 8, and 7 (multiple hidden layer) which is 93.7145% accuracy rate. For learning rates, the highest accuracy was observed at 0.1(98.334% accuracy rate) and the worst accuracy rate was observed at 0.9(95.6835% accuracy rate). In general, the accuracy rate is decreased as the number of hidden layers and the learning rate is increased.

![Fig. 10. Output of MLP with different K-Folds-Cross-Validation.](image1)

![Fig. 11. Output of MLP with different Split Percentage.](image2)

<table>
<thead>
<tr>
<th>No.</th>
<th>Number of the hidden layers</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10 (single hidden layer) (1)</td>
<td>98.1257 %</td>
</tr>
<tr>
<td>2</td>
<td>10,9(2)</td>
<td>97.8228 %</td>
</tr>
<tr>
<td>3</td>
<td>10,9,8(3)</td>
<td>96.4786 %</td>
</tr>
<tr>
<td>4</td>
<td>10,9,8,7(4)</td>
<td>93.7145 %</td>
</tr>
</tbody>
</table>

TABLE I. THE OUTPUT OF MULTILAYER PERCEPTRON WITH DIFFERENT HIDDEN LAYERS AND LEARNING RATES

![Fig. 8. Output of Naïve Bayes Classifier with different Test Split Percentage Naïve Bayes with different K-Folds.](image3)

![Fig. 9. Learning Progress Curve.](image4)
C. Model Designing using Logistic Regression Classifier

The third multinomial regression algorithm used in this experiment was tested with all parameters, selected parameters, different split percentage, and K-folds for finding better classification algorithm for the datasets as presented in Fig. 12, and 13.

D. Comparison of the Models

Table II indicates the performance summary of the experimental results for all experiments. As it was observed in Table II, the Naïve Bayes, Logistic Regression, and MLP algorithms compared, and MLP algorithm is selected to generate patterns/rules that classify the weather condition on a particular day such as sunny, rainy, or cloudy. One of the research questions of this study was to find the most suitable data mining algorithm that outperformed in classification. We compared the algorithms used in this study and selected the one which performs the best. In all the experiments, the same datasets were used for all the algorithms (Naïve Bayes, Logistics, and MLP).

![Fig. 12. Output of logistic algorithm with different percentage split](image)

![Fig. 13. Output of logistic algorithm with different k-folds cross-validation](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>TP rate</th>
<th>FP rate</th>
<th>precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>ROC area</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>84.6215%</td>
<td>0.84</td>
<td>0.08</td>
<td>0.845</td>
<td>0.846</td>
<td>0.842</td>
<td>0.91</td>
</tr>
<tr>
<td>MLP</td>
<td>99.2114%</td>
<td>0.99</td>
<td>0.00</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>1.00</td>
</tr>
<tr>
<td>Logistic</td>
<td>86.7388%</td>
<td>0.86</td>
<td>0.06</td>
<td>0.866</td>
<td>0.867</td>
<td>0.866</td>
<td>0.94</td>
</tr>
</tbody>
</table>

![Fig. 14. ROC curves for all algorithms](image)

Table II. The Performance Summary of the Experimental Results for all Experiments

In the comparison of all algorithms using ROC area, the MLP provides the best result in terms of classification accuracy and high ROC area. This is presented in Fig. 14. Thus because of this MLP is selected as a best-fit model for this research study.

E. Expert Validation

The results validation was done using expert interview based on the revealed results. The subjective questions were asked to the experts to understand and forward their expert opinions as a new knowledge contribution with enhanced accuracy in forecasting weather conditions. The experts ensured the weather variability results through comparisons of weather conditions in reality and the forecasted. The first question raised was: 1) which types of additional and parameters can be considered for enhancing the forecasting performance of the model? The expert response, research outcome, and the generated rules clearly indicated that the major parameters that can influence the weather variability are dew point, month, relative humidity, rainfall, maximum temperature, sunshine, and wind speed. The second subjective question raised was: 2) what types of most interesting rules or patterns can be generated for subjective and objective measures? The response of the experts using the selected determinant parameters; the interesting patterns were explicitly identified to predict weather variability. Hence, the explicit interesting pattern can be delivered to the domain experts. These interesting rules for subjective and objective measures are as follows:

- If month=m5 and 9<dp>=17 and rh=h and mxt=ht and ws=lir and rf=lr and ss=6 then wc=rainy.
- If month=m5 and 9<dp>=17 and rh=h and mxt=ht and ws=lir and rf=lr and ss=6 then wc=rainy.
- If month=m5 and 9<dp>=17 and rh=h and mxt=ht and ws=lir and rf=lr and ss=6 then wc=rainy.
- If month=m5 and 9<dp>=17 and rh=h and mxt=ht and ws=lir and rf=lr and ss=6 then wc=rainy.

Another subjective question was raised was: 3) which data mining algorithm can be a most suited and provides the enhanced/improved results? The responses of the subject experts were confined to the varied algorithms such as classification algorithms: Naïve Bayes, Multinomial Logistic Regression and MLP. From these algorithms, MLP classifier
algorithm with selected parameters achieved relatively better classification accuracy as compared to other two algorithms for weather variability forecasting.

V. CONCLUSION

Applications of data mining techniques have been increasingly getting popularity and proved to be relevant for the sectors like meteorology, health care, telecommunications, and banking etc. In particular, the meteorology sector has significant possibilities where data mining can be applied for weather variability forecasting to improve the accuracy of weather forecasting and to support decision-makers towards better disaster management. This research study is an attempt to design a forecasting model for the weather variability using data mining techniques in general and Dodota Woreda region as a case. At the end of the study, data mining model was developed using three data mining classification algorithms. In this model, the classifier extracts the hidden knowledge from ten years of massive amounts of meteorological dataset. The algorithm was trained, tested, evaluated against a test dataset. The model was also validated using cost-sensitive evaluation method, ROC curve of the classifier, precision, recall and f-measure methods. In this model was evaluated for the effectiveness. KDD process model was used in this study. WEKA was used as a tool for preprocessing and analyzing the weather variability datasets for the forecasting. Three different models were designed using Naïve Bayes, Multinomial Logistic Regression, and MLP algorithms through adjustment settings to come up with understandable and meaningful results. The comparison of the results produced by all the models showed that the encouraging results obtained with MLP classifier is the most appropriate for classification and weather variability forecasting. MLP model with selected parameters presents an interesting (the highest) forecasting accuracy in the results. MLP classification algorithm can be used to generate rules to classify weather variability parameters such as maximum temperature, minimum temperature, relative humidity, dew point, rainfall, and sunshine to sunny, cloudy, and rainy target classes. Findings of this research revealed that these parameters have strong positive relationship with weather forecasting in meteorology sectors. Also, the detailed discussion on the discovered patterns was done with domain experts. It was proved that this research study can be a significant support to the meteorologists in decision making processes. Also, the improvement in the accuracy of weather variability forecasting can play a vital role in taking better precautionary measures. The outcome of this research can be used by meteorology agencies to help the meteorologist to make consistent forecasts, to support agricultural institutions and other business organizations.

Overall, the major contribution of this research is to find out the relationships among variables (parameters) that bring weather variability, data mining techniques offer great capacity in supporting meteorology agency towards making better decisions. The extracted knowledge generated rules (patterns) by the model can be a significant new knowledge-based input for improving the decision-making processes.

VI. RECOMMENDATIONS

In due consideration of the results of the research, the following recommendations are forwarded for future researches in the weather variability forecasting domain:

- In this study, the forecasting model used seven climatic parameters such as rainfall, maximum temperature, minimum temperature, relative humidity, dew point, sunshine, and wind speed. However, some other important parameters like precipitation, evaporation, environmental/sea level pressure, wind direction, cloud coverage, and much more remains and needs to be considered for further study to check the impacts on the model’s accuracy. In data collection, the researcher used only one station; however, the study can focus on expanding the scope for other weather-sensitive stations.

- Even though there are many data mining techniques, but this research used only the three classification algorithms such as Naïve Bayes, Multinomial Logistic Regression, and MLP. The other data mining algorithms like the K-NN algorithm, Vector Machine, Weighted Bayesian, are overlooked for testing and forecasting in this research study. It might be important to design a forecasting model for weather variability forecasting using these different algorithms too.
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Abstract—With the growth in the smartphone market, many applications can be downloaded by users. Users struggle with the availability of a massive number of mobile applications in the market while finding a suitable application to meet their needs. Indeed, there is a critical demand for personalized application recommendations. To address this problem, we propose a model that seamlessly combines content-based filtering with application profiles. We analyzed the applications available on the Google Play app store to extract the essential features for choosing an app and then used these features to build app profiles. Based on the number of installations, the number of reviews, app size, and category, we developed a content-based recommender system that can suggest some apps for users based on what they have searched for in the application's profile. We tested our model using a k-nearest neighbor algorithm and demonstrated that our system achieved good and reasonable results.
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I. INTRODUCTION

Recent years have witnessed massive growth in mobile devices with an increasing number of users as mobile devices have become part of every component of modern life. The smartphone market has grown dramatically, and users can now take advantage of various features in applications, which can easily be obtained from centralized markets, such as Google Play. Google Play is Google's official store and portal for Android apps that was launched in 2008 and accumulated more than 1 million downloadable and ratable applications now [1]. In December 2018, the number of available apps in the Google Play App Store was nearly 2.6 million [2].

Due to the substantial and growing number of available mobile applications in application stores, it becomes necessary to provide a system that identifies user interest based on what the system believes the user likes through his/her interactions. Therefore, the research aim to answer the following question:

What are the most significant attributes of an application profile that could be used for developing a recommender system?

Moreover, a recommender system is another way to filter information and is widely used in several domains. It is a decision-making tool that helps developers predict what a user will like or dislike from a list of applications. It provides personalized information by learning the user's interests from tracing through his/her interactions. It is also an excellent option for search fields as a recommender system that lets users discover more applications [3].

In this work, we explore a method of constructing recommender systems for apps in the Google Play app store based on the app profile. Issues related to modeling app preferences and choosing a set of recommended apps were investigated. Furthermore, a k-nearest neighbor classification approach (KNN) to classify apps based on the most influential attributes of apps within categories proposed. A prototype system is then built as a proof of concept, which tracks application profiles and then presents recommended applications to the user. Therefore, the research aim to answer the following question:

What are the most significant attributes of an application profile that could be used for developing a recommender system?

The remaining sections of this paper are organized as follows. Section II presents an overview and background of the topic. Section III discusses the related work of analyzing apps in app stores and app recommender systems. In Section IV, the methodology is introduced, and the results are explained and discussed in Section V. Finally, conclusions and future work are presented in Section VI.

II. BACKGROUND

In this section, we discuss the background information and knowledge domains required for developing a recommender system.

A. Pearson’s Correlation Coefficient

Pearson’s correlation coefficient is also referred to as Pearson product-moment correlation coefficient (PPMCC) or the bivariate correlation, is a measure of the linear correlation between two variables [4]. It evaluates how well the
relationship between two variables can be described. The statistic defined in the range \([-1, +1]\) which indicates how strongly the two variables are associated, where \(-1\) indicates total negative linear correlation and \(1\) indicates total positive linear correlation. A value of \(0\) indicates no correlation.

B. K-Nearest Neighbor Classification (KNN)

The k-nearest neighbors' algorithm is a type of instance-based supervised learning approach. It is one of the simplest and most commonly used classification techniques and is easy to learn and implement and robust to noise. It is used mostly for classification and sometimes for predictive regression problems, in which a number of nearest neighbors of each data point are used based on the value of \(k\), which represents how many nearest neighbors are to be considered to determine the class of a test sample data point. In other words, the KNN algorithm finds solutions by identifying similar objects. It is also called lazy learning because the function is only approximated locally and all computation is postponed until classification. This rule preserves the complete training set throughout the learning process and assigns to each query a class represented by the most frequent label of its KNN in the training set. One of the significant drawbacks of KNN is that becomes slow as the size of the data in use increases [5], [6].

C. Recommender Systems

Recommender systems (RSs) are techniques and software tools that provide users with suggestions for information or items that may be of interest to the user. Those suggestions will improve the user’s decision-making processes, such as choosing what music to listen, what things to buy, or what apps to install. Thus RSs are the most popular and powerful tools in commerce [7]. Coincidence is one of the major stimuli for RSs to help the user discover things he did not look for explicitly. The essential computational task of RSs is predicting the subjective evaluation which the user gives to an item. These predictions can be computed by using predictive models with common characteristics. For example, the ratings of the user's previously purchased items can be exploited. Recommendation systems can be classified into three major categories to generate a list of recommendations based on a particular prediction technique [8], [9].

1) Content-based recommender systems: Content-based recommendation approaches analyze the descriptions of items rated by a user previously to build a user profile of his interests based on the items’ features. Later, this profile will help to suggest additional items with similar properties. Content-based recommendation systems use methods that are focused on the items’ characteristics or descriptions. These methods build a profile for each user, which is called a content-based profile that conserves the features of the previously viewed items. Then, the RS will get the most suitable details for the user by comparing the information in the generated profile and the descriptions of items [7]. For example, we have our items: A, B, C, and D. Tom likes items B, C, and D; John wants A, B, and C; and Sozy likes C. Therefore, by comparing John's and Tom's liked items, it is apparent that they both like B and C, and then the recommender system conclude that B and C are similar. If Sozy likes C, then item B should be recommended to him.

2) Collaborative recommender systems: Collaborative recommender approaches collect feedback information from all the users who rate the items. These approaches build a model based on the user's past behavior and the similar decisions of the other users. Thus, this model can be used to predict items the user may be interested. For example, Sozy again likes C and D. We need a recommender system to search for a person with similar preferences to Sozy, so we can notice that Tom also likes C and D. Therefore, he is the user who is identical to Sozy. Because he also likes B, B is recommended to Sozy.

Content-based approaches mostly perform better than collaborative filtering, especially when the data is extremely sparse. Merging both methods may improve the results [Suggesting Points-of-Interest via Content-Based, Collaborative, and Hybrid Fusion Methods in Mobile Devices].

3) Hybrid recommender systems: Hybrid recommender systems have been developed by combining the abilities of both collaborative and content-based recommendations. These systems were introduced due to the limitations of the two techniques described above. Hybrid recommender approaches have been implemented using several methods: by applying the content-based and collaborative-based predictions separately and then combining both of them, by adding content-based capabilities to the collaborative-based approach (or vice versa), or by unifying the approaches into one model. Hybrid methods provide more accurate recommendations than simple approaches (collaborative methods and content-based methods).

III. RELATED WORK

This section discusses the state of the art of within two directions: data analysis techniques and recommender systems. The related studies divided into three categories: analyzing applications in different app stores, applications based on similarity measures, and application based on recommender systems.

A. Application Analysis Studies

The author of the study [10] aimed to analyze app store data. They extracted feature information from a set of data collected from Blackberry apps using data mining in order to analyze the technical, business, and customer issues of apps. The results of this work indicate a strong correlation between the rank of app downloads and the customer rating and no relationship between price and rating, nor between price and downloads. These results partially match those observed in [11], where the study aimed to analyze the Google app store in order to identify correlations among app features, and the authors found a strong relationship between the number of downloads and price as well as between participation and price. In a recent study [12], the authors investigated the factors which impact the rating of Google play store apps. They analyzed 10,840 apps, and they indicated that app ratings help to get more downloads. Furthermore they found
that the used keyword in the app title plays an important role in determining the higher and lower ratings.

Studies [13] and [14] aimed to analyze the characteristics of apps extracted from app stores. Interestingly, the experiments of [13] proved that the app size, the number of promotional images displayed on the app's web store page, and the app SDK version are the most influential factors in defining high-rated apps. Studies [1] and [15] used the Causal Impact Release Analysis tool to facilitate app store analysis.

Studies [16] and [17] introduced a novel approach for app classification utilizing features extracted from both web knowledge and relevant real-world context. Then, they integrated these extracted features into a machine learning model (Maximum Entropy (MaxEnt)) for training an app classifier.

B. App Similarity Studies

The study [18] introduced a classification system in order to classify mobile apps. They mined 5,993 apps from both the Apple and Google app stores and then classified them based on support vector machines (SVMs). As a result of this study, the automated app classification system achieved a high accuracy. Another study [19] proposed a novel technique for measuring the similarity among apps based on agglomerative hierarchical clustering techniques. They mined data for 17,877 apps from the Google and BlackBerry app stores. The empirical results of this study indicate an improvement over the existing categorization quality of both stores. In another study [11], the authors aimed to build clusters of similar apps using a probabilistic topic modeling technique and a k-means clustering method. The results showed that the Google Play categorization system does not respect application similarity.

The study [20] addressed the application classification issue and introduced a novel method for classifying apps using two methods. The first method used a neural language model applied to smartphone logs to embed apps into a low-dimensional space, while the second one used the k-nearest neighbors' classification method in the embedding space; the experimental results showed that the second proposed approach outperformed the current state of the art.

In a recent study [21], the authors introduced a classification method for local mobile app using deep neural network. They evaluated a dataset of Google Play to demonstrate the effectiveness of their method. Their results outperformed the baseline method by 5.5% related to F1 score. This study focused just on classifying local apps such as “Travel & Local” in the store.

A new framework for app categorization (FRAC+) has been proposed in [22], which is based on a data-driven topic model to suggest the appropriate categories for an app store, as well as to detect miscategorized apps. Experiments with the proposed system have shown that it is aligned with the new categories of the Google Play store.

C. Application Recommender System Studies

There is considerable literature available on both recommendation systems and mobile recommendation systems with various descriptions of recommendation systems in general [1], [23], [24]. The authors in [25] discussed the incorporation of recommender systems in the mobile application domain. They used a hybrid recommender system to deal with the added complexity of context and recommend appropriate mobile applications to users. Thus, this approach provides positive ratings. Therefore, based on this study, users can select from among several content-based or collaborative filtering components.

A new efficient framework called “SimApp” was proposed to detect similar applications using an online kernel learning algorithm [26]. They crawled real data from the Google app store and extracted a multi-modal heterogeneous data set. Their outcomes indicate the efficiency of the proposed framework. The similarity of items may help the application of content-based recommender systems. Another study introduced a framework based on the incorporation of version description features into app recommendation [27]. Another study [28] described the implementation of a hybrid recommender system that employed five different filtering techniques to help users when choosing a new application to download from a market. This system was also able to solve many common problems found in collaborative recommender systems that reduce the quality of the generated predictions. The study was based on using information collected from different users to support users with recommendations based on their history. The results showed good performance in terms of mean absolute error (MAE) and users’ satisfaction.

The study [8] discussed assisting the users in choosing the appropriate application using recommendations. The author proposed a recommender system for mobile applications by integrating two methods: tracking user behavior to get his preferences to find new and similar apps to their used ones and utilizing the user’s context in order to provide him with useful recommendations by using the Google Play Engine. While in the study [29], the authors proposed a recommender method for apps based on graph techniques. Interestingly, the proposed method can recommend apps without the need for specifying user preferences. Another paper proposed a recommender system for the mobile application market by understanding the mobile user’s preferences and usage patterns for the types of applications they select and the online downloading process. The authors collected data from Google Play and then used statistical analysis and a pilot survey to find app features that influence user choices [30]. In [31], the authors proposed a novel structural user choice model (SUCM) to learn fine-grained user preferences by exploiting the hierarchical taxonomy of apps (tree hierarchy of apps). Also, they designed an efficient learning algorithm to estimate the model parameters. They used a diverse dataset of 52,483 users, 26,426 apps, and 3,286,156 review observations. The outcomes of this study show that SUCM consistently outperforms state-of-the-art Top-N recommendation methods by a significant margin. The study in [32] proposed a novel method using a unified model that combines content-based filtering with collaborative filtering, harnessing information from both ratings and reviews. This study applied topic modeling techniques to the review text and aligned the topics with rating dimensions to improve prediction accuracy. Another study [33] proposed a unified model VAMF for the
version-aware mobile app recommendation problem to address the data sparsity issue by incorporating review text from both the version level and the app level and modeling version based correlations of version-level temporal correlations and app-level aggregate correlation. They also proposed an efficient algorithm to solve the model and analyze its optimality and complexity. They used a Google Play dataset that contained the reviews for all of its versions and the descriptions of its latest version. The experiments conducted in this study on a large dataset showed that the proposed method outperforms comparable methods in prediction accuracy and that the proposed algorithm can be linearly scaled.

The study in [34] introduced a sequential approach for modeling the popularity of mobile apps by collecting data from 15,045 apps. They produced a popularity-based hidden Markov model (PHMM) for a variety of tasks, including app recommendation and review spam detection, and demonstrated its usefulness in ranking fraud detection. The experimental results validated both the effectiveness and efficiency of the proposed popularity modeling approach. Another study built on a hidden Markov model where the authors proposed a mechanism for modeling three main factors governing the app installation behavior of smartphone users: short-term context, co-installation pattern, and random choice. Then, a heterogeneous hidden Markov model (heterogeneous HMM) was used to incorporate these main factors. They used a combination of app installation data from the installation records of 9009 users with a portion of the Netflix data set from 54,314 users on 3561 movies. The experimental results indicated that the proposed system can outperform other methods consistently under different experimental settings [35].

The study [36] was generally focused on recommending independent items to users who were suggested by a hybrid cross-platform app recommendation (STAR) system. Another study [37] introduced recommender systems on mobile platforms based on user profiles generated from the installed apps. They improved on existing machine learning models to predict user profiles. The results of this study showed an increase in these models' predictive accuracy. Furthermore, study [38] introduced a recommender system (Vanilla) that considers social and contextual information processes. The system allows the comparison of different recommendation techniques. Besides this, Vanilla includes eleven contextual dimensions and a mechanism for analyzing the influence of social networks on app consumption. They found that the new proposed approach has a strong correlation with previous approaches and better efficiency than other techniques. A recent study proposed a context-aware approach for mobile app recommendation using tensor analysis (CAMAR) [39]. They conducted data analysis on Google Play Store and Apple's App Store in order to find the mobile apps characteristics. They utilized an effective tensor-based framework to integrate the features on users and apps and app category information to facilitate the app recommendation performance. Thus, they demonstrated the effectiveness of their proposed method.

A considerable amount of literature has been published recently regarding recommender systems for mobile apps. One study proposed a recommender system for mobile apps based on user reviews using topic modeling techniques and probability distributions to represent apps features [40]. Hence, this study aimed to construct a user profile based on his installed apps in order to identify his preferences. Therefore, they found that user reviews, extracted from datasets that were crawled from the Apple App Store, represented apps features efficiently. Another study [41] introduced a mobile sparse additive generative model (Mobi-SAGE) to recommend apps. They crawled an extensive collection of apps from the 360 App Store in China. The results of their study demonstrated that the proposed model outperformed other existing state-of-the-art methods.

According to the literature review, many models were developed using variety of features to support users selecting applications. Table I show a summary for researches discussed in the last section regarding the platform and used features for deployed recommender systems.

**TABLE I. SUMMARY OF RECOMMENDER SYSTEM RESEARCHES**

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Platform</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>[26]</td>
<td>Android</td>
<td>Name, category, description, developer, update, permissions, and app logo/images.</td>
</tr>
<tr>
<td>[28]</td>
<td>Android, Apple</td>
<td>User history, Tags used to define the applications by the user, and user satisfaction.</td>
</tr>
<tr>
<td>[32]</td>
<td>Amazon Dataset</td>
<td>Ratings and reviews.</td>
</tr>
<tr>
<td>[33]</td>
<td>Android</td>
<td># of users, # of versions, and # of ratings.</td>
</tr>
<tr>
<td>[34]</td>
<td>Apple</td>
<td>Trend based Applications, rating, review spam detection, and ranking fraud detection.</td>
</tr>
<tr>
<td>[36]</td>
<td>Apple</td>
<td>Application Rating between different platforms (iPhone-iPad platform and iPhone-iPad-iMac platform).</td>
</tr>
<tr>
<td>[37]</td>
<td>Android</td>
<td>Cost, ratings, and user profile based on the installed applications.</td>
</tr>
<tr>
<td>[38]</td>
<td>Android</td>
<td>Categories and ratings.</td>
</tr>
<tr>
<td>[40]</td>
<td>Apple</td>
<td>User preferences and reviews.</td>
</tr>
<tr>
<td>[41]</td>
<td>Android</td>
<td>User interests, ratings, and privacy preferences.</td>
</tr>
</tbody>
</table>
As shown, most of previous researches used either collaborative or hybrid approaches for building recommender systems which increase system complexity.

Our research aims to study the inter-relation between app attributes to select the most significant features. Furthermore, develop a content-based recommender system using the selected attributes.

IV. METHODOLOGY

In this section, we illustrate our proposed system, which includes five steps, as shown in Fig. 1. In the first step, we acquired the dataset. In the second step, we prepared the dataset for analysis to complete the other steps. In the third step, we analyzed the data to identify the correlations among the features. In the fourth step, we designed a suitable recommender system model. The final step is to test the recommender system model and make some recommendations.

The rest of this section explains the steps of our approach in more detail.

A. Data Acquisition

The dataset used to achieve this study is consists of 10841 apps scraped from the Google Play store, which publicly available on the Kaggle website [42], where its most recent update provided two months ago. This dataset provides detailed information from Google about the apps on the Google Play store. Thus, it includes 13 attributes with three datatypes: String, Categorical and Numeric. Only the “reviews” belongs to the numeric data type with values range from 0 to approximate 78 Million reviews. Table II shows the attributes based on data types.

The dataset includes 33 different categories (shown in Fig. 2) and 118 genres, which define the sub-category for each application.

An initial statistical summary about the numerical data shown in Table III to provide a deep understanding about each attribute for further processing.

<table>
<thead>
<tr>
<th>Table II. The Google Play Store Attributes Classified by Data Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

B. Data Preparation

Data preparation is a necessary step to analyze the data correctly, and to facilitate understanding of the relationships among the data and to gain useful insights. As shown from Table III; the Kaggle dataset contains some missing values for “rating” attribute. In addition, inconsistencies in the attributes “size”, “installs”, “price” and “reviews” by remove unwanted information.

The data preparation process of the dataset using Python are applied in three consecutive steps as follows:

1) Removed duplicated rows which reduce the dataset by 1181 records.

2) Convert string and categorical datatypes into numeric to allow further data analysis.

3) Insure consistency of numeric attributes through the following:

   a) Convert the characters 'K' and 'M' within the “Size” attribute to a numeric values.
b) Propagate last valid observation forward using forward fill method to replace the “Varies with device” value to get a numeric value within the “Size” attribute.

c) Convert the characters ‘+’, ‘$', and ‘M’ from “Installs,” “Price,” and “Reviews,” into numeric values.

d) The last attribute that needed to be converted was “Type,” where we mapped the string values to numeric ones.

Regarding the missing values for the "rate" attributes, a null value kept for the associate records as they represent 15.15% of the total dataset. There are different reasons for the missing values within the "rate" attributes such as: new released application or not common for users. Therefore, we decided to include the records with the null value.

C. Statistical Analysis

Pearson’s correlation coefficient is used to measure the linear correlation between the numerical features of the apps in the Google Play store. Pearson’s correlation coefficient is a statistical measure used to determine the strength of the relationship between paired data [4]. Fig. 3 shows the Pearson’s correlation coefficient heatmap between the numeric features for the dataset. The correlation coefficients between attributes is the ground truth that help in choosing the most prominent features for further use in building the recommender system.

According to the heatmap; the attributes "reviews", "size", and "installs" are the most correlated attributes while other attributes are not.

D. Recommender System Construction

When looking for app a common attribute to be specified is the category. Then, a list of all apps under the specified category are shown. Sorting the apps to guide you to the best is restricted by choose one attribute. Based on the correlation coefficient and the importance of category attribute for the user; we decided to include all the four attributes ("reviews", "size", "installs", and "category") in defining the app profile for a content-based recommender system. The app profile consists of 37 columns; the first column is the app id within the dataset, and the next 33 columns represent the 33 categories of apps and three columns for "reviews", "installations", and "size". Furthermore, each column/feature scaled by its maximum absolute value for efficient calculations.

E. Classification using K-NN

A K-nearest neighbors (K-NN) algorithm; as an unsupervised machine learning; is used to measure the similarity between apps using their profiles. The nearest neighbor algorithm uses a “brute” algorithm and “cosine” metric.

V. RESULTS AND DISCUSSION

Our proposed recommender system developed based on building a profile for each app using the most significant attributes. However, Pearson's correlation coefficient (as in Fig. 3) showed that "reviews", "size" and "installs" are the most significant correlated positively attributes. The highest correlated pair is "Installs" and "Reviews" with value 0.63. Thus, obviously highlight that users prefer to download apps that intensively reviewed. Fig. 4 shows a log scale for the relationship between the "installs" and the "reviews".

The second significant correlation between “Size” and “Installs” with value 0.19 shows a considered level of importance of the application size for users. The log scale relationship (Fig. 5) shows increase number of installs for small size applications while still large applications attract users.

However, most popular mobile apps, especially game apps, tend to be feature-rich, which implies that additional code and assets can pump up file sizes. Generally, the statistic indicates an increase in the number of mobile game app downloads from Google Play worldwide. In 2018, a total of 29.4 billion mobile games were downloaded globally across Google’s app store [43]. For example, the famous PUBG Game, which is sized at 1.6 GB for Android, is considered to be the most downloaded mobile game in the last quarter, which is a free, high-resolution game with excellent graphics and details [44].

Furthermore, a less significant correlation between “Size” and “Reviews” with a value 0.16 showed the importance of the "Size" attribute along with the "reviews" which highlight the user's need to optimize their storage use. Fig. 6 shows that apps with small sizes are with more reviews, which therefore more installs.
To evaluate the developed recommender system; three case studies are used for different categories.

Case study 1: From the Social category; the “Facebook” application with id “8823”. By applying the “K-NN” to the matrix of profiles of all applications, four apps are recommended and sorted based on their K-NN metrics. Table IV shows the recommended apps and their distances from the Facebook app.

Case study 2: From the Game category, the “Candy Crush Saga” application with id “7484” is used for testing. By applying the “K-NN”, four recommended games are shown on Table V along with their K-NN distances.

Case study 3: From the education category, the “Wikipedia” application with id “8452” is used for testing. Table VI shows the recommended apps and their corresponding distance from the “Wikipedia” app.

VI. CONCLUSIONS

Mobile app recommendation based on only application installation records is a challenging task. In this paper, we proposed a model that seamlessly combines content-based filtering with application profiles. Thus, we used a real-world app dataset from Google Play to analyze app information and then utilized the most effective content to build a content-based recommender system. Based on our results, the most influential factors in choosing an app are the number of installs, number of reviews, app size, and category. Finally, we introduced some examples to prove that our system achieved good and reasonable results.

VII. FUTURE WORK

Although our proposed recommender system was originally designed for app recommendation from the Google Play store, we believe it can also be applied to other stores as well as other domains, such as book recommendation, music recommendation, movie recommendation, and food recommendation. Therefore, we believe that some possible future studies using the same experimental set up are possible.
Also, we aim to build a benchmark dataset from various application stores which could be used by researchers for building AI systems and recommender systems.

ACKNOWLEDGMENT
This research project was supported by a grant from the “Research Center of the Female Scientific and Medical Colleges”, Deanship of Scientific Research, King Saud University. The authors thank the Deanship of Scientific Research and RSSU at King Saud University for their technical support.

REFERENCES


Factored Phrase-Based Statistical Machine Pre-training with Extended Transformers

Vivien L. Beyala¹, Perrin Li Litet²
Computer Science
URIAA-University of Dschang
Dschang, Cameroon

Marcellin J. Nkenlifack²
Computer Science
URIFIA-University of Dschang
Dschang, Cameroon

Abstract—This paper presents the development of a cascaded hybrid multi-lingual automatic translation system, by allowing a tight coupling between the two underlying research approach in machine translation, namely, the neuronal (deterministic approach) and statistical (probabilistic approach), while fully taking advantage of each method in order to improve translation performance. This architecture addresses two major problems frequently occurring when dealing with morphologically richer languages in MT, that is, the significant number unknown tokens generated due to the presence of out of vocabulary (OOV) words, and size of the output vocabulary. Additionally, we incorporated factors (additional word-level linguistic information) in order to alleviate data sparseness problem or potentially reduce language ambiguity, the factors we considered are lemmatization and Part-of-Speech tags (taking into consideration its various compounds). We combined a fully-factored transformer and a factored PB-SMT, where, the training data is pre-translated using the trained fully-factored transformer, and afterwards employed to build an PB-SMT system, parallelly using the pre-translated development set to tune parameters. Finally, in order to produce the desired results, we operated the FPB-SMT system to re-decode the pre-translated test set in a post-processing step. Experiments performed on translations from Japanese to English and English to Japanese reveals that our proposed cascaded hybrid framework outperforms the strong HMT state-of-the-art by over 8.61% BLEU and 7.25% BLEU, respectively, for validation set, and over 8.70% BLEU and 7.70% BLEU, respectively, for test set.

Keywords—Machine translation; transformer; statistical machine; morphologically rich; hybrid

I. INTRODUCTION

Machine translation has known an improvement in the state-of-the-art performance by the intervention of Transformers [1] which is a new paradigm in Neural Machine Translation (NMT) [2] [3] powered by frameworks of sequence to sequence learning, thus rivaling since then the factored statistical machine translation paradigm [4] which has achieved the state-of-the-art in SMT frameworks [5] [6]. However, the fundamental design of NMT models which imposes them to make reliable the input representation of a word by observing several instances of that word in multiple examples, and make them to eventually face coverage issues during the computational complexity control by limiting the input and output vocabulary sizes, greatly affects their translation performance when processing rare or OOV (out of vocabulary) words (which are those neither included in the vocabulary nor seen in the training data set, therefore mapped to an UNK token since being considered as unknown words) for languages that are morphologically rich and of low resources (such as Cameroon local languages and some national well known languages namely Arabic, Czech, German, Italian and Turkish). Though having fluent translations in most cases, NMT face challenges in modeling languages syntactic and semantic deeper aspects.

As such, for low-resource (or small corpus) and morphologically rich language conditions, the necessity to incorporate for the surface level words various linguistic annotations was found to resolve semantic ambiguities and data sparseness, thus leading to better translation of rare words or OOVs and greater generalization capacity as illustrated [4] when addressing this issue for the traditional SMT architecture [7] by proposing the factored translation model. This linguistic annotations or factors include features such as lemmas, stems, morphological classes, roots, data-driven clusters, data-driven clusters, part-of-speeches, constituency parsing and compounds. With the vision of alleviating data sparseness and reducing language ambiguity, such extra features may be of enormous benefits when added to both NMT and Phrase-based SMT frameworks.

However, the aim of improving translation performance has inspired much research works through the combination of NMT and SMT paradigms [8] [9] [10] [11] in order to fully take advantage of each system’s strength, and therefore overcoming the deficiencies of meaningless translations (those with meanings totally different compared to source sentences) and limited vocabulary size usually faced by pure NMT models, although its strong language modeling capacities. By contrast, the hard word alignment technic of PBSMT models reflects the source sentences adequacy extremely well, thus helping to some extend to restore the meaning of source sentence whenever wrong translations are produced. The framework proposed by [12] is very close to our work in the global context and overall all architecture but as compared to theirs, ours integrates outperforming paradigms in both the NMT and PBSMT frameworks, that is, Factored Transformers and Factored SMT, respectively. Also, we used linguistic features taking into consideration compounds but at the NMT (augmenting its embedding layer so as to learn various compositional input representations at different granularity levels) and SMT levels and finally, we proposed a novel UNK replacement algorithm. Our experimental findings reveals that our hybrid model provide consistently and significantly better
translation quality for morphologically rich and low resourced languages when coming across rare and unknown words than the state-of-the-art of hybrid translation models.

This paper is organized as follows: A literature review is performed in Section 2. We discuss the factorization process with the integration of compounds in Section 3. In Section 4, we describe the transformer operation with the incorporation of linguistic factors in detail. Section 5 detail our proposed neural hybrid MT framework. In Section 6, the results of two sets of experiments on Japanese to English and English to Japanese tasks are reported measured by their BLEU score. Finally, in Section 7 we summarize our findings and outline future plans.

II. ANALOGOUS RESEARCHES

By using a combination of different modules, paradigms, resources and approaches, many researchers have explored Hybrid MT systems. In order to produce publishable quality translations, corrections of repetitive errors have to be implemented through the development of various automatic or semi-automatic post-processing techniques, human post-edition usually still have to be operated on the overall resulting MT output [13] [14]. Although human post-editing (PE) is needed over MT outputs, MT output post-edit do more often remains cheaper and faster as compared to performing human evaluation from scratch. The authors in [15] [16], and [17] revealed that in some cases productivity can be increased as well as the quality of human translations exceeded by the quality of MT plus PE. More to that, a further optimization of the PE process needs to be done aiming at a time saving and cost-effective use of MT [13].

The authors in [18] and [19] brought out the idea of exploiting machine translation systems combined linearly using different paradigms has been successfully operated over SMT and rule-based MT (RBMT). As such, the systematic errors produced by the RBMT system were corrected by this automatic PE (APE) system based on PB-SMT, hence leading to the reduction of post-editing effort. For translation into a morphologically rich language, a rule (20 hand-written rules)-based approach for English-Czech MT outputs APE at the morphological level was applied by [20] and [21], based on the most frequent errors encountered in translation. Words morphosyntactic categories such as case, number, person, and gender as well as dependency labels are efficiently corrected by this approach. Intuitively, one useful way to improve the APE performance is by source-language information integration in APE. The author [22] proposed a pipeline in order to overcome data sparsity issues, where through task-specific dense features the best pruned phrase table and language model are selected. More to that, they found that consistent improvements in all language pairs can be obtained by including source language information into statistical APE. The author in [23] considered the potential links of individual alignments occurrences and used an arbitrary number of alignments generated by different models (including both a refine model and minimum Bayes risk based models) by constructing over the 1-best alignments from multiple alignments [24] [25] weighted alignment matrices, rather than performing the combination of exactly two bidirectional alignments as proposed [26] and [27]. The works presented by [28] were motivated based on the fact that word alignment quality is constraint by word alignment-based reordering of source words, with the principal objective of producing monotone source and target chunk alignments through the reordering of source chunks. We argue that the problem of long-range reordering can be reduced to only short-range, intra-chunk reordering by obtaining monotone chunk associations from monotone word alignments while some source language syntax is preserved. The assumption is founded on the reflection that translation is performed by human translators much preferably at chunk level rather than at the word level.

Also, translation outputs produced by an SMT were either re-ranked in a post-processing step using NMT [29] [30] [31] [32] [33], or used to produce an NMT system [10]. Another scenario involves re-ranking the translation outputs produced by an NMT in a post-processing step by using an SMT [12], or guiding translation in NMT by integrating an SMT into an NMT, as they revealed significant translation quality improvement over the Chinese-English translation tasks during experiments [9] [34]. In the works of [34], an NMT architecture is trained in an end-to-end manner where at each NMT decoding step, based on decoding information additional recommendations scored by an auxiliary classifier are offered by the SMT in order to generate words, and the SMT recommendations are combined with NMT generations exploiting a gating function while jointly taking part in the training process.

The several aforementioned attempts to improve MT system’s performance did not still properly handled the issues faced by morphologically rich and low resourced languages, and long-term dependency modelling. We argue that, in order to limit the vocabulary size words could equally be split into sub-word units as proposed [35]. Also, lexical probabilities could be integrated into the NMT as successfully investigated [36]. Another latitude to achieve more monotone translation could be to exploit pre-reordering as experimented [37], and finally but not the least, the NMT translation of rare words could be improved in a post-processing step as suggested [38].

III. WORD COMPOUNDING AND FACTORIZATION

In order to reduce the rate Out-Of-Vocabulary (OOV) occurrences and the amount of bilingual data when processing morphologically rich languages, factored models are majorly used. Factorization consists of splitting and retrieving from a given word linguistic information/factors such as dependency information, syntactic information, part-of-speech tags and lemma, using Tree-Tagger [39] and integrating it as a vector into a translation system. Machine translation from one morphological rich language to another has been a tedious task especially when not having enough required morphological information on the source side, since to have an exact target language word-form, word compounding is pronounced useful and highly productive [27] [40] [41] since it leads to sparse data problems and increases the vocabulary size. As such, integrating word compounding in the pre-processing phase has proven to be useful to add extra
morphological information to the linguistic/morphological factors of the source and target languages.

Compounding is operated at the level of POS Tag, where minimized part-of-speech tag are produced by refining POS-tags from the Tree-Tagger using a dependency parser to add morphological information including gender, number, case, verbs, person for nouns, definiteness, pronouns, determiners and adjectives, provided that both tools agreed on the POS-tag. And in case of disagreement the Tree-Tagger POS-tags were chosen. Morphologically rich language compound are formed by joining words, inserting filler letters (example: -s, -en, -er, -ien) or from the end of all but the last word remove letters (example: -en, -n) of the compound [42].

A. Compound Splitting

The morphologically rich data language model is POS tagged and employed to compute the adverbs, adjectives, negative particles, verbs and nouns frequencies. Then making use of the adjusted version of the corpus-based method proposed by [27], each adjective and noun splits into known words from the corpus also proper names are not split since it would give rise to errors if translated in parts, while permitting filler additions and truncations. Also, due to the fact that compound parts often contain the base form, lemmas are equally used to calculate word frequencies in addition to surface form. As hint, more splits are gotten when using the arithmetic mean of the frequencies of its parts rather than the geometric mean, where the highest arithmetic value is validated. Each compound parts length was limited to 4 characters and the number of parts for adjectives particularly was restricted to ≤ 2 with minimum words length to be split ≥ 7.

All compound parts but the last were marked with the symbol # so as to be handled as separate words.

Special POS-tag are assigned to split words parts based on the compounds last word’s POS, with both the full word and the last part receiving the same POS. Finally, words containing hyphens are split based on this same algorithm, and different POS-tags are assigned to their parts, with hyphens left at the end of all but last part. Factorization with compound splitting is integrated in a pre-processing step for training and translation of both the Transformer framework and the Phrase-based statistical machine framework.

B. Compound Merging

For translation into the morphologically rich language, the split compounds are merged based on POS through a post-processing step at the outputs of both the Transformer framework and the Phrase-based statistical machine framework. As such, if a compound-POS is possessed by a word and a matching POS possessed by the following word, they are merged. Alternatively, a hyphen is added to the word in case the next POS does not match, thus allowing for coordinated compounds.

We used the merging algorithm proposed by [41] based on [40], with this algorithm the advantage is that unseen compounds can be merged and coordinated compounds handled.

IV. INCORPORATING LINGUISTIC FACTORS INTO THE TRANSFORMER

Our principal innovation over the standard encoder decoder based Transformer architecture is that we express the encoder input and decoder output as a combination of features such as [43] [44] [45]. Our generalized model supports an arbitrary number of input features.

It is on a number of well-known linguistic features that we focused in this paper, having as empirical question of knowing to which extend does providing linguistic features to both encoder and decoder improves the translation quality more specially in morphologically richer languages when using the transformer paradigm.

In order to better integrate linguistic factors in our NMT framework, we extended the Transformer architecture propose by [1] which employs multiple stacked layers of an encoder-decoder structure. Two sub-layers constitute the encoder layer, which are a self-attention sub-layer succeeded by a position-wise feed-forward sub-layer. Similarly to the encoder, the decoder has an additional sub-layer which serves at preventing information about future output positions to be incorporated by a given output position during training through masking in its self-attention. For all positions in a sequence, the transformer model computes attention scores using as query each position’s input representation. The input representations weighted average are computed then using the previously obtained attention scores. More generally, the attention is identified as query and key/value pair vectors mapping to an output. As such, our work is an extension of [1] by the integration of additional linguistic factors. Considering that we have $L$ layers of annotations for linguistic factors, and $N$ training parallel sentences from the training data $\{ \{ x^{(n,i)}, y^{(n,i)} \}^L \}_{i=0}^N$ where the $n$-th sentence pair word sequence is denoted in layer zero as $x^{(n,0)}$ and its length denoted as $|x^n|$, the annotations of its $L$ layers are denoted by $\{ x^{(n,l)} \}_{l=1}^L$, with the target sentence denoted as $y^{(n,0)}$. In other words, for each feature we look up separate embedding vectors, and concatenate them. The total embedding size is matched by the concatenated vectors length, and the internal structure of the transformer’s encoder and decoder is maintained. According to this setting we extended our standard encoder-decoder based Transformer architecture, operating as follows:

Given the input sequence $x = (x_1, ..., x_n)$ of $n$ elements where $x_i \in \mathbb{R}^{d_w}$ on which each attention head operates, and from which a new representation $z = (z_1, ..., z_n)$ of same length is computed where $z_i \in \mathbb{R}^{d_z}$. The weighted sum of a linearly transformed input elements will be computed from each output representations as [46]:

$$z_l = \sum_{j=1}^{n} \alpha_{ij} (x_j W^V)$$

(1)

Equally, a softmax function is used to compute each weight coefficient, $\alpha_{ij}$ as:

$$\alpha_{ij} = \frac{exp e_{ij}}{\sum_{k=1}^{n} exp e_{ik}}$$

(2)
And compatibility function which compares two input elements is used computed from $e_{ij}$:

$$e_{ij} = \frac{(x_i w_q) (x_j w_k)^T}{\sqrt{d_z}}$$  \hspace{1cm} (3)

To enable efficient computation, a scaled dot product was chosen for compatibility function. Where we have as unique parameter matrices per layer $W^Q, W^K, W^V \in \mathbb{R}^{d_x \times d_z}$.

Input representations in multi-headed self-attention are linearly mapped to lower-dimensional spaces firstly, and one multi-headed self-attention layer’s output is formed by the concatenation of several attention mechanisms output vectors (provided that each attention mechanism is identified as a head). Thus in the first self-attention layer the vector for position $i$ for a single attention head $\bar{h}$ is computed as:

$$\bar{h}_i = \text{Attention}(QW^i, KW^K, VW_V^i)$$  \hspace{1cm} (4)

And multi-head attention computed as:

$$\text{Multi}\bar{h}(Q, K, V) = \text{Concat}(\bar{h}_1, ..., \bar{h}_n)W^Q$$  \hspace{1cm} (5)

given the function computing the resulting vector as:

$$\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_z}} \right)V$$  \hspace{1cm} (6)

Adding sinusoids of various wave-lengths enables the self-attention paradigm to encode positional information.\(^1\)

A. Beam Search Integration with Factors

We extended our beam search procedure in order to find the best sequences by dealing with multiple word features (outputs), for simplicity reasons we have one beam responsible for generating lemmas and another beam responsible for generating the concatenation of the different factors. With the help of a toolkit such as MACAON [47] or even the more specialized KyTea [48], we performed the grammatical and morphological analysis. While taking into consideration the context, the lemma and factors for each word is output using the MACAON/KyTea POS-tagger [49].

In the various outputs, the generation of the lemmas and factors are made in a synchronous stream thus leading to sequences with different length sizes, ending each after the generation of the $<\text{eos}>$ (end-of-sequence) symbol, and creating by such, multiple representations of the $<\text{eos}>$ symbol in an output word. Due to the fact that lemmas carry most of the meaning and are closer to the final objective, we construed the length size of the factors sequence to be equal to that of the lemma sequence. This implies that when the lemma sequence generation has ended we stop the generation of factors while ignoring their $<\text{eos}>$ symbol, therefore avoiding both longer and shorter factors sequences.

In order to generate the next word in the sequence, the feedback (previous word) is employed taking into consideration its various features (outputs), in this case, in order to obtain full benefit of both feedback outputs we performed the tanh (non-linear) transformation of both embedding concatenation, thus having more information and learning better by their combination. Given as:

$$\text{Prev}_w(y_{t-1}) = \text{tanh}(y_{t-1}^L; y_{t-1}^F) \cdot W_{\text{Prev}_w}$$  \hspace{1cm} (7)

Where, the previous output $y_{t-1}$ feedback is computed by $\text{Prev}_w, W_{\text{Prev}_w}$ are trained weights, with $y_{t-1}^L$ and $y_{t-1}^F$ the embedding of the lemma and factors generated at previous time step, respectively.

Finally, for each partial hypothesis we did the cross product of the output spaces of the best generated lemma and factors hypotheses, thus associating each factor hypothesis to each lemma hypothesis. Also, having $k$ as beam size, the $k$ – best combinations was kept for each sample. Equally, in order to get the word candidate when having the lemma and some factors, the MACAON toolkit was used. In situations where name entities are processed therefore having no factors found, the lemma was outputted by the system.

V. HYBRID MACHINE TRANSLATION SUCCESSION

Although the translations produced by NMT are more fluent than those of SMT, it still does not fully and explicitly exploit the source information as compared to SMT. Thus, sometimes generating translations that are quite different from the source sentence original meaning [50] and some other times may mistakenly ignore some words during source sentence translations causing other words to be repeatedly translated [51].

If we consider as “intermediate language (another language)” the translation produced by the output of the NMT, to some extend we may amend the duplicated and meaningless translations, by building a translation model and operating a word alignment using an SMT.

Therefore we propose a factored multi-engine hybrid MT system consisting of an NMT and SMT framework, illustrated in Fig. 1.

Firstly, a preprocessing phase in this pipeline is performed by the transformer, which consist of training the transformer system using the initial factored training data, translating the training data, development set and test set into factored pre-translations; secondly, a target-target SMT system is built using the factored pre-translated training data, with parameters tuned using the pre-translated development set; and finally, the desired output is produced by decoding the pre-translated test set using the tuned SMT system.

When using the transformer to perform the pre-translations, if there is an occurrence of OOV in the source sentence, an ‘UNK’ token is generated by the transformer when translating the training data, development set and test set. We therefore propose a simpler and efficient technique to replace in the translation sentence, the “UNK” token by the corresponding source word. This method is known as the “labeled UNK replacement algorithm”, which alleviates the weaknesses faced by the UNK replacement algorithm inspired from [52] proposed by [12]. The technic is presented in Algorithm 1.

---

\(^1\)We exploited relative positional encoding as emphasized [46] [60] so as to improve performance with respect to machine translation and relation classification, respectively.
As such, our algorithm will simply traverse the translation and replace the UNK token they encounter with their corresponding source word (the key at that position), if in the vocabulary there is no existence of the source word. Reference [12] proposed a naïve algorithm to do the UNK replacement, facing the weakness of eventually having between the source sentence and the target sentence different word order, thus creating wrong replacements.

**Algorithm 1** Labelled UNK replacement by source words

**Require:** The translation $e_1^{th}$ with UNK tokens from the Transformer.

With $e$ as an array of key and value pairs where each key is a source word, and the value the corresponding translation or UNK token.

E.g. for the French sentence: “un chat noir” to translate in English, we may have the corresponding $e$ below.

$$\{\text{um:a} \} \{\text{noir:black} \} \{\text{chat:UNK} \} \{\text{eos:eos} \}$$

Considering that we have the following sentence, the replacement will thus be done as:

1. **procedure** LABELLED UNK REPLACEMENT
2. \hspace{0.5cm} for $i = 1$ to $m$ do
3. \hspace{1cm} if $e_i\text{value} == \text{UNK}$ then
4. \hspace{1.5cm} $e_i\text{value} = e_i\text{key}$
5. \hspace{1cm} end if
6. \hspace{0.5cm} end for
7. **end procedure**

Finally, to post-process these unknown words, instead of using a back-off dictionary [53], we engage by considering more context a factored phrase based SMT system to perform the desired translation. In the factored PB-SMT, for decoding and training we applied the Moses toolkit [7], for sequence models we used SRILM [46] to train a 5-gram language model, and for word alignments creation we employed Giza++ [54], using for feature weights tuning the MERT (Minimum Error Rate Training) [26].

VI. EXPERIMENTS

In order to verify our proposed framework, we selected translations between Japanese and English languages, noting that Japanese is drastically different in terms of word order and has a far richer grammatical structure as compared to English language.

For fair comparison we re-implemented the hybrid frameworks proposed by [10], training our models using a machine with 8 NVIDIA P100 GPUs.

A. Datasets and Setup

We used as training data Part-1 of the JP–EN Scientific Paper Abstract Corpus (ASPEC-JE) for JP–EN translation task which contains 1M sentence pairs, with the 1,790 sentence pairs contained in the development/validation set, and the 1,812 sentence pairs contained in the test set [55], provided that for the validation and test sets each sentence at the source side has only one reference.

For factorization at both the Transformer and the PBSMT level, we used Lemma and POS tags with compounds (as explained in Section 2 above) as input and output features, which can be produced either by using the MACAON toolkit [47] or the more specialized KyTea [48] especially for the Japanese data.

Due to the fact that unknown words cannot be generated when using Byte-Pair Encoding (BPE) [56] since they are all encoded as BPE units, we thus keep words as translation units. Besides this, incorrect words are sometimes produced by BPE units generation during the final word level processing, thus does not lead to any noticeable improvement in terms of %BLEU [57]. We used the PB-SMT system described in section 4 above. Also, we used as NMT system the transformer [1] default settings with some variants, setting mini batches of size 80, and having as 60 the maximum length of a sentence, with a size of 600 for word embeddings. Parallelly, we have as input and output vocabulary size set to 45K. We reshuffled the training corpus between epochs, and trained the models with the AMSGrad optimizer [58], while at every 5,000 mini batches on the validation set, we validated the model through BLEU (BiLingual Evaluation Understudy) scores, and at every 30,000 performed model safeguard.

We only utilize the baseline transformer system pre-translated training data and devset as input to the SMT engine for its training and tuning. For tuning, the optimized configuration file settings for our translation model is found using Batch MIRA (equally known as k-best MIRA) [59] [60],

![Diagram of the Factored Hybrid Transformer-PBSMT Framework.](image-url)
which is a version of MIRA (a margin-based classification algorithm) working within a batch tuning framework when we have sparse features OR using Minimum Error Rate training (MERT), but the use of more than about 20-30 features cannot be supported. After which the pre-translated test set is re-decoded utilizing the tuned SMT system.

B. Evaluation and Results

Through bootstrap re-sampling significance test we calculated the statistical significance [61], and also, case-insensitive BLEU scores were used to report all results.

Table I shows the BLEU score based translation results for $JP \leftrightarrow EN$ with non-reordered data, considering as baseline systems a standard PB-SMT [62] for statistical based translations and a NMT proposed by [3] for neuronal based translations. Thus, we observe that:

- The hybrid translation system where the SMT system is used to pre-translate data which serves as input to the NMT, performs significantly gets worse than both the baseline NMT systems and the FNMT system, when operating on $JP \rightarrow EN$ and $EN \rightarrow JP$ languages. The baseline SMT systems has been outperformed in %BLEU points by all the SMT⇒NMT systems on $JP \rightarrow EN$ and $EN \rightarrow JP$, except for the $JP \rightarrow EN$ validation set which reports a decrease in result of $-0.18$ BLEU points.

- The hybrid NMT⇒SMT model results indicates that the translations produced by the baseline NMT system are re-decoded by the NMT⇒SMT pipeline, leading to a significant improvement of $+1.25$ BLEU points and $+1.13$ BLEU points on the $JP \rightarrow EN$ validation and test sets translation performance, respectively, and also, a significant improvement of $+1.41$ BLEU points and $+1.96$ BLEU points on the $EN \rightarrow JP$ validation and test sets translation performance, respectively, compared to the baseline NMT system. As compared to the factored NMT system, the hybrid Factored NMT⇒SMT model results indicates a slight but noticeable improvement of $+0.41$ BLEU points and $+0.42$ BLEU points on the $JP \rightarrow EN$ validation and test sets translation performance, respectively, and also, a significant improvement of $+1.25$ BLEU points and $+1.65$ BLEU points on the $EN \rightarrow JP$ validation and test sets translation performance, respectively.

- Finally, we observe that the hybrid model where translations produced by the factored transformer at both its input and output (fully-factored transformer), and which are further re-decoded by the factored SMT, outperforms the translations on the $JP \rightarrow EN$ validation set generated by the fully-factored transformer, and the transformer, by $+1.06$ BLEU points and $+2.66$ BLEU points, respectively, and those on the $EN \rightarrow JP$ test set generated by the fully-factored transformer, and the transformer, by $+1.27$ BLEU points and $+3.25$ BLEU points, respectively, are as such outperformed by our proposed hybrid system.

C. Discussion

From the above results with reference to the state of the art, we analyze that:

As compared exceptionally to [10] framework consisting of an SMT⇒NMT pipeline which has a higher computational complexity due to the integration of the source information into both the SMT and NMT (concatenating at this level the pre-translated and source sentences as input), and other state of the art hybrid frameworks particularly [12] consisting of an NMT⇒SMT pipeline, our hybrid MT pipeline is more simpler, viable and efficient, by employing source-side information only during the transformer training and exceptionally during OOVs processing, thus favoring its faster computation. Analytical studies for rare/OOV word impact on the translation quality were operated over the Scientific Paper Abstract Corpus (ASPEC-HE) for Japanese-to-English, sorted by the words average inverse frequency and validation sentences were split into groups with comparable numbers of rare words independently evaluated. All target words which occur in the training data for each number of sentence occurrence less than N times were replaced by the UNK token, for all analyzed systems. Given $N \in \{0K, 0.5K, 1K, 1.5K, 2K, 2.5K, 3K\}$. Thus, a higher occurrence of rare words is obtained for large N, hence in the reference only the most frequent words are exploited. Meanwhile a lesser occurrence of rare words is obtained for lower N, using hence more words. We observed that our best performing model (FF-Transformer ⇒ FSMT) considerably outperforms the state of the art both stand-alone and hybrid MT systems on sentences with many OOV words, as a greater occurrence of OOV words implies an increased amount of data size. This boost in performance can be justified by the fact that attention mechanisms which makes up the Transformer operates better on larger data sizes.

We point out that, attention mechanisms are used by neural networks to encode each position while relating two distant words of both the inputs and outputs with respect to itself, by which the training can be accelerated through parallelization. An attention mechanism is a technique created for paying attention to specific words, which have proven to be useful to address the bottleneck issues that arise when handling long sentences with complicated dependencies between words, as it is harder for the context vector to capture all the information contained in the sentence due to the sequential order of word processing. More precisely, the Attention technique focuses on part of a subset of the information it is given, provided that for each input word one hidden state vector is produced. These vectors can then be concatenated, averaged or (even better!) weighted in order to give higher importance to words from the input sentence, most relevant to decode the next word of the output sentence.
TABLE I. RESULTS OF VARIOUS HYBRID (NMT-SMT) MACHINE TRANSLATION EXPERIMENTS PERFORMED ON JP→EN AND EN→JP WHERE, “♠” INDICATES THE BEST TRANSLATION PERFORMANCE

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SMT [62]</td>
<td>18.46</td>
<td>17.79</td>
<td>27.71</td>
<td>26.54</td>
</tr>
<tr>
<td>NMT [3]</td>
<td>24.66♠</td>
<td>24.94♠</td>
<td>35.72♠</td>
<td>35.48♠</td>
</tr>
<tr>
<td>FACTORED SMT</td>
<td>18.87</td>
<td>17.91</td>
<td>27.84</td>
<td>26.80</td>
</tr>
<tr>
<td>FACTORED NMT</td>
<td>25.70♠</td>
<td>25.83♠</td>
<td>36.57♠</td>
<td>36.31♠</td>
</tr>
<tr>
<td>SMT⇒NMT [10]</td>
<td>18.28</td>
<td>17.92</td>
<td>27.82</td>
<td>27.98</td>
</tr>
<tr>
<td>T⇒SMT</td>
<td>25.91</td>
<td>26.07</td>
<td>37.13</td>
<td>37.44</td>
</tr>
<tr>
<td>FACTORED NMT⇒SMT [12]</td>
<td>26.11♠</td>
<td>26.25♠</td>
<td>37.82♠</td>
<td>37.96♠</td>
</tr>
<tr>
<td>TRANSFORMER [1]</td>
<td>31.98</td>
<td>32.09</td>
<td>42.16</td>
<td>42.41</td>
</tr>
<tr>
<td>FULLY-FACTORED TRANSFORMER</td>
<td>33.86</td>
<td>33.91</td>
<td>44.01</td>
<td>44.39</td>
</tr>
<tr>
<td>FULLY-FACTORED TRANSFORMER ⇒ FSMT</td>
<td>34.72♠</td>
<td>34.95♠</td>
<td>45.07♠</td>
<td>45.66♠</td>
</tr>
</tbody>
</table>

Also, due to the larger vocabulary of the test set by the integration of factors during the PB-SMT post-processing translation, we experienced in our proposed framework a significant decrease in rate of OOVs as compared to the NMT system, of 1.06% and 5.37%, respectively.

We emphasize that, the results on the ASPEC Japanese-to-English corpus should be interpreted with caution. It is the expectation that the attention based HMT when used on longer sentences will show their true potential. In order to investigate on the effect of translating long sentences, sentences of similar lengths having unknown words to the models included were grouped together and the BLEU score was computed per group. The results are delineated in Fig. 2, analyzed over the full validation set.

We observe on Fig. 2 that the buckets of longer sentences are more effectively handled by our Transformer based HMT (purple curve) due to its integrated Attention mechanism at both the encoder and decoder levels as compared to the winning entry recurrent based HMT (green curve) in which the Attention mechanism is integrated only at the level of the decoder, hence as sentences become longer the quality does not degrade. While at shorter sentence lengths, it is observed that our outperforming model performs worse, indicating that although the attention mechanism speeds up training, it is likely not very important and may potentially be redundant. More to that, higher perplexities are produced when operating Attention mechanisms over short sentences, as the model becomes less certain about its predictions than without it.

And we believe that, translations performance will be improved if phrases corrected and reordered are considered. We shall dive deeper by considering this fact in future work.

![Fig. 2. Length Analysis – Impact of Attention Mechanism on Translation Qualities as Sentences become Longer Performed on ASPEC-JE Data.](image-url)
VII. CONCLUSION

We have proposed a novel HMT framework cascaded as a Fully-Factored Transformer $\Rightarrow$ Factored SMT pipeline consisting of integrated linguistic factors at both the source language and target language of the transformer model, and linguistic factors at source language (pre-translated language) of the SMT model. The considered linguistic factors where lemmatization, part-of-speech tagging (taking into consideration its various compounds). Our experimental results on $JP \leftrightarrow EN$ language pairs clearly revealed that our proposed HMT framework with integrated linguistic factors outperforms the state-of-the-art HMT frameworks, in terms of both perplexity and BLEU points. More to that, we observed an OOV rate reduction, due to the generation of new word forms derived from the integrated additional linguistic resources.

As future work, we aim to explore whether the integration of a grammatical error detection and correction (GEC) process [34] will further help in reducing the rate of OOVs. Also, use compositional learned word representations from smaller orthographic symbols inside the words such as character n-grams, which can easily fit in the model vocabulary.
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Abstract—There is a positive attitude towards the use of different strategies for engaging in demand response (DR) programs in energy markets through the innovation and trend of smart grid technologies. In this paper, a reward-based approach is proposed that enhances the involvement of customers in the DR program by assuring the customer’s comfort level. Most of the previous works considered limited controllable loads like thermal loads for demand side management (DSM). In this approach thermal and all active electrical loads are considered for the analysis. Comfort indicator is used for the analysis which is an important parameter for measuring comfort of each resident. This technique significantly reduces the utility reward cost and maximizes the user satisfaction level compared with existing approach. The numerical example considered in this work illustrates the fruitfulness of the proposed approach. This problem is formulated as mixed-integer linear programming (MILP) and solved by using CPLEX solver in General Algebraic Modelling Software (GAMS).
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I. INTRODUCTION

The solution to demand-supply problems in the power supply system is an efficient DR program. DSM is the customer based DR program in a smart electric grid by changing the regular use of electricity. Demand Side Management (DSM) programs enable load-serving entities (LSE) to manage the electric loads on the user side. Customer interaction and responsiveness are the two critical factors of the DR program. This program requires a collaborative relationship between LSE and consumers to achieve the customer load changes that benefit consumers, LSE and society as a whole. The categories of DSM programs are time-based and incentive/penalty based program. The time-based program depends on electricity prices that vary over time. The incentive program is based on fixed rewards (or) time-varying incentives. These programs play a significant role in reducing demand in peak periods. With the introduction of the new reward-based DR program consumers are encouraged to reduce their loads during peak hours.

The DR program classification is as shown in Fig. 1. The dynamic pricing schemes like Real Time Pricing (RTP), Time Block Pricing (TBP), Critical Peak Pricing (CPP), and Time of Use (ToU) are commonly used in the DR program to lower peak demand by encouraging the users. In [1], the author proposed a Home Energy Management System (HEMS) with price-based DR programs for reducing the consumer’s electricity cost by transferring the ON peak load usage to the OFF peak periods. During peak hours of the day, utilities have control over Direct Load Control (DLC) to shed the load of the consumer. The utility commonly control loads of the customer remotely in Interruptible / Curtailable Service (CS) to achieve the required load reduction level. Several researchers [2-9] suggested the implementation of optimal DR scheduling via incentives. Demand Bidding (DB) is a process that encourages consumers to involve actively in electricity usage trading. It offers incentives for accepting to reduce their electricity usage during peak load periods [10], [11]. Incentive-based DR programs is the most powerful tool for handling peak load and attract more consumers in the DR program. There are several methods and strategies explored to reduce peak demand, utility reward cost and consumer electricity costs. Existing methods have less concentration in the improvement of the participation factor of the consumer in the DR program.

DR program reduces the electricity cost of consumers by motivating them to use less power consumption in high-priced periods [12] and more power consumption in low-priced periods. The author demonstrated the DR program of residential areas by encouraging customers to voluntarily minimize their daily energy use by scheduling available resources in [13].

Optimization approaches to modify the customer’s load curve in response to the changes in the electricity cost through incentive is analyzed in [14]. In this approach complexity faced on customer satisfaction level is analyzed at minimal percentile [15]. Previous studies focused mainly on the minimization cost at the consumer level and not dealt with the revenue cost of utility received from the grid operator [16], [17], and [19]. Smart Home Energy Management Systems (HEMS) uses real-time information under various schemes to manage loads of residential communities. Price based HEMS are discussed [23-25] under restricted controllable appliances. In [21], the author formulated an optimization approach as a Multi-Constrained Mixed-Integer Problem (MCMIP) that schedules the controllable appliances based on consumer preferences. A researcher proposed an Adaptive Differential Evolution Algorithm (ADEA) to find the optimal schedule of appliances in the sectors like residential, industrial, and commercial [22]. In this work, peak load minimization and reduction in consumer's electricity bills are considered as the objectives.
The impacts, as mentioned earlier in existing methods, are rectified in this proposed approach. In this approach, controllable (electric vehicle, clothes dryer, dish washer, pool pump, energy storage), thermal and all active electrical loads are considered for the analysis. LSE sends the preferred demand reduction request (PDRR) to all the Residential Load Aggregator (RLA). Then RLA generates the optimal scheduling of appliances based on preferred demand reduction limits (DRL) and the willingness to compromise the load demand of all the residents. Customers are granted a reward depending on the participation in the DR program. New reward rates and demand reduction requests are informed to each consumer through home energy communication network port.

The remaining section of this article is structured as follows. Section 2 discusses the modelling structure of various appliances. Section 3 illustrates the reward structure used in the analysis. Section 4 with the problem formulation for the objectives and constraints. Section 5 deals with the case study considered in this approach. Finally, Sections 5 and 6 discuss the results and conclusion, respectively.

II. OVERVIEW OF APPLIANCES MODELLING

This section describes the modelling of residential loads. Modelling parameters for appliances are considered from [18] and [20]. Controllable/Shiftable and uncontrollable/non-shiftable are the two classifications of appliances in the residential sector. Uncontrollable appliances have fixed power and time of operation. Controllable devices run within the desired working time based on their power consumption and time i.e. they may allow the operating schedule to be changed.

A. Controllable Loads

1) EWH Model: When the current temperature exceeds the setpoint value, the condition of EWH is OFF. If the current temperature is below the minimum temperature required by EWH, then the status is ON. If the temperature is between the minimum required temperature and the setpoint temperature, then the EWH state follows the status of the previous time are shown in (1). The power consumption is calculated using equation (2).

\[
S_{EWH,t} = \begin{cases} 
0, & T_{EWH,t} > T_{EWH,s} \\
1, & T_{EWH,t} < T_{EWH,r} \\
S_{EWH,t-1}, & T_{EWH,r} \leq T_{EWH,t} \leq T_{EWH,s} 
\end{cases} 
\]  

(1)

\[
p_{EWH,t} = p_{EWH} \cdot S_{EWH,t} 
\]  

(2)

2) AC Model: It is one of the significant thermal controlled residential appliances. When the room temperature is conquer \((T_{AC,SP} + T_{AC, DB})\), AC is ON. When the room temperature is below \((T_{AC,SP} - T_{AC, DB})\) the status of AC is OFF. Otherwise, it follows the previous status. If the state of AC is ON, the rated power is consumed. In the OFF state, no power will be consumed. The consumed power of AC for resident ‘h’ at time ‘t’ is illustrated as follows:

\[
S_{AC,h,t} = \begin{cases} 
0, & T_{AC,h,t} < T_{AC,SP} - T_{AC, DB} \\
1, & T_{AC,h,t} > T_{AC,SP} + T_{AC, DB} \\
S_{AC,h,t-1}, & T_{AC,SP} - T_{AC, DB} \leq T_{AC,h,t} \leq T_{AC,SP} + T_{AC, DB} 
\end{cases} 
\]  

(3)

\[
p_{AC,h,t} = p_{AC} \cdot S_{AC,h,t} 
\]  

(4)

3) Clothes dryer model: Equation (5) details the ON/OFF status of the CD. The state is ON when the total accumulated time is lower than the needed time to complete the job. The state is OFF when the accumulated time higher than or equal to the time necessary to initiate the job. The expression for power consumption of CD is in equation (6).

\[
S_{CD,h,t} = \begin{cases} 
0, & T_{CD,h,t} \geq T_{CD,r} \\
1, & T_{CD,h,t} < T_{CD,r} 
\end{cases} 
\]  

(5)

\[
p_{CD,h,t} = p_{CD} \cdot S_{CD,h,t} 
\]  

(6)

4) Electric vehicle model: The State-of-Charging (SoC) of the battery at a time ‘t’ is the ratio of remaining \(EV_{rem}(t)\) or residual capacity at that time to the maximum battery capacity, as shown in equation (7). ON/OFF status of EV is illustrated in equation (8). It is ON, when the SoC is less than the maximum capacity and is OFF, when the SoC is greater than or equal to the maximum state of charge. The power consumption of EV is calculated using equation (9).
\[
SOC(t) = \frac{EV_{rem}(t)}{EV_{max}} \tag{7}
\]

\[
S_{EV,h,t} = \begin{cases} 
0, & SOCh,t \geq SOC_{max} \\
1, & SOCh,t < SOC_{max}
\end{cases} \tag{8}
\]

\[
p_{EV,h,t} = P_{EV} \cdot S_{EV,h,t} \tag{9}
\]

5) Dishwasher model: The representation of the state of Dish Washer (DW) is, as shown in equation (10). The status of DW is ON when the cumulative ON time is lower than the needed ON time to complete dishwashing. It is OFF when the overall ON time greater than or equal to the needed ON time to finish that cycle. Equation (11) represents the power consumption of DW.

\[
S_{DW,h,t} = \begin{cases} 
0, & TDW_{acc} \geq TDW_{r} \\
1, & TDW_{acc} < TDW_{r}
\end{cases} \tag{10}
\]

\[
p_{DW,h,t} = P_{DW} \cdot S_{DW,h,t} \tag{11}
\]

6) Cloth washer model: Equation (12) illustrates the status of Cloth Washer (CW). The condition of CW is ON when the cumulative ON time is lower than the needed time to complete the washing job. The status is OFF when the overall ON time greater than or equal to the needed ON time. The power consumption of CW is calculated using equation (13).

\[
S_{CW,h,t} = \begin{cases} 
0, & TCW_{acc} \geq TCW_{r} \\
1, & TCW_{acc} < TCW_{r}
\end{cases} \tag{12}
\]

\[
p_{CW,h,t} = P_{CW} \cdot S_{CW,h,t} \tag{13}
\]

7) Pool pump model: The status of Pool Pump (PP) is represented in equation (14). The state is ON when the time taken for the operation is less than the desired total operating time and is OFF when its operating time exceeds the expected total running time. Power consumption of PP is obtained using equation (15).

\[
S_{PP,h,t} = \begin{cases} 
0, & T_PP_{acc} \geq T_{PP_{r}} \\
1, & T_PP_{acc} < T_{PP_{r}}
\end{cases} \tag{14}
\]

\[
p_{PP,h,t} = P_{PP} \cdot S_{PP,h,t} \tag{15}
\]

B. Uncontrollable Loads

Uncontrollable loads are loads that fix their mode operation in time and power consumption. The loads, including TV, computer, lighting loads, fan, and refrigerator, are examples considered in this category for the analysis. Each appliance's power ratings are regarded as of [19].

III. REWARD-BASED DR FRAMEWORK

A. Reward Rate Structure

In this proposed study, the reward-based DR model is formulated. In this framework, LSE sends the preferred demand reduction request to all RLA. Then RLA generates the optimal scheduling of appliances based on preferred demand reduction limits (DRL) and the willingness to compromise the load demand of all the residents are generated by RLA. Customers are granted a reward depending on the participation in the DR program. The reward rate Rw2 is given to the houses that are willing to compromise their demand during the PDRR event. Rw3 reward rate is awarded to the houses those who are not willing to compromise their demand during the PDRR event. But the Rw3 reward rate will be used only during the emergency (or) rare events. The choice between Rw1 and Rw2 plays a significant role in the optimization problem.

Table I represents the different reward-based rate structures. Here is a simple example that explains the reward rate for the residents based on their willingness to compromise and preferred demand reduction limits. In this, rewards Rw1, Rw2, and Rw3 are considered as 20, 40, 60 cents / kW.

Here this include three houses A, B, and C. The preferred Demand Reduction Limits (DRL) of each resident is as shown in Table I. The total demand for all the residents is 35.6 kW. Assume LSE expects 30% of load reduction from RLAs. So RLA makes the optimal strategies that satisfy the requisition, which is given by LSE. In this example, 11.7 kW is expecting to reduce during that particular period. Depending on the DRL desired by each house, the LSE specification that met with 8.3 kW (total power minus DRL). Houses A and C are agreed to compromise their demands for the remaining kW. So the Rw2 reward rate is given to houses A and C because of their comfort index, which is higher than 1. House B is getting Rw1 reward rate because the willingness to compromise is ‘0’. An emergency is a rare occurrence case. Reward rate Rw3 is provided, if the compromise is equal to ‘0’ and CI value is higher than 1. In this case, house ‘B’ will handle the emergency case and get the Rw3 reward rate.

B. Comfort Index

The optimal scheduling of appliances of all the residents and the participation of customers depends upon the factor of CI. The design of the CI considers both thermal and other active appliances participating in the DR program. If the value of the CI is higher than ‘1’, the residents are in an uncomfortable zone. When the CI is less than or equal to ‘1’, the residents are in a comfortable area.

<table>
<thead>
<tr>
<th>House</th>
<th>Power(kW)</th>
<th>Demand reduction limit (kW)</th>
<th>Compromise (1-yes,0-No)</th>
<th>Reward ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal</td>
<td>Occasional</td>
<td>Emergency</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>14.3</td>
<td>10.6</td>
<td>1</td>
<td>Rw1</td>
</tr>
<tr>
<td>B</td>
<td>12.8</td>
<td>9.5</td>
<td>0</td>
<td>Rw1</td>
</tr>
<tr>
<td>C</td>
<td>8.5</td>
<td>7.2</td>
<td>1</td>
<td>Rw1</td>
</tr>
</tbody>
</table>

Table I. Example of Reward Rate Structure
The normalized value of CI is calculated using the equation (16).

\[ CI_h = n1 \cdot CI_{AC,h,t} + n2 \cdot CI_{WH,h,t} \]  \hspace{1cm} (16)

Where, \( CI_{AC,h,t} = CI_{AC,h} + CI_{WH,h,t} \), CI of thermal appliances.

\( CI_{WH,h} = CI \) of remaining active appliances

Where \( n1 \) and \( n2 \) are weight factors and \((n1 + n2) = 1\).

The CI of AC is calculated as in equation (17).

\[ CI_{AC,h,t} = \frac{\sum_{b=1}^{TAC,AC,h,lo,1} \sum_{b=1}^{TAC,AC,h,hi}}{TAC,AC,h} \]  \hspace{1cm} (17)

The CI of EWH is illustrated as in equation (18).

\[ CI_{WH,h,t} = \frac{\sum_{b=1}^{TWH,lo,1} \sum_{b=1}^{TWH,lo,hi}}{TWH,lo,hi} \]  \hspace{1cm} (18)

The CI of all the remaining active controllable appliances is as shown below.

\[ CI_{R,h,t} = \frac{\sum_{b=1}^{TNA_h} \sum_{b=1}^{TRR_h}}{TNA_h - TRR_h} \]  \hspace{1cm} (19)

Where, \( TNA_h \) = Number of active appliances in resident ‘h’.

\( TAA_h \) = Number of allowed appliances to ON in resident ‘h’.

\( TRA_h \) = Total number of requested appliances to ON in resident ‘h’.

IV. PROBLEM FORMULATION

The relation between reward rate and CI is as follows:

\[ RW_{R,h,t} = \begin{cases} 
RW_1, & \text{if } CI \leq 1 \\
RW_2, & \text{if } CI > 1 \text{ and } \text{compromise} = 1 \\
RW_3, & \text{if } CI > 1 \text{ and } \text{compromise} = 0
\end{cases} \]  \hspace{1cm} (20)

From equation (20), if the CI value is less than or equal to ‘1’ (i.e. Customer Satisfaction), reward ‘RW1’ will be given. If the CI is more than ‘1’ (i.e. Customer Dissatisfaction) and is willing to reduce demand, consumers are rewarded with ‘RW2’. If the consumer is not ready to compromise, the demand and the reward rate is ‘RW3’ is provided to encourage them for active participation. It is a rate which is given during emergency but it is a rare case. These reward structures are used to attract the non-participant and not compromised customers to involve in the DR program.

\[ RW_{R,h,t} = RW_1 b_{h,t} + RW_2 (1 - b_{h,t}) \text{comp}_h + RW_3 (1 - b_{h,t}) (1 - \text{comp}_h) \]  \hspace{1cm} (21)

Where, \( b_{h,t} \) is a binary variable and \( \text{comp}_h \) is a compromise for the house ‘h’.

By considering the following objective function and constraints, the optimization problem is formulated. The primary objective of this proposed approach is to reduce the utility reward costs and CI. While reducing CI, the satisfaction level of the user’s comfort will increase. The objective function is as shown in equation (22).

\[ C = \min \left( \sum_{h=1}^{H} RW_{h,t} + k \cdot \sum_{h=1}^{H} CI_{h} \right) \]  \hspace{1cm} (22)

With the following constraints:

\[ \sum_{h=1}^{H} CDR_{h,t} \geq PDRR_t \]  \hspace{1cm} (23)

\[ -B b_{h,t} < (DRL - P_{a,h,t}) \leq B (1 - b_{h,t}) \]  \hspace{1cm} (24)

\[ P_{a,h,t} = \sum_{i=1}^{N} P_{h,n,t} \cdot S_{h,n,t} \]  \hspace{1cm} (25)

\[ RW_{h,t} = (P_{T,h,t} - P_{a,h,t}) \cdot RWR_{h,t} \]  \hspace{1cm} (26)

Where, \( k \) is the CI weight factor, \( CDR_{h,t} \) is the Consumer Demand Reduction of the resident ‘h’ (kW) at time ‘t’ and \( B \) is a positive constant, \( S_{h,n,t} \) is the status of the appliance (1 or 0). Equation (23) represents the total demand reduction of all the residents should be higher than or equal to PDRR. It is not possible to achieve a reduction in demand beyond the resident’s total power consumption and is expressed in equation (24). The overall power consumption is corresponding to the sum of power consumption of active appliances in all the residents, as shown in equation (25). The reward rate for each resident is calculated using equation (26). Hence, this problem is formulated as mixed-integer linear programming (MILP).

V. OPTIMAL SOLUTION APPROACH

A. Conventional Approach

In [2], the concept of CI is used for measuring consumer comfort level by considering the thermal appliances like AC and EWH alone. BONMIN solver in GAMS is used to verify the performance of the approach. Two DRR schemes such as 30% and 60% are performed and validation is done only for AC.

B. Proposed Approach

The above problem statement is the mixed of continuous variable \( P_{a,h,t} \), discrete variable (reward rate) and binary variable \( b_{h,t} \). Therefore it can be modeled as MILP.

By substituting equation (21) and (26) in (22), the new objective function is obtained as follows in equation (27).

\[ C_{\text{New}} = \min_{P_{a,h,t}} \left( \sum_{h=1}^{H} \left( P_{T,h,t} - P_{a,h,t} \right) + \sum_{h=1}^{H} \left( \left( P_{T,h,t} - P_{a,h,t} \right) \right) \right) \]  \hspace{1cm} (27)

Subject to the following constraint (28) along with the constraints (23), (24), (25) and (26).

\[ 0 \leq B_{\text{new},i,t} \leq P_{T,h,t} b_{h,t} \]  \hspace{1cm} (28)

Where, \( B_{\text{new},i,t} = P_{a,h,t} b_{h,t} \). In this approach, as \( b_{h,t} \) is considered as binary variable \( B_{\text{new},i,t} \) is zero if \( b_{h,t} = 0 \) otherwise \( B_{\text{new},i,t} = P_{a,h,t} (b_{h,t} = 1) \).

Then the utility reward cost and average comfort for each house are calculated. This MILP for reducing the utility reward costs and CI, which is guaranteed the finding global optimum operation work has been solved by using CPLEX solver in General Algebraic Modelling Software(GAMS).
C. Case Studies

The proposed DSM strategy for the residential consumer is performed on 10, and 500 residents and input data are taken from [2]. The test system considers thermal, controllable and other active appliances that are participated during the DR program. The load data of the 10 residents are recognized for this analysis as given in Table II. The total demand of 10 residents is 157.8 kW. Table III shows the total demand reduction of 10 residents for various CDR during peak hours. DR program of each resident is done based on user-preferred load and DRL. DRL is the threshold value for demand reduction and decided by each user. Compromise ‘1’ represents the resident is willing to compromise their demand during the peak hours. Compromise ‘0’ represents the resident is not ready to reduce their demand.

Table IV shows the average percentage of comfort and reward for various PDRR. In this case study Rw1, Rw2, and Rw3 are considered as 20, 40, 60 cents / kW (5 min). The comfort percentage is the measure of the number of times the power consumption of the residents is within the user preferred power range. The time duration taken for implementing each PDRR is 5 minutes. The reward rate and comfort percentage of each PDRR for implementing each PDRR is 5 min preferred power range. The time duration taken for power consumption of the residents is within the user comfort percentage is the measure of the number of times the residents are considered as 20, 40, 60 cents / kW (5 min). The reward for various PDRR. In this case study Rw1, Rw2, and Rw3 are considered as 20, 40, 60 cents / kW (5 min). The reward cost of utilities will also be increased while procuring more rewards due to their less power utilization and a wide range of demand reduction limits. Therefore the percentage of comfort is 100% for all the residents and with the reward of Rw1. Resident 5 procured more reward due to their less power use and a wide range of reduced demand.

- PDRR#1 with 16kW/20min (10%): RLA receives a request of 16 kW for the time length of 20 minutes from LSE. Ten residents’ total demand is 157.8 kW. Approximately 10% of the load from the total demand is decreased. All residents are within their reduction limit of preferred demand. Therefore, for all residents, the percentage of comfort is 100% and with the Rw1 reward. According to their lower power utilization and a wide range of demand reduction limits, Resident 3 gets more reward. Resident 2 does not earn any reward because of their lower comfortable power range.

- PDRR#2 with 32kW/20min (20%): RLA receives a request of 32 kW from LSE for 20 minutes. Approximately 20% of the load from the total demand is reduced. All residents are within their preferred demand reduction limits. Therefore the percentage of comfort is 100% for all the residents and with the reward of Rw1. Resident 7 procured more rewards due to their less power utilization and a wide range of demand reduction limits.

- PDRR#3 with 47kW/20min (30%): RLA receives a request of 47 kW for 20 minutes from LSE. Approximately 30 percent of the load is decreased from total demand. All residents are within their required demand reduction limit. The rate of comfort for all residents is therefore 100%, and the rate of reward is Rw1. Resident 7 received more rewards because of their lower power consumption and a wide range of reduction in demand.

- PDRR#4 with 63kW/20min (40%): RLA receives a request of 63 kW for the time length of 20 minutes from LSE. The total demand reduction of 10 residents is approximately 40% of total demand. All the residents are within their preferred demand reduction limits. Therefore the percentage of comfort is 100% for all the residents and with the reward of Rw1. Resident 5 has earned more reward because of their reduced power use and a wide range of reduced demand.

- PDRR#5 with 75kW/20min (50%): RLA receives a request of 79 kW for the time length of 20 minutes from LSE. Approximately 50% of the load is reduced from total demand. All the residents are within their preferred demand reduction limits. Therefore the percentage of comfort is 100% for all the residents and with the reward of Rw1. Resident 7 procured more reward due to their less power utilization and a wide range of demand reduction limits.

- PDRR#6 with 95kW/20min (60%): RLA receives a request for the time length of 20 minutes from LSE of 95 kW. The demand reduction of 60% is achieved from total demand. Some of the residents are within their preferred demand reduction limits. The level of comfort for all residents is therefore 100%, except residents 1, 5, and 9 with a reward rate of Rw1 and Rw2. Resident 1 procured more rewards due to their less power utilization and a wide range of demand reduction limits. The reward cost of utilities will also be increased while the PDRR is increasing. During an emergency, the affected houses can receive reward rate Rw3.

<table>
<thead>
<tr>
<th>Resident</th>
<th>Controllable devices (kW)</th>
<th>Uncontrollable Devices (kW)</th>
<th>Total power (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AC</td>
<td>EWH</td>
<td>CD</td>
</tr>
<tr>
<td>1</td>
<td>1.4</td>
<td>4.0</td>
<td>3.4</td>
</tr>
<tr>
<td>2</td>
<td>1.2</td>
<td>3.9</td>
<td>3.7</td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>3.5</td>
<td>3.8</td>
</tr>
<tr>
<td>4</td>
<td>1.6</td>
<td>3.8</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1.3</td>
<td>3.1</td>
<td>3.1</td>
</tr>
<tr>
<td>6</td>
<td>1.2</td>
<td>3.4</td>
<td>3.5</td>
</tr>
<tr>
<td>7</td>
<td>1.1</td>
<td>3.9</td>
<td>3.7</td>
</tr>
<tr>
<td>8</td>
<td>1.5</td>
<td>3.8</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1.5</td>
<td>4.0</td>
<td>3.3</td>
</tr>
<tr>
<td>10</td>
<td>1.3</td>
<td>3.2</td>
<td>3.2</td>
</tr>
</tbody>
</table>
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TABLE III. TOTAL CDR OF 10 RESIDENTS

<table>
<thead>
<tr>
<th>Resident</th>
<th>Total power (kW)</th>
<th>DRL (kW)</th>
<th>Compromise (Yes=1, No=0)</th>
<th>CDR (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>1</td>
<td>19.3</td>
<td>11.4</td>
<td>1</td>
<td>18.3</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>7.9</td>
<td>0</td>
<td>14.5</td>
</tr>
<tr>
<td>3</td>
<td>19.4</td>
<td>12.8</td>
<td>1</td>
<td>16.1</td>
</tr>
<tr>
<td>4</td>
<td>11.8</td>
<td>7</td>
<td>0</td>
<td>11.1</td>
</tr>
<tr>
<td>5</td>
<td>14.6</td>
<td>7.1</td>
<td>1</td>
<td>13.5</td>
</tr>
<tr>
<td>6</td>
<td>14.6</td>
<td>10.8</td>
<td>0</td>
<td>12.4</td>
</tr>
<tr>
<td>7</td>
<td>16.5</td>
<td>10.6</td>
<td>1</td>
<td>14.8</td>
</tr>
<tr>
<td>9</td>
<td>15.1</td>
<td>9.7</td>
<td>1</td>
<td>13.7</td>
</tr>
<tr>
<td>10</td>
<td>15.3</td>
<td>6</td>
<td>0</td>
<td>13.5</td>
</tr>
</tbody>
</table>

TABLE IV. PERCENTAGE OF COMFORT AND REWARD FOR VARIOUS PDRR

<table>
<thead>
<tr>
<th>Resident</th>
<th>10% Avg. Comfort (%)</th>
<th>Reward ($)</th>
<th>20% Avg. Comfort (%)</th>
<th>Reward ($)</th>
<th>30% Avg. Comfort (%)</th>
<th>Reward ($)</th>
<th>40% Avg. Comfort (%)</th>
<th>Reward ($)</th>
<th>50% Avg. Comfort (%)</th>
<th>Reward ($)</th>
<th>60% Avg. Comfort (%)</th>
<th>Reward ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>0.2</td>
<td>100</td>
<td>0.92</td>
<td>100</td>
<td>2.07</td>
<td>100</td>
<td>3.16</td>
<td>100</td>
<td>9.12</td>
<td>100</td>
<td>13.97</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>0.78</td>
<td>100</td>
<td>1.73</td>
<td>100</td>
<td>2.84</td>
<td>100</td>
<td>5.68</td>
<td>100</td>
<td>7.24</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>0.67</td>
<td>100</td>
<td>1.11</td>
<td>100</td>
<td>1.94</td>
<td>100</td>
<td>2.64</td>
<td>100</td>
<td>9.04</td>
<td>100</td>
<td>12.54</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>0.14</td>
<td>100</td>
<td>0.69</td>
<td>100</td>
<td>1.38</td>
<td>100</td>
<td>1.92</td>
<td>100</td>
<td>3.84</td>
<td>100</td>
<td>7.45</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.22</td>
<td>100</td>
<td>0.54</td>
<td>100</td>
<td>1.96</td>
<td>100</td>
<td>4.50</td>
<td>100</td>
<td>4.80</td>
<td>75</td>
<td>9.69</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>0.44</td>
<td>100</td>
<td>0.93</td>
<td>100</td>
<td>1.44</td>
<td>100</td>
<td>1.52</td>
<td>100</td>
<td>3.04</td>
<td>100</td>
<td>8.26</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>0.34</td>
<td>100</td>
<td>1.71</td>
<td>100</td>
<td>2.24</td>
<td>100</td>
<td>2.36</td>
<td>75</td>
<td>12.24</td>
<td>100</td>
<td>9.58</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>0.42</td>
<td>100</td>
<td>0.99</td>
<td>100</td>
<td>2.0</td>
<td>100</td>
<td>2.80</td>
<td>100</td>
<td>5.60</td>
<td>100</td>
<td>7.14</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>0.28</td>
<td>100</td>
<td>0.90</td>
<td>100</td>
<td>3.12</td>
<td>100</td>
<td>2.16</td>
<td>100</td>
<td>6.96</td>
<td>75</td>
<td>9.89</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.36</td>
<td>100</td>
<td>0.89</td>
<td>100</td>
<td>2.08</td>
<td>100</td>
<td>2.72</td>
<td>100</td>
<td>5.44</td>
<td>100</td>
<td>10.81</td>
</tr>
</tbody>
</table>

VI. RESULT AND DISCUSSION

A. 10 Resident System

In the current framework, thermal controlled devices EWH and AC are considered to determine the level of comfort. In this method, all the device status in residents is taken into account. The simulation result shows the Percentage Average Comfort (PAC) and Utility Reward Cost (URC). Fig. 2(a, b) demonstrates the effect of URC when considering different amounts of reduction in demand and time for a 10 resident system for existing and proposed method. Compared to the existing method [2], the simulation shows that URC for various PDRR during the time length. Fig. 3(a, b) shows PAC for existing and proposed method. PAC is same in both the methods up to 40% of PDRR for different time length. Some residents may be less comfortable while increasing the PDRR above 40%. The affected residents may get the reward rate Rs2. This method provides a higher level of comfort above 40% of PDRR. For the existing and proposed method, the PAC and average URC for 10 resident systems are as shown in Table V.

B. 500 Resident System

The data of large systems are taken from [2]. In this analysis 500 resident system is considered. Fig. 4(a, b) compares the behaviour of PAC of proposed method along with existing method for different time length and PDRR. While increasing the PDRR for an increasing time length there is a significant reduction of PAC. But when compared to the existing method the PAC is 60% higher. This leads to the reduction of overall utility reward cost for performing the entire PDRR program. Fig. 5(a, b) shows the effect of URC for different percentage of reduction in demand and time length for 500 resident system. For the current and proposed method, the PAC and URC for 500 resident systems are obtained as in Table VI. It is observed that for 80% PDRR, the reward cost URC for existing, and these proposed methods are $13500 and $10700. PAC for existing and the proposed method are 18.5% and 78.5%. The simulation result shows that this approach minimizes the utility reward cost significantly and increases the percentage of average comfort compared to the existing method.

TABLE V. RESULT COMPARISON FOR 10 RESIDENTS

<table>
<thead>
<tr>
<th>Approach</th>
<th>Percentage of average Comfort (PAC) (%)</th>
<th>Utility reward cost (URC) ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing[2]</td>
<td>52.5</td>
<td>346.44</td>
</tr>
<tr>
<td>Proposed</td>
<td>88</td>
<td>207.82</td>
</tr>
</tbody>
</table>
Fig. 2. Result of utility Reward Cost for 10 Residents System.

(b) Proposed Reward Method.

Fig. 3. Result of the Percentage of Average Comfortableness for 10 Residents System.

Fig. 4. Result of the Percentage of Average Comfortableness for 500 Resident Systems.
TABLE VI. RESULT COMPARISON FOR 500 RESIDENTS

<table>
<thead>
<tr>
<th>Approach</th>
<th>Percentage of average Comfort (PAC) (%)</th>
<th>Utility reward cost (URC) ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing[2]</td>
<td>19.5</td>
<td>13500</td>
</tr>
<tr>
<td>Proposed</td>
<td>78.5</td>
<td>10700</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS

An efficient demand response program based on rewards is introduced in this paper. It takes into account all active electrical equipment involved in DR. In this analysis, the CI is the essential factor that defines the resident's level of comfort. This valid reward-based scheduling method minimizes utility reward cost and increases the PAC. It is identified that the proposed approach maintain the average comfort of consumer while increasing the residents from 10 to 500. Result of case studies inferred that the reward-based demand response program provides a better cost solution to utility and consumers compared to state of art work. In future, the proposed approach should be improved for meeting the realistic constraints that can be evaluated using large scale system with real time data.
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APPENDIX (NOMENCLATURE)

H - Number of residents.  
N - Number of appliances in a resident.  
\( S_{EWH,h,t} \) - Current state (ON/ OFF) of Electric Water Heater (EWH) in resident ‘h’ at time t.  
\( S_{EWH,h,t-1} \) - Previous state of EWH in resident ‘h’ at time t.  
\( P_{EWH} \) - Rated Power of EWH (kW).  
\( P_{EWH,h,t} \) - Power usage of EWH in resident ‘h’ at time t (kW).  
\( T_{EWH,h,t} \) - Current temperature of EWH (°F).  
\( T_{EWH,f} \) - Minimum required temperature of EWH (°F).  
\( S_{AC,h,t} \) - Current state (ON / OFF) of Air Conditioner (AC) at resident ‘h’ at time t.  
\( S_{AC,h,t-1} \) - Previous State of Air Conditioner (AC) at resident ‘h’ at time t.  
\( P_{AC} \) - Power rating of AC (kW).  
\( P_{AC,h,t} \) - Power usage of AC in resident ‘h’ at time t (kW).  
\( T_{AC,h,t} \) - Current temperature of AC in resident ‘h’ at time t (°F).  
\( T_{AC,db} \) - Dead band temperature of AC (°F).  
\( T_{AC,sp} \) - Setpoint temperature of AC (°F).  
\( S_{CD,h,t} \) - Current state (ON / OFF) of Clothes Dryer (CD) in resident ‘h’ at time t.  
\( T_{CD,acc} \) - Accumulated ON time temperature of CD (°F).  
\( T_{CD,r} \) - Required ON time temperature of CD (°F).  
\( P_{CD} \) - Power consumption of CD at resident ‘h’ at time t (kW).  
\( P_{CD} \) - Power rating of CD (kW).  
\( P_{EV} \) - Power rating of EV (kW).  
\( S_{EV,h,t} \) - ON-OFF status of Electric Vehicle (EV) in resident ‘h’ at time t.  
\( P_{EV,h,t} \) - Power charge of EV in resident ‘h’ at time t (kW).  
\( RWR_{h,t} \) - Reward rate of resident ‘h’ at time t.  
\( SOC_{h,t} \) - Battery charging state of resident ‘h’ during time period t (%).  
\( SOC_{max} \) - EV-Maximum charging rate of the battery (%).  
\( S_{DW,h,t} \) - ON-OFF status of Dish Washer (DW) in resident ‘h’ at time t.  
\( P_{DW} \) - Power rating of DW (kW).  
\( P_{DW,h,t} \) - Power usage of DW in resident ‘h’ at time t (kW).  
\( T_{DW,h,t} \) - Current temperature of DW (°F).  
\( T_{DW,s} \) - Setpoint temperature of DW (°F).  
\( S_{CW,h,t} \) - ON-OFF status of Cloth Washer (CW) heater in resident ‘h’ at time t.  
\( P_{CW} \) - Power rating of CW (kW).  
\( P_{CW,h,t} \) - Power usage of CW in resident ‘h’ at time t (kW).  
\( T_{CW,h,t} \) - Current temperature of CW (°F).  
\( T_{CW,s} \) - Setpoint temperature of CW (°F).  
\( S_{PP,h,t} \) - ON-OFF status of Pool Pump (PP) at resident ‘h’ at time t.  
\( P_{PP} \) - Power rating of PP (kW).  
\( P_{PP,h,t} \) - Power usage of PP in resident ‘h’ at time t (kW).  
\( T_{PP,h,t} \) - Current temperature of PP (°F) of resident ‘h’ at time t.  
\( T_{PP,s} \) - Setpoint temperature of PP (°F).  
\( T_{eho} \) - Minimum temperature of the room in resident ‘h’ (°F).  
\( T_{rh,h} \) - Maximum temperature of the room in resident ‘h’ (°F).  
\( T_{rh,m} \) - Room temperature of resident ‘h’ (°F).  
\( P_{r,h,t} \) - Overall power usage of resident ‘h’ at the time t’.  
\( P_{h,n,t} \) - Power usage of appliance ‘n’ of resident ‘h’ at the time t’.  
\( P_{h,t} \) - Actual Power consumption of resident ‘h’ at time t’.  
\( PDRR \) - Preferred Demand Reduction Request.
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Abstract—Sustainability is one of the most important quality factors and it integrates some other quality factors in the product too. Moreover, it makes an effective workflow and improves user satisfaction. A manager can meet the target by controlling a project but sustainability is more versatile. Quality factors are the measuring criteria of a product while sustainability drives to make the quality product, efficient project, and successful organization so it is a package of strategy, tasks, processes, technologies, and stakeholders. It is observed that there is a lacking of sustainability practice in software engineering like other engineering communities. There are many software developing models that exist with limited scope in quality control for sustainability. Given the aforementioned viewpoint, this research proposes a new software project management framework, “SQ-Framework”. Its hybrid structure consists of the features of methods, quality models, and sustainability. The execution guidance of “SQ-Framework” is provided according to “Karlskrona manifesto”. A manager can use the framework to improve the management process of a project, a developer can integrate quality factors with sustainability into the product, an executive could be motivated to integrate quality and sustainability strategy in the organization, and the users get inspiration to practice sustainability.
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I. INTRODUCTION

A project is a temporary endeavor that generates a product or service within a fixed budget and time. Project management is a systematic approach that has a set of tasks, processes, guidelines, technologies, and stakeholders to meet the goal of the project on time, in budget with better user satisfaction. User satisfaction is measuring based on the quality criteria of the projects and sustainability is one of them. The evolving concept “quality” is varied according to the application domain and quite tricky to define. A product is known as a qualified product when it has distinct features than a similar type of other products. It aggregates multiple measuring attributes of this domain. It is a misleading and risky word and multi-attributes measuring system required to qualify a software system [1]. If without domain knowledge no one can define a terminology; without proper definition, you can not measure the product's quality, and without knowing measures can not do quality control of a system [2]. The software functionalities are expressed in quantity (e.g. source line of code or functional points) that specify the size of software and non-functional attributes are qualitative. Software quality measurement includes both in measures (completeness of the system and user satisfaction factors) and project management integrated quality attributes to a software product. Quality management is a process that aims to make sure the existence of quality factors in a soft product. Quality measures of the quality models and standardization companies guidelines help to gain quality products. The initial measurement of a system depends on the expected quality standard of the customer or user. Moreover, it also meets regulatory quality requirements from the developing teams. Quality management is not only limited to testing activities before released to the market but also maintains critical evaluation processes in different phases [3]. It also guides to develop a quality management culture in the enterprise [3]. Quality management consists of quality planning: method of measuring quality goals, quality control: defect identification and correction, and quality assurance: a set of actions in process management to ensure quality.

Sustainability becomes important in global concern due to the huge consumption of energy for the industrial revolution of the 20th century and in 1930s economists developed sustainable models for non-renewable resource management. Day by day its’ value is adding in our life due to technological advancement and smarter lifestyle. In the 21st century, its importance is extending in personal, social, and corporate life. Mitchell Grant simply defined “meet present needs without compromising future needs” [4]. Sustainability ensures the wise-utilization of environmental, social, and economic resources that could offer the same for an upcoming generation [5]. Social sustainability promotes wellbeing by developing processes and structures in society. Sustainable business culture ensures human rights, fairness, diversity, and wellbeing practice in the enterprise. Reducing wastage of time, effort, and money of an organization is called economical sustainability; moreover, it suggests implementing technological applications to make the highest productivity. Environment-friendly farming and foresting practice by using sustainable energy and technology is the practice of environmental sustainability. Innovation in applications and software engineering for financial, social, and environmental sustainability is a common practice. But today researchers focus on integrating green soft features in the system and sustainability practice in the project.
Sustainability is a special quality factor in an application to reduce energy consumption by stopping the unnecessary processing cycles, implementing power-saving mode, applying efficient data structure and algorithm, and using green technology. Information technology (IT) engineers can bring Innovation in software with sustainability features and play the golden role in reducing carbon emissions. Business transformation with green information and communication (ICT) enhances economical sustainability know as ICT for sustainability. The ethical practice of ICT can improve social harmony and cultural exchanges for peace and happiness too. This article shows more importance of sustainability because it integrates other quality factors like re-usability, efficiency, and cost-effectiveness. The proposed framework illustrated a way of integrating sustainability with other quality factors without conflict; as well as the way of practice and keep up the quality of product and project, it brings innovation in cost-cutting, enhancing competitive advantages, and adding the value of software project [6].

“Introduction” consists of the working area of this research and the “literature review” presents the importance of research on sustainability and quality control practice in software industries. It also includes a comparison study on practicing quality models of the software product. Section-3 illustrates a framework for quality control and sustainability practice in software farm that is a hybrid framework of system development methodology and quality model. The aim of this framework is enhancing sustainability practice into the product, and project besides keeping quality control; so it is named “SQ-Framework” to The way of implementation for the proposed model is expanded and elaborated in the followed section immediately. Section five consists of a comparative analysis of the framework with system development approaches and quality models. Section 6 carries the guidelines for using the framework according to the “manifesto”. The last section makes the conclusion of the study with recommendations on future studies.

II. STATE OF THE LITERATURE

A. Role of Technology in Project Management

Advancement of technology changes the processes and methods of project management. Project management institute (PMI) has been publishing regular bulletins on project management opportunities, challenges, and technologies. The latest analysis showed higher importance in technical, leadership, business, and digital skill for measuring talent in project management [7]. It noticed that a single business, project, or big idea is not enough in this wrap-speed word to keep an organization at the top constantly. Moreover, your brilliant strategy or amazing product idea could not be a success for supply chain disruption or new technology, and projects can fail fast. Disrupting technology like AI and machine learning can be run by only smart people. The rapid technological change increases challenges into the process of conversion idea to reality. Moreover, it suggests three tenets for resolving the aforementioned challenges: adaptability or agility in process, regular training, and automatic design skills. Project management wants to turn their idea to reality but there is no super-secret formula to make project success; so change management approach, design thinking approach, hybrid management approach, and agile approach become more popular [8].

B. Reasons for Project Failure

Researchers, academicians, professionals, standardization organizations, and certification vendors of this domain are working to improve IT project success rate but till now about 45% project is challenging, 36% success, and 19% fail (2018) [9]. Recently, the success rate is increasing by benefits realization management (BRM), which is a powerful project handling approach and it aligns projects, programs, and portfolios to an organization’s overarching strategy [10]. A project does not fail for a single task, person, or process; but there is a cause-effect relationship among task, person, and process. A task is defined and executed by a person or team and the task is executed according to the predefined process so the outcome of the task could not be measured by individual parameters. A project may fail if there is a lack in i) the project and organizational strategy, ii) established accountable result measuring, iii) unambiguous checkpoint or consistent process, iv) consistent methodology for planning and executing, v) stakeholders’ involvement in requirement elicitation and change, vi) utilization maximum effort and vii) effectively use of tools and technology [11]. A quality model or framework helps to ensure quality in all aspects with factors: completeness, accuracy, efficiency, security and reliability, sustainability, usability-accessibility, portability, maintainability, etc.

C. Quality Models in Project Management

Factor Criteria Model (FCM) is considered the first quality model in software engineering [11] that is developed in 1977 by Air Navy [12]. FCM consists of 11 quality factors that are mapped into three major phases (operation, revision, transition) of the software development and each factor is mapped with multiple criteria of 23. FCM is also known as McCall’s software quality model. After one year (1978), Boehm’s model [13] is developed with a hierarchy structure with 7 top-level quality factors and 15 bottom-level quality factors, one higher factor is linked to 2 or more lower-level factors. It’s clustering consist of three major areas: portability, maintainability, and utility. International Organization for Standardization (ISO) update its generalization model ISO 9000 by ISO 9126 in 1991 [15], but full adaptation was completed in 1992 for software quality measurement [14]. In 1995, Dromey’s quality model is proposed that distinguished a software to multiple product-properties and recommend for adding quality attributes to each product-property list. It is standing on three principles i) setting high-level quality attributes ii) identification product properties that affect quality, iii) linking on product properties and quality attributes [16]. In 2001, ISO restructured the quality view with updated version ISO 9126 -1:2001 [17]. ISO sets guidelines for measuring software characteristics and international standard measurement of software quality into four sub-domains: “ISO/IEC 9126-1 (ISO/IEC, 2001a)” , “ISO/IEC 9126-2 (ISO/IEC, 2003a)”, “ISO/IEC 9126-3 (ISO/IEC, 2003b)”, and “ISO/IEC 9126-4 (ISO/IEC, 2001b)” respectively for “define and update the model”, “define attributes of external measures”, “define attributes of internal measures”, and “define
the quality on uses”. It refined the six main quality measures to 3-5 sub-lists without overlapping. FURPS is an acronym that stands for functionality, usability, reliability, performance, and supportability and each of these has a set of quality attributes presented by a quality model by Robert Gready [18]. Mobile devices were not like today in the developing periods of these models and sustainability was not a serious concern of this domain; moreover, these models show important on the product not process (see details in Appendix I).

IBM rational software extended this by the name FUPRS+ (2000) with integrating requirements on design, implementation, and interfaces [19]. Software Assurance Technology Centre (SATC), developed a model SATC’s quality model in 1996 to support NASA that assisting manager for cost-minimizing and identifying testing quality within four goals: requirements quality, product quality, implementation effectively, testing effectively [20]. Dromey’s model is extended with a hierarchical structure for explicitly specify object-oriented design is known as Bansiya’s QMOOD Model and it focuses on the identification of qualified design components, patterns, characteristics, and matrices [21]. Kazman et al integrate the quality factors into the software life style architecture [22] and our study motivated that logically quality factors should work together. Capability Maturity Model Integration (CMMI) gives priority to the organization level too besides project-oriented to ensure the quality of a system. It consists of five maturity levels for integrating and reviewing quality aspects of a system. It is also aligned to ISO 9001 standards; moreover, it promotes the Software Engineering Institute (SEI) of the USA. While ISO 9001 performs quality actions in software development and maintaining stages, CMMI’s framework focuses on the continuous improvement of a software process with explicit information [23]. ISO is the world standard organization and CMMI is developed by SEI at Carnegie Mellon University in Pittsburgh and the main difference is “ISO is an audit standard” and “CMMI is a process model” [24]. ISO, CMMI, and IEEE are pioneer organizations in software quality standardization besides national standardization institutions of technological advancement countries. ISO certifies the software firms according to ISO9001 standards, and IEEE has a computer society for certification, ISO and API consulting for software developing companies certification, and CMMI has certification for every CMMI maturity level. This research encourages enhancing business and projects’ ability and quality by following standard models, methods, and guidelines without recommending to get the certification.

D. Methodologies for Software Project Management

A methodology defines and mentions the work process and management flow every single part of the process. Sometimes, it assumes that more specification kills project execution time and increases project time but imagine “If any error appears after few days that need to recover from the foundation part”, what dangerous the situation is? And the consequence is losing the trust of customers. A short-cut is an instant success but not good for long-term goals. Quality assurance ensures a perfect balance among technology, process, and people to produce a quality product or service, and methodology creates a combination of these three ingredients. The wrong choice of process methodology is a major risk that can appear during software development [25]. Method, process, model, and framework are upgrading continuously. Scrum is a popular methodology in agile families but the scrum team often overlooks the quality assurance activities due to the tight schedule or early delivery thought agile is not anti-methodology or against the quality practice [26]. The author [26] also demands quality assurance to work with the scrum team to clarify the goal, responsibilities, way handling issues, setting up monitoring and controlling strategies, and finally stay on track to achieve the goals. So, it is an additional activity that going to resolving by the proposed framework.

PRINCE2 (Project in control environment) is a project management methodology developed by the UK government and widely recognized in government and private sectors. It sets roles for the manager, customer, and supplier that uses the “PRINCE board” to accept inputs from users, suppliers, and experts. Series of sequential activities are recorded in PRINCE2 quality practice register: quality identifier, product identifier, product titles, method, roles and responsibilities, planned date of quality check, planned date of sign-off of quality check, the actual date of quality check, the actual date of sign-off of quality check, result, and quality records [27]. It is generic and adaptable to any project that is embraced with ISO 9000 standards, but it is not exact for software project management [28]. The waterfall model is the first process model and commonly used. It has sequential phases and the previous phase provides feedback to the subsequent phase. Quality assurance is predefined at the project initiation stage and practiced in all phases. QA TestLab is applying the Black Box testing approach in the waterfall model for quality assurance [29]. It shows the value for quality plans, standards documentation, reviews, verification, demonstration, and quality assurance implementation to every phase. The spiral model has the most influence on risk management and it is right for handing projects with complex functional dependencies [30].

E. ITC Product and Sustainability

The information factories do not spew out carbon smoke but they are not bereft of environmental impact for explosion demand of energy. Already, a demand of 200 terawatt-hours (TWh) electricity (2018) is recorded for data centers every year that is more than the energy consumption of some countries like Iran [31]. But the demand will reach 1000 TWh according to the best case practice by 2030 [32]. The same research showed that 2500 TWh would be the least demand by 2030 for ICT productions, networking, data centers, and consumer devices. So, sustainability becomes a series matter of fact in Information and Communication Technology (ICT) similarly engineering and environment studies [33]. In addition, according to the “Ericsson Energy and Carbon Report 2015”: mobile subscribers will be 9.5 billion where 55% of mobile data will come from video streaming data by the end of 2020 [34]. Less than 2% of greenhouse gas (GHG) emissions happen for ICT and it could be an enabler to reduce 98% of GHG that emission is not related to ICT [35]. It is also noticeable that 8% energy of the European union’s (2015) is consumed by ICT services and subscribers’ devices [36]. Definitely, the number of data centers, ICT infrastructures, networking area,
subscribers, the volume of information, have weight data (video), sensor data for Internet of things (IoT), and so on inventions will increase the demand for electricity in ICT sectors. A software engineer can carry out sustainability in a system by choosing comparatively less power consuming technology, applying the effective algorithm and data structure, integrating power-saving features, and reducing unnecessary workflow. On the other side, the new invention of technology “blockchain” consumes 12.76 Twh per year, becomes a new concern of sustainability [37]. However, ecological practice in electronic wastage management by proper destroying, reusing, and recycling is another dimension of sustainability.

F. Sustainability and Quality in Software Product

A software project has three major dimensions for improving quality with sustainability practice (Fig. 1).
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1) **Sustainability is a quality (sustainability practice in the product):** According to David Bicknell, attention needs all phases from requirement analysis to deployment and operation phase of a system developing process cycle to create an energy-efficient application [38]. An application could be a sustainable system when it is featured with the auto switch to power saving mode when not need to display anything; auto shutdown actions for dormant applications; turn off wifi, Bluetooth, and global positioning features in a stable place; compression data transmission format; reduce screen brightness and screen timeout; sleep mode activation; reduce data transition steps; increasing resource sharing features; reduce log files; reducing unnecessary historical data; optimal power-consuming programming language, and omitting frivolous features, etc. it becomes more important for mobile systems such as robots, networking nodes, sensors, laptop, and mobiles. Technique and technology both are equally important to integrate green features. The project team should select the comparatively low power consuming data structure (green data structure) [39] and optimal power-consuming algorithm such as LOW power Konsumption Algorithm (LOKA) is implemented to end-device of the ZigBee protocol [40].

2) **Sustainability by the quality (sustainability practice in the project):** Most of the researchers noticed three dimensions for sustainability practice called the “triple bottom line approach” [41]. It is not common that most of them considered three factors of green project management, environmental sustainability practice, and financial sustainability practice. Project strategies and perspective could make suitable for sustainability practice and it differs from project to project [42]. Some projects focus on social factors [44], while someone considered for financial [43], and others practice by environmental sustainability [43]; so sustainability practice is influenced by the subject of projects. In a software project, sustainability practice could be done by minimizing wastage of time, cost, and effort; maximize re-usability of existing assets: hardware, software, design, and code; and efficient resource allocation. Sustainability practice is not an individual action for a certain task or process of a project so linked with all phases, tasks, and stakeholders and it could be implemented by various methods [45]. This is a strategic level decision of an organization that is executing the project and projects’ sustainability practice should be aligned to the organization. A manager could achieve the target by controlling a project but sustainability is more versatile than just control [46]. Sustainability not only an act but also practice in life and all stakeholders’ participation is important [47].

3) **Sustainability for quality (sustainability by the product):** An application in a wellbeing tool for humanity and a software project should consider the security concerns inside the system. A product is developed today but it could be backdated after two years for technological advancement that is not financially sustainable. If there is any lacking of protection the system could be abused by culprits that might make a problem for someone. So good software could contribute to sustainable social development by saving expenditure and time, ensuring privacy and security, and making social awareness. An application has an effect on the users’ mental and physical health, an embedded system has radiation effects, and kids’ game might be a cause for addiction (isolated from social gathering [48]). A smart device could broadcast radiation of non-ionizing radio-frequency that is hazardous for health [49].

III. S-Q FRAMEWORK

1) **Stakeholders:** This model distributes the stakeholders in two major groups called internal (hired employee) who mainly responsible to execute the project and external stakeholders (not working in the developing company) who will support (client, user, sponsor, government agencies) to execute properly. Two types of internal stakeholders are proposed in the framework due to enjoy outsourcing facility or economical employees from the corner of the world (virtual). The employees who are working in the office are remarked as physical mode internal stakeholders. The external stakeholders are not specified due to the enjoy flexibility of mode according to the applications and customers.

2) **Quality factors (QFs):** There are plenty of quality factors and these are not specified in the model to keep adjustment facility according to the requirements and nature of an application. But the Appendix-1 shows the collection QFs from well know quality models with sustainability, re-usability. While a mobile application is highly biased by power-saving features, a computer user ignores the same features on the desktop. This model proposed to develop a guideline to
integrate the elements from the universal set of quality factors (QFs) (universal set is the superset of all models and sustainability factors). All quality factors are not equally essential to implement for all software except accuracy, security, and efficiency. The importance of a factor depends on the nature of applications such as sustainability is one of the most important for mobile applications. Usability and accessibility are essential for online web applications for mass people.

3) Green environment: Sustainability practice is not a single task or unique action in an organization or even in an application. It is part and parcel of personal and corporate practice in a business organization or industry. A software engineer could practice in office management and add to soft products. The green background of the framework (Fig. 3) shows a sign of sustainability and it bears the importance of practice in a project management workplace. An organization should encourage to practice sustainable technology (hardware and application) and a carbon-reducing office environment. Re-usability of historical soft documents (design, code), using tools (information system), and implement sustainability features in the software projects. Moreover, the sustainability motto of the organization can motivate external stakeholders to accept green soft products.

4) Phase replace by task: The project is divided into a series of tasks (task1, task2, ……, taskn) and these are closely adjacent because there is no significant transition between two tasks. It also stands for the flexibility of tasks so that the manager can adjust among tasks, teams, and resources of adjacencies. The size of the task is increasing means it is carrying the historical information and highly dependent on the earlier actions, and if anything is needed it can go back to get or update. It also gives the flexibility in the task for a minor period (margin) of adjustment. Tasks are not mentioned (like traditional phases) for keeping logical adjustment facility according to the application, resource allocation, and risk management. Though taskn+1 is bigger than taskn in the diagram, the workload of taskn+1 could be less than taskn because it carries the weight and dependency of previous stages.

5) Sub-team: A team could be developed from internal and external stakeholders who can work in the physical and virtual environment. Team with the required resource is tight to each other carries information that there is no transition gap between two adjacent teams. A team can get feedback from its neighbor and a team resource could be a common element of adjacent two teams. This scope has enhanced interaction and communication between two groups and mutual understanding will improve.

6) Management: A two-layer management body exists in the SQ-Framework to separate strategic activities and regular activities. A project manager is a key person to execute a project who has to report to the executive level. He/she has to work along to the mission and vision of the organization and business goals of the company too. Managers cooperate and execute organization level strategy of standardization to a project that helps to effectively handle his/her regular work such as manage, organize, coordinate, and keep control of it. A manager works in shell management who directly deals with internal and external stakeholders.

7) Quality control spin: The executive body is responsible to check assigned tasks of each team and the manager is the vital person of a project. Instance decisions, communication with stakeholders, risk management, change control, task review and approval, and quality assurance are the main activities. Moreover, it supports the core management for standard documentation development, practicing, assessing, and update regularly. Policy procedure and guidelines development for building a standardization record-keeping system and practice depends on core management. Other stakeholders will provide required input and feedback with accurate information. Information system (tool) and control language (e.g. descriptive logic) are proposed for record management and standardization respectively. Predicate logic, descriptive logic, or control language can reduce the ambiguity of an information system and it is familiar to the technical person of a software project.
IV. FRAMEWORK EXECUTION MODEL

A 4-phase execution process model (Fig. 3) shows the way of SQ-Framework implementation by four sequential steps (left to right). These phases are connected with a logical sequence of actions but within a phase, the project team can execute parallel operations. The quality of a product is measuring in a particular stage but quality should be ensured in every stage. So quality practice will start from the organizations’ strategy and the outcome will 100% fruitful only when the product is utilizing properly.

But, this phase is expected to do more with the strategy of integrating quality factors (QFs) and sustainability factors; specification of the way of implementation, measuring and assessing. Moreover, it suggests making the relationship with the process, task, and stakeholders of the project.

Phase-3 (execution): This is the quality implementation action into the product to each task and it would be finalized after a successful quality test. A group of qualified independent tasks could be integrated for the system and it has complete a successful integration test. This process will continue until qualified for the system test.

Phase-4 (closing): Phase-1 to 3 already enjoyed sustainability practice to the organization, for the project and integrated into the system; now this is the crucial phase for involving customers into the system and getting long-term advantages. It is also time to assess the performance of the system, learning from the project, and archiving the information for enjoying re-usability.

V. FRAMEWORK EXECUTION GUIDELINES

A. Karlskrona Manifesto

The Karlskrona Manifesto for Sustainability Design (KMSD) was the outcome of the Third International Workshop on Requirements Engineering for Sustainable Systems (RE4SuSy) at RE’14 in Karlskrona, Sweden [50]. A group of researchers from various disciplines brings the manifesto to leading an interdisciplinary sustainability research platform. The summary of Karlskrona Manifesto [51] is defined in Table I according to the nine principles classification of Oyedeji et al [52]. This specification will guide to create a relationship among stakeholders, task, process, and Karlskrona principle(s).

B. Guidelines of utilization SQ-Framework according to Karlskrona Principles (KP) and SQ-Framework Execution Model

SQ-Framework does not mention the phases of software project handling but any project has a set of logical sequences of steps with zero or more iteration that depends on the importance of phases. Documentation, management, quality control, communications are common activities and very much important for project management. Sustainability practice becomes one of them. But for better reflection, a set of the task is mentioned in Table II and KP of Table I is mentioned where it has more influence on each phase of the SQ framework execution model (Fig. 3). In Table II, QFs stands for quality factors and it carries a set of elements that are required according to application form the universal set of QFs (Appendix-1).
TABLE I. SUMMARY OF KARLSKRONA PRINCIPLES (KP)

<table>
<thead>
<tr>
<th>Karlskrona Principle (KP)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sustainability meets the needs of the future without compromising current demands (KP1).</td>
<td>KP1 is a brief definition of sustainability that could be achieved by introducing innovation science and technology, management process, and the lifestyle of human beings. It assumes that against the trade-off mindset of the greedy approach but better in long-term business aspects. Aim of the sustainability practice is not only getting advantages now but also the future.</td>
</tr>
<tr>
<td>Sustainability for long-term and continuous practices (KP2).</td>
<td>Advantages of sustainability can enjoy after long-term practice and it could be measured for a long period with multiple scales, indicators, and aspects. This practice should be continuous and mutual participation.</td>
</tr>
<tr>
<td>Sustainability is a systematic approach (KP3).</td>
<td>Sustainability is a systemic set of actions and processes that can execute collectively. Its’ need a common background and common platform to design and implement. Its property makes a relationship as an organization to society, society to the nation, nation to global.</td>
</tr>
<tr>
<td>Sustainability has multiple dimensions (KP4).</td>
<td>Sustainability practice could not be possible by a single property or dimension because naturally, it has a relation with finance, environment, energy, and social values. According to a circumstance we have to analyze sustainability outcomes from these aspects.</td>
</tr>
<tr>
<td>Sustainability with multiple disciplines (KP5).</td>
<td>Sustainability practice includes people from multiple societies and backgrounds so working in this area is becoming challenging for human interaction. It also addresses the challenges of multiple disciplines and perspectives.</td>
</tr>
<tr>
<td>Sustainability is independent of the purpose of the system (KP6).</td>
<td>This principle represents the importance of sustainability and the emphasis on the value of the practice. Even initially is not yet mentioned for a particular task or sustainability is not primary focus but it has to be considered.</td>
</tr>
<tr>
<td>Sustainability is a wider context (KP7).</td>
<td>Sustainability is a part and parcel of a system and its surrounding environment too. It encourages to enhance the scope of dimensions and area of practicing or integrating elements that could be part.</td>
</tr>
<tr>
<td>Sustainability is a precondition to system design (KP8).</td>
<td>This is an amendatory condition that shows the significance study of sustainability in system design and development. Sustainability is an essential enabler for system design from different perspective levels and abstractions that could increase participation.</td>
</tr>
<tr>
<td>Sustainability action in multiple levels (KP9).</td>
<td>Look alternative better choice in every level of action and each process of a system to enjoy the most leverage on a system. It encourages comparison analysis on multiple options to accept a better.</td>
</tr>
</tbody>
</table>

TABLE II. MODEL UTILIZATION GUIDELINES ACCORDING TO “KARLSKRONA PRINCIPLES (KP)” AND “SQ-FRAMEWORK EXECUTION MODEL”

<table>
<thead>
<tr>
<th>Project tasks</th>
<th>Phases of SQ-Framework execution model from Fig. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirement elicitation</td>
<td>Phase-1 &lt;identification, analysis, define and select for the project based on the organization’s guidelines and individual attempt&gt;</td>
</tr>
<tr>
<td></td>
<td>Phase-2 &lt;map task, process, Sustainability, and quality factors (QFs) and select a better option from alternatives&gt;</td>
</tr>
<tr>
<td></td>
<td>Phase-3 &lt;implement according to the phase-1 and phase-2 but do not miss the scope of enhancement for quality&gt;</td>
</tr>
<tr>
<td></td>
<td>Phase-4 &lt;practice, learn, update for long term-goal: ensure participation, continuation, practice&gt;</td>
</tr>
<tr>
<td>Feasibility study</td>
<td></td>
</tr>
<tr>
<td>Planning</td>
<td></td>
</tr>
<tr>
<td>System Testing</td>
<td></td>
</tr>
<tr>
<td>Development &amp; unit testing</td>
<td></td>
</tr>
<tr>
<td>Deployment &amp; Maintenance</td>
<td></td>
</tr>
<tr>
<td>Documentation</td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td></td>
</tr>
</tbody>
</table>
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C. SQ-Framework Implementation Algorithm Model

START

Phase-1 (Definition)
1.1 Study the system requirements (functional (user & expert), non-functional (expert), sustainability (expert))
1.2 Set the guidelines: Policy-procedure according to organizations’ objectives and strategy
1.3 Apply KP1: Make clear with explicit specification by definition
1.4 Analyze and finalize system requirements (functional, non-functional, sustainability)

For the product, process, and human being:

Apply KP2 to select technology, KP3 for planning, KP4 for the feasibility study, KP5 for managing (task, process, human), KP6 for smart light, desk, data analysis, etc., KP7 for an individual (energy-saving, efficient working process), KP8 for organization policy and design aspect, and KP9 for the selection of better process/tool/technology.

End of 1.4

End phase-1

Phase-2 (Initiation)
1.1 Develop relationship for a task, process, and quality factors (QFs)
   2.1.1 Apply KP6 for each task
   2.1.2 Apply KP6 for each process
   2.1.3 Apply kp6 for each QFs (resolve conflict e.g. faster service & outstanding visualization)

Apply KP7 for generating relationship of 1.1, 1.2, & 1.3

1.2 Allocate resource for 1 according to phase-1 (time, effort, money, asset, stakeholders)
1.3 Develop quality measuring, assessing criteria, method of assessing, and template for each task, process

End of phase-2

Phase-3 (Execution)
3.1 Apply execution for
   3.1.1 Individual task and the respective process by following appropriate KP(i=1,2,3,…,9)
   3.1.2 Perform assessment (QFs) for each
   3.1.3 Apply for a group (3.1.1-2) of related tasks and the respective process by following appropriate KP(i=1,2,3,…,9)

3.2 Apply for n number of 3.1 until the finish

End of phase-3

Phase-4 (Closing)
4.1 Justification by KP(i=1,2,3,…,9)
   For the process, task, product (Aspect: social, economic, environment, QFs)
   Analyze KP1 based on assessment and If a required update
   4.2 Justification for maintainability, reusability, and training by documentation standard by KP(i=1,2,3,…,9) if the required update in KP1
   4.3 Justification for user participation for product KP(i=1,2,3,…,9) and if required update KP1
   4.4 Analyze the project and accept learning for next practice by KP(i=1,2,3,…,9)

End of Phase-4

END

VI. FRAMEWORK ANALYSIS

The SQ-Framework (Fig. 2) is a comprehensive model for sustainable and qualified software development. The framework is not rigid for a specific software domain and it consists of brief guidelines with “Karlukrona manifesto” (Table II). The application of SQ-Framework is presented with a model “SQ-Framework execution model” (Fig. 3) and an algorithm (5.3). Key sustainability attributes are specified by the analysis of the impact of social, economic, and environment to integrate into the framework. There are plenty of software quality models as well as software development life cycles but there is a gap though both are working for software quality control. The framework demolishes the gap and brings in a single platform called “SQ-Framework” that performs project management, quality control, and sustainability practice because individually these are not effective. This model considered cross-platform compatibility in sustainability design for all stakeholders and showed importance on “quality product”, “quality process”, and “quality management”. It aims to make sure the integration of quality factors but not what is the meaning of each factor but all models ignored the importance of sustainability according to the demand of current ages (Appendix-1). But, a reality the quality and sustainability are very closed to each other when a manager works for sustainability automatic quality will improve and vice versa. But this research considered sustainability practice by the system, in the project, and in the product and modeled by Fig. 1.

Features of current applications or systems are not the same as five years back and not will be the same for five years later. Technological advancement changes the working environment and business demands. Common uses of robotics, industrial revolution 4.0 and automation, smart environment, and web video data are increasing rapidly and applications are also biased by those. So, sustainability becomes one of the significant QFs and it also accelerates to integrate other QFs. Industry people could use this framework for systematic software engineering practice. They can modify this according to their demand. It will motivate the executive body for adopting sustainability strategy in the business organization, inspire the client to practice and implement software for sustainable practice, a software development team can develop policy procedures and guidelines to integrate quality and sustainability factors into a system, and manager can improve management process.

VII. CONCLUSION AND FUTURE WORK

Sustainability and quality highlight each other and jointly both shine the product and developing company. Moreover, sustainability practice in the software industries is new and till now there is a scope for clarification for current sustainability perception. SQ-Framework showed where the scope for implementing sustainability and quality is, how to practice, and who will practice in the software industries. The concrete framework is helpful for engineering practice in soft products and measuring the quality. The milestone of this research is the development of SQ-Framework that reduces the gap of quality models and methodologies. The contribution consists of “identification importance of the sustainability”, “gap of
practicing quality and sustainability"; “the distance between quality model and system development methodologies”; “developing linking between quality and sustainability”; and describes with execution model, Karlskrona manifesto, and algorithm.

SQ-model expects explicit standard documentation, formal practice according to the recommendation of standardization organizations or owns developing standard quality strategy. That is not possible for Ad hoc basis or freelancing development as well as difficult for comparatively small companies who are developing small projects. But if any organization wants to be a standard company then SQ-Framework will guide, though the first time it has to do hard work. Moreover, it would be easier for an experienced manager to execute, modify, and practice.

This paper would guide the researchers to develop new methodologies according to the upcoming technology trend with the dimensionality reduction of complexity, standard documentation ontology, domain-oriented sustainability-quality models: For robotics, embedded system, communication systems, smart infrastructure with (internet of things) IIoT, etc.
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This is no model that emphasis on sustainability, re-usability of project resources, and power-saving features

<table>
<thead>
<tr>
<th>Quality models</th>
<th>Quality attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>McCall’s quality model</td>
<td>Product version: Maintainability (Simplicity, Conciseness, Self-descriptiveness, Modularity); Flexibility (Self-descriptiveness, Expandability, Generality); Testability (Simplicity, instrumentation, Self-descriptiveness, Modularity)</td>
</tr>
<tr>
<td></td>
<td>Product operations: Correctness (Traceability, Completeness, Consistency); Efficiency (Execution, efficiency, Storage, efficiency); Reliability (Consistency, Accuracy, Error, tolerance); Integrity (Access control, Access audit); Usability (Operability, Training, Communicativeness)</td>
</tr>
<tr>
<td>Boehm’s quality</td>
<td>Utility: Reliability (Self Containedness, Accuracy, Completeness, Robustness/Integrity, Consistency); Efficiency (Accountability, Device Efficiency, Accessibility); Human Engineering (Robustness/Integrity, Accessibility, Communicativeness); Portability: Device independence; Self Containedness</td>
</tr>
<tr>
<td></td>
<td>Maintainability: Testability (Accountability, Communicativeness, Self Descriptiveness, Structuredness); Understandability (Consistency, Structuredness, Conciseness, Legibility); Modifiability (Structuredness, Augment ability)</td>
</tr>
<tr>
<td>Dromey’s Quality model</td>
<td>Correctness: Functionality, Reliability</td>
</tr>
<tr>
<td></td>
<td>Internal, Maintainability, Efficiency, Reliability</td>
</tr>
<tr>
<td></td>
<td>Contextual: Maintainability, Reusability, Portability, Reliability</td>
</tr>
<tr>
<td></td>
<td>Descriptive: Maintainability, Efficiency, Reliability, Usability</td>
</tr>
<tr>
<td>FURPS Quality Model</td>
<td>Functionality: feature sets, capabilities, security</td>
</tr>
<tr>
<td></td>
<td>Usability: human factors, aesthetics, consistency, Correctness, Reliability: seventy of failure, recoverability, predictability, accuracy</td>
</tr>
<tr>
<td></td>
<td>Performance: speed, efficiency, availability, accuracy, throughputs, response time, recovery time, and resource usage</td>
</tr>
<tr>
<td></td>
<td>Supportability: testability, extensibility, adaptability, maintainability, compatibility, serviceability, installability, and localizability.</td>
</tr>
<tr>
<td>ISO 9126 quality model</td>
<td>Functionality: Suitability, Accuracy, Interoperability, Security, Functionality Compliance</td>
</tr>
<tr>
<td></td>
<td>Reliability. Maturity, Fault Tolerance, Recoverability, Reliability Compliance</td>
</tr>
<tr>
<td></td>
<td>Usability: Understandability, Learnability, Operability, Attractiveness, Usability Compliance</td>
</tr>
<tr>
<td></td>
<td>Efficiency: Time Behavior Resource Utilization, Efficiency Compliance</td>
</tr>
<tr>
<td></td>
<td>Maintainability: Analyzability, Changeability, Stability, Testability, Maintainability Compliance</td>
</tr>
<tr>
<td></td>
<td>Portability: Adaptability, Installability, Co-existence, Replaceability, Portability Compliance</td>
</tr>
</tbody>
</table>
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Abstract—More solar-based electricity generation stations have been established markedly in recent years as new and an important source of renewable energy. That is to ensure a more efficient, reliable integration of solar power to overcome several challenges such as, the future forecasting, the costly equipment in the metrological stations. One of the effective prediction methods is Artificial Neural Networks (ANN) and the Boruta algorithm for optimal attributes selection, to train the proposed prediction model to obtain high accurate prediction performance at a lower cost. The precise goal of this research is to predict the Global Horizontal Irradiance (GHI) by building the ANN model. Also, reducing the total number of GHI prediction attributes/features consequently reducing the cost of devices and equipment required to predict this important factor. The dataset applied in this research is real data, collected from 2015-2018 by solar and meteorological stations in KSA. It provided by King Abdullah City for Atomic and Renewable Energy (KA CARE). The findings emphasize the achievement of accurate predictions of solar radiation with a minimum cost, which is considered to be highly important in KSA and all other countries that have a similar environment.
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I. INTRODUCTION

Alternative energy sources increasingly form the future of the world’s energy system. This is due to fossil fuel resource limitations as well as their negative side effects on climate change and environmental pollution. The objective of sustainable power supply can be achieved by renewable energy sources, such as solar power, which still unused and it is characterized by high variability in availability and production. Rapid changes in solar power output are one of the negative consequences of rapid changes in weather conditions. The intermittent nature of renewable energy sources might hinder electrical utilities from effectively utilizing them.

Higher penetrations of solar energy into the electrical grid cause a more variable power output than with higher penetrations of wind [1]. Moreover, higher penetrations of alternative sources lead to power system technical operation and design issues, such as systems protection, systems control, power factor quality, and optimal operation of power systems [2]. Also, to manage the variability and the uncertainty in solar power, that is due to high penetrations of renewables, adjustments to the power systems operation are needed including adding new ancillary services [3]. Thus, the economic feasibility of renewable energy sources is negatively affected by the expensive costs of these adjustments and requirements.

Many potential solutions can manage technical issues caused by short-term uncertainty in solar power (up to seven days ahead) [4]. For instance, increasing the level of demand-side participation, increasing the level of coordination to balance the allocation, and deploying more flexible but often also costlier energy storage systems. Still, the prediction of global solar radiation is one of the most efficient and economical ways to integrate more solar power, especially at current levels of integration. These forecasts can be utilized by balancing authorities to operate electric power systems more efficiently and reliably. In the literature, several forecasting approaches have been embraced [5]. Among these, Machine Learning (ML) algorithms are currently the most common methods to predict solar energy, because prediction is an important step in designing and assessing photovoltaic systems technically and economically.

Predictions of solar irradiance using ML algorithms were proposed in several studies, after the advent of fast computing capabilities as well as systems able to store massive data sets [6]–[9]. The ML methods include ANN, support vector regression (SVR), decision tree regression, and K-Nearest Neighbors, other methods [10], [11]. ANN is considered to be the most powerful ML method because of its capability to intrinsically deal with the nonlinear nature of solar and meteorological data. In recent studies, ANNs resulted in a lower mean absolute percentage error.

ANN was used, for example, to predict the electric load of Tai’s power system [12]. Besides, in Salerno, Italy, two ANN models were developed to predict GHI and direct normal irradiance (DNI) in an hourly manner [13]. In the two later studies, the ANN model resulted in good accuracy. Also, ANN ensemble methods were applied by Alobaidi et al. to forecast the solar radiation variables utilizing satellite images. Five locations in the state of the United Arab Emirates were selected to apply the developed ANN prediction models [14]. As an application to forecasting one day-ahead solar radiation in a grid-connected-PV system, Mellit and Pavan developed ANNs that use mean daily solar radiation as well as air temperature as inputs into the prediction system [15]. Also, Lam et al.
employed the ANN to forecast the daily GHI in 40 different cities in China utilizing the observed duration of sunshine, and that study targeted areas with various thermal climates as well as sub-areas [16]. Moreover, a combination model of numerical weather prediction, using a hybridized autoregressive moving average and ANN algorithms were developed for forecasting the short-term GHI as presented [17].

An advanced embedded feature selection algorithm is known as the Boruta algorithm was implemented in this paper to choose from 13 available attributes in the dataset the most significant attributes. To the best of the author's knowledge, the feature selection approach employed by this research has not been applied to this issue before. This adds a great contribution to this paper. Since the analysis involves big datasets, authors embrace the powerful machine learning algorithm of ANN as a means of the computing system. The type of ANN used in this paper is a Multilayer-Feed-forward Back Propagation (MFBP) Network. In short, this paper introduces a novel, intelligent, a hybrid framework consisting of the ANN algorithm to conduct the training and testing processes and Boruta algorithm to select the most important features to be inputted into the ANN model. As a result, this paper introduces an ML-based model to predict GHI for each location of interest-based on the optimal number of attributes and it is an extension of limited work in [18], which focused partially on Buridah city in KSA.

The rest of this paper is organized as follows: Section 2 highlights the framework of the developed methodology including the data used and the used ML algorithms. Section 3, presents an overview of the feature selection technique used. Section 4 discusses the validation measures and metrics used to evaluate the accuracy of the proposed model. Besides, the analysis and discussion of the results were placed in Section 5. Finally, Section 6 explains the conclusions and future work.

II. LITERATURE REVIEW

There are many research works concentrated in the field of energy, electricity generation, solar energy prediction methods based on ML algorithms, and other methods were based on mathematical models.

Several ML algorithms employed in the energy field for prediction purpose, such as the Support Vector Machine (SVM). This is because of the ability of SVM to model nonlinearity exists in time-series metrological data. Utilizing SVR applications to predict GHI was used and the results reveal feasibility and accurate prediction performance [14]. Also, the study achieved by [19] developed an SVM model based on a firefly algorithm to predict GHI [20]. Performance comparisons between the developed model and ANN and genetic programming models were created, and the results demonstrated that the enhanced SVR model has a better prediction accuracy. Also, another wavelet-based SVR model was developed in to predict GHI in different cities in Australia.

The research work by [21] concluded that the prediction accuracy in SVR models is directly proportional to the size of training data when SVM applied to predict electric load. Similarly, the SVR model accuracy considerably relies on selecting the optimal set of parameters. A proper determination of the optimal set of SVR models’ parameters is not an easy task. To solve this problem, several advanced optimization techniques have been used such as particle Swarm Optimization algorithm, Immune algorithms [22]. Besides, Genetic algorithm, for example, has been used to optimally select the SVR model parameters to forecast electricity market prices [23]. In Saudi Arabia, past studies on models of solar radiation applied various computational methods, most of which belonged to methods of empirical or artificial intelligence. The researches by [24], [25] carried out forecasting of the average of GHI per annum with good accuracy. A nonlinear Angstrom-type model was used in their study and then was compared to Bulut and Büyükalaca's trigonometric function model in [26]. Also, a related study achieved in Oman [27] for measuring various features such as the temperature, humidity, and solar radiation. The study provided statistical results compared to the NASA SSE Model.

A geostatistical methodology was used by [28] to predict GHI in the Kingdom of Saudi Arabia. This study had the purpose of producing a geographically persistent mapping system of solar irradiance, and also for every single month of the year, to draw the solar irradiance contour maps. In a mission originating from 1994 to April 2000, solar radiation measurements were taken over twelve locations in 12 cities [29]. Utilizing features of latitude, longitude, altitude, the number of months, and sunshine duration, Mohandes and Rehman used a predictive approach to forecast GHI anywhere across Saudi Arabia [30], [31]. The experiment used the 35 stations solar radiation data to test the accuracy of the prediction model where the outcomes of the forecasted values were near to the observed values to some extent. Benghanem et al. employed ANN-based prediction models to forecast daily averages of global horizontal irradiance for five years' period through the use of National Renewable Energy Laboratory repositories. Using recent data sets given by KA CARE. But in our study we add the features selection technique, to improve the results.

Almaraashi used automated fuzzy logic systems aiming at forecasting the next day's solar radiation [32]. To the best of the author’s knowledge and even though many ML-based models have been introduced in the Kingdom of Saudi Arabia, no automated methods of feature selection have been examined to forecast short-term solar radiation in Saudi Arabia. In addition to the mentioned works, there are some recent researches are concentrating on the GHI forecasting but with different datasets and different strategies.

For instance, in northeast Iraq [33], a research study accomplished on a Satellite Datasets to obtain a more accurate and precise method for forecasting hourly GHI. The proposed method established based on the ANN and another training algorithm called “Levenberg Marquardt” algorithm. The obtained results showed a very high accuracy. Besides, in South Africa [34], a research study carried out for discussing probabilistic of forecasting the GHI before 24 hours, using two machine learning methods and the data collected during the period from 2009 to 2010. The study gave excellent results but not exceeded by 95.5%.

Moreover, in Croatia [35], a research study concentrated on several models that are used for estimating solar radiation.
These models assessed based on seven meteorological stations dataset, where the models studied, compared and evaluated to find out the best accuracy. As well, in southern Finland [36], a research study carried out a GHI forecasting using a data set of weather satellite imagery, using a mathematical modelling method. The results obtained show very good accuracy. In this regards, it noticed that in many countries, the number of GHI measurement locations is insufficient as in KSA and insufficient in other countries as in Korea [37], [38], where the satellite images can be helpful sources for getting the GHI over a wide area space, in these cases, usually predicted by secondary parameters such as readily obtainable climatic variables.

On the other hand, regarding efficient attributes selection and efficient data preprocessing, the feature selection techniques are utilized for minimizing and preparing data with high dimensionality for ML-based problems. Such techniques are usually categorized into either supervised algorithms, requiring information about labels, or unsupervised algorithms, that operate without a need for information about labels. The challenge is that the solar radiation intensity is influenced by a large number of parameters. Thus, by removing redundant attributes, dimensionality reduction algorithms, as well as feature selection, might positively affect the prediction accuracy of developed forecasting models. Furthermore, the need for an optimized feature space grows when broad degrees of uncertainty is involved in the considered application. Several studies have identified and discussed the need to have a feature selection approach to be embraced before forecasting GHI.

For example, Salcedo-Sanz et al. [39], examined the usage of a species-optimizing coral reef algorithm to gain a decreased collection of important features to forecast GHI. Also, Yadav et al. implemented a set of features to some specific input predictors and observed the parameters of latitude and longitude are having the slightest impact on the forecasting of solar radiation [40]. Hedar et al. applied a programming-based algorithm of adaptive memory to minimize the space of input features of a fuzzy classifier for global solar radiation [41]. They found that among nine attributes, DHI, DNI, and relative humidity have the best dependence degree values.

This paper concentrates on the prediction of the GHI in two different regions in Saudi Arabia, by building Neural Networks models whose input variables are optimally and systemically selected by the features selection algorithm named Boruta, which was used for the first time to improve the GHI forecasting results.

### III. METHODOLOGY

The overall methodology steps are listed as follows:

- Data-preprocessing tasks of all datasets used in this research are carried out ahead of the training, validation, and testing process of the proposed data-based model.
- The model trained and validated utilizing the all-feature set is established.
- In a similar way to (2), the model trained and validated utilizing the most important eight-feature set determined by the Boruta Algorithm is also built.
- Moreover, the model trained and validated utilizing the most important five-feature set by Boruta Algorithm is also developed.
- The predicted values of GHI by the model with different features are carried out through the testing process.
- To evaluate the performance accuracy of the developed forecasting model, the observed and the predicted values of the GHI are compared by a set of four evaluation metrics.

The Boruta is used to pick the most important variables among a wide range of meteorological variables that could impact solar radiation in the future. A prediction processed are then independently utilized, based on the Boruta’s five and eight most important variables. Even though the targeted feature-selection-based model can be designed using any number of variables, we have fixed the number of features chosen to provide a fair comparison at the various locations of this study between the forecasting developed. Strictly speaking, in this case, a smaller set of features (that is, 5 and 8) must be made in advance among the 13 features.

**A. Data Collection**

To build the proposed forecasting model proposed in this paper, massively big observed solar and meteorological datasets are collected from KA CARE that provided more than 25 solar and metrological variables. The total number of observations (records) of the collected data is 35735 in the Qassim dataset, while in Jedda city is 35856 observations before the pre-processing step. After the cleaning process, the data were reduced at the Qassim region to be 17892 and in Jedda to be 19467 observations. The GHI observations under consideration are in 1-hour time resolutions for the period from March 1, 2013, out to June 30, 2017, and they are collected from the interest locations of Jeddah and Qassim. Furthermore, the corresponding 1-hour intervals weather variables are gathered. The whole dataset (X) is split into three subsets namely: the training dataset, Xtraining, the cross-validation dataset, Xcross-validation, and the testing dataset, Xtesting, such that X = Xtraining U Xcross-validation U Xtesting. In this research, the ratio of the training, cross-validation, and testing datasets are 6:2:2, respectively.

At this time, the variables involved in this analysis include 13 independent variables: month of the year (M), day of the month (D), an hour of the day (H), air temperature (T) in (°C), relative humidity (RH) in (%), surface pressure (P) in (hPa), wind speed at 3 meters (WS) in (m/s), Wind Direction (WD) at 3 meters in (°N), Peak Wind Direction (PWD) at 3 meters in (°N), diffuse horizontal irradiance (DHI) in (Wh/m²), direct normal irradiance (DNI) in (Wh/m²), azimuth angle (AA) in (°), and solar zenith angle (SZA). The GHI in (Wh/m²), as a target variable, is measured with a Kipp & Zonen Pyranometer.
Future work will involve an increased number of the observed features of the data as inputs into a novel proposed model. The input variables to the prediction model can be summarized in Table I. The prediction model can be expressed, in the scope of the used predictors, as shown in equation (1).

\[
\text{GHI}_{\text{predicted}} = f (M, D, H, T, RH, P, WS, WD, PWD, DHI, DNI, AA, SZA)
\]  

(1)

<table>
<thead>
<tr>
<th>Input variable</th>
<th>Input variable abbreviation</th>
<th>Input variable explanation</th>
<th>Input variable unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_{1}^{(i)})</td>
<td>M</td>
<td>the month of the year</td>
<td>Month</td>
</tr>
<tr>
<td>(x_{2}^{(i)})</td>
<td>D</td>
<td>day of the month</td>
<td>day</td>
</tr>
<tr>
<td>(x_{3}^{(i)})</td>
<td>H</td>
<td>hour of the day</td>
<td>hour</td>
</tr>
<tr>
<td>(x_{4}^{(i)})</td>
<td>T</td>
<td>air temperature</td>
<td>°C</td>
</tr>
<tr>
<td>(x_{5}^{(i)})</td>
<td>RH</td>
<td>relative humidity</td>
<td>%</td>
</tr>
<tr>
<td>(x_{6}^{(i)})</td>
<td>P</td>
<td>surface pressure</td>
<td>hPa</td>
</tr>
<tr>
<td>(x_{7}^{(i)})</td>
<td>WS</td>
<td>wind speed at 3 meters</td>
<td>m/s</td>
</tr>
<tr>
<td>(x_{8}^{(i)})</td>
<td>WD</td>
<td>Wind Direction</td>
<td>°N</td>
</tr>
<tr>
<td>(x_{9}^{(i)})</td>
<td>PWD</td>
<td>the peak wind direction at 3 meters</td>
<td>°N</td>
</tr>
<tr>
<td>(x_{10}^{(i)})</td>
<td>DHI</td>
<td>diffuse horizontal irradiance</td>
<td>Wh/m²</td>
</tr>
<tr>
<td>(x_{11}^{(i)})</td>
<td>DNI</td>
<td>direct normal irradiance</td>
<td>Wh/m²</td>
</tr>
<tr>
<td>(x_{12}^{(i)})</td>
<td>AA</td>
<td>azimuth angle</td>
<td>°</td>
</tr>
<tr>
<td>(x_{13}^{(i)})</td>
<td>SZA</td>
<td>solar zenith angle</td>
<td>°</td>
</tr>
</tbody>
</table>

B. Data Preprocessing

After a thorough inspection of the used datasets from KA CARE, we notice that there are some errors, noise, redundant records. For that, some of the data cleaning steps are applied. These steps are very important to have high-quality datasets because unclean data can decrease the classification or regression model accuracies [42]. Fig. 1 shows the flowchart of the data preprocessing steps, and these steps can be summarized in the below sections.

1) Organizing dataset: It is a process of transforming the data received to a common format to improve visualizing and dealing with the data.

2) Removing redundant data: The performance of the forecasting algorithms depends mainly on the amount and accuracy of the used data. Using redundant data to train and test the algorithms will make the model computationally expensive as well as increase the time of executing the algorithms. The metrological datasets received from KA CARE contain some duplicated data for the same features. For example, for Air Temperature, there are data for actual temperature as well as data for uncertainty in Air Temperature. The uncertainty in Air Temperature adds no value and is redundant data. Therefore, it should be removed to avoid any complications in the data. Similarly, for wind direction, wind speed, DHI, DNI, GHI, peak wind speed, relative humidity, and barometric pressure.

3) Monitoring data errors: After organizing the data and from initial scanning, the data file shows that there are missing data entries in some features. This is shown in the data file as empty cells and MATLAB as (NaN), meaning Not a Number in a numerical file. In our final dataset, the entire day at any of the unrecorded features is removed when creating the forecasting model.

4) Feature construction/selection: Where new attributes (features) are constructed and added from the given set of attributes to help the mining process. The format of the date of KA CARE is as follows: 01/01/2014, 12:00:00 AM (MM/DD/YYYY HH:mm: SS), where MM: month, DD: day, YYYY: year, HH: hour, mm: minute and SS: second. Day, Month, and Hour are used as features for training and testing in the forecasting algorithms.

These attributes are needed to be re-constructed to improve the mining process because the date format is not suitable for advanced mining. Therefore, splitting these variables into different columns is necessary.

![Fig. 1. Diagram of Data Preprocessing Steps.](image-url)
The MATLAB code used to separate the data cells into single cells for the month, day, and hour. However, one of the problems encountered during preparing the data is inconstancy in the Date format. At each year and in each month of the year, the format of date from day 1 to day 12 is (Day, Month, Hour) while the remaining days’ format is (Month, Day, Hour). This required creating a MATLAB code to change the format from day 1 to day 12 to make it smooth with the rest of the months’ days (Month, Day, Hour). Accomplishing this task should be automatic because doing this manually is a very difficult task and time-consuming since we are dealing with a very huge dataset.

5) Removing GHI night hours: The main goal of this paper is to forecast the value of GHI. During the night, there is no solar radiation and the Pyranometer (a device used to measure GHI value) recorded zero values at night hours. These hours add no values to the forecasting model and removing them is very necessary. Therefore, all the night hours of the GHI on each day and all the corresponding features associated with it are removed from the dataset.

6) Dividing data into training and testing: After completing the aforementioned five steps, the data are divided into training and testing set in the ratio of 80% for the training process and 20% for the testing process.

The Pareto principle is a common rule of thumb to divide the dataset into two sub-sets; training and testing data. This is also called the 80/20 rule. The training and testing dataset are selected randomly. The objective of selecting the data randomly is to make our model be trained based on a variety of weather observations. These training and testing data are then fixed, and all the forecasting algorithms are encountering the same training and testing data input.

7) Input data normalization: Input data scaling, also known by normalization, is a very critical practical implementation when applying ANNs. The importance of this practical consideration is mainly to avoid the possible domination of attributes with greater numeric values upon those attributes with smaller ones. Another significant feature is to overcome numerical difficulties during computation processes. Because of the dependency of the kernel values on the inner products of the attribute vectors, attributes with large values cause numerical problems. In this research, each attribute is linearly normalized to the range: 0 to 1, using equation (2).

\[ x_i^n = \frac{x_i - x_{min}}{x_{max} - x_{min}} \]  

Where \( x_i \) is the actual value of the feature vector; \( x_{min} \) and \( x_{max} \) are the minimum and the maximum values corresponding to the actual dataset; \( x_i^n \) is the normalized value associated with \( x_i \).

C. Multilayer Feed-forward Back Propagating Neural Networks

Non-linear relationships between independent and dependent variables can be captured by Artificial Intelligence (AI) methods. One of the powerful non-linear forecasting algorithms used here is an ANN. ANNs mimic how human nervous systems interpret information. Being ANNs are capable of modelling non-linear processes without a need to assume the relationship form between the input and output variables is considered one of the main advantages of this technique. The type of the ANN used here is shown in Fig. 2, it is a Multi-Layer Perception (MLP) [43]. To conduct the training process, the Back-Propagation Algorithm (BP) is selected in this research because it is one of the most common ANN algorithms [44]. As Fig. 2 depicts, the usual architecture of ANNs formed with three main layers. First, the input layer, \([x_1, x_2, ..., x_M]^T\), which is composed of an N-dimensional input vector. After that, the hidden layer, \([h_1, h_2, ..., h_M]^T\), which includes a nonlinear activation function known as the activation function. Finally, the output layer, \([y_1, y_2, ..., y_L]^T\), which contains a linear function. Inside hidden layers, the outputs of nodes, also known as neurons, which represent the basic component of any ANN, can be calculated as below:

\[ z_j = \sum_{i=0}^{N} v_{ij} x_i \quad j = 1, 2, ..., M, i = 1, 2, ..., N \]  

\[ h_j = f(z_j) \quad j = 1, 2, ..., M \]  

In which,

- \( z_j \) is the value of the activation function of the \( j \)th node associated with the hidden layer.
- \( v_{ij} \) is the weight that connects the input \( i \), in the input layer, with the node \( j \) in the hidden layer.
- \( f \) is known as the transfer function of the neurons, often a sigmoid function is selected \( f(x) = \frac{1}{1 + \exp(-x)} \).
- \( h_j \) is the output value of the node \( j \) in the hidden layer.

In the output layer, the values of the output nodes can be calculated by using the equations (5) and (6).

\[ z_l = \sum_{i=0}^{M} w_{lj} h_j \quad l = 1, 2, ..., L, j = 1, 2, ..., M \]  

\[ y_l = f(z_l) \quad l = 1, 2, ..., L \]  

Fig. 2. The MFBP Network Model.
In which,

- \( z_i \) is the value of the activation function associated with the \( i \)th node in the output layer.
- \( w_{jl} \) the weight that connects the node \( j \) in the hidden layer with the node \( l \) in the output layer.
- \( f \) is a sigmoid activation function.
- \( y_i \) is the value of the activation function of the node \( l \) in the output layer.

Through experimenting with different choices, the required number of hidden layers, and the number of nodes in each layer were selected based on the optimal value that provides the best training prediction performance is reached. In this article, training networks for the model with three different sets of features were utilized by the MLP with the BP algorithm, while the Levenberg-Marquardt approach was the training function. One input layer, one hidden layer, and one output layer are used. The hidden layer in the ANN was constructed with 14, 8, and 5 neurons (nodes) for the model using the different sets of features; All-Feature, Eight-Feature, and Five-Feature. The input and the output of the training and testing dataset are similar for the model with the three sets.

D. Feature Selection Algorithm

In ML applications, feature selection, also known as variable selection, is frequently a crucial phase towards building a highly accurate ML-based model [45]. There are good reasons that support the use of feature selection algorithms. Nowadays, new datasets for practical model designing are usually described with a very high number of variables. Most of these variables are often irrelevant to the classification problem, and their significance is not established beforehand.

In dealing with data with too large feature sets, several disadvantages will appear. Practically, it found that dealing with massively large feature sets causes algorithms to slow down. Another reason is even more critical is the decrease in prediction accuracy is shown in many ML algorithms when dealing with higher than optimal sets of variables. Therefore, it is desirable for practical reasons to select the possibly smallest set of features that returns the best possible prediction results. This problem, known as the minimal-optimal problem, has been considerably researched where plenty of algorithms were developed to come up with manageable-size sets of features. Nevertheless, this very practical objective echoes another very important issue, which is the recognition of all features that are relevant to the classification problem under certain conditions. This is the so-called all-relevant problem. It can be very useful in itself to find all relevant features, rather than just non-redundant ones. This is especially necessary if one is interested in understanding processes related to the topic of interest, rather than simply building a predictive black-box model.

A good discussion on why it is important to find all relevant features is given by [46]. All relevant feature selection problems are more difficult to handle than normal minimal-optimal alternatives. To determine whether the variable is important or unimportant, therefore, we need a powerful criterion to do so. The filtering methods can be used to select relevant features [47].

However, filtering methods are not the optimal choice for feature selection implementation due to the lack of a direct correlation between a particular feature and the decision that this feature is unimportant in combination with other features. Hence, one is limited to wrapper methods of feature selection that are more challenging computationally than filtering alternatives. As a black box, the classifier is used in wrapper methods to return a feature ranking, so any classifier that can return feature ranking can be used. In a short, a classifier used in feature selection problems should be both computationally effective and easy, optimally without any user-set parameters.

To find the all-relevant features in the solar radiation prediction problem, this paper utilizes the so-called R package Boruta [48]. This package is publically available from the Comprehensive R Archive Network at http://CRAN.R-project.org/package=Boruta. In this algorithm, a wrapper approach that is built around a random forest classifier is used [49].

In Slavic mythology, Boruta is the God of the forest. Selecting all relevant features, rather than just the non-redundant features. This algorithm is an extended version of the concept that Stoppiglia et al. implemented in [50] to assess relevance by comparing the relevance of the real features with that of the random probes. Although it is used in this paper as a wrapper algorithm, the concept is originally proposed in the context of filtering. In short, a brief overview of the algorithm is giving in the following section.

1) Boruta algorithm: Boruta Algorithm is a wrapper method that is designated based on the random forest regression algorithm executed in [51]. This paper utilized the regression version of the Boruta algorithm and its origin the random forest algorithm. However, to explain the basics of both algorithms, this article sticks to the classification versions of these algorithms.

The classification algorithm of the random forest is considered relatively fast, can normally run without a need for parameter setting, and it delivers a numerical approximation of the feature’s importance. It is considered under the category of ensemble methods, which executes classification by acting on multiple unbiased poor classifiers recognized as decision trees. Such trees are freely and independently established upon different samples of bagging extracted from the training dataset. A feature importance metric is gained as the classification accuracy loss induced by the feature values’ random permutation between objects. This measure of the importance of a feature is separately calculated for all trees available in the forest. These trees utilize a given feature for the classification task. Afterwards, the accuracy loss’s mean and standard deviation are worked out. Dividing a feature’s accuracy loss by its standard deviation results in the so-called Z score that can alternatively be used as the measure of the importance of a feature.

Unfortunately, since the distribution of the random forest algorithm is not \( \mathcal{N} (0,1) \), the Z score cannot be interpreted as a
direct relation to the statistical significance of the feature importance given by the random forest algorithm [52]. In the Boruta algorithm, nonetheless, since the Z score takes into consideration the average accuracy loss fluctuations among trees in the forest, we use it as the measure of the importance of a feature. Because the Z score cannot be directly used to calculate the importance, some external reference is needed to assess whether the significance of any given feature is important, i.e., whether it is perceptible from the significance of random variations. To that point, the information system has been expanded with random design features. We create a corresponding 'shadow' feature for each original feature, whose values are acquired by mixing values across objects from the original feature. We then use all the features of this extended information system to perform regression and measure the value of all features. Because of random fluctuations, the value of a shadow feature can be nonzero. Thus, the shadow features set of importance is utilized as a guide to decide, which features are considered significant. The significance indicator differs due to the random forest classifier stochasticity. Moreover, that is very sensitive to non-important features being present in the information system (as well as shadow features). It also depends on the specific realization of shadow features. Thus, to obtain statistically valid results, we need to perform the process of re-shuffling.

In short, the Boruta method is based on the same principle that serves as the foundations of the classifier of the random forest algorithm, that is by introducing randomness to the information system and gathering results from the randomized sample ensemble one can the misleading effect of random fluctuations and correlations. Thus, this added randomness will give us a clearer picture of which attributes matter significantly. The steps in which the Boruta Algorithm is executed consist of the following:

- Add copies of all features (variables/predictors) to expand the information system. Even if the number of features in the original dataset is smaller than 5, always extend the information system by at least 5 shadow features.
- To eliminate their correlation with the target variable, shuffle the added features.
- To collect the measured Z scores, run a classifier of the random forest upon the extended information system.
- Figure out the maximum Z score amongst shadow features (MZSF), and after that give a hit to any better-scored feature than MZSF.
- A two-sided equality test with the MZSF is conducted for each feature of undetermined significance.
- Consider the features of significantly lower value than MZSF as 'unimportant' and delete them permanently from the information system.
- Consider the features of significantly higher value than MZSF as 'important'.
- Delete all shadow features.
- Repeat the process until the importance for all the features has been allocated, or the algorithm has exceeded the random forest runs previously set.

E. The Hybrid Strategy Proposed for Forecasting

In this section, the designed hybrid big data-driven strategy for short-term global solar radiation forecasting based on the ANN and Boruta Algorithm, which is applied to select the optimal set of features to be inputted to the ANN algorithm, is introduced. The whole structure of the proposed hybrid system as a GHI forecasting model, as shown in Fig. 3.
IV. Evaluation Measures

Several statistical measures used to evaluate the prediction performance accuracy of the developed model. This research mainly considers three indicators, namely: mean absolute percentage error (MAPE), mean squared error (MSE), root mean squared error (RMSE), and goodness of fit ($R^2$). Such measures are mathematically represented by the equations (7) to (10).

$$MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%$$ \hspace{1cm} (7)

$$MSE = \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2$$ \hspace{1cm} (8)

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2}$$ \hspace{1cm} (9)

$$R^2 = \frac{\sum_{i=1}^{N} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{N} (y_i - \bar{y})^2}$$ \hspace{1cm} (10)

Where N represents the number of data points involved in the analysis; $y_i$ is the observed value of the target, $\hat{y}_i$ is the predicted value of the target; $\bar{y}$ is the mean of the observed value of the target $y_i$. While MAPE is utilized to evaluate the model performance accuracy as a percentage, RMSE measures how the observed values deviate from the corresponding predicted values [13]. In regression problems, the $R^2$ of a model describes how well the model fits a set of observations. $R^2$ ranges from zero to the preferable number 1.
V. RESULTS AND DISCUSSION

The forecasted model is employed to predict GHI at two selected sites in Saudi Arabia, namely Qassim and Jeddah. In this research, the prediction module utilized based on

- All-Features;
- Eight-Feature; and
- Five-Feature.

In this research, the model was implemented using MATLAB. The data was first cleaned and after that normalized to increase the performance of the forecasting and feature selection algorithms.

A set of eight and five features out of the available 13 features were identified to create the so-called Eight-Feature and Five-Feature forecasting model. The choice of these features was based on the output of the feature selection algorithm, Boruta. Eight and five features were selected to demonstrate the performance of the forecasting model with a different number of features. Fig. 4 and Fig. 5 rank the features based on their importance to our outcome (GHI) at Qassim and Jeddah, respectively.

Fig. 4 and Fig. 5 show that in the Qassim region, the Eight-Feature model is built based on the following features: DNI, Zenith Angle, DHI, Hour, Month, Pressure, and Azimuth Angle. On the other hand, Jeddah’s Eight-Feature forecasting model is based on the following features: DNI, Zenith angle, DHI, pressure, hour, month, Azimuth angle, and temperature. For the Five-Feature model, the Qassim region forecasting model is based on the following features: DNI, Zenith angle, DHI, pressure, hour, month, Azimuth angle, and temperature. While Jeddah’s Five-Feature forecasting model is created by using the following features: DNI, Zenith angle, DHI, pressure, and hour. The model developed was utilizing the MLP with a BP, while the Levenberg-Marquardt approach was the training function. One input layer, one hidden layer, and one output layer are used. The hidden layer in the ANN was constructed with 14, 8, and 5 neurons (nodes) for All-Feature, Eight-Feature, and Five-Feature model.

![Variable Importance](image)

Fig. 4. Variable Importance for Weather Data for the Qassim Region using the Boruta Algorithm.

![Variable Importance](image)

Fig. 5. Variable Importance for Weather Data for the Jeddah Region using the Boruta Algorithm.
The comparisons were conducted between the results of the All-Feature model with the results based on both the Eight-Feature and Five-Feature model in terms of their forecasting accuracy at Qassim and Jeddah sites. For this goal, the accuracy outputs of the testing model were tested based on the following metrics: MAPE, MSE, RMSE, and $R^2$. Table II and Table III compare the results of the model for the three different sets of features at Qassim and Jeddah.

MAPE determines the accuracy and errors ratio between measured and predicted data, while MSE and RMSE measure the relative error and expressed in (Watt/m²). Table II and Table III contain the hourly forecasting of GHI based on the study of the model at Qassim and Jeddah. In Qassim and from Table II, with the All-Feature model MAPE value found to be 13.496% (16.532% with Eight-Feature and 26.563% with Five-Feature).

The MSE and RMSE values of All-Feature model are 1708.957 Watt/m² (1756.145 Watt/m² with Eight-Feature and 2360.716 Watt/m² with Five-Feature) and 41.339 Watt/m² (41.906 Watt/m² with Eight-Feature and 48.587 Watt/m² with Five-Feature), respectively. The correlation scores of the forecasting model at Qassim was found to be 0.99124, 0.99168, and 0.99794 for All-Feature, Eight-Feature, and Five-Feature, respectively.

The results indicate that the proposed All-Feature model has the best performance compared to the eight and Five-Feature model. However, the Eight-Feature model performance is high in a way that can be compared with the All-Feature model, while Five-Feature can be considered the poorest model, still, it has satisfactory results. According to Table III that presents Jeddah results, the Five-Feature model can be considered as the best model followed by Eight-Feature and All-Feature model, respectively. Unlike Qassim site, Jeddah forecasting model with merely five and eight features prove the significance of using a feature selecting approach and how adding more feature may lead to overfitting forecasting model. In Jeddah, the MAPE value was determined to be 13.7013% with All-Feature (12.2024% with Eight-Feature and 9.6936% with Five-Feature).

The MSE and RMSE values of All-Feature model are 994.369 Watt/m² (939.869 Watt/m² with Eight-Feature and 913.84 Watt/m² with Five-Feature) and 31.533 Watt/m² (30.6572 Watt/m² with Eight-Feature and 48.587 Watt/m² with Five-Feature), respectively.

The correlation scores of the forecasting model at Qassim were found to be 0.99124, 0.99168, and 0.99184 for All-Feature, Eight-Feature, and Five-Feature, respectively. For further visualization, the measured GHI values are plotted against the output of the forecasting model by three different sets of Features at Qassim as in Fig. 6 and Jeddah as in Fig. 7. Where Fig. 6 confirms that the All-Feature model has high accuracy results at Qassim, and Fig. 9 shows how the Five-Feature model performs the better compare to All-Feature and Eight-Feature model in Jeddah. The model results of All-Feature, Eight-Feature, and Five-Feature are plotted all together with measures GHI values in Fig. 8 at Qassim and Fig. 9 at Jeddah for twenty random hours.

Fig. 8 shows that the All-Feature model has superior performance in tracking the original GHI value at Qassim, and Fig. 9 confirms the ability of the Five-Feature model in following the measured GHI values at Jeddah. In regards to the cost reduction by the generated model, Table IV illustrates the prices of devices and equipment required for the prediction purpose of the GHI. This table also shows the cost reduction by the forecasting model using eight and five features for the two regions.

**TABLE II. RESULTS OF HOURLY FORECASTING GHI AT QASSIM**

<table>
<thead>
<tr>
<th></th>
<th>MAPE %</th>
<th>MSE Watt/m²</th>
<th>RMSE Watt/m²</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Feature</td>
<td>13.50</td>
<td>1708.96</td>
<td>41.34</td>
<td>0.99</td>
</tr>
<tr>
<td>Eight Feature</td>
<td>16.50</td>
<td>1756.15</td>
<td>41.91</td>
<td>0.99</td>
</tr>
<tr>
<td>Five Feature</td>
<td>26.60</td>
<td>2360.72</td>
<td>48.59</td>
<td>0.98</td>
</tr>
</tbody>
</table>

**TABLE III. RESULTS OF HOURLY FORECASTING GHI AT JEDDAH**

<table>
<thead>
<tr>
<th></th>
<th>MAPE %</th>
<th>MSE Watt/m²</th>
<th>RMSE Watt/m²</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Feature</td>
<td>13.70</td>
<td>994.37</td>
<td>31.54</td>
<td>0.99</td>
</tr>
<tr>
<td>Eight Feature</td>
<td>12.20</td>
<td>939.87</td>
<td>30.66</td>
<td>0.99</td>
</tr>
<tr>
<td>Five Feature</td>
<td>9.70</td>
<td>913.84</td>
<td>30.23</td>
<td>0.99</td>
</tr>
</tbody>
</table>

![Fig. 6. Measured vs. Predicted Values of GHI for Qassim Region. (a) All-Feature Model, (b) Eight-Feature Model, (c) Five-Feature Model.](image-url)
The feature selection algorithm helped to decrease the cost of solar monitoring stations by reducing the number of features. For example, the less reduction in Jeddah for the Five-Feature model, the cost decrease from 113990 RS to 60026 RS. The reduction percentage is 47%. As well in Jeddah using 8 features, the cost reduced from 113990 RS to 62065 RS, where the reduction percentage was equal to 46%. The rate of reduced cost is big although, it does not include the costs of maintenance, cables, and other accessories prices. On the other hand, in Qassim region, the cost reduced when using five features from 113990 to 76886 with a percentage =33%. As well when using 8 features in this region, the cost reduced from 113990 RS to 109333 RS, with a reduction percentage equal only 4%, as shown in Table IV.

At the site of Jeddah, and according to the findings of the feature selection algorithm, using the five-feature model resulted in the best prediction performance of the GHI compared to the prediction values of the model used a larger number of eight or all features. Also, the rate of cost reduction in Jeddah was very high, as presented in Table IV, where the cost reduction values for All, eight, and five attributes for that model were calculated.

On the other hand, in the Qassim area, the best prediction values were obtained by using the model with all-feature although the model with few attributes gives good results, where the value R² gives approximately the same values for All-Features. This means the eight and five features also satisfying good results can apply in the future with a lower cost than the cost of all features, although the total costs reduced were small value it remains positive. Consequently, the feature selection algorithm helps to decrease the cost of solar monitoring stations. The reduced costs do not include specialists, maintenance, cables, and accessories prices. This, in turn, gives special importance to the research finding.
TABLE IV.  COST REDUCTION FOR THE GENERATED MODEL IN THE TWO REGIONS IN SAUDI RIYALS (RS)

<table>
<thead>
<tr>
<th>Features</th>
<th>Unit price</th>
<th>All Features</th>
<th>Qassim Region</th>
<th>Jeddah Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Month Of The Year(M)</td>
<td>-</td>
<td>√</td>
<td>Eight</td>
<td>Five</td>
</tr>
<tr>
<td>Day Of The Month(D)</td>
<td>-</td>
<td>√</td>
<td>Eight</td>
<td>Five</td>
</tr>
<tr>
<td>Hour Of The Day (H)</td>
<td>-</td>
<td>√</td>
<td>Eight</td>
<td>Five</td>
</tr>
<tr>
<td>Air Temperature (T)</td>
<td>730</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Relative Humidity (RH)</td>
<td>730</td>
<td>√</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Surface Pressure (P)</td>
<td>3013</td>
<td>√</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wind Speed At 3 Meters (WS)</td>
<td>1309</td>
<td>√</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>Wind Direction (WD)</td>
<td>1309</td>
<td>√</td>
<td>-</td>
<td>√</td>
</tr>
<tr>
<td>Peak Wind Direction At 3 Meters (PWD)</td>
<td>1309</td>
<td>√</td>
<td>-</td>
<td>√</td>
</tr>
<tr>
<td>Diffuse Horizontal Irradiance(DHI)</td>
<td>35037</td>
<td>√</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Direct Normal Irradiance (DNI)</td>
<td>13145</td>
<td>√</td>
<td>√</td>
<td>-</td>
</tr>
<tr>
<td>Azimuth Angle (AA)</td>
<td>28704</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Solar Zenith Angle (SZA)</td>
<td>28704</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>113990</td>
<td>109333</td>
<td>76886</td>
</tr>
<tr>
<td>Cost Reduction Rate</td>
<td>-</td>
<td>-</td>
<td>4%</td>
<td>33%</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

The use of an advanced embedded feature selection algorithm and ANN is addressed in this paper to forecast the hourly solar radiation at two sites in the Kingdom of Saudi Arabia. The data from two stations; Qassim and Jeddah in Saudi Arabia, it was obtained to examine the prediction performance of the developed model. The five and eight most important variables among a wide range of metrological variables that could impact solar radiation in the future were optimally and systematically determined by employing a recent feature selection technique named as Boruta algorithm. For the comparison reasons of the model results with different features, the all-feature model was used to assess the benefits of using a feature selection method. The 13 input variables are the maximum number of features considered for developing a data-driven forecasting model.

At the site of Jeddah, and according to the findings of the feature selection algorithm, using the five-feature model resulted in the best prediction performance compared to the prediction values of the model when used a larger number of eight or all features. Also, the rate of cost reduction in Jeddah was very high. In the Qassim area, the best prediction values were obtained by using the all-feature model although the model of other features with few attributes is good where the value $R^2$ gives approximately the same values for All-Features. This means the 8 and 5 features also satisfying very good results can apply in the future with a lower cost than the cost of all features, but, it noted that the total costs reduced were small value. Using feature selection methods may successfully exploit the larger interdependent variables relevant to hourly global horizontal irradiance prediction without sacrificing predictive efficiency. The findings, therefore, emphasize the importance of using feature selection techniques when using the model for computational intelligence to achieve accurate predictions of solar radiation. On the other hand, the cost rate of the GHI prediction was reduced for the generated model, as presented in Table IV above, where the cost reduction values of the model using all, eight and five attributes were calculated. Consequently, From the discussed results, it found that the feature selection algorithm helps to decrease the cost of instruments and equipment required for solar monitoring stations for a high rate. Although, the costs that were reduced do not include the cost of specialists, maintenance, cables, and accessories prices. This, in turn, gives strength and special importance to the research finding. Besides, the lower-cost models can be used in future to collect new data for the coming years for forecasting.

VII. FUTURE WORK

The research results are leading all researchers who have the same interest to achieve important extensions in the future to the current finding, it can include the following:

1) Expanding the samples of the study, using other ML tools, and going deeper into the data analysis based on other selection features methods.
2) Studying more locations across Saudi Arabia to address the geographical effects.
3) Investigating more ML algorithms and comparing prediction performances.
4) Considering different types of feature selection methods.
5) Going more into the dataset analysis deeply to find other important insights that can also help in KSA community services in the future.
6) Considering different test locations with different climate conditions, to investigate their effects on the performance of the prediction model enhanced by feature selection techniques can form another research potential in the scope of the solar prediction.
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Abstract—The recent years have witnessed the development of numerous computational methods that have been widely used in humanities and literary studies. In spite of their potentials of such methods in terms of providing workable solutions to different inherent problems within these domains including selectivity, objectivity, and replicability, very little has been done on thematic studies in literature. Almost all the work is done through traditional methods based on individual researchers’ reading of texts and intuitive abstraction of generalizations from that reading. These approaches have negative implications to issues of objectivity and replicability. Furthermore, it is challenging for such traditional methods to deal effectively with the hundreds of thousands of new novels that are published every year. In the face of these problems, this study proposes an integrated computational model for the thematic classifications of literary texts based on lexical clustering methods. As an example, this study is based on a corpus including Thomas Hardy’s novels and short stories. Computational semantic analysis based on the vector space model (VSM) representation of the lexical content of the texts is used. Results indicate that the selected texts were thematically grouped based on their semantic content. It can be claimed that text clustering approaches which have long been used in computational theory and data mining applications can be usefully used in literary studies.
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I. INTRODUCTION

An important development in literary studies over the past few decades is the increasing application of scientific methods in analysis of literary works [1-5]. It has been argued that the use of such scientific methods can assist in preventing the formation of false theories of criticism and the generation of unreliable thematic classifications [6, 7]. The present study is intended as a contribution to that development. The study seeks to propose a computational model that helps readers and critics of literary texts in an objective, replicable, therefore scientific way through exploring the thematic relationships of texts in a conceptually coherent way. The study is based on the novels and short stories of Thomas Hardy as an example. Thomas Hardy is one of the most important figures in the history of the English novel and he has ever sustained readers’ interest in the themes and topics he tackled. Thomas Hardy was a Victorian poet and novelist and is considered by many critics as a main component of the English cultural heritage [8-10].

In spite of the proliferation of computational technology and the articulation of an explosive production of electronically encoded information of all kinds, computational methods have been very little used in humanities in general and literature in particular [11-13]. The wide cultural gap between the literary critic and computational research communities is the most obvious reason. The study is an attempt towards bridging the gap between traditional literary criticism and computational methods. The study employs experimentally replicable data representation and clustering methods. The greatest advantage of these methods is that they are completely objective in the sense that the results obtained are independent of the person applying the method.

The remainder of this article is organized as follows. Section 2 is a brief survey of the approaches to thematic studies of literary works. Section 3 outlines the methods and procedures of the study. It describes document clustering methods are used to classify the selected works in a thematically coherent way. Section 4 reports the results of the proposed methods and explores the thematic interrelationships between the texts. Section 5 is conclusion. It summarizes the main findings and suggests propositions that may be generalized to other literary texts and genres.

II. LITERATURE REVIEW

Theme analysis of literary texts is one of the oldest and most established disciplines in literary studies. Critics have been generally concerned with identifying the themes within literary texts. It was thought that part of the critic’s job is to understand the deep meanings conveyed by authors, make observations about literary texts in order to construct the expression of themes in these works [14-16].

Although theme analysis is very old in literature studies, the issue of the way themes are defined is still controversial in literary criticism. There is no single agreed upon approach to theme analysis in literature. Over the years, there is no consensus among critics on the best ways of interpreting texts and deriving thematic concepts. It is true to claim that theme analysis is still controversial and problematic in literary criticism studies [17].

With the development of different literary theories including Marxism, Modernism, and feminism, theme analysis has been widely considered a reflection of these theories [18, 19]. Critics have been more concerned with identifying the relationship between author and work as reflected on themes of
race, class, and gender. In this way, thematic concepts of novelists and authors are usually confined and restricted to the critic’s engagement with a given theory or selections from a text or some texts.

The issue of theme analysis with its complexities and controversies has its implications to the thematic studies of Thomas Hardy’s literary texts. The thematic classification of Hardy’s prose fiction ranges from a broad general classification of his novels and short stories to a discussion of a single thematic aspect in one, some, or all his writings [10, 20-25]. The main observation about almost the critical studies on the thematic structures of Hardy’s work is that critics have been generally concerned with what Hardy himself classified as Major Works. Despite the rich thematic concepts exhibited in Hardy’s prose fiction works exhibit rich thematic concepts, the majority of the thematic discussions of Hardy have been flawed in limiting their discussions to the series of novels and short stories he wrote between 1871 and 1895 [26].

It can be claimed thus that the work on Thomas Hardy’s prose fiction is widely selective. Some critics focus on what is referred to Wessex novels. They think of Hardy’s works as a cry for the lost beauty of the English countryside. Evidently, many commentators have characterized Hardy as a regional novelist, attribute this regionalist focus to his fascination with Wessex, an old English kingdom covering an area that provided the fictionalised setting for Hardy [27, 28]. Balanced against this argument, others insist that Hardy was a Victorian social critic since his writings depict the sufferings of England’s working class and society’s responsibility for their tragic fates. Through this process, Hardy is seen to have been preoccupied with improving conditions in society. These concerns mark Hardy out as a realistic writer who took on the role of expressing the joys and woes of the victims of the merciless harshness of their lives [25, 29].

One major problem with studies in this tradition is that they ignore much of the thematic richness in Hardy’s works. In the face of this limitation, this study suggests the use of empirical approaches and new technologies. These should have the impact of developing a comprehensive and more detailed structuring of Hardy’s thematic concepts.

### III. METHODS AND PROCEDURES

For developing a computational model for deriving taxonomies of thematic concepts in literary texts, document clustering theory is adopted. Document clustering theory has been widely used in data mining and information retrieval (IR) applications [30, 31]. Document clustering methods are generally used for grouping similar texts together [32, 33]. The hypothesis is that texts grouped together are more likely to have the same theme [34-36]. Document clustering methods have been proved effective in grouping and categorizing unstructured text data and exploring. In such processes, similar texts are separated together in distinct groups or clusters. Accordingly, document clustering methods can be usefully used in the domains of theme analysis in literary studies.

There are numerous document clustering methods. For the purposes of the study, vector space clustering is used. VSC is one of the earliest computer-based clustering methods [33, 37]. It is thought however that it is appropriate for the study. The rationale is that the study is concerned with build thematic structures of the texts based on their lexical semantics. VSC is thus appropriate for the purposes of the study. In VSC, documents can be grouped into distinct classes based on their lexical content [30, 38, 39]. In this regard, it is assumed that VSC is appropriate for the purposes of the study. VSC is used for organizing the novels and short stories of Thomas Hardy into distinct classes based on the lexical content of these texts. Herein, lexical clustering (one of VSC methods) is used.

Conventional lexical-clustering algorithms treat text fragments as a mixed collection of words, with a semantic similarity between them calculated based on the term of how many the particular word occurs within the compared fragments. Whereas this technique is appropriate for clustering large-sized textual collections, it operates poorly when clustering small-sized texts such as sentences [40].

In so doing, a corpus including all the selected texts is designed. The tradition of building a corpus for text clustering applications has always been based on the assumption that the corpus is both large and representative of the research domain. An important question in the context of this study is what size the corpus should be in order to support objective and reliable generalizations about Thomas Hardy’s prose fiction. The corpus on which this analysis is based consists of all the known (published and unpublished) prose fiction texts of Hardy.

As a first step for data representation, the corpus was confined to what is referred to a bag of words. It was also decided that the corpus to be built of only the content words. All function words were thus removed. The hypothesis is that they do not usually carry semantic meaning; thus, they cannot be considered as distinctive features. The corpus should include only and all the distinctive features [41]. Content words can act as strong predictors of the topic(s) or content of a document [42]. Moreover, the experimental results of document classification indicate that a content-word representation gives good results in identifying the content of a document and its latent structure [43-45]. Equally important, most studies seem to agree that content-word representation has been proved to give much better results than any other approach to clustering. This study considers content words to be indicators of semantic content. In other words, the analysis identifies all the morphological variants of a given stem as just one lexical type. It can be observed that variant word forms with similar semantic conceptions can be treated as equivalent. To take an example, the words ‘marry’, ‘marries’, ‘married’, and ‘marriage’ deal with a single semantic concept, which is necessarily different from, for example, dogs and cats. The analysis thus reduces all these variant forms to just one form, i.e. marry.

In order for the texts to be amenable for computational analysis, texts were mathematically represented using vector space model (VSM). The reason is that it is conceptually simple as well as it is convenient for computing semantic similarity within documents.

A data matrix was created including all the 62 selected texts and lexical types (45,298 variables) included in this study.
An initial observation about the corpus is that the 62 texts vary substantially in size, ranging from 002 Kb to 389 Kb. One major problem with a corpus of the kind is that documents will be clustered based on size rather than lexical content and semantic similarity. The row vectors of were thus normalized to compensate for variations in length. Mean document length method was used for the purpose. This had the effect that the documents were equally represented in the matrix and their lexical frequency profiles could be meaningfully clustered.

In order to extract the most distinctive lexical variables, term frequency inverse document frequency (TFIDF) was used. Based on the TFIDF of the Hardy matrix, the highest 200 variables were decided to be the most distinctive lexical features within the corpus. It was also clear that the texts are best categorized into four distinct classes as seen in Fig. 1.

Cluster analysis was then used to find meaningful clusters in the data. Cluster analysis was used to generate a centroid-based lexical clustering structure that captures and describes the semantic similarities of the selected texts in the data matrix based on the lexical resource. The hypothesis is that texts grouped together should have common thematic features and based on the lexical semantic properties of the variables of these texts; it is easy to assume the recurrent themes in these texts. For visualization of the clustering structure, hierarchical cluster analysis is used. Hierarchical cluster analysis is one of the main statistical approaches that is used for finding distinct classes or groups based on the shared and common features. Despite the development of different clustering algorithms, hierarchical cluster analysis or hierarchical clustering remains one of the most widely unsupervised clustering algorithms in clustering applications to find discrete groups with varying degrees of (dis)similarity in a data set represented by a (dis)similarity matrix [46]. The selected texts fall into four main clusters as shown in Fig. 2.

![Fig. 1. A TFIDF Analysis of the Matrix H62, 200.](image1)

![Fig. 2. A Clustering Structure of Hardy’s Matrix using Euclidean Distance and Ward Linkage Clustering.](image2)
The result is a centroid-based lexical-clustering structure that can be used in any application in which the relationship between patterns is expressed in terms of pairwise semantic similarities [40]. In our case, this clustering structure is used for building hypotheses and making generalizations about the thematic relations of the texts in each group or cluster.

For validity purposes, PCA was used. The validity of cluster analysis results is an important requirement since different cluster structures may lead to completely different interpretations of the same data and thus generating contradictory hypotheses about the data. The purpose of clustering validation here thus is to see whether the same analytical methods applied to an alternative representation of the data gives identical or at least similar results. The alternative data representation was generated by principal component analysis, a dimensionality reduction method whereby H62, 200 was reduced to a dimensionality of 61, yielding the matrix H62, 50 [47, 48]. The result is that there is a full agreement between the results of the clustering structures.

In order to identify the most distinctive lexical features of each group, the columns of the matrix were rearranged in order of descending variance. Centroid vectors for the clusters A, B, C, and D were constructed by taking the means of the vectors in the matrix that constitute Groups A, B, C, and D in accordance with the function

\[ V_i = \frac{\sum_{j=1}^{m} H(i, j)}{m} \]

Where

- \( V_j \) is the \( j \)th element of the centroid vector (for \( j = 1 \ldots \) the number of columns in H),
- \( H \) is the data matrix, and
- \( m \) is the number of row vectors in the cluster in question

The resulting vectors Group A centroid, Group B centroid, Group C centroid and Group D centroid were compared to show how, on average, the three groups differ on each of the extracted lexical variables, the aim being to identify the variables on which they differ most and thereby the thematic characteristics of each group can be inferred.

IV. ANALYSIS AND DISCUSSIONS

The aim in this section is to see whether the clustering structures thus far validated are meaningful. Given that the texts were clustered on the basis of lexical frequency vectors, this implies that each cluster has a characteristic lexical frequency profile which distinguishes it from the others [49]. By doing so, it should be possible to identify the most important variables for each group, and, on the basis of the lexical semantics of these items, to infer thematic characteristics of the respective groups [50, 51].

According to the computation of the quantitative findings and an intuitive understanding of the texts, each of these groups displays the distinctive lexical variables that make them thematically distinct. The frequent use of words like ‘duke’, ‘baron’, ‘duchess’, ‘knight’, ‘estate’, and ‘squire’ in Group A is a good indication that this group is particularly concerned with aristocratic life and class differences. It can be suggested that this group touches on many aspects of class difference, adventure, romance, matrimony and mismatched unions and the conflicts they bring. Parallel to these themes, the Napoleonic era appears as a recurring theme in many of the texts of this group, as reflected by the frequent use of words like ‘Napoleon’, ‘France’, ‘French’, and ‘war’. This quantitative finding is supplemented by an intuitive reading of the texts and is also supported by critical assessments of the texts included here. Gilmartin and Mengham [52] argue that The Poor Man and the Lady and A Group of Noble Dames feature one of the most recurrent themes in Hardy’s books: that of cross-class relationships or marriages. The texts included here discuss issues of elopement, failure in marriage, and illegitimate children. This finding also agrees in principle with Hardy’s classification of his own works since the majority of the texts included here he classified under the category of Romance and Fantasies.

The hierarchical clustering structure, which is based on pure mathematical methods, supports Hardy’s tendency to group similar short stories together. Six texts of this group are included in his volume of short stories, A Group of Noble Dames. It also includes The Doctor’s Legend, which was first collected in Noble Dames when it was published in serial form in Harper’s Weekly and the Graphic in late 1890 [53]. Purdy [54] comments that the text appeared later in the collection A Group of Noble Dames under the title Barbara, which is thematically similar to The Legend. As such, the results of this analysis agree with the thematic structure that Hardy defined for his books.

Although the texts included here can be placed under the heading of Romance and Fantasies, as Hardy classified them, the element of social criticism persists through almost all of the texts. In The Poor Man and the Lady and the stories of A Group of Noble Dames, discussion of social problems is clear. Hardy is concerned with the problem of mismatched unions in a very class-conscious society. This argument is supported by Brady [55], who writes: In its subject matter, however, A Group of Noble Dames has interesting links with Hardy’s earlier work. The book is one of his many attempts, beginning with The Poor Man and the Lady, to portray the fascination and the difficulty of sexual alliances that cross class boundaries [55]. The texts involved in this group highlight the historical development of Hardy as a novelist and it is clear that Hardy was preoccupied with social issues throughout his career as a novelist and prose writer. This is supported by Dalziel [56], who stresses the essential continuity of Hardy’s thinking on social issues from the beginning to the end of his career as a writer.

The majority of the texts in this group as a whole are thus thematically related around romance and adventure. This does not contradict, however, the inclusion of texts like A Tradition of Eighteen Hundred and Four, Anna, or A Committee Man of “The Terror”, which are all about the political upheavals that took place in England and France as a result of the French Revolution and English Civil War—the main thematic frame in the first story is adventure while in the other two stories it is romance. Gilmartin and Mengham [52] argue that in spite of
the fact that the story is concerned with the theme of English-French conflicts: “it exhibits many of the expected features of a Christmas story (being written for the annual Harper’s Christmas); it is meant to give a frisson of fear to those within the story who are sheltering from the rain and cold by the inn’s fireside, and also to the readers of the periodical sitting by the Christmas hearth” [52].

The largest group, Group B, includes 43 texts out of the matrix’s 62 rows, and is concerned with the English countryside; domestic life (as reflected in words such as ‘river’, ‘cabbage’, ‘village’, ‘horse’, ‘mare’, ‘farmer’, ‘mill’, ‘tub’, ‘heath’, ‘cloth’, ‘sky’, ‘vicer’, ‘cover’, ‘passage’, ‘stream’, ‘hut’, ‘lane’, and ‘rain’); and struggle, outrage, and the frustrations of the poor (‘public’, ‘money’, ‘children’, ‘work’, ‘fact’, ‘trade’, ‘bureau’, and ‘penny’). A common theme of contemporary social life can be suggested. Nevertheless, each subclass displays characteristic thematic features. One subclass which can be defined as Group B1, for instance, is tragedy, which correlates with ideas of social promotion/hostility and struggle. This subclass includes texts referred to by many critics as Hardy’s major works. These include: Far From the Madding Crowd; The Return of the Native; The Woodlanders; The Mayor of Casterbridge; Tess of the D’Urbervilles; Jude the Obscure; and The Trumpet Major. The texts included here reflect Hardy’s sense of disdain for the fashionable world and mock the social mores of the age. The texts talk generally about heroes and heroines who aspire for a better life and their attempts to achieve social promotion; as well as how they discover the falsity of their lives. They cannot escape the miserable conditions in which they live and are destined to suffer. Fate is an important factor in their suffering. The combination of social elements with these tragedies suggests the theme of social tragedy. Love is a recurrent theme in the other subcluster. The realistic representation, however, is always there. This is represented in texts such as The Romantic Adventures of a Milkmaid and The Trumpet-Major. Given that the texts represent different historical stages of Hardy’s career, it may be claimed that the social element is heavily emphasized from the beginning of his career as a novelist up until he gave up writing novels. Unlike Hardy’s classification of his own works, hierarchical cluster analysis along with qualitative analysis results point to social indicators influencing his career as a novelist. The social dimension is never absent in his writing.

There is also a correlation between the texts included here and Hardy’s vision of Wessex and the English countryside. Many of the texts are set in that imaginary world of Wessex, the name of an Anglo-Saxon kingdom that covered a large area of south and southwest England prior to the Norman Conquest. It may also be claimed that woman and feminist issues are central themes in the texts of this group. Thomas Hardy was keen on describing Victorian hypocrisy in relation to women’s issues. Tess highlights the rampant sexual assault and exploitation of the age. The novel also reflects Hardy’s disapproval of the Victorians’ obsession with female virginity. Fanny Robin in Far from the Madding Crowd is another example. When Troy refuses to marry her and abandons her, she tries to pick up her life as best she can. Finally, she becomes unable to work and is left without any money. As a result, she and her child die of need and starvation. This offers another typical example of the suffering of women in the Victorian age.

Texts in Group C seem to form a distinct thematic relationship. The three short stories in this group, What the Shepherd Saw (Hardy048), The Duke’s Reappearance (Hardy051), and The Duchess of Hamptonshire (Hardy040), are concerned with the idea of hidden or unrevealed death. This idea is repeated in the three texts where problems of jealousy and suspicion in marriage lead to death. The main idea of each of these three texts is that there is a beautiful married woman who belongs to the elite. Her husband, as a man of high position, feels jealous and decides to take revenge against the person who he thinks to be her lover, because of the disgrace such an illicit relationship causes him. Finally, Group D includes just one text which is The Unconquerable (Hardy062). The most important variables of this group are ‘book’, ‘linger’, ‘occupation’, ‘measure’, ‘copying’, ‘bold’, ‘quaint’, ‘style’, ‘architecture’, ‘graveyard’, ‘figure’, ‘draughtsman’, ‘antique’, ‘masonry’, and ‘rose’. Correlating this cluster with the bibliographical data, it emerged that the text was written by Hardy in collaboration with his wife Florence Dugdale-Hardy. This can be an indication that it has unique lexical features that makes it distinct from other texts.

On the basis of the foregoing discussions, it can be claimed that clustering structures are meaningful. Each cluster or Group has its distinctive lexical profile that distinguishes it from other groups or clusters. It may be claimed that cluster analysis points to significant facts regarding the novels and short narratives of Hardy. This cluster analysis relates some works to each other in ways not found in the established criticisms of Hardy. In Hardy’s classification of his works, The Return of the Native is classified under the category of Novels of Environment and Character, while The Hand of Ethelberta is classified under the category of Novels of Ingenuity. However, here the two texts are clustered together in Group B. The dominant realistic approach of the works of Hardy may be one reason that many critics, who have attempted the thematic classification of Hardy’s work, have not thought about connections and similarities between the two texts. In our case, we suggest that these two texts are related to each other in terms of their dealing with class consciousness. In his introduction to the New Wessex Edition of The Hand of Ethelberta, for example, Gittings [57] underestimates the novel, classifying it as ‘the joker in the pack’ of Hardy’s novels. Widdowson [58], on the other hand, insists that The Hand of Ethelberta is not merely a romance, as Hardy classified it. He argues that the novel demonstrates Hardy’s concern with the issue of class consciousness. He gives evidence that the text reflects bibliographical elements of Hardy’s own life and draws parallels between the narrator of the story, who takes novel writing as a means for social promotion, and Thomas Hardy himself. Widdowson [58] comments that in all his novels, especially in The Hand of Ethelberta, Hardy appears concerned with the idea of class consciousness.

Equally important, the clustering structures provide ways of classifying the novels and short stories of Hardy according to genre. The idea is that thematic classification has pointed to
tragic, historic, and fantasy elements in the texts. Consequently, as far as thematic interrelationships are concerned, it is clear that the texts exhibit obvious features for genre classification. This can be a starting point for a comprehensive genre classification of the novels and short stories of Hardy and texts can be classified under the main categories of tragedy, comedy, romance, epic, fantasy, history, and pastoral histories, etc. One advantage of such a classification is that it can narrow down the ways in which we think about them. Here, I give some examples. Those texts that critics have usually considered tragedies are included in Group B—The Woodlanders, Tess, and Jude, for instance are all included in just one group. These are modern social tragedies and in these novels, Hardy deals with the social factors that determine the tragic end of his protagonists.

V. CONCLUSION

This study addressed the question whether thematic concepts can be identified in literary texts using computational models. In this regard, document clustering methods were used for grouping the selected texts into distinct classes based on their semantic similarity. Results indicate clearly that document clustering methods can be usefully used for generating distinct and meaningful classes that express some thematic concepts such as class status, sex, marriage, love, romance, and the English countryside. The analytical results are objective in the sense that they are generated by mathematically based computational methods working on empirically derived data, and as such are not open to influences from any theoretical presuppositions that the researcher might have. Unlike results from the philological method, the computational results are replicable and therefore testable and scientifically respectable. This is not to overlook the subtle elaborations of literary criticism of Thomas Hardy over the past years. In point of fact, these elaborations generate a number of hypotheses which have not been empirically confirmed. Although the results of the present study largely agree with non-computational philological classifications of Hardy’s texts, the contribution, however, is that the results obtained here are objective.
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<table>
<thead>
<tr>
<th>Title</th>
<th>Code</th>
<th>Title</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Laodicean</td>
<td>hardy01</td>
<td>The First Countess of Wessex</td>
<td>hardy32</td>
</tr>
<tr>
<td>A Pair of Blue Eyes</td>
<td>hardy02</td>
<td>Barbara of the House of Grebe</td>
<td>hardy33</td>
</tr>
<tr>
<td>An Indiscretion in the Life of an Heiress</td>
<td>hardy03</td>
<td>The Marchioness of Stonehenge</td>
<td>hardy34</td>
</tr>
<tr>
<td>Desperate Remedies</td>
<td>hardy04</td>
<td>Lady Motisfont</td>
<td>hardy35</td>
</tr>
<tr>
<td>Far from the Madding Crowd</td>
<td>hardy05</td>
<td>The Lady Icenway</td>
<td>hardy36</td>
</tr>
<tr>
<td>Jude the Obscure</td>
<td>hardy06</td>
<td>Squire Petrick’s Lady</td>
<td>hardy37</td>
</tr>
<tr>
<td>Tess of the D’Urbervilles</td>
<td>hardy07</td>
<td>Anna, Lady Baxby</td>
<td>hardy38</td>
</tr>
<tr>
<td>The Hand of Ethelberta</td>
<td>hardy08</td>
<td>The Lady Penelope</td>
<td>hardy39</td>
</tr>
<tr>
<td>The Mayor of Casterbridge</td>
<td>hardy09</td>
<td>The Duchess of Hamptonshire</td>
<td>hardy40</td>
</tr>
<tr>
<td>The Poor Man and the Lady</td>
<td>hardy10</td>
<td>The Honourable Laura</td>
<td>hardy41</td>
</tr>
<tr>
<td>The Well-Beloved</td>
<td>hardy11</td>
<td>A Changed Man</td>
<td>hardy42</td>
</tr>
<tr>
<td>The Return of the Native</td>
<td>hardy12</td>
<td>The Waiting Supper</td>
<td>hardy43</td>
</tr>
<tr>
<td>The Trumpet-Major</td>
<td>hardy13</td>
<td>Alicia’s Diary</td>
<td>hardy44</td>
</tr>
<tr>
<td>The Woodlanders</td>
<td>hardy14</td>
<td>The Grave by the Handpost</td>
<td>hardy45</td>
</tr>
<tr>
<td>Two on a Tower</td>
<td>hardy15</td>
<td>Enter a Dragoon</td>
<td>hardy46</td>
</tr>
<tr>
<td>Under the Greenwood Tree</td>
<td>hardy16</td>
<td>A Tryst At An Ancient Earthwork</td>
<td>hardy47</td>
</tr>
<tr>
<td>The Three Strangers</td>
<td>hardy17</td>
<td>What The Shepherd Saw</td>
<td>hardy48</td>
</tr>
<tr>
<td>The Three Strangers</td>
<td>hardy18</td>
<td>A Committee-Man Of The Terror</td>
<td>hardy49</td>
</tr>
<tr>
<td>A Tradition of Eighteen Hundred and Four</td>
<td>hardy19</td>
<td>Master John Horseleigh, Knight</td>
<td>hardy50</td>
</tr>
<tr>
<td>The Melancholy Hussar Of The German Legion</td>
<td>hardy20</td>
<td>The Duke’s Reappearance</td>
<td>hardy51</td>
</tr>
<tr>
<td>The Withered Arm</td>
<td>hardy21</td>
<td>A Mere Interlude</td>
<td>hardy52</td>
</tr>
<tr>
<td>Fellow-Townsmen</td>
<td>hardy22</td>
<td>The Romantic Adventures of a Milkmaid</td>
<td>hardy53</td>
</tr>
<tr>
<td>Interlopers At The Knap</td>
<td>hardy23</td>
<td>How I Built Myself A House</td>
<td>hardy54</td>
</tr>
<tr>
<td>The Distracted Preacher</td>
<td>hardy24</td>
<td>Destiny and a Blue Cloak</td>
<td>hardy55</td>
</tr>
<tr>
<td>An Imaginative Woman</td>
<td>hardy25</td>
<td>The Thieves Who Couldn’t Help</td>
<td>hardy56</td>
</tr>
<tr>
<td>The Son’s Veto</td>
<td>hardy26</td>
<td>Our Exploits at West Poley</td>
<td>hardy57</td>
</tr>
<tr>
<td>For Conscience’ Sake</td>
<td>hardy27</td>
<td>Old Mrs. Chundle</td>
<td>hardy58</td>
</tr>
<tr>
<td>A Tragedy of Two Ambitions</td>
<td>hardy28</td>
<td>The Doctor’s Legend</td>
<td>hardy59</td>
</tr>
<tr>
<td>On the Western Circuit</td>
<td>hardy29</td>
<td>The Spectre of the Real</td>
<td>hardy60</td>
</tr>
<tr>
<td>To Please His Wife</td>
<td>hardy30</td>
<td>Blue Jimmy: The Horse Stealer</td>
<td>hardy61</td>
</tr>
<tr>
<td>The Fiddler of the Reels</td>
<td>hardy31</td>
<td>The Unconquerable</td>
<td>hardy62</td>
</tr>
<tr>
<td>Thematic Concepts in the Thomas Hardy’s Prose Fiction</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract—The recent Coronavirus COVID-19 is a very infectious disease that is transmitted through droplets generated when an infected person coughs, sneezes, or exhales. So, people must wear a face mask to reduce the power of the transition of this virus. Governments around the world have imposed the use of face masks in public spaces and supermarkets. In this paper, we propose to build a face mask detection system based on a lightweight Convolutional Neural Network (CNN) and the YOLO object detection framework to implement it on an embedded low power device. The object detection framework was designed using a single Convolutional Neural Network for object detection in real-time. To make the YOLO framework suitable for embedded implementation, we propose to build a lightweight Convolutional Neural Network and quantize it by using a single bit for weight and 2 bits for activations. The proposed network called Pynq-YOLO-Net was implemented on the Pynq Z1 platform. The computation was divided between the software and the hardware. The features extraction part was executed on the hardware device and the output part was executed on the software. This configuration has allowed reaching real-time processing with a very good detection accuracy of 97% when tested on the combination of collected datasets.
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I. INTRODUCTION

According to the World Health Organization (WHO) [1], the COVID-19 is causing a world crisis because of its fast infection and the absence of a cure. This new virus is considered as the fastest infecting virus all over time. Based on the latest statistics [2], more than 25 million in 190 countries are infected, and more than 844000 deaths, until the writing of this paper. As a protection step, the authorities obliged people to wear face masks in public spaces to reduce the transmission impact of the virus. Many peoples are ignoring the rules and do not wear face masks. So, it is important to detect those peoples that do not use facemasks and warn them about the importance of this step to stay uninfected by the coronavirus. Thus, an automatic face mask detector must be installed in public streets, supermarkets, and all public service agencies. Based on surveillance systems of all public spaces, it is possible to process visual data and detect peoples that do not use face masks.

Recently, the performance of computer vision applications has been boosted to high-level thanks to the use of deep learning [3]. The deep learning is based on a deep neural network with tens of hidden layers. Deep learning models can learn directly from input data without any handcrafted features. For image processing, the Convolutional Neural Network (CNN) is the most used. It was inspired by the biological nervous system, and based on mathematics and informatics representation, it mimics the vision cortex of an animal. The CNN was successfully deployed to solve many computer vision applications such as traffic light detection and recognition [4], [5], medical image segmentation [6], indoor object detection and identification [7], [8], scene identification [9], face detection and recognition [10].

CNN models are characterized by their high performance and intensive computation. The feature extraction part (convolution layers, activation layers, pooling layers) uses the most computation effort and the output part (fully connected layers) uses the most of memory storage. Until today, Graphical Processing Units (GPU) are considered as the best target platform for the deployment of CNN. But GPUs need a lot of power and expansion. At this end, CNN must be optimized for low power platforms such as Field-Programmable Gate Arrays (FPGA). Many techniques were proposed to optimize CNN for low power implementation. The quantization technique is a very useful technique which aims to reduce the number of bits used for the representation of the weights and the activations on CNN. Many works have been proposed in this context with different methodologies. Doyun et al. [11] proposed a quantization algorithm based on the generalized gamma distribution. The proposed algorithm was tested with different representation and the achieved result were courageous. As reported in [11], the performance of the algorithm can be improved by tuning the parameters of the quantizer. A Kernel Density Estimation based Non-uniform Quantizer was proposed in [12]. In this work, a 4-bits representation of the weights and activations were used. The proposed quantization algorithm was tested on the ImageNet dataset and it was very effective in compressing the model without a big loss in performance. In [13], a quantization
algorithm based on trainable scaling factors and a nested-means clustering strategy was proposed. To quantize the weights, the nested-means clustering strategy was deployed to achieve high parameter compression. To quantize the activations, a linear quantization technique was used which take into account the statistical priorities of the batch normalization technique. There are many variants of the quantization technique and each of them has its impact on the model compression.

In this work, we propose a lightweight Convolutional Neural Network and quantize it for implementation on an edge device. The proposed CNN is composed of a convolution layer, 3 lightweight blocks, and a regression layer for output. The detection technique is based on You Look Only Once (YOLO) framework [14] which is designed to achieve real-time processing with good detection accuracy. The YOLO framework treats the detection task as a regression problem. For our case, it is perfect since we look for detecting if the person is wearing a face mask or not. That is a binary classification problem with a focus on the prediction of the bounding box used to locate the face mask. So, to speed up the processing, we ignored the classification and we focus on the localization task. The proposed network was called Pynq-YOLO-Net.

The proposed CNN was tested on the Pynq board which a hybrid board (software/hardware) equipped with an ARM processor and an FPGA in a single chip. This configuration allows taking advantage of the FPGA blocks alongside the CPU. The Pynq board can be programmed using a high-level programming language (Python) or hardware description language (VHDL/Verilog).

The motivation behind optimizing the CNN for embedded implementation is to make it available for all surveillance systems without the need for high-performance computers and to reduce the power consumption of these systems. Also, it can be implemented in mobile devices such as smartphones and smart cameras.

The main contributions of this work are the following: (1) design a lightweight Convolutional Neural Network targeting embedded device; (2) the proposed CNN was quantized to fit in the Pynq board; (3) implementation of the proposed CNN inference for face mask detection on the Pynq board.

The rest of the paper is organized as follows. Section 2 was reserved to discuss related works about face mask detection methods. The proposed approach was described and discussed in Section 3. In Section 4, the experiment and results were presented and discussed. The paper was concluded in Section 5.

II. RELATED WORKS

Recently, the detection of the face mask was an important application for reducing the transmission of the COVID-19. Building an automatic face mask detector is a challenging task and many works were proposed to achieve high results.

Loey et al. [15] proposed a hybrid system for face mask detection. The proposed system is composed of a CNN for feature extraction and decision trees, Support Vector Machine (SVM), and an ensemble algorithm for the detection. The transfer learning technique was applied to the ResNet50 model [16] to finetune it for face mask detection. The proposed system was trained and evaluated on 3 datasets, the Real-World Masked Face Dataset (RMFD) [25], the Simulated Masked Face Dataset (SMFD) [25], and the Labeled Faces in the Wild (LFW) [26]. The proposed system has achieved a high accuracy of more than 99% but it was very complex and hard to train. In addition, the proposed system is computationally intensive and cannot be used for real-time processing.

The Single Shot Multi-box Detector (SSD) [17] was proposed for face mask detection in public spaces [18]. The SSD model was pre-trained on the MSCOCO dataset for object detection and finetuned on a custom-made dataset for face mask detection. The MobileNet V2 model [19] was used as a backbone for the SSD to limit the computation complexity. The proposed model was implemented on a Raspberry Pi 4 equipped with a quad-core ARM processor and 4GB of RAM. An accuracy of 85% was achieved when testing the model on the custom-made dataset. This work was a good step for implementing facemasks on embedded devices. But the Raspberry Pi 4 is considered as a software device and its power consumption is too high compared to low power devices.

Jiang et al. [19] proposed the use of the RetinaNet model [20] for face mask detection. The RetinaNet was finetuned for face mask detection through the transfer learning technique. Two backbones were tested, the Resnet and the MobileNet. In addition, a new technique was added to the RetinaNet to reject predictions with low confidences and the high intersection of a union. The RetinaNet was pre-trained on the ImageNet [21] dataset and then fine-tuned on the face mask dataset. The proposed RetinaFaceMask has achieved good results with both backbones while the best results were achieved using the ResNet model. The achieved result was good but the RetinaFaceMask was not suitable for implementation on low power devices because of its computation intensively and the need for large storage memory.

IN [22], a CNN model was proposed to detect if a person wears a face mask or not. Also, the proposed network was used to detect if the mask is correctly worn or not. The proposed CNN has a simple architecture with a convolution layer, an activation layer, a pooling layer, a fully connected layer, and a softmax layer. The proposed approach was designed to detect faces and face masks separately. The proposed CNN model was trained using publicly available datasets, Masked Face Detection Dataset (MFDD) [25], Real-world Masked Face Recognition Dataset (RMFRD) [25], and Simulated Masked Face Recognition Dataset (SMFRD) [25]. The reported results are good in terms of accuracy and speed. The main disadvantage of the proposed model is the need for high-performance computers and large memory usage.

All the mentioned methods are designed to be implemented on a high-performance computer with a very high-power consumption. In this work, we propose to quantize a lightweight CNN for implementation on low power devices with a focus on high performance. In the next section, we will
present the proposed approach and detailing the different optimization applied to achieve an embedded implementation.

III. PROPOSED APPROACH

In this section, we will describe the proposed lightweight CNN model and the compression techniques applied to make this model fit in the resource constraint of a low power device while maintaining high performance and real-time processing.

Recently, many techniques are proposed to build lightweight CNN models. The most important technique in the use of Bottlenecks instead of normal convolution layers. In this work, we adopt the Bottlenecks concept proposed by the MobileNet v2 model [19]. The main contribution of the Inverted Residuals and Linear Bottlenecks is the use of depthwise convolution and point convolutions instead of simple convolution layers with adding a residual connection. The depthwise convolution is similar to the normal convolution layer but the main difference that depthwise convolution reserves the number of channels and does not compress them. For normal convolution the number of input channels is n then the number of output channels is 1 but for depthwise convolution, if the number of the input channels is n then the number of output channels is n. The pointwise convolution is a normal convolution layer with a kernel size of 1x1. The combination of a depthwise convolution with a pointwise convolution makes the same functionality of a normal convolution layer but 9 times faster as they claim [19]. Also, the separation of the filtering and combining functionalities allow the implementation of more than one activation layer and batch normalization layer which results in enhancing the performance of the model and reducing the computation complexity. The proposed Inverted Residuals and Linear Bottlenecks are presented in Fig. 1. Another technique was deployed by the MobileNet model was the use of strided convolution layers and eliminate the use of pooling layers. As proves in [23], the use of strided convolution layers instead of max-pooling layers is more efficient to build CNN models for embedded implementation and helps to enhance the accuracy of those models.

In this work, we propose to use a convolution layer with a kernel size of 3x3 and a stride of 2, three inverted residual bottlenecks, and three linear bottlenecks as a backbone for the YOLO framework. The YOLO framework takes an input image, applies a feature extraction through a backbone based on a CNN model to generate an output grid of NxN dimension. For each cell of the obtained grid, it predicts only one object with the parameters of the bounding box (the x, y coordinates, the height, the width, and the confidence score) and the class probability. For the Pascal VOC dataset [24] the YOLO framework generated 7x7 grid and used 2 bounding boxes (B) for 20 classes (C). The architecture of the YOLO framework is presented in Fig. 2.

In this work, we propose to eliminate the calculation of the class probability because we are solving a binary classification problem. The YOLO framework computes the score confidence for each predicted bounding box. Since there is one object to detect, we consider the confidence score the class probability. This step allows reducing the calculation at the output layer and speeds up the processing speed.

Besides, more optimizations were applied to the YOLO framework to reduce the computation complexity and to enhance the performance. First, the input image was resized to a power of 2 sizes. Thus, we propose to use 128x128 size. After applying the features extraction module, the YOLO framework generates 8x8 grid. Using an input image with a size power of 2 facilitates the implementation of the convolutional layers on the hardware device because it is easier to perform multiplications by using only shifting registers. Second, the use of an all convolution backbone allows enabling the data reuse technique to reduce the communication between the external memory and use only the on-chip memory to compute the convolutions. Third, the pruning technique was applied to eliminate weak connections and to avoid the overfitting problem in the finetuning step. Finally, the model was quantized by replacing 32 bits floating-point representation by a 2-bits fixed-point representation for the activations (A) and 1-bit fixed-point representation for the weights (W). For the input image and the output layer (grid), we used an 8-bits fixed-point representation. The backbone architecture and configuration were presented in Fig. 3.
In this work, we propose to use the post-training quantization technique which is based on training and fine-tuning after reducing the presentation of the weights and activations. The YOLO was trained using 32 bits floating-point representation then it was reduced to the proposed representations and retrained again to recover the accuracy. In the experiments, we will report the accuracies obtained with different representations. The retraining process is very important to recover the degradation of the accuracy caused by the quantization technique.

The workflow of the proposed approach is divided into 5 steps. The first step is to develop the proposed model based on the YOLO framework. The second step is to train the proposed model using a specific dataset. The third step is to optimize the model for embedded implementation by applying the pruning technique and the quantization technique. The fourth step is the retraining of the model on the same dataset used in step 2 to recover the accuracy degraded by the optimization techniques. The final step is to implement the model on the Pynq Z1 board. The workflow of the proposed approach is illustrated in Fig. 4.

IV. EXPERIMENTS AND RESULTS

A. Training Data

To train the proposed model, we proposed to combine publicly available datasets to increase the amount of training data. The performance of CNN models increases with the amount of training data. The used datasets are presented in the following:

- **Real-World Masked Face Dataset (RMFD) [25]**: The images of the dataset were collected automatically from the internet for public famous figures with and without a mask. The dataset contains 5,000 images of 525 persons wearing masks, and 90,000 images of the same 525 persons without masks. The dataset was manually filtered and annotated using semi-automatic labeling tools.

- **Masked Face Detection Dataset (MFDD) [25]**: The dataset was designed for the detection of masked faces during the era of the coronavirus. This dataset combines existing face detection datasets with images collected from the internet. The collected images were manually annotated where the coordinate of the face with the mask was defined in addition to the condition of wearing a mask or not. It contains 24771 images for masked faces.

- **Simulated Masked Face Recognition Dataset (SMFRD) [25]**: to increase the amount of training data for face mask detection, an automatic wearing tool was designed to add masks to faces of existing face detection and recognition datasets such as LFW [26] and Webface [27] then the collected data was added to the MFDD. This dataset allows adding 500000 annotated faces of 10000 persons to the MFDD.

- **MAasked FAces (MAFA) dataset [28]**: it is a dataset that contains 30,811 images and 34,806 labeled masked faces. The dataset contains faces masked by the medical mask and others masked hand or other objects. This allows enhancing the generalization power by distinguishing between the mask that it must be detected and other masks.

The mentioned datasets were combined to build a very large dataset to increase the training data. Thus, it will enhance the performance of the trained model. Fig. 5 present examples of images from the collected datasets used for the training of the model.
The proposed model was trained on the combination of the collected datasets using the gradient descent algorithm. The Adam optimizer was used as a learning algorithm which is a variant of the gradient descent algorithm with many advantages. The Adam Optimizer optimizes the weights and the learning rate accordingly to achieve a better minimum of the loss function.

To evaluate the proposed Pynq-YOLO-Net, we propose to use the precision and the recall as evaluation metrics. The precision presents the percentage of relevant results and the recall presents the percentage of relevant results correctly identified. The precision and the recall are computed as (1).

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]
\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}} \quad (1)
\]

The performance of the Pynq-YOLO-Net was evaluated on the testing set which is 30% of the collected data. The Pynq-YOLO-Net achieved a Precision of 94.6% and a Recall of 95.8% for the first training process using the 32-bits floating-point representation. After compressing the model and retrained it on the same data, it achieves an accuracy of 90.7% of Accuracy and 92.3% of Recall. To find our model in the state-of-the-art, we compared against existing works. Table I present a comparison against state-of-the-art works. As shown in Table I, the proposed Pynq-YOLO-Net achieved better results than state-of-the-art works in its normal version. The compressed model achieves lower results but with the advantage of implementation on low power devices. The achieved results still good enough to generate trusted predictions.

C. Inference

The inference of the Pynq-YOLO-Net was implemented on the Pynq Z1 board. The board was connected to the internet and it was connected via an ssh node to visualize the results on the computer screen. The Pynq Z1 board is presented in Fig. 6. An operating system based on Linux kernel was loaded to the board via a pre-booted SSD card. The implementation of the Pynq-YOLO-Net on the Pynq Z1 board achieves a processing speed of 16 FPS. The achieved result can be considered as real-time processing speed. The energy consumption of the board does not exceed 5 watts.

The implementation of the proposed model on the Pynq Z1 board was divided into parts. The first part composed of the feature extraction, which is composed of the convolution layer and the bottlenecks, was implemented on the hardware to take advantage of the parallel processing of the programmable units.

The second part which is composed of the fully connected layers and the output layer, was implemented on the software because it needs more memory and less computation. The performance of the board is presented in Fig. 7.

The Pynq-YOLO-Net was tested using images that does not belong to the collected datasets to evaluate the generalization power of the model. Fig 8 present an illustration of the obtained results. The model was very effective when tested on new images which prove that it have a good generalization power.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RetinaFaceMask [19]</td>
<td>93.4</td>
<td>94.5</td>
</tr>
<tr>
<td>SSD [18]</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>Pynq-YOLO-Net (ours)</td>
<td>94.6</td>
<td>95.8</td>
</tr>
<tr>
<td>Pynq-YOLO-Net compressed (ours)</td>
<td>90.7</td>
<td>92.3</td>
</tr>
</tbody>
</table>

C. Inference

The inference of the Pynq-YOLO-Net was implemented on the Pynq Z1 board. The board was connected to the internet and it was connected via an ssh node to visualize the results on the computer screen. The Pynq Z1 board is presented in Fig. 6. An operating system based on Linux kernel was loaded to the board via a pre-booted SSD card. The implementation of the Pynq-YOLO-Net on the Pynq Z1 board achieves a processing speed of 16 FPS. The achieved result can be considered as real-time processing speed. The energy consumption of the board does not exceed 5 watts.

The implementation of the proposed model on the Pynq Z1 board was divided into parts. The first part composed of the feature extraction, which is composed of the convolution layer and the bottlenecks, was implemented on the hardware to take advantage of the parallel processing of the programmable units.

The second part which is composed of the fully connected layers and the output layer, was implemented on the software because it needs more memory and less computation. The performance of the board is presented in Fig. 7.

The Pynq-YOLO-Net was tested using images that does not belong to the collected datasets to evaluate the generalization power of the model. Fig 8 present an illustration of the obtained results. The model was very effective when tested on new images which prove that it have a good generalization power.

<p>| Table I. Comparison Against State-of-the-Art Works |
|-----------------------------------------------|-----------|----------|</p>
<table>
<thead>
<tr>
<th>Model</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RetinaFaceMask [19]</td>
<td>93.4</td>
<td>94.5</td>
</tr>
<tr>
<td>SSD [18]</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>Pynq-YOLO-Net (ours)</td>
<td>94.6</td>
<td>95.8</td>
</tr>
<tr>
<td>Pynq-YOLO-Net compressed (ours)</td>
<td>90.7</td>
<td>92.3</td>
</tr>
</tbody>
</table>
D. Discussion

The reported results prove the efficiency of the proposed Pynq-YOLO-Net for implementation in low power devices. Starting by building a lightweight CNN is a very important step to reach embedded implementations. Also, the YOLO framework was a good choice since it was designed with a focus on speed. The model compression techniques used in this work allow to reduce the size of the model and speed up the processing speed without damaging the accuracy. The choice of the size of the input images was very effective for building the convolution layers on the hardware part of the board. All those factors were correlated together to achieve an embedded implementation of the proposed model.

V. CONCLUSIONS

The coronavirus COVID-19 is a very fast-spreading disease. It is important to protect ourselves from being infected by wearing masks and respecting social distances in public environments. In this paper, we propose to build a face mask detector in public spaces to detect if people are wearing masks or not. The proposed detector was based on the YOLO framework with a lightweight backbone. The proposed model, called Pynq-YOLO-Net, was designed to be implemented on the Pynq Z1 board. To achieve this implementation, some model compression techniques was applied such as pruning and quantization. Those techniques were very effective to reduce the model size and the computation complexity. The model was implemented on both hardware and software to accelerate the inference. The achieved performance has proved the efficiency of the proposed approach for mask detection in public spaces. As future work, the model will be implemented on video surveillance systems to be tested on real conditions.

ACKNOWLEDGMENT

The author wishes to acknowledge the help of Mr. Ayachi Riadh from Laboratory of Electronics and Microelectronics at University of Monastir for assistance with implementing the proposed model.

REFERENCES


Best Path in Mountain Environment based on Parallel Hill Climbing Algorithm

Raja Masadeh 
Computer Science department  
The World Islamic Sciences and Education University  
Amman, Jordan

Ahmad Sharieh 
Mais Haj Qasem  
Computer Science department  
The University of Jordan  
Amman, Jordan

Bayan Alsaaiah
Computer Science department  
Al-Balqa Applied University  
Al-Salt, Jordan

Abstract—Heuristic search is a search process that uses domain knowledge in heuristic rules or procedures to direct the progress of a search algorithm. Hill climbing is a heuristic search technique for solving certain mathematical optimization problems in the field of artificial intelligence. In this technique, starting with a suboptimal solution is compared to starting from the base of the hill, and improving the solution is compared to walking up the hill. The optimal solution of the hill climbing technique can be achieved in polynomial time and is an NP-complete problem in which the numbers of local maxima can lead to an exponential increase in computational time. To address these problems, the proposed hill climbing algorithm based on the local optimal solution is applied to the message passing interface, which is a library of routines that can be used to create parallel programs by using commonly available operating system services to create parallel processes and exchange information among these processes. Experimental results show that parallel hill climbing outperforms sequential methods.
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I. INTRODUCTION

Hill climbing algorithm based on the local optimal solution was proposed and applied to the Message Passing Interface (MPI), which is a library of routines that can be used to create parallel programs in C, C++, and Fortran 77 by using commonly available operating system services to create parallel processes and exchange information among these processes [1]. In this algorithm, the 10 closest points around the current point are scanned, and the cost needed to go from the current point to the next point is obtained by calculating the sum of the obstacles between the current point and the 10 other points. The MPI method is used to validate the performance of the hill climbing algorithm by using parallel and distributed computing systems compared with sequential methods [2].

Hill climbing is a heuristic search technique for solving certain mathematical optimization problems in the field of artificial intelligence [3]. In this technique, starting with a suboptimal solution is compared to starting from the base of the hill, and improving the solution is compared to walking up the hill. The solution is improved repeatedly until a certain condition is maximized and becomes optimal. This technique is mainly used to solve difficult problems computationally [4].

Heuristic search is an artificial intelligence search technique and a computer simulation of thinking that utilizes heuristic for its moves [5, 6]. Heuristic search is a search process that uses domain knowledge in heuristic rules or procedures to direct the progress of a search algorithm, is utilized to prune the search space, and is adopted in applications where a combinatorial explosion indicates that an exhaustive search is impossible [7].

The objective of heuristic search is to produce a solution in a reasonable time frame that is sufficient to solve the problem at hand. This solution may not be the best of all the solutions to this problem, or it may simply approximate the exact solution, but it is still valuable because finding it does not require a prohibitively long time. For large and complex problems, finding an optimal solution path can take a long time and a suboptimal solution that can be obtained rapidly may be useful. Various techniques for modifying a heuristic search algorithm, such as hill climbing, to allow a tradeoff between solution quality and search time have been investigated [8, 9].

The optimal solution of Hill Climbing technique can be achieved in polynomial time and it is one of the NP-Complete problem that the numbers of local maxima can be the cause of exponential computational time. To address these problems parallel and distributed computing systems can be applied to Hill Climbing algorithm. Parallel and distributed computing systems are high-performance computing systems that spread out a single application over many multi-core and multi-processor computers in order to rapidly complete the task. Parallel and distributed computing systems divide large problems into smaller sub-problems and assign each of them to different processors in a typically distributed system running concurrently in parallel. MPI are one these computing systems [10, 11].

The MPI is a standardized means of exchanging messages among multiple computers running a parallel program across a distributed memory. The MPI is generally considered to be the industry standard and forms the basis for most communication interfaces adopted by parallel computing programmers. The MPI is used to improve scalability, performance, multi-core and cluster support, and interoperation with other applications [12].
The rest of the paper is organized as follows. Section II reviews works that are closely related to the hill climbing algorithm. Sections III and IV present the methodology of the new proposed algorithm and its analysis. Section V presents the experimental results. Section VI provides the conclusion.

II. RELATED WORK

Mathematicians and research scientists have found many applications that use heuristic search. The increased use of heuristic search in a wide variety of applications, such as science, engineering, economics, and technology, is due to the advent of personal and large-scale computers.

Rashid and Tao [13] presented an optimized hill climbing algorithm called parallel iterated local search with efficiently accelerated GPUs. They also tested the algorithm by using a typical case study of the graph bisection in computational science. The proposed algorithm minimizes the data transfer between two components to achieve the best performance. Then, the purpose of the parallelism control is to control the generation of the neighborhood for meeting the memory constraints and finding efficient mappings between neighborhood candidate solutions and GPU threads. The authors found through experiments that GPU computing not only accelerates the search process but also exploits parallelism to improve the quality of the obtained solutions for combinatorial optimization problem.

Jiang et al. [14] proposed an optimal power allocation (OPA) method to exert the maximum efficiency of parallel grid-connected inverters. They established the power model of every inverter and compared each model by using the equal power allocation (EPA) method. Theoretically, high overall system efficiency can be achieved using the OPA method. Then, the authors calculated the overall system efficiency with easily measurable electric parameters and realized online optimization by adopting an existing method, such as the hill climbing method. They tested the effectiveness of the proposed method by comparing it with the equivalent power allocation method. They found that the overall system efficiency of the OPA method is higher than that of the EPA method. Moreover, the system using the hill climbing method performs effectively in the dynamic process with short response time.

Kim et al. [15] performed component sizing of power sources of parallel hybrid vehicle by applying the golden section search and hill climbing algorithms. The golden section search algorithm was used in selecting a reduction gear ratio that connects the transmission to the electric motor by using the hill climbing search algorithm to find the optimal engine and electric motor sizes. The use of the hill climbing search algorithm reduces the number of simulations and simultaneously optimizes the capacity of the power source and the gear ratio of the torque coupler. The authors verified the validity of the component sizing results by comparing the global optimal solution obtained by the conventional technique with the solution obtained by the proposed optimization technique.

Robinson et al. [16] presented an improved algorithm for approximating the TSP on fully connected, symmetric graphs by utilizing the GPU. They improved an existing 2-opt hill climbing algorithm with random restarts by considering multiple updates to the current path found in parallel. Their approach has a k-swap function, which allows k number of updates per iteration. The authors showed that their modifications result in a substantial speedup without a reduction in the quality of the result by applying the k-swap method. Their experimental results showed that common assumptions in obtaining good performance for the GPU are not always true, such as saturating the GPU with blocks. Instead, for problems in which the search space can be deterministically enumerated, the number of active blocks can be limited as determined by the hardware. This property allows for reduced memory allocation. A limited amount of memory can be used because each block can allocate the amount of memory upfront.

Chen et al. [17] proposed an automatic machine learning (AutoML) modeling architecture called Autostacker, which is a machine learning system with an innovative architecture for automatic modeling and a well-behaved efficient search algorithm. Autostacker improves the prediction accuracy of machine learning baselines by utilizing an innovative hierarchical stacking architecture and an efficient parameter search algorithm. Neither prior domain knowledge about the data nor feature preprocessing is needed. The authors reduced the time of AutoML by using a naturally inspired algorithm called PHC. They demonstrated the operation and performance of their system by comparing it with human initial trails and related state-of-the-art techniques. They also confirmed the scaling and parallelization ability of their system. The authors also automated the machine learning modeling process by providing an efficient, flexible, and well-behaved system. This system can be generalized into complicated problems and integrated with data and feature processing modules.

III. METHODOLOGY

Hill climbing is a heuristic search technique for solving certain mathematical optimization problems in the field of artificial intelligence [18]. In this technique, starting with a suboptimal solution is compared to starting from the base of the hill, and improving the solution is compared to walking up the hill; the solution is improved repeatedly until some condition is maximized and becomes optimal, as illustrated in Fig. 1. This technique is mainly used for solving difficult problems computationally. It focuses on the current and immediate future states and does not maintain a search tree, thereby making it memory efficient [19].

![Hill Climbing](https://example.com/hill_climbing.png)

Fig. 1. Hill Climbing.
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Hill climbing technique can be used to solve many problems, such as network flow, traveling salesman, and 8-Queens, in which the current state allows for an accurate evaluation function [20]. This technique does not suffer from space-related issues because it focuses on the current state in which previously explored paths are not stored; nonetheless, an optimal solution can be achieved in polynomial time. However, for NP-complete problems, computational time can be exponential based on the number of local maxima [21].

Hill climbing technique comprises several phases, which start by constructing a suboptimal solution considering the constraints of the problem, followed by improving the solution by step and enhancing the solution until no more improvement is possible [22]. This technique is performed following the steps below.

1) Define the current state as initial state.
2) Loop until the goal state is achieved or no more operators can be applied on the current state.
   a) Apply an operation to the current state and obtain a new state.
   b) Compare the new state with the goal state.
   c) Quit if the goal state is achieved.
   d) Evaluate the new state with heuristic function and compare it with the current state.
   e) If the newer state is closer to the goal than the current state, then update the current state.

In the hill climbing algorithm, achieving the goal is equivalent to reaching the top of the hill.

In this research, a new hill climbing algorithm is proposed on the basis of local optimal solution. In this algorithm, the closest 10 points around the current point are scanned, and the cost needed to go from the current point to the next point is obtained by calculating the sum of the obstacles between the current point and the 10 other points. In this proposed algorithm we have designed the optimization technique as explained in the following equation:

\[
\text{Optimize Min } \left( \sum_{\text{Right Paths}=1}^{5} w_s * S + w_o * G + w_o * O, \sum_{\text{Left Paths}=1}^{5} w_s * S + w_o * G + w_o * O \right)
\]

Where \(w_s\) is the weight of the slop, \(S\) is the slop of the point, \(w_o\) is the weight of the gravity, \(G\) is the gravity at that point, \(w_o\) is the weight of the obstacles, \(O\) is the value of the obstacles.

These values will be counted for each path from right and from left. Then, the path which has the lowest cost will be selected.

The scanning approach is performed as follows:

In Table I, the current point is in red (23); each cell has a weight represented by a number. The scanning area is five paths to the right and five paths to the left.

Paths from left:
1) 23→16→16→12→16 (83).
2) 23→15→10→32 (103).
3) 23→15→16→56→20 (103).
4) 23→15→16→16→15 (85).
5) 23→15→16→16→23 (93).

Paths from Right:
1) 23→65→26→15→23 (152).
2) 23→23→15→20→32 (113).
3) 23→23→29→30→10 (115).
4) 23→23→29→28→32 (135).
5) 23→23→29→28→72 (175).

Thereafter, we decide which path should be taken depending on the minimum value among the total obstacle weights in each path. In the example above, the best path is number 1 because it has the minimum total value. Fig. 2 illustrates the Proposed Sequential Algorithm.

The above pseudocode is for sequential execution. To parallelize this algorithm, we must follow the following approach:

1) There will be a master node that will generate the matrix.
2) The master node must fill the matrix with the obstacle’s weights based on the following equation so that the algorithm can calculate the cost.

\[\text{Cost } = w_s * S + w_o * G + w_o * O\]

\(w_s\) is the weight of the slope, \(S\) is the slope of the point, \(w_o\) is the weight of the gravity, \(G\) is the gravity at that point, \(w_o\) is the weight of the obstacles, \(O\) is the value of the obstacles.

1) The master node will broadcast the matrix to all other nodes so they can work in parallel.
2) Each node will calculate its start region from bottom and its end region from top as shown in Fig. 3.
3) All the node will start working at the same time.
4) After they all finish, each node will send the best path for the master node.
5) Finally, the master node will decide which path is the best path based on what did it get from the other nodes.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PROPOSED ALGORITHM EXAMPLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>51</td>
<td>32</td>
</tr>
<tr>
<td>32</td>
<td>23</td>
</tr>
<tr>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>51</td>
<td>32</td>
</tr>
<tr>
<td>54</td>
<td>72</td>
</tr>
<tr>
<td>32</td>
<td>64</td>
</tr>
</tbody>
</table>
Let Mat [100][100];
Set StartPoint;
Let Prow = 0;
Let Check = 0;
Sub GO(ByVal rowIndex As Integer, ByVal Colindex As Integer)
    If PRow = rowIndex Then
        check = 0
        If rowIndex >= 4 Then
            Go(rowIndex - 1, Colindex + 1)
        End If
        Exit Sub
    End If
    If PRow = rowIndex Then
        check += 1
    End If
    PRow = rowIndex
    Dim arr As New ArrayList
    Dim Rounds As Integer = 4
    Dim TotalRounds As Integer = 4
    For j As Integer = Colindex To Colindex + 4
        Dim counter As Integer = 0
        Dim sum As Double = 0
        For i As Integer = rowIndex To rowIndex - Rounds Step -1
            sum += grd.Rows(i).Cells(j + counter).Value
            counter += 1
        Next
        For j As Integer = j - 1 To Colindex Step -1
            If j <> Colindex Then
                sum += grd.Rows(rowIndex).Cells(i).Value
            End If
        Next
        arr.Add(rowIndex - Rounds & "," & Colindex - TotalRounds)
        arr.Add(sum)
        Rounds -= 1
    Next
    Rounds = 4
    For i As Integer = rowIndex To rowIndex - 4 Step -1
        Dim counter As Integer = 0
        Dim sum As Double = 0
        For j As Integer = rowIndex To rowIndex - Rounds Step -1
            sum += grd.Rows(i).Cells(j - counter).Value
            counter += 1
        Next
        For j As Integer = j + 1 To Colindex
            If j <> Colindex Then
                sum += grd.Rows(rowIndex).Cells(i).Value
            End If
        Next
        arr.Add(rowIndex - Rounds & "," & Colindex - TotalRounds)
        arr.Add(sum)
        Rounds -= 1
    Next
    Dim min As Integer = arr(1)
    Dim Row As Integer = 0
    Dim Col As Integer = 0
    Dim Sign As Integer = txtDest.Text - Colindex
    Dim Right As Integer = Math.Abs(txtDest.Text - (Colindex + TotalRounds))
    Dim Left As Integer = Math.Abs(txtDest.Text - (Colindex - TotalRounds))
    Dim SelectedPath As Integer = 0
    If Right < Left AndAlso Colindex + TotalRounds < Colindex - TotalRounds + Right Then
        SelectedPath = Colindex + TotalRounds
    ElseIf Left < Right AndAlso Colindex - TotalRounds > Colindex - TotalRounds - TotalRounds Then
        SelectedPath = Colindex - TotalRounds
    Else
        Dim min = arr(11)
        For i As Integer = 1 To arr.Count - 1 Step 2
            If txtSpecific.Text = 1 AndAlso SelectedPath <> 0 Then
                If arr(i) <= min AndAlso arr(i - 1).ToString.Split(";").(1) = SelectedPath Then
                    min = arr(i)
                    Row = arr(i - 1).ToString.Split(";").(0)
                    Col = arr(i - 1).ToString.Split(";").(1)
                End If
            Else
                If arr(i) <= min Then
                    min = arr(i)
                    Row = arr(i - 1).ToString.Split(";").(0)
                    Col = arr(i - 1).ToString.Split(";").(1)
                End If
            End If
        Next
    End If
    Next
    coloring(Col, Colindex, Row, rowIndex)
    Dim endT As TimeSpan = Now.TimeOfDay
    TotalTime += (endT - start).Milliseconds
    If Row - 4 >= 0 AndAlso Col + 4 < grd.Columns.Count AndAlso Row > 0 Then
        Go(Row, Col)
    End If
    check = Not check
End Sub

Fig. 2. Sequential Pseudocode.
For example, after broadcasting the matrix to all node, each processor will choose start region and end region depending on its ID. Thus, we will divide the very last row between the processor based on the following equations to get the start region for each processor:

\[
Block\ Size = \frac{\text{Number of starting points}}{\text{Number of processors}}
\]

\[
\text{Starts From} = \text{Processor ID} \times Block\ Size
\]

\[
\text{Ends At} = \text{Starts From} + Block\ Size - 1
\]

To get the end region for each processor, we will divide the very first row in the matrix between the processors based on the following equations:

\[
Block\ Size = \frac{\text{Number of Ending points}}{\text{Number of processors}}
\]

\[
\text{Starts From} = \text{Processor ID} \times Block\ Size
\]

\[
\text{Ends At} = \text{Starts From} + Block\ Size - 1
\]

Fig. 3 illustrates this example with 10 points and 5 processors.

In the proposed system we have considered three approaches for finding the best path.

**Approach #1:** From All points below to unknown point above. In this approach the algorithm will start from each point below the hill and try to find a path depending on the discussed algorithm above, but the destination is not specified. So, the algorithm will suggest the path and will determine the destination point. To parallelize this approach each processor will start from the points in its region only.

**Approach #2:** From All points below to a specific point above. In this approach the algorithm will start from each point below the hill and try to find a path to a specific point above. To parallelize this approach each processor will start from the points in its region only.

**Approach #3:** From One point below to all points above. In this approach the algorithm will start from a specific point below the hill and try to find a path to all point above the hill. To parallelize this approach each processor will start from the specified point then it will use the End region to determine its destination based on the end region points only.

The evaluation of Hill Climbing technique used only at the current state, it does not suffer from computational space issues, where the source of its computational complexity arises from the time required to explore the problem space. The optimal solution of Hill Climbing technique can be achieved in polynomial time and it is one of the NP-Complete problem that the numbers of local maxima can be the cause of exponential computational time [23]. To address these problems proposed algorithm are applied on message passing interface (MPI) parallel and distributed computing systems with high-performance computing that spread out a single application over many multi-core and multi-processor computers to rapidly complete the task. MPI divide large problems into smaller sub-problems and assign each of them to different processors in a typically distributed system running concurrently in parallel.

In this research, Proposed Hill Climbing techniques are tested on two methods. First method is sequential that accessed code by a single thread. This means that a single thread can only do code in a specific order, hence it being sequential. Second method is MPI that is a library of routines that can be used to create parallel programs in C, C++, and Fortran77 using commonly available operating system services to create parallel processes and exchange information among these processes, as shown in Fig. 4.

The design process of MPI includes vendors (such as IBM, Intel, TMC, Cray, and Convex), parallel library authors (involved in the development of PVM, and Linda), and application specialists. The final version for the draft standard became available in May of 1994 [8].

MPI is a standardized means of exchanging messages among multiple computers running a parallel program across a distributed memory to improve scalability, performance, multi-core and cluster support, and interoperability with other applications. These programs cannot use any MPI communication routine. The two basic routines are MPI_Send, to send a message to another process, and MPI_Recv, to receive a message from another process.

![Fig. 3. Example of Parallelizing the Matrix.](image)

![Fig. 4. MPI Parallel Processes.](image)
Proposed algorithm run MPI code in IMAN1, Jordan’s first and fastest high-performance Computing resource, funded by JAEC and SESAME. It is available for use by academia and industry in Jordan and the region. In our project, we worked in a Zaina server, an Intel Xeon-based computing cluster with 1G Ethernet interconnection as shown in Table II. The cluster is mainly used for code development, code porting, and synchrotron radiation application purposes. In addition, this cluster is composed of two Dell PowerEdge R710 and five HP ProLiant DL140 G3 servers.

<table>
<thead>
<tr>
<th>TABLE II. ZAINA TECHNICAL DETAILS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server</td>
</tr>
<tr>
<td>CPU per server</td>
</tr>
<tr>
<td>RAM per server</td>
</tr>
<tr>
<td>Total storage (TB)</td>
</tr>
<tr>
<td>OS</td>
</tr>
</tbody>
</table>

IV. PROPOSED HILL CLIMBING ALGORITHM ANALYSIS

In this section, analysis of the proposed hill climbing algorithm were discussed. Variables that included in all the analysis equation are giving as follows:

Let N = Number of rows in matrix;
Let Paths = Number of scanned paths each time;
Let Points = Number of points in each path;

First; sequential analysis for best paths and parallel analysis for best paths indicate that the proposed algorithm is cost optimal based on the following equation:

A. Sequential Analysis for Best Paths

\[ TS = \frac{N}{\text{Points}} \times (\text{Paths} \times \text{Points}) = N \times \text{Paths} \]  \hspace{1cm} (1)

B. Parallel Analysis for Best Paths

Let \( P \) = Number of Processors

\[ Tp = TComm + TComp \]  \hspace{1cm} (2)

\[ TComm = t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths} + \text{Points})}{p} \right) = t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) \]  \hspace{1cm} (3)

\[ TComp = \left( \frac{N \times \text{Paths}}{p} \right) \]  \hspace{1cm} (4)

\[ Tp = t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) + \left( \frac{N \times \text{Paths}}{p} \right) \]  \hspace{1cm} (5)

C. Total Parallel Overhead

\[ T = P(t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) + \left( \frac{N \times \text{Paths}}{p} \right)) - (N \times \text{Paths}) = t_s(N) + t_w(N \times \text{Paths}) \]  \hspace{1cm} (6)

\[ \text{Speedup} = \left( \frac{N \times \text{Paths}}{t_s(N) + t_w(N \times \text{Paths})} \right) \]  \hspace{1cm} (7)

Efficiency = \[ \frac{N \times \text{Paths}}{t_s(N) + t_w(N \times \text{Paths})} \]  \hspace{1cm} (8)

Cost = \[ P(t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) + \left( \frac{N \times \text{Paths}}{p} \right)) \]  \hspace{1cm} (9)

Second; sequential analysis for all to one or one to all and parallel analysis for all to one or one to all indicate that the proposed algorithm is cost optimal based on the following equation.

D. Sequential Analysis for All to One or One to All

\[ TS = \frac{N}{\text{Points}} \times \left( \frac{\text{Path}}{2} \times \text{Points} \right) = N \times \frac{\text{Paths}}{2} \]  \hspace{1cm} (10)

E. Parallel Analysis for All to One or One to All

Let \( P \) = Number of Processors

\[ Tp = TComm + TComp \]  \hspace{1cm} (11)

\[ TComm = t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) = t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) \]  \hspace{1cm} (12)

\[ TComp = \left( \frac{N \times \text{Paths}}{p} \right) \]  \hspace{1cm} (13)

\[ Tp = t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) + \left( \frac{N \times \text{Paths}}{p} \right) \]  \hspace{1cm} (14)

F. Total Parallel Overhead

\[ T = P(t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) + \left( \frac{N \times \text{Paths}}{p} \right)) - (N \times \text{Paths}) = t_s(N) + t_w(N \times \text{Paths}) \]  \hspace{1cm} (15)

\[ \text{Speedup} = \left( \frac{N \times \text{Paths}}{t_s(N) + t_w(N \times \text{Paths})} \right) \]  \hspace{1cm} (16)

\[ \text{Efficiency} = \frac{N \times \text{Paths}}{t_s(N) + t_w(N \times \text{Paths})} \]  \hspace{1cm} (17)

\[ \text{Cost} = P(t_s \left( \frac{N}{p} \right) + t_w \left( \frac{N \times (\text{Paths})}{p} \right) + \left( \frac{N \times \text{Paths}}{p} \right)) \]  \hspace{1cm} (18)

V. EXPERIMENTS AND RESULTS

This research uses different matrix sizes that contain points that need to go from the current point to the next point in a certain matrix. The cost of moving from the current point to the next point is calculated using the sum of the obstacles between the current point and all the 10 other points. The path is decided depending on the minimum value among the total obstacle weights in each path. The proposed algorithm is tested in sequential and parallel forms coded by MPI. The results are compared in terms of efficiency and speedup ratio.

First, simple hill climbing is used to calculate the time needed to find all the best paths from a specific point to another point with the least cost from that start point. Second, the proposed hill climbing algorithm is utilized to calculate the time required to find the best path from all the points below the
matrix to a specific point above the matrix. Finally, the proposed hill climbing algorithm is adopted to calculate the time needed to find the best path from a specific point below the matrix to all the points above the matrix.

The sequential results of the proposed hill climbing algorithm are tested with various matrix sizes. The algorithm is written in C++. The experimental results are calculated with the 1 core in MPI as shown in Table III.

The MPI results of the proposed hill climbing algorithm are tested using different numbers of cores and matrices. The results are effective and efficient when the number of cores is increased due to the large size of problems that need a high degree of parallelism. Table IV and Fig. 5 show the results for all the best paths. Fig. 6 illustrates all points below a point above, and Fig. 7 presents a point below all points above.

The comparison between MPI results and sequential methods indicates that MPI is always faster and more efficient than sequential methods for different matrix sizes.

Table V presents the calculation results for speedup ratio. Fig. 8 shows the comparison of speedup ratio for all best path results. Fig. 9 reveals the speedup ratio for a point below all points above. Fig. 10 illustrates the speedup ratio for all points below to a point above.

---

**TABLE III. SEQUENTIAL RUN TIME RESULTS**

<table>
<thead>
<tr>
<th>One CPU</th>
<th>From All Points Below to Unknown Point Above</th>
<th>From All Points Below to One Point Above</th>
<th>From One Point Below to All Points Above</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 * 100</td>
<td>3.200 s</td>
<td>3.150 s</td>
<td>3.300 s</td>
</tr>
<tr>
<td>500 * 500</td>
<td>130.230 s</td>
<td>132.230 s</td>
<td>134.230 s</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>593.320 s</td>
<td>598.120 s</td>
<td>601.300 s</td>
</tr>
</tbody>
</table>

**TABLE IV. MPI RUN TIME RESULTS**

<table>
<thead>
<tr>
<th>2 CPUs</th>
<th>From All Points Below to Unknown Point Above</th>
<th>From All Points Below to One Point Above</th>
<th>From One Point Below to All Points Above</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 * 100</td>
<td>2.910</td>
<td>2.890</td>
<td>3.210</td>
</tr>
<tr>
<td>500 * 500</td>
<td>105.600</td>
<td>106.900</td>
<td>106.230</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>342.250</td>
<td>341.530</td>
<td>342.680</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>4 CPUs</th>
<th>From All Points Below to Unknown Point Above</th>
<th>From All Points Below to One Point Above</th>
<th>From One Point Below to All Points Above</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 * 100</td>
<td>2.32</td>
<td>2.13</td>
<td>2.23</td>
</tr>
<tr>
<td>500 * 500</td>
<td>39.23</td>
<td>38.32</td>
<td>39.65</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>160.2</td>
<td>158.7</td>
<td>158.32</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>8 CPUs</th>
<th>From All Points Below to Unknown Point Above</th>
<th>From All Points Below to One Point Above</th>
<th>From One Point Below to All Points Above</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 * 100</td>
<td>1.51</td>
<td>1.35</td>
<td>1.56</td>
</tr>
<tr>
<td>500 * 500</td>
<td>18.5</td>
<td>18.23</td>
<td>18.9</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>76.45</td>
<td>75.32</td>
<td>76.81</td>
</tr>
<tr>
<td>16 CPUs</td>
<td>From All Points Below to One Point Below to All Points Below</td>
<td>From One Point Below to All Points Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
</tbody>
</table>

**Fig. 5.** From All Points below to unknown Point above.

**Fig. 6.** From All Points below to One Point above Plotting.
**Table V. Speedup Results**

<table>
<thead>
<tr>
<th></th>
<th>2 CPUs</th>
<th>4 CPUs</th>
<th>8 CPUs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>1.100</td>
<td>1.090</td>
<td>1.028</td>
</tr>
<tr>
<td>500 * 500</td>
<td>1.233</td>
<td>1.237</td>
<td>1.264</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>1.734</td>
<td>1.751</td>
<td>1.755</td>
</tr>
<tr>
<td></td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>1.379</td>
<td>1.479</td>
<td>1.480</td>
</tr>
<tr>
<td>500 * 500</td>
<td>3.320</td>
<td>3.451</td>
<td>3.385</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>3.704</td>
<td>3.769</td>
<td>3.798</td>
</tr>
<tr>
<td></td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>2.119</td>
<td>2.333</td>
<td>2.115</td>
</tr>
<tr>
<td>500 * 500</td>
<td>7.039</td>
<td>7.253</td>
<td>7.102</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>7.761</td>
<td>7.941</td>
<td>7.828</td>
</tr>
<tr>
<td></td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>2.857</td>
<td>2.561</td>
<td>2.973</td>
</tr>
<tr>
<td>500 * 500</td>
<td>10.648</td>
<td>9.520</td>
<td>10.687</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>14.998</td>
<td>15.511</td>
<td>15.359</td>
</tr>
<tr>
<td></td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>3.452</td>
<td>3.221</td>
<td>3.409</td>
</tr>
<tr>
<td>500 * 500</td>
<td>21.005</td>
<td>20.989</td>
<td>20.619</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>30.194</td>
<td>29.464</td>
<td>29.621</td>
</tr>
<tr>
<td></td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>4.278</td>
<td>3.992</td>
<td>3.802</td>
</tr>
<tr>
<td>500 * 500</td>
<td>37.209</td>
<td>36.731</td>
<td>35.511</td>
</tr>
</tbody>
</table>

Fig. 7. From One Point below to All Points above Plotting.

Fig. 8. From All Points below to unknown Point above Speedup Plotting.

Fig. 9. From One Point below to All Points above Speedup Plotting.

Fig. 10. From All Points below to One Point above Speedup Plotting.
Table VI shows the calculation results for parallel efficiency. Fig. 11 presents the comparison of parallel efficiency for all best path results. Fig. 12 reveals the parallel efficiency for all points below to unknown point above. Fig. 13 illustrates the parallel efficiency for a point below to all points above.

<table>
<thead>
<tr>
<th>CPU</th>
<th>From All Points Below to Unknown Point Above</th>
<th>From All Points Below to One Point Above</th>
<th>From One Point Below to All Points Above</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 CPUs</td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>0.550</td>
<td>0.545</td>
<td>0.514</td>
</tr>
<tr>
<td>500 * 500</td>
<td>0.617</td>
<td>0.618</td>
<td>0.632</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>0.867</td>
<td>0.876</td>
<td>0.877</td>
</tr>
<tr>
<td>4 CPUs</td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>0.345</td>
<td>0.370</td>
<td>0.370</td>
</tr>
<tr>
<td>500 * 500</td>
<td>0.830</td>
<td>0.863</td>
<td>0.846</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>0.926</td>
<td>0.942</td>
<td>0.950</td>
</tr>
<tr>
<td>8 CPUs</td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>0.265</td>
<td>0.292</td>
<td>0.264</td>
</tr>
<tr>
<td>500 * 500</td>
<td>0.880</td>
<td>0.907</td>
<td>0.888</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>0.970</td>
<td>0.993</td>
<td>0.979</td>
</tr>
<tr>
<td>16 CPUs</td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>0.179</td>
<td>0.160</td>
<td>0.186</td>
</tr>
<tr>
<td>500 * 500</td>
<td>0.666</td>
<td>0.595</td>
<td>0.668</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>0.937</td>
<td>0.969</td>
<td>0.960</td>
</tr>
<tr>
<td>32 CPUs</td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>0.108</td>
<td>0.101</td>
<td>0.107</td>
</tr>
<tr>
<td>500 * 500</td>
<td>0.656</td>
<td>0.656</td>
<td>0.644</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>0.944</td>
<td>0.921</td>
<td>0.926</td>
</tr>
<tr>
<td>64 CPUs</td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>0.067</td>
<td>0.062</td>
<td>0.059</td>
</tr>
<tr>
<td>500 * 500</td>
<td>0.581</td>
<td>0.574</td>
<td>0.555</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>0.828</td>
<td>0.785</td>
<td>0.764</td>
</tr>
<tr>
<td>100 CPU</td>
<td>From All Points Below to Unknown Point Above</td>
<td>From All Points Below to One Point Above</td>
<td>From One Point Below to All Points Above</td>
</tr>
<tr>
<td>100 * 100</td>
<td>0.054</td>
<td>0.062</td>
<td>0.061</td>
</tr>
<tr>
<td>500 * 500</td>
<td>0.685</td>
<td>0.735</td>
<td>0.790</td>
</tr>
<tr>
<td>1000 * 1000</td>
<td>0.957</td>
<td>0.867</td>
<td>0.925</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

Heuristic search is a search process that uses domain knowledge in heuristic rules or procedures to direct the progress of a search algorithm. Hill climbing is a heuristic search technique for solving certain mathematical optimization problems in the field of artificial intelligence. In this technique, starting with a suboptimal solution is compared to starting from the base of the hill, and improving the solution is compared to walking up the hill. The optimal solution of the hill climbing technique can be achieved in polynomial time and is an NP-complete problem in which the numbers of local maxima can lead to an exponential increase in computational time. To address these problems, the proposed hill climbing algorithm
based on the local optimal solution is applied to the message passing interface, which is a library of routines that can be used to create parallel programs by using commonly available operating system services to create parallel processes and exchange information among these processes. Experimental results show that parallel hill climbing outperforms sequential methods.

This research uses different matrix sizes that contain points that need to go from the current point to the next point in a certain matrix. The cost of moving from the current point to the next point is calculated using the sum of the obstacles between the current point and all the 10 other points. The path is decided depending on the minimum value among the total obstacle weights in each path. The proposed algorithm is tested in sequential and parallel forms coded by MPI. The results are compared in terms of efficiency and speedup ratios.

The comparison between MPI results and sequential methods indicates that MPI is always faster and more efficient than sequential methods for different matrix sizes. Fig. 7, 8, and 9 show the comparison results for sizes 100×100, 500×500, and 1000×1000, respectively. The MPI outperforms the sequential methods; thus, the research goal is achieved.
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Abstract—The last few years witnessed a rapid increase in the use of multimedia applications, which led to an explosion in the amount of data sent over communication networks. Therefore, it has become necessary to find an effective security solution that preserves the confidentiality of such enormous amount of data sent through unsecure network channels and, at the same time, meets the performance requirements for applications that process the data. This research introduces a high-speed and secure elliptic curve cryptosystem (ECC) appropriate for multimedia security. The proposed ECC improves the performance of data encryption process by accelerating the scaler multiplication operation, while strengthening the immunity of the cryptosystem against side channel attacks. The speed of the encryption process has been increased via the parallel implementation of ECC computations in both the upper scalar multiplication level and the lower point operations level. To accomplish this, modified version of the Right to Left binary algorithm as well as eight parallel multipliers (PM) were used to allow parallel implementation for point doubling and addition. Moreover, projective coordinates systems were used to remove the time-consuming inversion operation. The current 8-PM Montgomery ECC achieves higher performance level compared to previous ECC implementations, and can reduce the risk of side channel attacks. In addition, current research work provides performance and resources-consumption analysis for Weierstrass and Montgomery elliptic curve representations over prime field. However, the proposed ECC implementation consumes more resources. Presented ECCs were implemented using VHDL, and synthesized using the Xilinx tool with target FPGA.
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I. INTRODUCTION

Elliptic Curve Crypto-system (ECC) is a type of public key cryptosystems that depend on the discrete logarithm problem for elliptic curves. It has been introduced by Miller and Koblitz in 1985 [1,2]. Since that date, it has been widely used in many security applications due to its reliability and efficiency. By using much shorter key length, ECC can provide equivalent security level to that obtained by other asymmetric ciphers such with consuming less time and resources, which made it very efficient for multimedia applications that need to provide the security services for huge amount of data in the shortest possible period of time and, of course, with the least amount of resources consumed.

A variety of ECC representations over GF(p) and GF (2^n) were presented and used for different elliptic curves applications. First, ECC represents the plaintext as a point on an elliptic curve. Then, it encrypts the plaintext by performing a number of arithmetic operations over finite fields. ECC computations can be categorized into upper and lower layers. The upper layer’s computations are mainly point doubling and point addition operations, which are performed by the scaler multiplication operation. It is worth mentioning here that the scaler multiplication is the key operation in ECC encryption process. On the other hand, lower level of computations includes addition, multiplication, and inversion operations. The latter is the most time-consuming operation [3].

Previous research works focused on improving the performance and security of ECC encryption. These works studied several possible techniques to accelerate the encryption process by speeding up scaler multiplication operation as well as increasing the cryptosystem immunity against side channel attacks such as simple time (STA) and simple power (SPA) attacks. The major performance improvement techniques include the use of projective coordinates to avoid the costly inversion operation and the parallel implementation of ECC arithmetic computations, especially in the lower level [1-5].

The current research utilizes both the use of projective coordinates and the inherited parallelism in ECC computations, and perform these computations in parallel for both upper and lower computational layers. This is achieved by using parallel hardware components, which are multipliers and adders. In addition to performing the lower level computations in parallel, this study implements the upper layer’s operations in parallel to achieve higher speed for encryption process. In particular, proposed ECC performs the two main operations (point
doubling and point addition) in scaler multiplication in parallel. This plays crucial role in increasing the speed of scaler multiplication and thus ECC encryption.

In order to enable parallel implementation of point doubling and point addition operations, the current ECC uses modified version of the Right to Left binary algorithm (RLA), which is widely used to perform scaler multiplication. The modified RLA has the ability to apply both operations in parallel once required. This is obtained by assigning an independent variable to save the point operations result of certain iteration of the RLA and use it for point addition in the next iteration. To accomplish optimum performance, proposed ECC uses eight parallel multipliers (8-PM).

The parallel ECC implementation can be realized by using parallel hardware components for hardware implementations, and the known multithreading technique for software implementations [6-8]. This research uses hardware implementations because they are faster and more secure than software implementation for ECC.

Several projective coordinates systems are studied and implemented in this research to achieve greater speed for ECC encryption. Moreover, the main ECC representations over GF(p) are implemented to study their characteristics in terms of performance and security. It should be mentioned that proposed ECC implementation strengthen the security against SPA and STA.

The core contribution of this research is represented by developing a novel and fast ECC using modified version of the RLA. The proposed ECCs utilize the maximum parallelization levels for both Montgomery and Weierstrass curves to achieve optimum performance.

Results showed that the use of proposed RLA to implement ECC operations improved the speed of the encryption considerably. Such ECC designs and implementations are highly recommended for securing applications that need a high-speed ECC, such as multimedia applications.

The remaining parts of this article are the background and related works, ECCs computations and architectures, Results and analysis, and conclusion.

II. BACKGROUND AND RELATED WORKS

ECC is a public key cryptography that can be used to provide different security services including confidentiality of data transmitted over communication networks. ECC supper passes other public key cryptosystems because it can provide equivalent security level with using much shorter key size, which represents considerable improvement in terms of performance and resources consumption [1,6].

Scaler multiplication is the main operation in ECC encryption, and it consists of two operations: point doubling and point addition. Several algorithms were used to perform scaler multiplication. It can be noticed that scaler multiplication algorithms use iterative approach to perform point operations, which leads in the end to converting the plaintext to the ciphertext [1, 7-9].

ECC computations performed during scaler multiplication are called upper level computations. The Binary method, the Non Adjacent Form (NAF), and the Montgomery ladder are the main algorithms used to apply ECC scaler multiplication. These algorithms vary in performance and security. The RLA is a form of the binary algorithm which is intensively used for ECC encryption due to its security advantages and the ability to withstand against side channel attacks [10-12].

The RLA, scans the binary bits of the key and always performs point doubling operation regardless the value of the key bit. If the value of the bit is one, the point addition operation is performed as well. Therefore, the RLA assumes that, on average, the point addition operation is executed half times of point doubling during the entire scaler multiplication. However, previous ECC that uses standard RLA implements point operations sequentially, which increases the critical path delay of scaler multiplication [13, 14].

Point doubling is the dominating operation in scaler multiplication. In this operation, the elliptic curve point is added to itself, while in point addition, two different points are added. Computations performed within each point doubling and addition operation are called lower level of computations, which represent arithmetic operations over finite fields. Those operations are mainly modular multiplication, addition, and inversion operations [2-6].

The inversion is the most time-consuming operation in elliptic curve cryptography. Previous researches suggested to use projective coordinates instead of affine coordinates to eliminate the inversion operation by converting it to consecutive multiplications. This played important role in reducing the time delay of scaler multiplication operation. Several projective coordinates systems were presented including homogenous, López-Dahab, and Jacobean coordinates systems [5, 6, 14-18].

Since its first introduction in 1985, different elliptic curves forms over GF(p) were presented [1-3, 16-20]. Some curves such Montgomery, and Tripling Oriented curves have less computational complexity in comparison with other curves such as Weierstrass and Binary Edwards. Thus, particular types of elliptic curves can reduce the time delay for the scaler multiplication operations. This made the curves with lower computational complexity more suitable for security applications that require high-speed cryptosystem [21-23].

The majority of researches in this field focused on hardware implementations of ECC since they are faster and more secure than software implementations. Researchers studied the effect of using the different projective coordinates systems with the main forms of elliptic curves. The majority of previous research works studied the performance and resources-consumption of Weierstrass curve over GF(p) [7-9].

Researchers found that the homogenous projection system (X/Z, Y/Z) accomplished the highest performance levels when implemented with many GF(p) elliptic curve representations; including [8, 11, 12-21]. On the other side Jacobean and López-Dahab coordinates showed better performance when used with other types of elliptic curves. The performance or speed of ECC is usually estimated by the number of sequential
multiplication (SM) and addition (SA) levels consumed by point doubling and point addition operations [7, 9-10].

In addition to using projective coordinates, researchers used specific hardware components such as Montgomery multiplier to increase the speed of ECC operations [8].

However, the majority of previous researches studied the use of usual serial implementation of ECC computations, in which only one multiplication or addition operation is performed in every level of computations. Although, serial ECC implementation consumes the least possible resources, it cannot satisfy performance requirements for applications that need to provide the confidentiality of many data streams simultaneously as in multimedia applications [20-23]. A high-performance cryptosystem is in demand to satisfy the requirements of many emerging cloud services technologies such as the framework presented in [31], which aims to provide secure environment for cloud infrastructures that allows to serve clients in efficient and secure way.

Another study developed hardware implementations for Weierstrass ECC over GF(2⁵). The presented fast ECC is suitable for smart card implementations [25]. In [26], researchers introduced Weierstrass ECC, which uses the López-Dahab projective coordinates to eliminate the costly inversion operation.

In [24], authors developed Weierstrass ECC design that can support both types of finite fields. However, the results obtained from proposed ECC showed that it needs extra memory resources.

Recent research studies proposed parallel implementations of ECC computations to increase the speed of encryption process. Actually, this technique improved ECC performance, but with consuming more resources [10, 13-23]. It should be highlighted that the inherited parallelism in elliptic curve computations make it possible to perform lower level operations in parallel manner, which shortens the time delay of the scaler multiplication [19].

In addition to improving the performance, parallel ECC implementation can strengthen the security of the cryptosystem against the STA and SPA. Furthermore, using parallel ECC designs considerably enhance the area×time-consumption² (AT²) factor [20-23].

Authors in [10] developed parallel hardware designs for Weierstrass ECC over GF(p). Homogenous projective coordinates were used to remove inversion operation. The ECC implementation with four parallel multipliers (4-PM) consumed the least time for the encryption process. However, with consuming more resources compared to usual serial ECC implementation. Similar parallel ECC implementation over GF(2⁵) was presented in [14]. This study found that using Jacobean projection with Weierstrass curve obtained shorter time-delay compared to other projective coordinate systems.

Another ECC implementation that uses Weierstrass curve over GF(2⁵) was proposed in [15]. Although it provided considerable trade-off between performance and power consumption, the presented ECC implementation has low system utilization level, which is necessary for efficient ECC [10].

Many ECC design introduced in previous researches [10, 12, 14, 15] worked on the standard Weierstrass elliptic curve representation, while there are many elliptic curve representations that have not been sufficiently studied. Furthermore, parallel ECC implementations in the aforementioned studies consume additional resources and area. Therefore, they are not appropriate for applications with limited resources.

Other research works provided different ECC design choices by using variable degree of parallelism to mitigate the problem of resources consumption. In other words, researchers studied and implemented all possible ECC design schemes that provided significant trade-off between performance and resources consumption. These research efforts aim to introduce a variety of ECC designs that can satisfy the requirements of several security applications in terms of performance and resources-consumption [17-23].

A number of parallel ECC design schemas over GF(p) were introduced in [17]. Proposed designs used variable degrees of parallelism for ECC computations. Experimental results showed that the 4-PM design achieved the shortest time delay for ECC point addition, which is estimated by four SMs. Other researchers [19] studied the use of variable degrees of parallel designs to increase the speed of point doubling operation. Experiments of both researches found that Weierstrass ECC accomplishes the highest performance level when implemented using four PMs and homogenous coordinates system. Other presented design schemes in [17, 19] provide important trade-off between area and performance, which could be useful for a variety of elliptic curves applications.

Few research works investigated the parallel implementation of ECC forms. In [22] authors analyzed the performance and resources-consumption levels of Montgomery elliptic curve over GF (p) when implemented using different projective coordinates and parallel hardware designs. A set of design choices for Montgomery ECC were presented. Experimental results illustrated that the 2-PM design accomplished the best trade-off between area and performance, where the 4-PM ECC obtained the highest speed for encryption process.

Similar research works studied the characteristics of Tripling Oriented ECC when implemented using different degrees of parallelism [23].

Authors in [20] and [21] used similar methodology to study the performance and cost features of Binary Edward and Edward elliptic curves respectively. Experiments showed that the greatest speed level of Edward ECC can be reached using the 5-PM design. On the other side, Binary Edward ECC accomplished the shortest time delay when implemented using the 7-PM design. Homogenous projective coordinates system represented best choice for both forms since it involves less arithmetic computations than other projections.
The vast majority of the previous studies used the known Binary method to apply the ECC scaler multiplication. It should be mentioned here that recent few researches investigated the use of other algorithms to process ECC point operations.

Authors in [29] used the NAF algorithm and parallel hardware designs the perform ECC upper level of computations. The results of that research proved that the use of NAF algorithm to perform Montgomery ECC operations can reduce the time delay of the encryption process considerable in comparison with usual Binary method. These outcomes are supported by the fact that NAF algorithm requires performing less number of point addition operations during the scaler multiplication.

Another ECC implementation that uses NAF algorithm was reported in [30]. Researchers studied possible improvement for both Edward and Binary Edward ECCs using parallel hardware designs as well as the NAF algorithm for scaler multiplication. It was found that NAF algorithm can enhance the performance of the encryption process compared to parallel ECC implementations using Binary method. However, the Montgomery ECC presented in [29] remains ahead of the later ECCs developed by [30] in terms of performance.

In [32], researchers presented secure ECC suitable for compact devices by using a modified addition formula for usual RLA. Although proposed method needs less space complexity, the time delay of the encryption process was increased because of using affine coordinates. This makes it unable to satisfy the performance requirements for many web applications. Another promising research work tried to accelerate ECC computations using a modified approach for the Montgomery ladder algorithm [33]. However, the proposed algorithm did not utilize inherited parallelism in the different levels of computations in the encryption process, which is essential to develop high speed crypto processor. Moreover, ECCs presented in [32-33] are vulnerable to side channel attacks.

The research works toward improving the speed and security of ECC needs to give more attention to the development of fast and secure algorithms that benefit from the fact that encryption’s computations can be implemented in parallel in both the upper and lower levels of operations.

The current research work proposes a modified version of the RLA that enables parallel implementation of the upper level of computations for ECC represented by point addition and point doubling operations. In addition, proposed ECC implementations utilize the inherited parallelism of the lower level of computations for ECC represented by arithmetic computations over GF(p). This research analyzes the performance and resources consumption level of the major types of elliptic curves, which are Weierstrass, Edward, and Montgomery curves. The use of different projective coordinates systems is also investigated to find the most suitable ECC design for applications that need high-performance cryptosystem such as multimedia applications.

The next section presents the research methodology followed in this study to obtain the research outcomes.

III. RESEARCH METHODOLOGY AND METHODS

The research methodology used to conduct this study is depicted in Fig. 1.

It can be noticed from Fig. 1 that the research methodology of the current study is divided into three phases, as follows:

- Preparation of elliptic curve computational schemes,
- Improving the speed of ECC’s lower level of computations, and
- Improving the speed of ECC’s scaler multiplication (upper level of computations).

In the first stage, the main research efforts focused on studying the key ECC representations over GF(p). According to security, and computational complexity features, three forms of elliptic curves were chosen for implementation in the current research. These forms are Weierstrass, Edward, and Montgomery curves.

In addition to selecting the elliptic curves forms, the use of different projective coordinates systems was investigated. In particular, the computations of point doubling and point addition operations for each ECC form were performed using different projection. The use of projective coordinate avoids the need for the time-consuming inversion operation. Inversion is converted to a number of multiplications. This contributes in reducing the time delay of the lower level of computations. The projective coordinates implemented in this study are homogenous, López-Dahab, and Jacobean systems.

The research work toward improving the speed and security of ECC needs to give more attention to the development of fast and secure algorithms that benefit from the fact that encryption’s computations can be implemented in parallel in both the upper and lower levels of operations.

The current research work proposes a modified version of the RLA that enables parallel implementation of the upper level of computations for ECC represented by point addition and point doubling operations. In addition, proposed ECC implementations utilize the inherited parallelism of the lower level of computations for ECC represented by arithmetic computations over GF(p). This research analyzes the performance and resources consumption level of the major types of elliptic curves, which are Weierstrass, Edward, and Montgomery curves. The use of different projective coordinates systems is also investigated to find the most suitable ECC design for applications that need high-performance cryptosystem such as multimedia applications.

The next section presents the research methodology followed in this study to obtain the research outcomes.
The last step in the first stage involves analyzing the performance or time consumption level for the ECC computations. Such analysis aims to find the most efficient projective ECC that has the least computational complexity. This is essential for the process of developing a high-speed ECC for different security applications.

At the second stage of this work, researchers performed ECC’s lower level of computations using different degrees of parallelism in order to reduce the time delay for finite fields arithmetic included in each point doubling and addition. The ECC design or computational scheme that gives the shortest possible time delay for each ECC form is then implemented using parallel hardware designs. Performance and resources-consumption features for ECCs are thoroughly analyzed and studied.

It should be mentioned that the performance of proposed ECCs is estimated using the number of sequential multiplication levels consumed during point doubling or point addition operation. On the other side, resources consumption is estimated by the number of parallel hardware components needed for each design.

In the final stage of this research, a modified version of RLA is used to apply scaler multiplication. This modification allows to perform point addition in parallel to point doubling via saving the results of the previous RLA’s iteration in a separate variable, and then it is added to the current elliptic curve point, while performing the point doubling computations.

In other words, researchers parallelized the ECC’s upper level of computations to accomplish the maximum speed for encryption process. Such ECC implementation increases the performance but needs more resources to apply ECC computations.

Proposed ECCs will be first studied theoretically by observing the parallel computational schemes and estimating the time and resources consumption levels. Then, presented ECCs are implemented using the Xilinx tool to find out, more accurately, the time and resources consumed for encryption process.

In addition to performance, other factors that are important to determine the efficiency and appropriateness of ECC are investigated. Those factors include the area × time (AT), area × time² (AT²), and hardware/system utilization.

The next section of this research illustrates the computations and hardware designs for proposed ECCs.

IV. COMPUTATIONAL SCHEMES AND DESIGNS FOR HIGH-SPEED ECCS

This section presents the equations of the main ECC forms studied in this research as well as the points computations involved in ECC encryption process.

In addition, this section shows computational schemes for each curve and the parallel hardware designs needed to perform ECC computations.

The modified version of RLA used in scaler multiplication is illustrated as well.

A. ECC Points Computations

The two main operations in ECC scaler multiplication are point doubling and point additions. The key difference in the computations of the two operations is in finding the slope (m), which is the derivation of elliptic curve equation.

For point addition the calculation of m is similar for all ECC forms over GF(p), while in point doubling the slope differs from one form to another. Equations required to compute the slope for point doubling and point addition operations are presented in (1) and (2), respectively. For more information about calculating the slope for ECC point operations, the reader may refer to [27-29].

In point doubling, the slope (m) =

\[
\frac{dy}{dx} = \frac{3[x^2 + 2ax + 1]}{2y} \tag{1}
\]

In point addition, the slope (m) = \((y_2 - y_1)/(x_2 - x_1)\) \tag{2}

It can be noticed that elliptic curve points are represented by x and y coordinates. In point doubling (3), the elliptic curve point is added to itself where in point addition (4), to different points are added. The result is a third point \(P_3(x_3, y_3)\) on an elliptic curve, which can be computed as follows:

\[
x_3 = m^2 - x_1 - x_2 \tag{3}
\]

\[
y_3 = m(x_1 - x_3) - y_1 \tag{4}
\]

This research studies two major forms of elliptic curves, which are Weierstrass, and Montgomery curves represented in equations (5) and (6), respectively. These curves are very important because the Weierstrass curve is the most used form for ECC cryptographic operations, while the Montgomery curve is distinguished from its counterparts in terms of the degree of complexity for ECC computation, which may lead to the development of high-speed cryptosystem.

\[E: Y^2 = X^3 + aX + b \tag{5}\]

where a and b belong to GF (p) and \(4a^2 + 27b \neq 0\).

\[by^2 = x^3 + ax^2 + x \tag{6}\]

where a, b belong to GF (p), and with \(b(a^2 - 4) \neq 0\).

According to previous studies, homogenous projective coordinates \((X/Z, Y/Z)\) achieve the least computational complexity for points operations in the above mentioned elliptic curve forms represented by equations (5), and (6) [25-30].

Using projective coordinates, the elliptic curve points are represented by three coordinates, which are \(x, y, \) and \(z\).

In Montgomery ECC, the result of point doubling can be calculated as follows:

The slope \(M = \frac{3x^2 + 2axz + z^2}{2byz}\)

\[X_3 = (2bYZ)[(3X^2 + 2axz + Z^2)^2 - 8b^2Y^2ZX] \]


\[ Y_3 = (3X^2 + 2aXZ + Z^2)[12b^2YZX - (3X^2 + 2aXZ + Z^2)^2] - 8b^3Y^4Z^2 \]

\[ Z_3 = (2bYZ)^3 \]

The result of point doubling operation for Weierstrass is another point represented by the three coordinates \( x_3, y_3, \) and \( z_3 \), as follows:

\[
M = \frac{3x^2 + az^2}{2yz}
\]

\[ X_3 = 2YZ \ast [(3X^2 + aZ^2)^2 - 8XYZ^2] \]

\[ Y_3 = (3X^2 + aZ^2) \ast [12XYZ^2 - (3X^2 + aZ^2)^2] - 8Y^4Z^2 \]

\[ Z_3 = 8Y^3Z^3 \]

It can be noticed that the slope (M) depends on the elliptic curve equation, while in point addition the calculation of the slope does not relate to the elliptic curve equation. Therefore, point addition computation is similar for all curves using the homogenous projection, and can be computed as follows:

\[
M = \frac{Y_1Z_2 - Y_2Z_1}{X_1Z_2 - X_2Z_1}
\]

\[
X_3 = (X_1Z_2 - X_2Z_1) * [Z_1Z_2 * (Y_1Z_2 - Y_2Z_1) - (X_1Z_2 + X_2Z_1) * (X_1Z_2 - X_2Z_1)Z_2^2]
\]

\[
Y_3 = \left\{ \begin{array}{l}
(Y_1Z_2 - Y_2Z_1) * X_1Z_2(X_1Z_2 - X_2Z_1)^2 - \\
\left(Z_1Z_2(Y_1Z_2 - Y_2Z_1)^2 - (X_1Z_2 + X_2Z_1) \ast (X_1Z_2 - X_2Z_1)^3\right) - \\
Y_1Z_2 * (X_1Z_2 - X_2Z_1)Z_2^3
\end{array} \right.
\]

\[ Z_3 = Z_1Z_2 * (X_1Z_2 - X_2Z_1)^3 \]

In order to find the result of point doubling and point addition for each curve, a number of arithmetic operations, such as modular multiplication and addition over GF(p), should be performed. The required computations for point doubling and addition are called computational scheme for certain ECC and they play important role in determining the performance of the cryptosystem.

The next section presents the computational schemes for proposed Weierstrass and Montgomery ECCs as well as the hardware designs needed to implement them.

\section*{B. ECC Computational Schemes and Hardware Designs}

The computational scheme for ECC is the series of modular multiplication, addition, and subtraction operations required to perform point doubling and addition operations and hence calculating the values of \( x_3, y_3, \) and \( z_3 \) presented in the previous section.

Usually, ECC computations are implemented sequentially using hardware components, which are multipliers (M) and adders (A). In this research, all possible parallelization levels for performing ECC computations were investigated to find out the parallelization level that obtains the shortest time delay.

Table I presents the estimated performance levels for both Weierstrass and Montgomery ECCs when implemented using different parallelization levels as well as the required hardware devices for each implementation.

As can be noticed from Table I, the performance of ECC implementation is estimated by the number of sequential multiplication (SM) and sequential Addition (SA) levels required to perform point doubling operation. It is worth mentioning that the time consumed by SAs is neglected compared to SMs. So, the later will be the main factor used to estimate the time-consumption of ECC.

It is obvious that the 4-PM implementation for Montgomery ECC achieves the shortest time delay estimated by three SMs and three SAs. Similar performance was reported by Weierstrass ECC implementation but with using higher degree of parallelism, and hence more resources. In particular, the 5-PM Weierstrass ECC implementation can get comparable performance level to that obtained by Montgomery curve using 4 PMs.

Theoretical results showed that the use of more than 4 PMs for Montgomery ECC has no impact on the performance level. The same applies for the 5-PM ECC implementation for Weierstrass curve. In other words, the performance level is saturated at this degree of parallelism and cannot be improved further by adding more parallel Ms and As.

Experiments showed that the use of parallel hardware components is controlled by the inherited parallelism in ECC computations for both curves. For example, no additional parallel computations for Montgomery ECC point doubling can be performed in the first SM level, which involves five parallel multiplication operations. In order to start the second level’s computations, the crypto processor needs to obtain the results of the first level, and so on.

Although other ECC implementations presented in Table I requires less resources because of the use of less number of hardware components, it seems that they consume greater time to perform point doubling. This research focuses on ECC implementations that score the highest possible performance level.

Similarly, Table II presents the theoretical results for studying the performance and resources consumption for ECC point addition. It is worth remembering here that the computations of point addition are similar for all ECC forms.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{ECC Curves Form} & \textbf{Hardware Design} & \textbf{Parallel Hardware Units} & \textbf{Sequential multiplication and addition levels} \\
\hline
\textbf{ECC Point Addition for Montgomery and Weierstrass Curves} & Serial Design & 1M, 1A & 16 SM, 6 SA \\
& 2-PM & 2M, 2A & 8 SM, 5 SA \\
& 3-PM & 3M, 2A & 6 SM, 5 SA \\
& 4-PM & 4M, 3A & 4 SM, 4 SA \\
& 5-PM & 5M, 3A & 4 SM, 4 SA \\
\hline
\end{tabular}
\end{table}
It can be noticed from Table II that the 4-PM ECC implementation for point addition can achieve the shortest time delay estimated by four SM and four SA levels. Using higher degrees of parallelism has no positive impact on the performance as can be seen from the table.

Other presented ECC implementations represent a considerable trade-off between performance and time-consumption. This could benefit the purpose of developing efficient ECC for different security applications in accordance with required speed and the limitations on available resources. This research concerns the high-speed ECC implementations appropriate for multimedia security applications.

Fig. 2 and 3 present the parallel hardware designs of the computational schemes for high-speed ECCs using Montgomery and Weierstrass curves over GF(p), respectively.

Note that only the hardware designs that provide the shortest time delay are introduced, which the 4-PM and 5-PM designs for Montgomery and Weierstrass ECCs, respectively.

It should be highlighted here that the time consumed by one SM level is equivalent to the time consumption of one multiplication operation regardless how many multiplications are performed in that level.

For example, the first level SM level in Weierstrass ECC involves five multiplications. In despite of that, it consumes similar time to that needed for one multiplication operation. This represents a great benefit in terms of performance that can be achieved using parallel hardware implementation for ECC.

Fig. 4 shows the parallel hardware design for the computational scheme of ECC point addition operation. This design applies for both elliptic curves studied in this research.
The results of point addition can be obtained after performing four SM and four SA levels.

As can be seen from Fig. 2, 3, and 4, the parallel implementation of the lower level of computations for ECC can improve the performance greatly. In addition, the next section presents the modified version of RLA, which allows the parallel implementation of upper level of computations for ECC. This contributes in accelerating the scalar multiplication even further.

C. Modified Implementation of RLA

This section introduces an implementation of a modified version of known RLA for scalar multiplication, which is the main operation in ECC encryption process. The current proposed implementation allows to perform the upper level computations, represented by point doubling and point addition operations in parallel once required during scalar multiplication. The modified version of RLA is depicted in Fig. 5.

As can be noticed from Fig. 5, the inputs to the RLA are as follows:

- P which is a point on an elliptic curve E. The point P represents the original plaintext.
- K is the scalar represented by a series of binary bits (from 0 to n-1). N is the key length.

Outputs of RLA is another point (Q), which represents the encrypted message. Q is the result of scalar multiplication operation ([k]P).

At the beginning of the algorithm, three elliptic curve points are defined, as follows:

- \( R_0 = O \), which is used to save the result of point addition during the scalar multiplication.
- \( R_1 = P \), which is used to save the result of point doubling during the scalar multiplication.
- \( J = P \), which is additional elliptic curve point used for temporary saving the value of \( R_1 \) of previous iteration in scalar multiplication.

The RLA depends on the iterative approach and starts by scanning the binary bits of \( k \) from right to left.

For each bit in \( k \), if the value of \( k_i \) equals one then both point addition and doubling operations are performed. Otherwise, only the point doubling operation is performed.

Note that the variable point \( J \) is used in each iteration to save the value of \( R_1 \) obtained from the previous iteration of scalar multiplication. Then, \( J \) is used to perform the point addition operation in the current iteration. Thus, the point addition does not require the current value of \( R_1 \) which is being calculated by point doubling operation. In other words, both operations become independent and the can be processed in parallel manner.

The use of proposed modified version of RLA allows to perform the upper level computations of ECC in parallel to reduce the time delay of scalar multiplication and hence improve the performance of the cryptosystem.

In order to implement point doubling and point addition operations in parallel, extra hardware resources are needed. In particular, eight PMs are required for Montgomery curve. The 8-PM ECC design allows to perform the four parallel multiplications included in each point doubling and point addition as illustrated in Fig. 2 and 4. If the value of \( k \) is zero, only the point doubling is performed which makes four out of eight multipliers idle as this iteration. On the other hand, the Weierstrass ECC needs nine PMs to implement point operations in parallel. Five PMs for point doubling and four PMs for point addition as clarified in Fig. 3 and 4. The 8-PM and 9-PM designs accomplish the highest performance level for Montgomery and Weierstrass ECCs, respectively.

It should be mentioned here that the time complexity of proposed RLA is estimated by \( O(n) \), where \( n \) is the size of inputs key or the number of binary bits of the key. This means it takes linear time complexity, which can satisfy required performance level for many applications.

Another advantage of using the proposed ECC is that it can increase the immunity of the cryptosystem against side channel attacks such the known STA. Each iteration of the modified RLA consumes approximately similar time regardless the value of the binary bit of the scalar \( k \). This is because both operations are conducted in parallel if the value is one. So, the attacker cannot reveal the value of the binary bit \( k_i \) in each iteration by analyzing the time consumed. In this way the secret key, represented by the binary bits' vector of the scalar \( k \), is kept confidential and cannot be exposed to the attacker by using the SPA.
On the other side, usual ECC implementations that use serial design implements point doubling and addition operations sequentially. This enables the attacker to trace the time consumed by certain iteration of the scalar multiplication operation and thus determining whether one or two operations have been performed by that iteration. Thus, it is possible to infer the values of the key bits by observing and analyzing the time consumption of RLA’s iterations.

As mentioned previously, the current research work aims to develop secure and high-performance ECC that can encrypt/decrypt huge amount of data within the least possible time.

The next subsection describes the hardware implementation environment for proposed ECCs.

D. Implementation Environment

This research work seeks to develop high-speed ECC using hardware implementation. Thus, experiments conducted in this study investigates possible hardware design choices and analyzes the time delay and resources consumption for proposed hardware implementations. For this purpose, this study uses the popular hardware description language VHDL to implement proposed designs. The code for each proposed ECC is written in VHDL and then simulated using the ModelSim tool for validation purposes.

Authors used the standard carry save multiplier and carry save adder to perform field arithmetic operations for elliptic curve.

In order to simulate and synthesize suggested ECC implementations and obtain performance and resources-consumption results, researchers also use the Xilinx tool with the target FPGA (Field Programmable Gate Array) chip family chosen to be virtex5 (XC5VLX30).

The next section presents and analyzes the implementation results for proposed Montgomery and Weierstrass ECCs.

V. RESULTS AND ANALYSIS

This section discusses the performance and resources consumption results for proposed ECCs in the current research.

Researchers observed the architectures of the proposed ECC implementations for Weierstrass and Montgomery forms. It can be noticed from previously presented hardware designs in Fig. 1 and 3 that such design requires eight parallel multipliers to implement the Montgomery ECC point doubling and point addition operations in parallel manner. In particular, four parallel multipliers are needed for each operation.

The Weierstrass ECC designs presented in Fig. 2 and 3 needs nine parallel multipliers; four for point addition and five for point doubling.

The required hardware resources, the estimated time consumption for point doubling and point addition as well as the overall time delay for the scalar multiplication are shown in Table III. It also shows the AT and AT² cost factors.

It should be mentioned here that time consumption for proposed ECCs is estimated in terms of the number of SM levels consumed by each point operation. The overall time consumption is calculated using the following equation:

\[ \text{Overall time} = (\text{No. SMs for point doubling}) + (0.5 \times (\text{TIME OF POINT ADDITION})) \]  

(7)

The RLA assumes that point addition happens in half the number of the binary bits for the scalar (k). So, the time of point addition is multiplied by 0.5 in the above equation.

Remember that point doubling and addition are performed in parallel and the point addition consumes one SM level more than point doubling. Therefore, if the binary bit of k equals one, the time consumed is equivalent to the time of point doubling plus one SM level. The time delay of one SM is about one third the time allocated for point doubling operation as can be seen from Fig. 2 and 3. It can be estimated by \((0.33 \times \text{TIME OF POINT DOUBLING})\). Therefore, equation (7) can be written as follows:

\[ \text{Overall time} = (\text{No. SMs for point doubling}) + (0.5 \times (0.33 \times (\text{No. SMs for point doubling}))) \]  

(8)

Table III shows performance and area consumption features for the proposed Montgomery and Weierstrass ECCs. This research uses the modified version of RLA to apply point doubling and point addition operations in parallel as depicted in Fig. 4. The 8-PM ECC for Montgomery curve scores the shortest time delay, estimated by 3.5 multiplication cycles. It also achieves the best AT² results compared to other ECC implementations presented in Table III. It is worth mentioning that the AT² factor focuses more on the time delay and it should be considered very important for developing high-speed ECC. Results showed that proposed 9-PM Weierstrass ECC achieves similar performance level but with consuming more resources.

It can be noted from Table III that proposed Montgomery and Weierstrass ECCs outperform their counterparts that use normal RLA in terms of performance. However, they consume more resources to enable the parallel implementation of the upper level of computations for the scalar multiplication operation.

Table III presents estimated results obtained by studying proposed ECC designs and analyzing their time delay and resources consumption features.

This research provides hardware implementation for proposed ECCs using the modified RLA. Implementation results show actual performance and resources consumption levels for Montgomery and Weierstrass ECCs when implemented using 8-PM and 9-PM designs. Obtained results are then compared with the corresponding ECC implementations that use usual RLA.

The performance is the most important factor to be considered when developing a high-speed ECC. It is assessed using the time required to perform the scalar multiplication operation (TKP), which can be computed through the following four steps of calculations.
In the first step, we need to calculate the time consumption of one multiplication ($T_M$) operation by using the following equation:

$$T_M = (\text{cycles/bit}) \times m \times \text{clockperiod}$$  \hspace{1cm} (9)

where $m$ is the key size. The current research experiments implement proposed ECCs using the key sizes of 256 bits, 512 bits, and 1024 bits.

For example, by using equation (9), the $T_M$ can be computed as follows:

$$T_M = 1 \times 256 \times 9.079 = 2324.224 \text{ nano sec}$$

Remember that in our proposed parallel ECC implementations the time consumption of one multiplication operation equals the time consumed by an entire SM level ($T_{SM}$).

Secondly, compute the time consumption for each point doubling and point addition operation, which represent the main building blocks of the scalar multiplication.

This research concerns the ECC design that accomplish the heist performance level with consuming the least resources. Therefore, the 8-PM Montgomery ECC is implemented. It requires 3 SMs for point doubling and 4 SMs for point addition. The time consumed by one point addition ($T_{ADD}$) and one point doubling ($T_{DBLE}$) can be computed using the following equation:

$$T_{ADD} = 4 \times T_{SM} = 9296.869 \text{ n sec}, T_{DBLE} = 3 \times T_{SM} = 6972.672 \text{ n sec}$$  \hspace{1cm} (10)

In the third step, we compute the time of one inversion operation ($T_{INV}$), which is required to convert the projective coordinates back to the affine coordinates. The time of one inversion is equivalent to the time of three SMs [20-24]. Hence, the $T_{INV}$ can be computed as follows:

$$T_{INV} = 3 \times T_{SM} = 6972.672 \text{ n sec}$$

Finally, in the last step the total time consumption of the scalar multiplication ($T_{KP}$) is computed via the following equation:

$$T_{KP} = ((256 \times 0.5 \times T_{ADD}) + (256 \times T_{DBLE}) + T_{INV}) \times 10^6$$  \hspace{1cm} (11)

Remember that using proposed parallel implementation for point doubling and point addition the $T_{ADD}$ can be estimated one SM ($T_{SM}$), which is equivalent to (0.33 $T_{DBLE}$), approximately. Therefore, equation 11 can be rewritten as follows:

$$T_{KP} = ((256 \times 0.5 \times T_{SM}) + (256 \times T_{DBLE}) + T_{INV}) \times 10^6$$  \hspace{1cm} (12)

The result of the equation (12) is multiplied by $10^6$ to convert the final value from nano to mille seconds.

The performance or time consumption of the proposed 8-PM Montgomery ECC can be calculated using equation 12 as follows:

$$T_{KP} = ((256 \times 0.5 \times 2324.224) + (256 \times 6972.672) + 6972.672) \times 10^6 = 2.089 \text{ m sec}$$

The performance of proposed Montgomery ECC equals 2.089 m sec. It overcomes the corresponding ECC implemented using normal RLA as well as the fastest known implementation using NAF algorithm introduced in [30], ECCs are implemented using key sizes 256 bits 512 bits, 1024 bits, and 2048 bits as can be noticed from the table.

Table IV shows a comparison between proposed Montgomery ECC and other ECC implementations using NAF algorithm and usual RLA presented in [30] and [22] respectively. It is obvious that proposed 8-PM ECC accomplishes the best performance results compared to other ECC implementations using the different key sizes. For security reasons, it is recommended to use key sizes of 2048 bits and above for encryption and decryption processes. Current implementation shows the time consumption of ECC encryption using different key sizes. It was noticed from the experiments that the time consumptions of encryption and decryption operations are comparable when using the same key size. The Montgomery ECC using NAF algorithm obtains higher performance in comparison with the corresponding ECC implementation that uses normal RLA.

It should be mentioned that Montgomery elliptic curve has less computational complexity compared to the majority of other elliptic curves forms. Therefore, it is highly recommended to use it when developing high-speed cryptosystem.
The 8-PM ECC introduced in this research improves the cryptosystem immunity against STA. Using such cryptosystem’s architecture makes it difficult to identify the binary bits of the decryption key via tracing and analyzing the time consumed by each RLA’s iteration. The parallel implementation of upper level’s operations prevents the attacker from distinguishing the points operation performed in every iteration, and thus the key bit cannot be revealed.

For example, assume that the time-consumption of point doubling is equivalent to TD while the time of point addition is estimated by TA. In usual RLA, if the current key bit equals one the time consumed by the cryptosystem for the processing of the finite field arithmetic computations can be estimated by TD+TA, while it can be estimated by TD if the bit value is zero. The proposed ECC algorithm consumes approximately similar time regardless the value of the key bit. This prevents the attacker from tracing the time-consumption of ECC to find out the sequence of bits in the key.

However, it seems that proposed ECC consumes more area and resources than other ECC implementations presented previously. In despite of that, the additional cost can be afforded for the sake of developing high-speed and secure ECC that fits certain security applications. Although the proposed 9-PM Weierstrass ECC achieves comparable performance results to that achieved by the 8-PM Montgomery ECC, it needs more resources.

Fig. 6 shows a comparison between the performance levels of ECC implementations presented in Table IV. It can be clearly noted that proposed 8-PM Montgomery ECC using modified RLA outperforms its counterparts for all key lengths ranging from 256 bits to 2048 bits. Therefore, it represents considerable choice for the development of high-performance cryptosystem.

Table V presents time-consumption comparison between proposed Montgomery ECC and the main ECC implementations found in previous research works. As can be noticed, the proposed high-speed ECC achieves better performance results for the encryption/decryption process than results reported in previous literature.

This highlight the importance of the parallel implementation of point doubling and point addition once needed in the modified RLA iterations.

The next section of this article presents the key conclusions and future research works.

### TABLE IV. COMPARISON BETWEEN PROPOSED 8-PM ECC USING MODIFIED RLA AND OTHER MONTGOMERY ECCS USING NORMAL RLA AND NAF ALGORITHM

<table>
<thead>
<tr>
<th>ECC Implementation</th>
<th>256 Key bits</th>
<th>512 Key bits</th>
<th>1024 Key bits</th>
<th>2048 Key bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed 8-PM Montgomery ECC using modified RLA</td>
<td>2.089 m sec</td>
<td>4.171 m sec</td>
<td>8.337 m sec</td>
<td>16.674 m sec</td>
</tr>
<tr>
<td>The 4-PM Montgomery ECC using NAF algorithm [30]</td>
<td>2.506 m sec</td>
<td>5.012 m sec</td>
<td>10.024 m sec</td>
<td>20.048 m sec</td>
</tr>
<tr>
<td>The 4-PM Montgomery ECC using normal RLA [22]</td>
<td>2.979 m sec</td>
<td>5.957 m sec</td>
<td>11.916 m sec</td>
<td>23.832 m sec</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison between Performance Levels for Presented Montgomery ECC using different Key Lengths.
VI. CONCLUSION AND FUTURE WORK

This article introduced high-speed Montgomery ECC appropriate for security applications that require fast encryption/decryption process.

Experimental results illustrated that proposed ECC surpasses previously developed ECCs in terms of performance. Much shorter time delay was reported by proposed ECC using different key lengths. The least time-consumption reported in this study is 2.089 m sec. This research developed high-performance cryptosystems for both Montgomery and Weierstrass curves. The later consumes more resources and hence the priority is given for Montgomery curve implementation.

Furthermore, proposed ECC improves the cryptosystem security against side channel attacks such as STA. It hinders the attacker’s mission to analyze the time consumed by each iteration of the RLA. This was achieved by applying point doubling and point addition in parallel manner to hide the variation of time consumed by the RLA iterations.

A number of factors contributed in improving the performance and security level for proposed ECCs. Projective coordinates were used to avoid the time-consuming inversion operation. Finite field computations in each point operation were implemented using parallel hardware design. This increase the speed of performing the lower level of computations in ECC.

This research also proposed modified version of RLA to allow the parallel implementation of the upper level of computations represented by scalar multiplication operations. In order to achieve this, 8-PM and 9-PM designs were used for Montgomery and Weierstrass ECCs, respectively.

Results and comparisons illustrated that proposed high-speed cryptosystem accomplished better performance level compared to Montgomery ECCs using the usual RLA and NAF algorithm. It exceeds the performance of the major ECC implementations proposed in previous studies.

Such high-speed cryptosystem is considered the optimum choice for security applications that need fast encryption/decryption process to provide confidentiality for huge amount of data with consuming the least possible time. In multimedia applications, the cryptosystem needs to perform encryption/decryption very fast to handle the enormous amount of data being transmitted inbound or outbound.

However, proposed ECCs consumes more area and resources in comparison with previous research works.

In future, researchers may investigate the parallel implementation of ECC’s upper computational level using NAF algorithm. Studying the performance and resources consumption levels for other forms of elliptic curves when implemented using proposed crypto processor architecture is another significant research direction.
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Abstract—Blockchain decentralization not only ensures transparency of transactions to eliminate need of trusting third party, but also makes the transactions of the network to be publicly accessible to all the participating peers in the network. As a result, data anonymity and confidentiality are compromised making several business enterprises and industrialists hesitant to adopt the technology. Although research community has proposed various privacy-preserving solutions for blockchain, however, they still lack in efficiency resulting in distrust of industries in opting for the technology. This study is conducted for contributing to the existing body of knowledge corresponding to privacy in blockchains. The fundamental goal of this study is to delve into privacy vulnerabilities of the blockchain network in a permissionless setting by identifying non-trivial roots of factors causing privacy breach in blockchain and presenting limitation of existing privacy preserving mechanisms. Studies with superficial comparison of privacy preserving techniques are available in literature but a detailed and in-depth analysis of their limitations and causes of privacy breach in blockchain is yet not done. Therefore, in this paper we first present comprehensive analysis of various privacy breaching factors of the blockchain networks. Next, we discuss existing cryptographic and non-cryptographic solutions in literature. We found out that these existing privacy preserving mechanisms have their own set of limitations and hence are inefficient at current point of time. The existing privacy preserving mechanisms need further consideration of the research community before they’re widely adopted and benchmarked. Therefore, in the end, we identified some future directions that need to be addressed to model an efficient privacy preserving mechanism for wider adoption of the blockchain technology.
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I. INTRODUCTION

The Blockchain technology is one of the most promising technological trends in the world today. It is a horizontal innovation that has the potential to impact every area of human endeavor [1]. The first application of Blockchains, widely known as Bitcoin, was introduced around a decade ago in October 2008 by S. Nakamoto [2]. Succeeding it, various other cryptocurrencies have been introduced [3] [4] [5] [6]. Initially introduced for the financial transactions of the cryptocurrency, the blockchain technology gradually spread to other sectors as well due to its inherent features. Over the years, the technology has been profusely researched and experimented to bring its benefits to other application areas. The technology has eliminated the need of trusting third parties (i.e., banks) for authorization and record keeping of several transactions by providing transparency [7] and tamper resistance [8]. Transparency in Blockchain networks ensure the availability of the transactions to each node in a distributed network, whereas tamper-resistance makes each recorded transaction to be unmodifiable [9] or removable. Over the years, the technology has been profusely researched and experimented to bring its benefits to other application areas [10]. It is because of the decentralized, immutable and transparent nature of blockchain, that its applications have also been witnessed in non-financial areas like education, internet of things IoT, healthcare, big data, cloud computing, supply chain management, cyber security and so on. The blockchain ledger is written on a base and shared among the participating nodes for verification. This enables even the mutually distrusting nodes verify the data through consensus to achieve consistency and maintain the integrity of the blockchain network. Therefore, despite the fact that blockchain provides greater efficiency, reduced capital costs and greater data protection, it is still vulnerable to privacy issues. The data on the blockchain must be public because different nodes need to calculate and verify the same data so it must be accessible across the network. The transparency and credibility of the data is increased due to public availability of the data, however, it introduces the risk of privacy too as business enterprises and industrial organizations are not willing to make any business details public for adversaries to infer the personal information and extort the clients [11]. It is possible to set access control on the network using permissioned blockchains [12], however, the use of this type of blockchain makes the system more centralized and nullifies the purpose of using decentralized system, altogether. With the recent advancements in blockchain research and the eagerness of industries towards blockchain adoption makes privacy one of the key issues that need to be solved. The research in this paper has been carried out to highlight the issue of privacy in blockchain and the reasons behind it. This will help future researchers to solve the existing issues to get a better privacy protection in blockchain networks for a much wider adoption of this breakthrough technology.

A. Gap Analysis and Contribution

According to the best of our knowledge, various studies [13] [14] [15] have highlighted the importance of privacy preservation in blockchain networks. Although these studies have contrasted existing mechanisms of ensuring privacy, however, they lack comprehensive insight towards possible
factors resulting in privacy disclosure. The study in the paper, therefore, presents comprehensive discussion on root causes of privacy breach in a blockchain network. Based on existing body of knowledge in the domain, we have managed to deduce some meaningful insights that will help research community to design more private blockchain networks. This research study is a multifold: i) describes blockchain technology and its benefits over traditional transaction systems, ii) elaborates the concept and need of privacy in relation to blockchain networks, iii) discusses privacy threats to blockchain and deduces the causes of privacy breach with respect to these threats, iv) discusses existing privacy solution and their limitations, v) suggests future directions to overcome privacy vulnerabilities in blockchain.

B. Organization of the Paper

The organization of the paper is as follows: Section II gives an overview of blockchain and its working mechanism followed by Section III that describes the issue of privacy in various settings of blockchain networks. Section IV discusses various factors causing privacy breach in blockchains. Further, Section V elucidates the existing privacy preserving mechanisms in blockchains and their limitations. Discussion and proposed future directions are presented in Section VI and Section VII concludes the study.

II. INTRODUCTION TO BLOCKCHAIN TECHNOLOGY

In 1991, S. Haber and W. S. Stornetta introduced the concept of a cryptographically secured network of blocks [16]. This concept was adopted by Nick Szabo as he worked upon and introduced decentralized digital currency called Bitgold. A decade later, in 2008, the concept was brought into practical implementation by S. Nakamoto [17] in the form of a cryptocurrency that is widely known is Bitcoin. It was since 2008, that the blockchain has been used to implement different cryptocurrencies. Additionally, due to the decentralized, immutable and transparent nature of blockchain, its applications have also been witnessed in non-financial areas like education [18] [19], internet of things IoT [20] [21], healthcare [8] [22] [23], big data, cloud computing, supply chain management [24] [25], cyber security and so on.

Since blockchain networks are distributed, hence the record of transactions is not stored on a single centralized server instead in a case a transaction occurs in the blockchain, it is distributed among all participating nodes where each node maintains a copy of the ledger [26]. This means that there exists thousands and millions of copies of the same blockchain where each node has access to the transaction details. Spreading the information across the network to multiple computers makes the information difficult to be manipulated hence providing transaction record integrity. Fig. 1 depicts the working mechanism of a blockchain network. A user A initiates the transaction that meant for a user B. This transaction from user A to user B. The authenticity of transactions in a blockchain network is validated via asymmetric cryptography, also widely known as public key cryptography. It is one of the core components of blockchain technology [27]. More information on the types of cryptography can be found in [28] and is not discussed in detail as it is beyond the scope of this paper.

![Blockchain Working Mechanism](image)

**Fig. 1.** Blockchain Working Mechanism.

III. PRIVACY VULNERABILITY IN BLOCKCHAIN

The blockchain networks are fundamentally transparent and distributed in nature, due to which they are widely being adopted and experimented. However, this means that all the data on a blockchain network is readily available for anyone on the network to view, causing privacy breach.

Blockchain networks can broadly be classified into two categories i.e. permissioned and permissionless blockchains. In a permissionless blockchain, a user requires no permission to enter the network. These kind of blockchains are open for anyone to join and participate. These systems have gained the attention of research community due to their decentralized consensus system [29]. On the other hand, special permissions are required in order to join a permissioned blockchain network. In a permissioned blockchain, the owner has the authority to decide who can join and become a part of the network. This means the blockchain owner has the ability and control to dictate the structure of the network, issue updates of the software, and control whatever operation and process occurs on that blockchain network.

![Permissioned vs. Permissionless](image)

**Fig. 2.** Permissioned vs. Permissionless.

<table>
<thead>
<tr>
<th></th>
<th>PERMISSIONLESS</th>
<th>PERMISSIONED</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUBLIC</td>
<td>Anyone</td>
<td>Anyone</td>
</tr>
<tr>
<td></td>
<td>Anyone</td>
<td>Authorized User</td>
</tr>
<tr>
<td></td>
<td>Anyone</td>
<td>Authorized User</td>
</tr>
<tr>
<td></td>
<td>Requires Identity Privacy and Data Privacy</td>
<td>Requires Identity Privacy and Data Privacy</td>
</tr>
<tr>
<td>PRIVATE</td>
<td>Authorized User</td>
<td>Authorized User</td>
</tr>
<tr>
<td></td>
<td>Authorized User</td>
<td>Authorized User</td>
</tr>
<tr>
<td></td>
<td>Authorized User</td>
<td>Network Operator</td>
</tr>
<tr>
<td></td>
<td>Authorized User</td>
<td>Network Operator</td>
</tr>
<tr>
<td></td>
<td>Requires Data Privacy Only</td>
<td>Requires Data Privacy Only</td>
</tr>
</tbody>
</table>
Private and public blockchains can have either permissioned or permissionless setting. This is illustrated in Fig. 2. Public and Permissionless allow anyone to join, read, write and commit to the transactions in the network. This means, all our data, be it personal or not, will be accessible by anyone in the network. This is where the issue of privacy arises. Moreover, in public and permissioned blockchains anyone can join and read the transactions, however only authorized users can write or commit. This improves trust in the blockchain but still doesn’t guarantee the privacy of our assets. Similar is the case in Private and Permissionless blockchains. Lastly, in private and permissioned blockchains, although all users are known to the authorities, but this still doesn’t guarantee the privacy of the data being transacted. So whatever type of blockchain it is, it does require privacy guarantee.

IV. CAUSES OF PRIVACY BREACH IN BLOCKCHAIN

Blockchains provide efficiency, reduced costs, transparency and trust but is still prone to privacy breach. For wider adoption, the privacy of blockchain networks must be strengthened. This section covers several causes resulting in privacy disclosure in blockchain networks.

A. Anonymization Inefficiency

In blockchain networks, anonymization refers to hiding the identity of the user. Anonymity is achieved when:

- Public address of the user cannot be mapped to his real identity.
- Blockchain transactions do not contain any personal identifiable information (PII).

Despite of blockchain claims of anonymity, it does not provide enough privacy. Several techniques are available in literature through which the anonymity of a blockchain network can be broken to identify the actual participants involved in a certain transaction. The phenomenon of disclosing user anonymity is known as deanonymization. In deanonymization, analysis of the network and network listening can help identify the blockchain user by unmasking him [13]. Further elaboration on deanonymizing blockchain users is presented in following subsections. Note that since cryptocurrencies are the first and widest applications of blockchain networks, hence the discussion carried out in following few sections will mainly focus cryptocurrencies to understand privacy mechanism and vulnerable areas of the technology. The same idea can further be applied to different applications.

1) Deanonymizing via network analysis: Each successful transaction in blockchain is added to transaction network where every node represents a transaction, and every (directed) edge represents a flow of data from an output of one transaction to an input of another. Analyzing the network relationships can be used to deanonymize a user’s identity, thereby compromising the privacy. Since blockchain is a P2P network, hence IP address of nodes can be leaked [13] while transaction broadcasting.

2) Deanonymizing via address clustering: It is possible for transaction contents, transactions relationship with other transactions and the way transaction is broadcasted, to unintentionally leak information about the parties involved in the transaction to interested third parties. It is in fact noticed that various interested third parties systematically gather this kind of information to analyze various user patterns for multiple reasons including market research, competitor analysis, compliance and law enforcement. This analysis can (though not easily) be carried out using address clustering. The idea is to partition the set of addresses involved in a transaction to as many numbers of subsets as possible. Each subset, known as address cluster, most likely corresponds to the same entity. By combining address clusters with address tagging and graph analysis [30], the activity in blockchain can be effectively analyzed.

3) Deanonymizing via transaction fingerprinting: Another threat to anonymity is transaction fingerprinting. Androulaki investigated Bitcoin privacy provisions in a university setting. A simulator to mimic Bitcoin system was used and the results depicted that about 40% of the users’ identities can be recovered despite of using Bitcoin’s privacy measures [31].

Table I shows various deanonymization attacks on blockchain based cryptocurrencies.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Paper Title</th>
<th>Privacy Threat</th>
<th>Success Rate</th>
<th>Test Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>An analysis of anonymity in Bitcoin using P2P network traffic [33]</td>
<td>Network Analysis</td>
<td>&gt;90%</td>
<td>Bitcoin</td>
</tr>
<tr>
<td>2</td>
<td>De deanonymization of clients in Bitcoin P2P network [34]</td>
<td>Network Analysis</td>
<td>11% - 60%</td>
<td>Bitcoin</td>
</tr>
<tr>
<td>3</td>
<td>De deanonymization and linkability of cryptocurrency transactions based on network analysis [35]</td>
<td>Network Analysis</td>
<td></td>
<td>Bitcoin, Zcash, Dash, Monero</td>
</tr>
<tr>
<td>4</td>
<td>Data-Driven De-anonymization in Bitcoin [36]</td>
<td>Address Clustering</td>
<td>68.59%</td>
<td>Bitcoin</td>
</tr>
<tr>
<td>5</td>
<td>Evaluating User Privacy in Bitcoin [31]</td>
<td>Transaction Fingerprinting</td>
<td>40%</td>
<td>Bitcoin</td>
</tr>
</tbody>
</table>

B. Transaction Pattern Linkability

Transaction information following through the public network can be used to reach out to statistical distributions on Cryptocurrencies revealing some new regulation within blockchain applications [13].

1) Threat of transaction graph analysis: M. Moser et al. [32] developed a framework based on transaction graph analysis to deanonymize the identities of users from publicly available transaction information in Bitcoin. Monero was taken as test case in the study and was empirically evaluated. Mix-ins used in Monero resulted in about 62% of the
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transactions being unshielded to chain reaction i.e. deducing the actual input by elimination method. Moreover, The sampling of mix-ins in Monero is done in such a way that it gets easier to distinguish them from the real coins using their age distribution; in short, the real input is usually the “newest” input.

The authors estimated this phenomenon to guess the real input with around 80% accuracy. Further, each transaction in cryptocurrencies have some number of inputs and outputs that consume and create new coins respectively to conserve the total balance. Each input spends the new coins created in prior transaction and hence a transaction graph is formed. The public nature of blockchain data poses a potential privacy hazard to users. Since each transaction is publicly broadcast and widely replicated, any potentially identifying information can be determined for even years after a transaction is committed. The study depicted that a huge amount of data in Monero is traceable.

In another study [37] the authors focused on the typical behavior of users, the way they acquire spend their bitcoins, the balance of bitcoins they keep in their accounts, the way they move bitcoins between their various accounts in order to better protect their privacy. In addition, the research study isolated all the large transactions in the system, and discovered close relation of all these transactions to a single large transaction that took place in November 2010, even though the associated users apparently tried to hide this fact with many strange looking long chains and fork-merge structures in the transaction graph. Similarly, another study was carried out to test transaction linkability with the test case being Monero, again. In this study, three attack routines were developed to test against Monero’s privacy guarantee. The results of the study depicted in 88% of the cases it was easy to determine the origin of funds transferred.

2) Web payment: When a user makes a payment through web or online wallets, the consumer identity is prone to be linked to his real identity via browser cookies. When the user pays with a cryptocurrency, the service provider can link the real identity to the token history in the blockchain which also states that the attack is resilient against mixing mechanisms like CoinJoin [14].

In [38], two attacks are presented. The first attack shows that web trackers can extract substantial amount of information for advertising and analytics purposes when the user makes purchases on shopping websites. This information is enough to identify the blockchain transaction uniquely for linking it with the web cookies of the user to further reveal user’s identity. The second attack depicts that by linking even two purchases of the same user, the web tracker can identify his cluster of addresses even if anonymity techniques of blockchain such as CoinJoin are deployed. Moreover, it is possible to apply the attacks to past purchases as well. Thus, in the study, it is shown that third party web trackers have the ability of deanonymizing the cryptocurrency users.

A summary of studies carried out under this kind of privacy threats is given in Table II.

C. Crisis of Private Key Theft

Private keys in a blockchain network are very critical to ensure the security and privacy of the user because these keys are used for signing each transaction in the network. Participant’s assets are controlled through private key in the blockchain systems. Hence, it is very important that proper key management systems [39] are enforced. If compromised, it can not only lead to privacy leakage but may also result in identity theft.

Although, private key allows a user to have sovereignty over his assets, however it comes under the responsibility of securing and managing one’s own private keys. Currently, there are no efficient mechanisms for recovery of the keys in a case of loss. Table III summarizes some of private key theft incidences compromising the security and privacy in blockchain systems.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Incident</th>
<th>Amount</th>
<th>Year</th>
<th>Victim</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A hacker took possession of the administrative account was hacked and private keys were stolen. BTC price was changed to 1 cent and bought BTC from Mt. Gox users.</td>
<td>2643 BTC</td>
<td>2011</td>
<td>Mt. Gox</td>
</tr>
<tr>
<td>2</td>
<td>Attacker got access to bitcoinic database, obtained private information of users for theft.</td>
<td>38,000 BTC</td>
<td>2012</td>
<td>Bitcoinic a</td>
</tr>
<tr>
<td>3</td>
<td>Unencrypted Private Keys stored online for backup were stolen</td>
<td>24,000 BTC</td>
<td>2012</td>
<td>Bitfloor</td>
</tr>
<tr>
<td>4</td>
<td>The attacker under the nickname Lucky7Coin inserted the Trojan code into the code of Cryptsy—a cryptocurrency exchange. A hacker got access to BTC and LTC keys.</td>
<td>13,000 BTC 300,000 LTC</td>
<td>2014</td>
<td>Cryptsy</td>
</tr>
<tr>
<td>5</td>
<td>Hackers infected the internal network of the exchange with a virus that was transmitted through email, and it allowed them to steal private keys.</td>
<td>523M NEM</td>
<td>2018</td>
<td>Coincheck k</td>
</tr>
<tr>
<td>6</td>
<td>Phishing and malware tactics were used to steal user 2FA codes and API keys alongwith customers’ private details.</td>
<td>7,000 BTC</td>
<td>2019</td>
<td>Binance</td>
</tr>
</tbody>
</table>
V. INEFFICIENCY OF EXISTING PRIVACY-PRESERVING FRAMEWORKS

Blockchain technology has two categories when it comes to preserving privacy. The first category involves protecting the identity of the user by assigning him complete anonymity while making transactions. The second category involves protecting the transaction data from unauthorized entities and hackers thus maintaining data confidentiality. The classification of various privacy preserving techniques surveyed in the literatures are depicted in Fig. 3 and detailed in the subsequent section. The classification is done based on which technique contributes towards achieving what kind of privacy in blockchains.

The privacy preserving frameworks, reviewed in literature can broadly be classified into two categories, i.e.:

- Mixing Methods: Mixing methods or services are used to retain the transaction data privacy of the blockchain networks.
- Cryptographic Primitives: Cryptographic primitives are mathematical functions that are used in cryptography to verify data authenticity.

A. Privacy Vulnerability in Mixing Services

Link between sender and receiver in a blockchain network can be known by analyzing the publicly available content. Introduction to mixers provides a solution to the stated problem. The concept of mixing service was first presented in [41] by Chaum. It allows users to hide who a participant communicates with as well as the content of the communication.

In Fig. 4, the basic architecture of a mixer is depicted. There are two types of mixing services, i.e., centralized mixing and decentralized mixing. Both concepts are elaborated:

1) Centralized mixing: Multiple mixing websites are available for use. These offer mixing of the transactions anonymously on exchange of mixing fees. The websites swap the transactions among various users so that the relationship between incoming and outgoing transactions can be hidden. Centralized mixing suffers from various limitations (discussed in section 3.3) including the mixing server being prone to denial of service (DOS) attacks as the server remains a single point of failure. Resultantly, it becomes an obstruction of the distributed blockchain network.

2) Decentralized mixing: Decentralized mixing overcomes the limitations of centralized mixing which makes it vulnerable to DOS attack. A decentralized mixing pattern is proposed to enable a set of mutually untrusted peers to publish their messages simultaneously and anonymously without the need of a third-party anonymity proxy. Moreover, decentralized mixing eliminates the need of paying mixing fees. CoinJoin [42] and MultiParty [43] Computation are only two methods in literature that has successfully implemented decentralized mixing services.

3) Critical analysis of mixing services: Although mixing services can provide a substantial amount of identity privacy, however, it has its own set of concerns which shall be taken into account before opting out for such a privacy preserving mechanism. These issues are discussed below:

a) Waiting delay: In order to use mixing services, user must wait for other participants to swap their transactions in order to hide and relationships between a transaction inputs and outputs. This incurs high waiting delay for a transaction to be completed.

b) Third party involvement: Since mixing servers are usually websites or other third-party software, hence they’re not an appropriate solution to the privacy vulnerability of blockchain networks.

c) Malicious mixing services: Although mixing services hide the relationship between a user’s transaction’s input and output from an adversary, however, the server itself knows about all the input-output pairs and hence, the privacy in this scenario solely relies on how honest the intermediary is and becomes prone to breaches.

d) Mixing fees: Mixing services usually incur cost of hiding the identities of the users via mixing.

B. Privacy Vulnerability in Cryptographic Primitives

There are two categories of cryptographic algorithms when it comes to blockchain networks. The first ones are primary, which are important for data transaction and communication in blockchain networks, the second ones are optional which are used for preserving and enhancing user and transaction data privacy [44] in blockchain networks.

![Fig. 3. Classification of Privacy Preserving Techniques.](image)

![Fig. 4. Mixing Service Architecture [57].](image)
In permissionless blockchain networks, any peer is able to join the network as participant at any point in time. No centralized authority manages or supervises that who joins the network or who should be banned from the network in permissionless scenario. This results in the content of the blockchain to be readable by any peer in the network. However, using optional cryptographic primitives, a permissionless blockchain network can be designed in such a way that privacy of the network in enhanced and each peer gets only relevant information [44]. Currently, the most widely used technologies to achieve blockchain privacy are ring signatures and zero-knowledge proofs.

1) Ring signature: In cryptography various kinds signatures, such as blind signature, ring signature, group signature and DC-nets, from which only ring signature and its variants are used to achieve anonymity in blockchains [44].

Ring signature was introduced in 2001 by Rivest et al. [45]. The concept behind ring signature is that a user chooses a set of participants to create a ring, including himself. Each participant in the ring has a public key. The user initiating the ring signs the message with his/her private key and public keys of all participants. Verifying node knows that one of the members signed the message but can’t tell who actually signed it. Hence, anonymity is achieved.

The working mechanism of ring signature is illustrated in Fig. 5. The signature is analogous to the signature for a cheque in joint bank account where all participants sign the transaction with their public keys along with the originator’s private key. After each participant of the ring has signed the transaction, it goes further for validation and verification.

![Figure 5. Transaction Signing in Ring Signature.](image)

Two basic advantages provided by ring signatures include unforgeability and anonymity [46]. Anonymity can further be sub divided into two properties i.e. unlinkability and untraceability [44]. Unlinkability refers to the verifier not being able to decide the link between two transactions whereas untraceability refers to the signer not being identified. These properties have led to development of several ring based privacy preserving protocols [47] [48] [49] [50] [51] which are widely used blockchain networks.

A signature scheme known as linkable spontaneous anonymous group (LSAG) was proposed in 2004 [47]. It is a variant of linkable ring signature in which groups are formed spontaneously without any group manager. The concept of ring signature was extended in [48] into traceable ring signature where an issue related tag was added to the signature. This idea was further adopted in [49] for the design on Ring-Coin with improved efficiency. In this case, anyone in the ring, pretending to be another person to sign the same message, would face the risk of revealing his/her identity immediately. This idea was further adopted for preventing double-spending attack in blockchain and became the basis of CryptoNote [50] with a slight modification.

Furthermore, a concept of confidential transaction, using homomorphic commitment protocol, was proposed [51] for hiding transaction amounts. Later, three techniques i.e. ring signature, confidential transaction and multilayered linkable spontaneous anonymous group signature (MLSAG) [52] were combined to form Ring Confidential Transactions (RingCT), with its implementation being in Monero. Besides these, one-time signature [53], borrowmean signature and multisignatures are also used for preserving privacy in blockchain networks [44].

2) Critical analysis of ring signature: Monero [50], based on ring signature is considered to be the most efficiently privacy preserving cryptocurrency, however, Monero (due to vulnerabilities in the architecture of ring signature) also faces privacy issues. Some issues with ring signature include:

a) Large ring size: The size of the ring is directly proportional to the number of participants involved in the ring; this increases the ring size. To keep the ring size limited, usually the no. of participants that can take a part in ring formation is limited. This reduces the anonymity set size, hence increasing the risk of deanonymization.

b) Lack of scalability: Transaction size in ring signature is large – almost thousands of bytes per transaction. This will require more storage space to keep the records of the entire blockchain, hence compromising the scalability of blockchains.

c) Transaction timing attack: When a user creates the ring for his transaction, he usually collects other transactions of the same denomination available in the blockchain. Since each transaction in blockchain is time stamped, hence the newest created transaction in the anonymity set is considered to be the one to be redeemed. A study [40] depicts that 98% of the transactions are prone to time attack for traceability.

3) Zero-knowledge proof: Zero-knowledge protocols, introduced in 1980s [54], are one of the most widely used cryptographic techniques to enable the transfer of assets across a distributed, peer-to-peer blockchain network with improved privacy. The goal of zero-knowledge proofs is to prove the validity of a transaction with zero knowledge provided to the verifier about the transaction. The concept involves the certifier to formulate a formal proof to prove that a certain assertion is true without the need of providing any additional and useful information to the verifier [15]. A variant of ZKP, known as Non-Interactive Zero-knowledge Proof (NIZK proof), is widely used in blockchains as it eliminates the need of to and fro communication between the prover and the verifier and instead, requires only one time message to be sent from prover to the verifier. It is important to remark that not all ZKP schemes are non-interactive. Most of the ZKP protocols available in literature are interactive. Usually, in...
ZKP scenario, the prover is required to answer various challenges sent by verifier, resulting in multiple rounds of communication. However, for blockchains and other distributed ledger technologies (DLT), it is desirable to avoid the communication because either (i) validating nodes can’t properly agree on how to choose those challenges, since in many constructions we have to choose them randomly, while the verification algorithm must be deterministic in order to reach consensus; or (ii) because it would make the communication complexity of the system very poor. This property makes it suitable for anonymous and distributed verification of messages in blockchains.

The concept first appeared in [54] and is accepted for creating privacy preserving protocols in blockchain networks. NIZK proofs must meet the following three properties:

- Completeness: Everything that is true has a proof.
- Soundness: Everything that can be proved is true.
- Zero knowledge: Only the proven statement is revealed.

Zerocoin, introduced in [55] uses NIZK proof cryptography for providing anonymity by preventing transaction graph analysis i.e. by breaking the trace of coins. However, it fails to provide complete anonymity due to following reasons:

- Fixed denomination coins are used.
- Before payment is made, anonymous coins need to be converted into non-anonymous ones.
- The amount of transactions, or other metadata is not hidden.

To overcome the limitations of Zerocoin, zerocash was introduced [56]. Identity and transaction privacy were simultaneously provided in Zerocash to overcome the limitations of Zerocoin. It uses anonymous coins to provide privacy in blockchains. Further, size of transaction and time of verification of transactions were also significantly reduced. Zerocash uses ZK-SNARKs. However, the NIZK protocol incurs high computation overheads, especially in the proof generation phase of zk-SNARKs protocol used in Zcash.

4) Critical analysis of zero knowledge proof: Despite of providing both identity privacy and data privacy, ZKPs still have not perfected at preserving privacy in blockchain networks. A few issues with ZKPs include:

a) Trusted Setup Problem: The working of ZKPs involve a parameter generator that can issue prover and verifier keys to verify a transaction. This is where vulnerability to privacy breach arises as it is very significant to consider who to trust for parameter generation and how to ensure no record keeping at the generator. If compromised, this may result in forgery of the data.

b) High Computation Overhead: Theoretically, ZKPs achieve the highest level of anonymity and transaction privacy protection for the blockchain but at the expense of high computational costs it requires when it generates the transaction proofs.

c) Prone to deanonymization: A study [57] empirically shows that 98% transactions in Zcash are linkable.

VI. DISCUSSION FOR WAY FORWARD

Maintaining privacy in blockchain based networks is very significant for its wide acceptance and adoption as shown in the literature. Besides the actual data, metadata also flows through the blockchain network. This metadata can be used to infer additional information about the users participating in the transaction. Additional information inferred may include the identity of the user and this identity unmasking can further reveal all the transactions related to the user. In other words, even with the most powerful privacy preserving mechanisms, this metadata still flows through the network. This is one of the biggest challenges for any privacy protecting approach that might be used in public permissionless blockchain networks. Adding mix-ins to transactions do not have an impactful effect either. Temporal analysis makes it evident that timing plays a major role in analysis of user identity thereby nullifying the effect of mix-ins. Analyzing transaction relationships, patterns, time and links, it becomes easier to trackback the headnode and determine the identity of a person. Once the identity of an individual is leaked, all the corresponding transaction information of the individual also gets prone to leakage.

In certain organizations, it is not desirable to make the confidential data publicly available, for instance patient records in healthcare, sensor data in IoT devices, private goods’ information on supply chain management systems, business transactions in financial sector and so on. Hence, keeping privacy intact when blockchains are deployed for those applications, has a great significance. If privacy is not ensured, the integration of blockchain in such application areas may not progress and soon come to a halt. Setting access control is possible by permissioned blockchain, however, using those kinds of blockchains nullifies the purpose of using a decentralized system altogether.

Privacy in a blockchain network can be preserved in various ways but the most prominent one in literature is preserving privacy through the use of efficient cryptographic primitives. A brief summary of type of privacy offered and limitations of existing privacy protecting mechanisms’ implementations is presented in Table IV.

It can clearly be seen from the table that existing approaches have a number of limitations and thus need further research for reduction of the privacy risk in blockchain systems. Hence, a few research directions are presented that can be investigated further.

A. Transparency vs. Privacy

Blockchain is transparent by virtue of its design. Transparency, however, can be a double-edged sword when it comes to blockchain transactions. On one hand, blockchain is trusted for its transparency whereas on the other hand, this results in serious privacy concerns for a variety of potential application domains. The desire of stronger privacy in some applications leads to limited usage of the technology. Hence, the biggest challenge to achieve privacy in blockchain systems is finding the correct balance between the degree of transparency and the degree of privacy leveraged.
TABLE IV. SUMMARY OF EXISTING PRIVACY PRESERVATION TECHNIQUES

<table>
<thead>
<tr>
<th>S.no</th>
<th>Privacy Preservation Method</th>
<th>Type of Privacy</th>
<th>Fundamental Framework</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mixing websites, (Cryptomix, Bitmix.Biz, SmartMix)</td>
<td>✓</td>
<td>✓</td>
<td>Centralized Mixing</td>
</tr>
<tr>
<td>2</td>
<td>Centralized Tumblers [58]</td>
<td>✓</td>
<td>✓</td>
<td>Centralized Mixing</td>
</tr>
<tr>
<td>3</td>
<td>CoinSwap [59]</td>
<td>✓</td>
<td>✓</td>
<td>Centralized Mixing</td>
</tr>
<tr>
<td>4</td>
<td>CoinJoin [42]</td>
<td>✓</td>
<td>✓</td>
<td>Decentralized Mixing</td>
</tr>
<tr>
<td>5</td>
<td>CoinShuffle [60]</td>
<td>✓</td>
<td>✓</td>
<td>Decentralized Mixing</td>
</tr>
<tr>
<td>6</td>
<td>CoinParty [43]</td>
<td>✓</td>
<td>✓</td>
<td>Decentralized Mixing</td>
</tr>
<tr>
<td>7</td>
<td>RingCT [53]</td>
<td>✓</td>
<td>✓</td>
<td>Ring Signature</td>
</tr>
<tr>
<td>8</td>
<td>CryptoNote [50]</td>
<td>✓</td>
<td>✓</td>
<td>Ring Signature</td>
</tr>
<tr>
<td>9</td>
<td>Zerocoin [55]</td>
<td>✓</td>
<td>✓</td>
<td>Zero-knowledge Proofs</td>
</tr>
<tr>
<td>10</td>
<td>Zerocash [56]</td>
<td>✓</td>
<td>✓</td>
<td>Zero-knowledge Proofs</td>
</tr>
</tbody>
</table>

B. Scalability

Some privacy preserving techniques provide a sufficient amount of privacy for a wide variety of applications. In addition, advanced versions of some of the existing techniques i.e. ring signatures and zero-knowledge proofs (ZKP) provide both user privacy and data content privacy. However, this privacy protection is done at the cost of scalability of the network. Scalability, itself, is one of the major concerns in the technology of blockchain these days, hence, industrialists do not opt for the privacy solutions that further increase the issue. The need of scalable solutions make it another significant challenge in terms of privacy protection of user and user assets. Therefore, researchers should delve further into the cryptography of these techniques to find out the loopholes in existing techniques. The identified loopholes will further help the researchers to model scalable privacy preserving mechanisms.

C. Private Key Management Systems

Loss or theft of private is another major issue that may result in privacy breach of the user and loss of user assets associated with the key. Proper private key management systems should, therefore, be incorporated. Moreover, mechanisms to recover or report the lost keys should be brought into practical implementation.

VII. CONCLUSION

Invention of blockchain eliminated the need of trusting a third party for record keeping and transaction verification. Blockchains promote transparency by introducing publicly verifiable transactions. However, this transparency has led the blockchain community to an emerging issue of privacy. Privacy in blockchain refers to safeguarding the identity of the user involved in a transaction and protecting the secrecy of transaction data. Although researchers and industrialists have proposed some privacy preserving mechanisms over the years, however, these mechanisms are still prone to privacy breaches and do not provide complete privacy. For instance, mixing services and ring signatures can provide user identity privacy only and does not provide transaction data privacy. Similarly, homomorphic cryptosystems aim at providing transaction data privacy but does not provide user identity privacy. Moreover, although ZKPs provide both kinds of privacy in blockchains but it does so at the cost of system performance. Poor
performance of the techniques restricts universal adoption of blockchain technology. Hence, the need for a more efficient privacy preservation framework that doesn’t only retain user identity and transaction data privacy, but also ensures the performance of the system doesn’t lag arises. For development of an effective solution to problem of privacy in blockchain, understanding the root cause of the issue is important. Therefore, in this study we have highlighted some privacy breaching causes by the virtue of blockchain design. These causes include (i) additional information flowing through the network that aids in deanonymizing a blockchain user; (ii) linking the time and pattern of transactions; and (iii) absence of effective private key management systems in the case of private key thefts. In order to be completely benefitted by the variety of features that blockchain has to offer, it is essential that the privacy in blockchain systems shall be strengthened.

ACKNOWLEDGMENTS

The authors would like to extend their gratitude to Universiti Teknologi PETRONAS for provision of necessary equipment and resources to carry out the research.

REFERENCES


Efficient Method for Three Loop MMSE-SIC based Iterative MIMO Systems

Zuhairuddin Bhutto1, Saleem Ahmed2, Syed Muhammad Shehram Shah3
Azhar Iqbal4, Faraz Mehmood5, Imdadullah Thaheem6, Ayaz Hussain7

Computer System Engineering Department, Balochistan University of Engineering & Technology, Pakistan1
Computer System Engineering Department, Dawood University of Engineering & Technology, Pakistan2
Software Engineering Department, Mehran University of Engineering & Technology, Pakistan3
Department of Basic Sciences and Mathematics, Dawood University of Engineering & Technology, Pakistan4,5
Energy Systems Engineering Department, Balochistan University of Engineering & Technology, Pakistan6
College of Information and Communication Engineering, SungkyunKwan University, Suwon, Republic of Korea7

Abstract—Iterative decoding is one of the promising methods to improve the performance of MIMO systems. In iterative processing channel decoder and MIMO detector share the information in order to enhance the overall system performance. However, iterative processing requires a lot of computations therefore it is considered as a computationally complex approach due to complex detection schemes involving iterative processing. There are several promising detection methods that require further improvements and they can be candidates in order to practically implement iterative processing. In this paper, the propose method to improve the efficiency of three loop-based minimum mean squared errors with soft interference cancellation (MMSE-SIC) method by reducing its complexity with a single inverse operation. Simulation results are given in order to provide detail analysis of the proposed MMSE-SIC based approach for iterative detection and decoding (IDD).

Keywords—MIMO; Iterative Detection and Decoding (IDD); sphere decoding; Minimum Squared Errors with Soft Interference Cancellation (MMSE-SIC)

I. INTRODUCTION

To acquire a higher data rate, MIMO techniques are widely used in most current wireless communication systems. The channel coding or forward error correction (FEC) scheme is an important part of MIMO communication systems if one targets high QoS for mobile users. It is essential to exploit high-performance FEC methods to achieve the performance gains in MIMO based communication systems. The FEC methods like turbo codes and LDPC codes [1] promises to come close to the Shannon capacity limit. The harsh channel conditions demand to use FEC schemes with iterative decoding to achieve the performance goals. Turbo codes are one of the coding schemes that are based on the concept of iterative decoding [1].

The iterative decoding approach can be employed as the outer loop, which is a connection between the MIMO detector and FEC decoder. In such scenario, the iterative loop between the MIMO detector and FEC decoder utilizes extrinsic LLRs iteratively [2]-[4]; therefore, it is known as joint iterative detection and decoding (JIDD). One major implementation difficulty of the JIDD based MIMO systems is the signal detection issue at the receiving side and its computational complexity which makes it impractical.

Previous research has employed reduced search MAP methods and equalization method for SISO detectors. The sphere decoding and tree search-based methods have been very promising approaches for JIDD systems [4]-[6]. These approaches target to reduce the MAP search space by finding the likely candidates. However, tree search methods are still computationally complex. In [7][8], a minimum mean squared error with soft interference cancellation (MMSE-SIC) detector is derived from the MMSE detector with the interference cancelation as the pre-process by considering a priori information from the channel decoder. The MMSE-SIC detection method does not provide promising performance improvement in the JIDD system, but they benefit from low complexity. There have been considerable performance enhancements in the MMSE-SIC method. In [9], the author used two approaches to enhance the performance of the MMSE-SIC method. First, a posteriori information is used to enhance the performance of the MMSE-SIC method and complexity is reduced by hard decision threshold (HDT) method. However, still, there is a performance gap between MMSE-SIC and other existing methods like tree search-based methods. In [10] author employed a three-loop approach to further enhance the performance of the MMSE-SIC method. The third loop enhances the performance of the method with the expenses of additional processing. The main complexity of the MMSE-SIC method lies in its filtering matrix inversion method which is addressed in [11] by proposing a single matrix inversion method.

In this paper, the proposed method is used to reduce the complexity of the three-loop method which involves repeated filtering matrix inversion for each transmitted layer. The purpose to use a single inversion of filtering matrix for all layers in the three-loop method. Simulation results show that the proposed method is more suitable with negligible performance degradation with only single inversion instead of layer-based inversion of the filtering matrix.

The rest of the research paper is outlined as follows. The three-loop method is explained with its system diagram in Section II. Then Section III is about the proposed single
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inversion approach for the three-loop MMSE-SIC method. Section IV is about simulation results. Finally, the paper is concluded in the conclusion section.

II. CONVENTIONAL DETECTION METHODS FOR JIDD SYSTEMS

The system diagram of the conventional JIDD based MIMO system is shown in Fig. 1. The MIMO system of size is considered. The system diagram shows that information bits, $u$ are sent to FEC encoder to produce the coded output represented as $u$. The size of each codeword length is of $n$. Then bit interleaving is done with codewords having a size of $M \times K$ resulting in interleaved bits $x$.

Then the bits are divided into MIMO frames of size $M \times K$ bits. Each MIMO frame containing transmitting bits can be represented as:

$$s = [s_{1,1}, \cdots, s_{1,K}, s_{2,1}, \cdots, s_{M,K}]$$  \hspace{1cm} (1)

where $s_{m,k}$ is the $k$th bit which is mapped onto the $m$th transmitting symbol.

The transmitted information vector is represented as, $x = [x_1, x_2, \cdots, x_M]^T$, where symbols are from constellation, $\Omega$, $x \in \Omega^M$. The received information vector is represented as, $y = [y_1, y_2, \cdots, y_M]^T$, it can be represented with an $N \times M$ complex channel matrix, as follows:

$$y = Hx + n$$  \hspace{1cm} (2)

where $n$ is an $N \times 1$ complex Gaussian noise vector. The entries of channel matrix $H$ are assumed to be known at the receiver.

There are several existing detection methods which are employed in JIDD system. The optimum soft MAP demodulator calculates the exact LLR values in JIDD systems. However it is impractical to use it due to its computational complexity. The LSD is also one of the methods to generate soft information based on SD algorithm. Another approach which searches for the ML solution and its counter hypothesis for soft output is STS [5]. Below are the details of existing detection methods employed in JIDD systems.

A. MAP based Detection for JIDD System

Fig. 1 illustrates the overall MIMO detector system divided into transmitter and receiver. As depicted in Fig. 1, at receiver, first the soft bit information (SBI), $L$, is estimated from $y$ for all transmitted bits. Using the MAP detection process, $L(x_{m,k})$, is calculated as:

$$L(x_{m,k}) = \ln \left( \frac{P(x_{m,k} = +1 | y)}{P(x_{m,k} = -1 | y)} \right)$$  \hspace{1cm} (3)

where, $k$, $m$ are the $k$th bit of the $m$th symbol for which SBI information is calculated.

By applying Bayes’ theorem, and use of interleaving operation which makes all information bits in a symbol vector statistically independent and under the max-log approximation, the $L(x_{m,k})$ can be represented as [4]:

$$L(x_{m,k}) = \ln \left( \frac{\sum_{y_{m,k} = +1} P(y | x) \cdot P(x)}{\sum_{y_{m,k} = -1} P(y | x) \cdot P(x)} \right) = \max d_s - \max d_x$$  \hspace{1cm} (4)

where $d_s$ can be found as follows:

$$d_s = -\frac{1}{N_0} ||y - Hx||^2 + \frac{1}{2} \sum_{m,k} x_{m,k} I_s^2(x_{m,k})$$  \hspace{1cm} (5)

The performance of the JIDD system employing MAP detection method is illustrated in Fig. 2. The performance is generated for $2 \times 2$ and $4 \times 4$ MIMO detector with 16 QAM modulation scheme. The performance is compared for different outer iterations which are between decoder and MIMO detector. The code rate of 1/3 is set for the encoding and decoding purposes with the constraint length of 3 is set for each RSC component. The turbo decoder was employed with 8 inner iterations. As it can be seen that as outer iterations increases the performance of $4 \times 4$ system approaches $2 \times 2$ MIMO system.
B. Sphere Decoding Based Detection Methods

The SD scheme aims to search the transmitted information by searching the ML metric with minimum distance from received signal, which is considered as the final solution metric [4][12-14]. SD is a suboptimal solution to find the best solution by considering small space vector within a set radius instead of searching whole space of possibilities in a full space. The LSD is the method which is based on SD algorithm. In LSD, the search is not limited for one best solution which is the case in SD method, the LSD builds a list of Nc best solutions by searching through the space of radius r. The candidates whose radius falls inside r whose are used to build a subset list \( L_{SD} \subset \chi \) of size Nc [6]. Even the list is full, LSD method continues its search for better candidates until it reaches the end of the search space. The LSD method performance varies for different sizes of Nc, therefore, the increased size of candidate the performance of LSD methods enhances. However, a large size of Nc will result in higher candidate search complexity due to increase in search space.

Fig. 3 shows the BER performance [14-16] of Conventional JIDD detection methods over 2x2 MIMO system with a 16-QAM scheme. The turbo decoder is set with 8 inner iterations and there are 3 outer iterations performed between decoder and MIMO detector. The full search MAP can produce optimal performance compared to LSD and STS methods. Compared to the conventional LSD with 40 candidates, the STS method produces better performance. However performance of LSD depends on the list size which can be improved with increase in list size with the cost of computational complexity.

C. Three Loop MMSE-SIC Method

As depicted in Fig. 4, loops 1 and 2 are those which the JIDD system conventionally employs. In order to reduce the error propagation (EP) which occurs in MMSE-SIC based JIDD systems due to utilization of soft information of other layers, the additional Loop 3 is used and it can enhance the error-rate performance by reflecting soft information within the MIMO detector; so it uses 1) a priori soft information feedback by the FEC decoder, \( L_i^d \); 2) a posteriori soft information which is generated from the first \( L_i^0 \) and second \( L_i^1 \) inner MMSE-SIC iterations. During the execution of Loop 3, the MIMO detector estimates \( L_i^0 \) and it is stored so that it can be utilized in the second inner MMSE-SIC iteration jointly with \( L_i^1 \). While SIC-MMSE detector performing the first inner iteration, the \( i^{th} \) streams soft symbol is calculated by utilizing \( L_i^{d} \) and \( L_i^0 \) [10]. After completing the first iteration, generated soft information is feedback within the MMSE-SIC detector, both soft information extracted in the first MMSE-SIC iteration, and the a posteriori soft information \( L_i^1 \) found at the second MMSE-SIC process, are incorporated. This process continues with the detector until there is no further change in performance and finally generated a posteriori information in the last iteration is de-interleaved and forwarded to the channel decoder [10].

In Fig. 5, the impact of Loop 3 which is inside MMSE-SIC detector is elaborated. The third loop utilizes more reliable information during different steps involved in MMSE-SIC method. Fig. 2 illustrates the impact of Loop 3 on BER performance of 4x4 MIMO system. The number shown in parentheses represents the total layers utilizing information of previous detection iteration. In Fig. 5, the “3 loop method (1)” where (1) indicates information from previous iteration of Loop 3 is utilized only at first layer during current detection process. Similarly, (2) indicates that information is utilized in 2 current layers and so on. Therefore, as more layers use the information of previous loop from Loop 3, the BER performance is improved because information of previous layers is more reliable and it can reduce the error propagation resulting in performance enhancement.
III. SINGLE INVERSION BASED THREE LOOP METHOD

Three loop approach for MMSE-SIC scheme can improve the performance but the cost of computational complexity. Each iteration in the third loop involves \( M \) inverse operations of the filtering matrix. The single inversion method \([11]\) can be employed together with three loops MMSE-SIC method to improve the overall efficiency of the system in terms of computational complexity with a negligible impact on performance. In this paper, the proposed method is used to reduce the complexity of the three-loop MMSE-SIC method by performing the filtering operation with a single inversion for each loop three iterations. By using the single filtering matrix inversion in each iteration of loop 3, the large amount of complexity is reduced while keeping the advantage of performance enhancement brought by the loop 3 approach. During the \( l \)th iteration inside Loop 3, the soft symbols \( \tilde{x}_j \) for each later are estimated by utilizing different soft information in each of its iterations.

For the first iteration when \( l = 0 \), the soft symbols are calculated using, which is soft information (a priori) provided by the channel decoder. During the first iteration in loop 3, the soft symbols for \( j = 1, \ldots, M \); are found as:

\[
\tilde{x}_j^0 = E[x_j] = \sum_{q=1}^{K} q \prod_{i=1}^{2} \left( 1 + \tilde{s}_{j,k} \tanh \left( L_q^d (s_{j,k}) \right) \right)
\]  

(6)

where \( \tilde{s}_{j,k} \) is put as \( \pm 1 \), which depend on the complex symbol \( q \) taken from the complex space \( \Omega \). The error, \( e_j = x_j - \tilde{x}_j \), which can impact the overall performance of the system due to its impact in error propagation is the error calculated between the transmitted stream \( x_j \) and its soft symbol \( \tilde{x}_j \). The variance of each soft symbol depicts its reliability, which is found using \([7][8]\):

\[
V[j,0] = E \left[ |e_j^0|^2 \right] = \sum_{q=1}^{K} q \prod_{i=1}^{2} \left( 1 + \tilde{s}_{j,k} \tanh \left( L_q^d (s_{j,k}) \right) \right) |\tilde{x}_j^0|^2.
\]  

(7)

In loop 3, only a priori information is used for soft symbol and their variance calculation. In the successive iterations, \( 1 > 0 \), soft symbols and their variance are found by using both a posteriori information of previous loop 3 iterations. Therefore, for successive iteration, found as:

\[
\tilde{x}_j^l = \sum_{q=1}^{K} q \prod_{i=1}^{2} \left( 1 + \tilde{s}_{j,k} \tanh \left( L_q^d (s_{j,k}) \right) \right)
\]  

(8)

and their variance is calculated using:

\[
V[j,l] = E \left[ |e_j^l|^2 \right] = \sum_{q=1}^{K} q \prod_{i=1}^{2} \left( 1 + \tilde{s}_{j,k} \tanh \left( L_q^d (s_{j,k}) \right) \right) |\tilde{x}_j^l|^2.
\]  

(9)

After calculating the soft symbols and their variance we estimate Gram matrix and matched filter output. The interference cancelation for the layer is done using:

\[
\tilde{y}_j^l = y^{MF} - \sum_{j=1}^{M} g_j \tilde{x}_j^l = h_j x_j + \tilde{n}_j^l.
\]  

(10)

where \( \tilde{n}_j^l = \sum_{j=1}^{M} h_j e_j^l + n \), and \( g_j \) is the \( j^{th} \) column of \( G \), and \( \tilde{x}_j^l = [\tilde{x}_j^l, \ldots, \tilde{x}_{j=0}^l, \ldots, \tilde{x}_{j=M}^l]^T \).

The next step is filtering the MMSE matrix which involves \( M \) inverse operation (one for each layer). In order to perform single inversion for each iteration in the loop 3, we use the layer independent variance matrix,

\[
\Sigma' = diag \left\{ V[1,l], \ldots, V[M,l] \right\}.
\]  

(11)

Then the MMSE filtering matrix, \( W' \), is calculated only once in each iteration of loop 3 by using:

\[
W' = \left( G \Sigma' + \sigma^2 I_N \right)^{-1}.
\]  

(12)

It is noticeable that previously three-loop approach for MMSE-SIC used (13) during the filtering process which is the layer dependent variance matrix and is found as:

\[
\Sigma = diag \left\{ V[1,l], \ldots, V[i-1,l], V[i+1,l], \ldots, V[M,l] \right\}.
\]  

(13)

The symbol, \( \hat{x}_j^l \), is calculated by using:

\[
\hat{x}_j^l = (w_j^l)^T \tilde{y}_j^l.
\]  

(14)

The symbol estimation in equation (14) can be expanded as:

\[
\hat{x}_j^l = \mu_j^l x_j + \eta_j^l
\]  

(15)

where

\[
\mu_j^l = (w_j^l)^T g_j
\]  

(16)

and denotes Gaussian random variable having a variance \( (\sigma_j^l)^2 \), which is obtained by using:

\[
(\sigma_j^l)^2 = \mu_j^l - |\mu_j^l|^2.
\]  

(17)
The further complexity can be reduced by using a single distance calculation method in order to find the soft information for each bit. The hard decision threshold (HDT) scheme is an efficient single distance calculation method which can calculate of the kth bit using [9]:

\[
L'(s_i) \approx -2\rho|h_i| \tilde{b}_i,
\]

(18)

where \(\tilde{b}_i\) depicts the distance between the estimated symbol , and the HDT line for the estimating bit, and is the signal-to-interference-plus-noise ratio (SINR) for the layer.

IV. SIMULATION RESULTS

Performance of the proposed method is compared for different MIMO systems over the 16-QAM modulation scheme. The Rayleigh fading channel model is deployed to evaluate the performance of the proposed method. The code rate of the turbo code is 1/3. The constraint length employed was three for each recursive systematic convolutional (RSC) code. Eight iterations are deployed in the turbo decoder. The exchange of information between turbo decoder and MIMO detector was performed 4 times.

Fig. 6 illustrates the performance comparison of a single inversion based three-loop MMSE-SIC method with other conventional methods for a 2 × 2 MIMO system with a 16-QAM modulation technique. The proposed method has outperformed conventional MMSE-SIC method while it has similar performance as conventional loop 3 method while much less complex because of single inversion in each iteration while conventional loop 3 requires M inversion operations in each iteration.

Fig. 7 illustrates the performance comparison of a single inversion based three-loop MMSE-SIC method with other conventional methods for a 4 × 4 MIMO system with a 16-QAM modulation technique. As shown in Fig. 7, the proposed method has outperformed the conventional MMSE-SIC method while it has similar performance as the conventional loop 3 method while much less complex because of single inversion in each iteration while conventional loop 3 requires M inversion operations in each iteration.

A. Discussion on Complexity

The complexity of the conventional MMSE-SIC method is dominated by its filtering operation which requires M inverse operations in each iteration. The number of matrix inverse operations is directly proportional to the number of antennas. As the antenna size increases so do the number of matrix inversion operations. Therefore, the proposed method has no impact on the increase in the antenna size because it is layer independent which means it requires only a single inversion operation. Referring to Fig. 7, the conventional loop 3 method in [10] requires eight matrix inversion operation for 2 iterations while the proposed scheme needs only two matrix inversion operation (one for each iteration). Additionally, instead of Max-Log MAP approximation for SBI estimation, we employ a single distance calculation approach which further reduces the complexity of the proposed method.

V. FINDINGS AND CONCLUSION

Due to the large computational complexity of multiple matrix inversion in three loop MMSE-SIC method, the proposed single inversion method for three loop-based MMSE-SIC method. The proposed method improves the efficiency of the MMSE-SIC method by lowering the computational complexity. The simulation results are given which shows that the proposed method can improve the performance in each Loop 3 iteration with much lower complexity.
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Abstract—Relying on social networks to follow the news has its pros and cons. Social media websites indeed allow the spread of information among people quickly. However, such websites might be leveraged to circulate low-quality news full of misinformation, i.e., "fake news." The wide distribution of fake news has a considerable negative impact on individuals and society as a whole. Thus, detecting fake news published on the various social media websites has lately become an evolving research area that is drawing great attention. Detecting the widespread fake news over the numerous social media platforms presents new challenges that make the currently deployed algorithms ineffective or not applicable anymore. Basically, fake news is deliberately written on the first place to mislead readers to accept false information as being true, which makes it difficult to detect based on news content solely; consequently, auxiliary information, like user social engagements on social media websites, need to be taken into account to help make a better detection. Using such auxiliary information is challenging because users' social engagements with fake news produce noisy, unstructured, and incomplete Big-Data. Due to the fact that fake news detection on social media is fundamental, this research aims at examining four well-known machine learning algorithms, namely the random forest, the Naïve Bayes, the neural network, and the decision trees, distinctively to validate the efficiency of the classification performance on detecting fake news. We conducted an experiment on a widely used public dataset i.e. LIAR, and the results show that the Naïve Bayes classifier defeats the other algorithms remarkably on this dataset.
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I. INTRODUCTION

Many people follow the news through different social media platforms because of their ease of access. For instance, about two-thirds of the Americans follow the news through social media websites [1][2]. Newman et al. [3] reported the increased usage of various digital platforms in Great Britain as the main source of the news feed. Because of circulating the breaking news swiftly, social media platforms are significantly better than traditional media [4]. However, not all posted news items are true. There are many economic, social, and political reasons behind people's manipulation of data and information changing. Therefore, these manipulated data leads to creating news items that are neither totally true nor totally false [5]. This, in turn, leads to misleading information on social media networks that causes several predicaments in society. Such misinformation (also known as “Fake News”) has a broad spectrum of types and forms. For example, rumors, fake advertisements, satires, and false political reports are different types of fake news [1]. The spread of fake news becomes more viral than the true news items [6] urged many researchers to concentrate on innovating efficient automated solutions for detecting fake news [7]. Google has announced a new service named "Google News Initiative" aimed at tracking and eliminating fake news [8]. This project will assist users in distinguishing fake news and reports [9]. In fact, the task of detecting fake news is challenging. A fake news detection model aims at identifying purposely misleading news relying on investigating the previously reviewed fake and real news. This brings us to shed light on the availability of large-scale top-quality training data as one of the cornerstones. The fake news detection framework's task can be considered a simple binary classification or a fine-tuned classification in a challenging setting [10]. After 2017, various fake news datasets were introduced. Researchers sought to improve the deployed models' performance using these different datasets such as (ISOT, Kaggle, and LIAR datasets), which are well-known publicly available datasets [11].

In the current research paper, we compare different machine learning classifiers' performance for detecting fake news. The key contributions of this research paper are as follows:

- A detailed performance analysis of four machine learning algorithms using different NLP techniques for detecting fake news.
- Different machine learning-based models are implemented to detect and classify fake news. Each model's performance is measured to categorize various news items correctly, which revealed each model's ability to improve its accuracy of detecting fake news.

This paper is arranged as follows: Section II presents the related works. The objective of this study is clearly highlighted in Section III. In Section IV, we review different classifiers. Section V will explain the data collection process and provide an analysis of the dataset. In Section VI, we present the experimental setup and the evaluation metrics. In Section VII, the examined models' methodology containing the data preparation and handling the missing data problem is discussed in detail. The experimental results of the implemented models are discussed in Section VIII. A discussion of the obtained results and a conclusion of this study are shown in Section XI and X.
II. RELATED WORKS

As people tend to consume more news on social media, fake news on social media has emerged as a critical problem that has a negative impact on society and government [25]. An early study on detecting fake news concentrated on detecting rumors on twitter, and these studies were conducted by social scientists [12]. Later, researchers have focused on understanding the structure and characteristics of fake news in order to identify fake news. As a result, numerous approaches for automatic fake news detection have been proposed in the literature. Most of these approaches transform the fake news detection into a binary classification task, where each statement, “i.e., news,” is labeled as true or false using various machine learning techniques (e.g., [13][14]) or deep learning based techniques [16]. These approaches require data corpus to correctly detect fake news. Rubin [15] introduced three criteria used to determine the quality of created text corpus for identifying fake news, i.e., all facts included in the dataset must be verified; all facts occur in a specific period (e.g., during US election); the way used to observe the facts must be similar, and the facts must have a different level of impact on society. The text corpus has an advantage that the pre-processing is straightforward and simple. However, it suffers from the following limitation, i.e., the only text analysis will reveal limited clues that are not enough to effectively detect fake news. Therefore, current approaches have integrated information based on the propagation network of news that captures how they spread. Ruchansky [16] introduced a new approach, called CSI that encapsulates three modules: Capture, Score, and Integrate. The capture module captures the temporal patterns of the users with the textual information of the news. Score Module exploits users’ profiles to learn their vector representation and computes a score for each user engaged in spreading news. It then combines the output of the previous two modules to classify the news as fake. Singhania et al. [17] propose an approach that is based on deep learning techniques. In their approach, three layers are used to explore the different levels of the text of news separately (i.e., word level, sentence level, and title level). Liu and WU [18] propose an approach that aims to detect fake news at an early stage by exploiting the propagation network of news. In their approach, news are modeled as a multivariate sequence whose elements represent users involved in spreading news. Users are represented as a vector based on features extracted from their profile. Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN) are applied to learn vector representation of news's sequence, which feeds into a multi-layer neural network to classify news as fake or not. Wu and Liu [19] propose an approach based on tracing network of news and using the LSTM-RNN model for classification. Instead of identifying helpful features that apply to detect fake news, Vo and Lee [20] identify people, called guardians, who are interested in correcting fake news and propose a recommendation system that recommends URLs of fact checking to guardians to integrate with fake news. Karimi et al. [21] propose an approach that considers fake news detection a multi-class classification task. In their approach, CNN and LSTM are used to automatically extracted feature vectors from each textual source of news and used an interpretable multi-source fusion model to integrate the learned feature vectors into one vector.

Then, the Multi-class Discriminative Function component is used to determine the class of the fakeness of news. Aghakhani et al. [22] propose an approach called FakeGAN, which uses GAN algorithms to detect false reviews. Goldani et al. [23] propose a method that uses capsule neural networks with word embedding representation to enhance fake news detection performance. Two widely used datasets, i.e., ISOT and LIAR, evaluate the proposed method's performance. Wang et al. [24] propose an end to end approach that teaches common features representation among events and uses them to detect fake news on new events.

III. RESEARCH OBJECTIVE

There is no doubt that the current political events have led to an increase in fake news circulation. In fact, humans are inconsistent and very poor in detecting fake news. Thus, researchers have exerted their efforts to automate the process of identifying fake news. The most well-known attempts blacklist authors and sources that are unreliable. However, we need to consider more complex cases where reliable authors and sources publish fake news to have a reliable, fully automated detecting solution. Machine learning proves to be useful in detecting language patterns. Hence, this research aims to use different machine learning models to detect language patterns that distinguish between real and fake news.

IV. BACKGROUND

A. Naive Bayes

The Naïve Bayes classifier is a classifier based on Bayes’ Theorem:

\[
P(A|B) = \frac{p(B|A)\times p(A)}{p(B)}
\]

(1)

Where A and B denote two conditions. The naive Bayes classifier considers each semantic feature as a condition and classifies the samples with the highest occurring probability. Noteworthy, it assumes that the semantic features are independent. Naive Bayes is considered to be one of the most efficient and effective classification algorithms. It can work on small sample sizes and produces an accurate classification result [25].

B. Random Forest

A decision tree comprises parents with different conditions branch, in which, each node represents a class for classification. The random forest classifier is an ensemble method for classification which construct a multitude of decision trees. We set parameters such as n_estimators, min_samples_split, random_state, max_depth to obtain the best performance. In which, n_estimators represents the number of decision trees in the random forest, min_samples_split represents the minimum amount of samples to split an internal node, and max_depth represents the maximum depth of a decision tree.

C. Decision Trees

A decision tree is a set of decision nodes that start at the root. The benefits of utilizing a decision tree include easy interpretation, efficient handling of outliers, no need for the linear separation of classes, dependent features. Nevertheless,
the existence of so many sparse features could lead a decision tree to overfit, and thus it performs poorly.

D. Artificial Neural Network

A neural network is made of interconnected processing nodes known as neurons that work together to solve very particular problems. Using deep neural networks is considered one of the most successful methods of machine learning. Lately, the new advents of neural networks and pre-trained word embedding have become the main basis of new rich ideas of NLP tasks. Nevertheless, the current model treats all words as a network of input and does not take into account the function of keywords. Consequently, redesigning the neural network model by combining the advantages of the two methods and increasing the weight of keywords in the network could lead to a remarkable improvement.

V. Dataset

We use a public dataset in [26], which comprises 12.8K human-labeled short statements from PolitiFact through its API. POLITIFACT.COM editor was applied to each statement to evaluate its validity. Six fine-grained labels for news truthfulness are considered into multiple classes, including false, true, pants-fire, mostly-true, half-true and barely-true. The distribution of labels in this dataset is as follows: a range between 2,063 to 2,638 for multiple labels and 1,050 pants-fire labels. Moreover, the dataset comprises of different metadata. These metadata contain valuable information about the speaker, total credit history count of the speaker, state, subject, party, and job. The total credit history count, including the half-true counts, false counts, pants-fire counts, barely-true counts, mostly-true counts. The statistics of the dataset are listed in Table I. Some selection samples from the dataset are presented in Table II.

<table>
<thead>
<tr>
<th>Sample 1</th>
<th>Sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statement</strong>: The last quarter, it was just announced, our gross domestic product was below zero. Who ever heard of this? It’s never below zero.</td>
<td><strong>Statement</strong>: Under the health care law, everybody will have lower rates, better quality care and better access.</td>
</tr>
<tr>
<td><strong>Speaker</strong>: Donald Trump</td>
<td><strong>Speaker</strong>: Nancy Pelosi</td>
</tr>
<tr>
<td><strong>Context</strong>: presidential announcement speech</td>
<td><strong>Context</strong>: on Meet the Press</td>
</tr>
<tr>
<td><strong>Label</strong>: Pants-fire</td>
<td><strong>Label</strong>: False</td>
</tr>
<tr>
<td><strong>Justification</strong>: According to Bureau of Economic Analysis and the National Bureau of Economic Research, the growth in the gross domestic product has been below zero 42 times over 68 years. That’s a lot more than never. We rate his claim Pants on Fire!</td>
<td><strong>Justification</strong>: Even the study which Pelosi staff cited as a source of that the statement suggested that some people would pay more for health insurance. Analysis at the state level found the same thing. The general understanding of the word everybody is every person. The predictions do not back that up. We rule this statement False.</td>
</tr>
</tbody>
</table>

VI. Evaluation

A. Experimental Setup

The experiments of this paper were conducted on a server having 32 GB RAM, GeForce GTX 1080 GPU of 8 GB GDDR5X memory, and 2560 NVIDIA CUDA cores. We used Keras library for implementing the proposed models.

B. Evaluation Metrics

To evaluate the models, training and validation accuracy are reported for the data partitions. Accuracy is calculated based on the following mathematical representation. Apart from accuracy, other performance measures, that is, True Positive Rate (TPR) also known as Recall, Precision (Pre), and F1 measures, are calculated based on equations 2, 3, 4 and 5, respectively.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (2)
\]

\[
TPR = \frac{TP}{TP + FN} \quad (3)
\]

\[
Pre = \frac{TP}{TP + FP} \quad (4)
\]

\[
F1 = 2 \cdot \frac{TPR \times Pre}{TPR + Pre} \quad (5)
\]

where FP, TN, TP, and FN denote false positives, true negatives, true positives and false negatives, respectively.
VII. METHODOLOGY

The LIAR dataset is a well-known dataset in the realm of detecting fake news. It consists of 12,836 human-labeled short statements. The chosen instances in this dataset are from more natural contexts such as political debates, Facebook, tweets posts, etc. Furthermore, it contains 12787 news items. In each item, the following features are provided:

- News statement
- Barely true counts
- Subject of news
- False counts
- Half true counts
- Speaker name
- Speaker’s job title
- Mostly true counts
- pants on fire
- State information
- Party affiliation
- Venue

A. Data Preparation

We split the categorical (text) features and numerical features into two categories:

- Numerical features are (false counts, mostly true counts, pants on fire, barely true counts, mostly true counts, and half true counts). As we know, we do not need to do pre-processing on the numerical features because these features contain true counts and false counts, so we will use these counts for each news item.

- Categorical features are (Party affiliation, Venue, Subject of news, Speaker name, Speaker’s job title, State information, and News statement).

Our primary focus was on feature engineering; if we could add some other features or fine-tune the features, detecting news accuracy can be much efficient. Therefore, we explore all categorical features to extract the best feature that distinguishes true and fake news.

In the party affiliation feature, we extracted the party affiliation’s unique parties and then replaced all the different parties into four categories named as republican, democrat, unknown, and others. Consequently, we intend to make feature values closer to the class label of news.

While in other features, we tokenize all the words to work on each word separately. After tokenization, we removed the stop words of English because stop words are not good words that cannot distinguish between true and fake news. Thus, we removed these stop words because they fall into both: true or fake news. Next, we applied stemming on the words/tokens because we wanted to use only the (base/root) form of words.

Although stemming does not work well on all the words, our goal was to convert all these features into categories.

There were unique words in Label/class, speaker, and state info features, so we encoded them into unique numbers (half-true as 0, false as 1, mostly-true as 2, barely true as 3, true as 4, and pants-fire as 5). We encoded the other features categories into unique numbers as well.

Finally, in the Statement of news feature, we removed the punctuation from the Statement’s sentences. We then removed the repeating characters; we also clean hyperlinks and other special characters from the text of statement news. After cleaning the news statement, we applied unigram feature extraction, bigram features extraction, and trigram features extraction. We observed that the trigram feature yields good results, among others (see Fig. 1).

B. Missing Data

We conduct an investigation to check the missing value because it can affect the overall performance of algorithms. Thus, we found that 3565 speaker job-titles were missing, 2747 state information missing, and 129 venues. Initially, we replaced the missing values with NaN, and after that, we replaced these with unknown words. It is worth mentioning that, based on our observation, using our method to handle the missing value does not make a significant difference or even any difference.
C. Overfitting and Cross Validation

Overfitting is one of the central problems in machine learning. It arises when the model performs poorly on unseen data while giving excellent results on training data. Cross-validation is a way to overcome such an issue; it aims to test the model's ability to correctly predict new data that was not used in its training. Cross-validation shows the model generalization error and performance on unseen data. K-fold cross-validation is one of the most popular versions. In our experiment, we use k-fold cross-validation to ensure we avoid overfitting.

VIII. EXPERIMENTAL RESULT

A. Training and Testing

There were three separate files in this dataset. We combined all three files and pre-processed the data. Then, we prepared it for the training and testing sets. We divided the data 70-30% for training and testing sets. Next, we used cross-validation 5 times, with 80-20% split every time for training and testing. It is important to note that we shuffled all the rows with random state 6 to avoid any train models’ biases. We employed four different machine learning algorithms, and we used Python 3.6.5 as our programming language for the implementation. The classification models that we implemented are the random forest, Naïve Bayes, neural network, and decision trees algorithms to explore further how well our data fit into the models. These algorithms are suitable for several classifications as they have their own properties. We observed different variations during the training of machine learning algorithms. We tune the parameters of each algorithm and get different results. Still, k-fold validation techniques can be applied. Accordingly, we can use the data in different folds to train the algorithms each time on a different training set. After training, we used the trained models of each algorithm and tested them on the testing set.

B. Result

To evaluate the classification process of each algorithm, standard metrics that measure the overall performance were considered. The number of predictions (whether correct or incorrect) with each class are shown in the confusion matrix (see Fig. 2). Fig. 2 shows the confusion matrix of each classifier on the test set. Naïve Bayes classifies all classes with more accuracy. Other classifiers encounter some difficulties classifying mostly true and pants-fire. For these labels, detecting the correct label is more challenging, and many pants-fire texts are predicted as false.

Nevertheless, it is challenging to distinguish between false and barely-true and between mostly-true and true. To have a thoroughly detailed analysis, we evaluated each model's performance within and across different K-fold (see Tables III to VII). This allowed us to further study the overall performance of each algorithm and see the generalization as well.

Fig. 3 presents the overall comparison of all algorithms. Among all the classifiers we have implemented, Naïve Bayes gives the highest accuracy. Other classifiers, such as random forest, appeared to be vulnerable to overconfidence due to the usage of independent variables to predict outcomes. Noteworthy, it requires that each data point needs to be independent of all other data points. In this dataset, the news statement determines the feature word length.

TABLE III. K-FOLD-1 RESULTS 80% TRAINING AND 20% TESTING

<table>
<thead>
<tr>
<th>Evaluation measures</th>
<th>Random Forest</th>
<th>Naïve Bayes</th>
<th>Neural Network</th>
<th>Decision Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.90%</td>
<td>0.99%</td>
<td>0.97%</td>
<td>0.94%</td>
</tr>
<tr>
<td>Precision</td>
<td>0.90%</td>
<td>100%</td>
<td>0.97%</td>
<td>0.93%</td>
</tr>
<tr>
<td>Recall</td>
<td>0.89%</td>
<td>100%</td>
<td>0.97%</td>
<td>0.95%</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.89%</td>
<td>100%</td>
<td>0.97%</td>
<td>0.94%</td>
</tr>
</tbody>
</table>

TABLE IV. K-FOLD-2 RESULTS 80% TRAINING AND 20% TESTING

<table>
<thead>
<tr>
<th>Evaluation measures</th>
<th>Random Forest</th>
<th>Naïve Bayes</th>
<th>Neural Network</th>
<th>Decision Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.91%</td>
<td>0.99%</td>
<td>0.89%</td>
<td>0.91%</td>
</tr>
<tr>
<td>Precision</td>
<td>0.91%</td>
<td>100%</td>
<td>0.91%</td>
<td>0.92%</td>
</tr>
<tr>
<td>Recall</td>
<td>0.90%</td>
<td>100%</td>
<td>0.90%</td>
<td>0.91%</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.91%</td>
<td>100%</td>
<td>0.90%</td>
<td>0.92%</td>
</tr>
</tbody>
</table>

TABLE V. K-FOLD-3 RESULTS 80% TRAINING AND 20% TESTING

<table>
<thead>
<tr>
<th>Evaluation measures</th>
<th>Random Forest</th>
<th>Naïve Bayes</th>
<th>Neural Network</th>
<th>Decision Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.93%</td>
<td>0.99%</td>
<td>0.94%</td>
<td>0.96%</td>
</tr>
<tr>
<td>Precision</td>
<td>0.92%</td>
<td>100%</td>
<td>0.95%</td>
<td>0.96%</td>
</tr>
<tr>
<td>Recall</td>
<td>0.91%</td>
<td>100%</td>
<td>0.95%</td>
<td>0.96%</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.91%</td>
<td>100%</td>
<td>0.95%</td>
<td>0.96%</td>
</tr>
</tbody>
</table>

TABLE VI. K-FOLD-4 RESULTS 80% TRAINING AND 20% TESTING

<table>
<thead>
<tr>
<th>Evaluation measures</th>
<th>Random Forest</th>
<th>Naïve Bayes</th>
<th>Neural Network</th>
<th>Decision Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.91%</td>
<td>0.99%</td>
<td>0.94%</td>
<td>0.95%</td>
</tr>
<tr>
<td>Precision</td>
<td>0.92%</td>
<td>100%</td>
<td>0.93%</td>
<td>0.97%</td>
</tr>
<tr>
<td>Recall</td>
<td>0.90%</td>
<td>100%</td>
<td>0.95%</td>
<td>0.94%</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.91%</td>
<td>100%</td>
<td>0.94%</td>
<td>0.95%</td>
</tr>
</tbody>
</table>
TABLE VII. K-FOLD-5 RESULTS 80% TRAINING AND 20% TESTING

<table>
<thead>
<tr>
<th>Evaluation measures</th>
<th>Random Forest</th>
<th>Naïve Bayes</th>
<th>Neural Network</th>
<th>Decision Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.92%</td>
<td>0.99%</td>
<td>0.86%</td>
<td>0.76%</td>
</tr>
<tr>
<td>Precision</td>
<td>0.93%</td>
<td>100%</td>
<td>0.90%</td>
<td>0.81%</td>
</tr>
<tr>
<td>Recall</td>
<td>0.91%</td>
<td>100%</td>
<td>0.84%</td>
<td>0.77%</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.92%</td>
<td>100%</td>
<td>0.85%</td>
<td>0.75%</td>
</tr>
</tbody>
</table>

Fig. 3. Overall Accuracy Comparison of different Machine Learning Algorithms for LIAR.

Consequently, the model will tend to overweight the significance of observations when such observations are related. It is worth mentioning that, as we can see from the results, there is no overfitting problem because, in every split, the model performance is consistent. Likewise, we have evaluated the trained models, and we could see the fine details of each algorithm's confusion matrix and that there is no false rate of predictions on class level.

IX. DISCUSSION

We examined the performance of several machine learning algorithms: the random forest, the Naïve Bayes, the neural network, and the decision trees algorithms. In general, our obtained results verify the pros and cons of the compared different machine learning algorithms when they have been used in detecting fake news. In the following few lines, we analyze the results and give an insight into Naïve Bayes performance:

- In this research work, we intend to train the dataset on different algorithms to determine which algorithm performs well. The reason for the Naïve Bayes algorithm's good performance is that it works well on the text based on Bayes theorem. Naïve Bayes computes conditional probabilities of two events on the basis of text occurrence individually and differentiates each event/class accordingly.

- Naïve Bayes algorithm is better than other algorithms in this dataset. The accuracy is good as we evaluated the trained model with different evaluation measures, and the converging/training time of the Naïve Bayes is excellent (see Table VIII).

TABLE VIII. THE RUN-TIME FOR THE DIFFERENT MACHINE LEARNING ALGORITHMS (IN SECONDS)

<table>
<thead>
<tr>
<th></th>
<th>Random Forest</th>
<th>Naïve Bayes</th>
<th>Neural Network</th>
<th>Decision Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run Time</td>
<td>54.3 s</td>
<td>1.3 s</td>
<td>420.2 s</td>
<td>540.1 s</td>
</tr>
</tbody>
</table>

• When applied to this dataset, the computational runtime and accuracy comparisons led us to conclude that the Naïve Bayes is the best method in general.

X. CONCLUSION

Understanding the rationale of specific fake news items infers many details about the different involved factors. Recently, a rapidly increased number of models were proposed in the literature to automatically detect fake news. The two influential factors that significantly impact these models' accuracy are the datasets and a set of explicit classes. Our experiment posits that good models should require a reasonable number of fine-tuning when tested on different datasets. This paper investigates four machine learning classifiers' performance, namely, the random forest, the Naïve Bayes, the neural network, and the decision trees algorithms for identifying fake news. We used a publicly well-known dataset, i.e., LIAR. Based on our results, we observed good performance of the Naïve Bayes algorithm because of the computation of conditional probabilities of two events on the basis of text occurrence individually and the differentiation between each event/class accordingly.
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Abstract—The optimum utilization of human resources is one of the crucial exercises in IT organizations. To provide a well-organized and cohesive working environment, organizations need to review their work culture in reference to newly evolved tools and techniques. To reduce the development cost of the IT projects and the optimum utilization of human resources, organizations need to review and redesign the project development processes. The significant challenges faced by IT organizations are the rapid switch-over (attrition) of IT professionals, physical migration or deployment, and redeployment of the human resources. This research paper is an effort towards the multilateral exploration of the techniques to adapt and improve the ICT enabled project management practices in an outsourced environment. This research is an effort with special reference to developing countries such as Ethiopia, where an acute shortage of high skilled IT human resources and their physical migration from one project location to another project location is a costly and challenging task. Ethiopia as a developing country and its IT industry is challenged by several issues like the capacity of ICT infrastructure and the skilled human resources. In such situations, IT projects are either challenged, impaired, or completed failed due to lack of IT human resources with desired skills and ultramodern up to date IT infrastructure. In this research paper, cloud computing technology is assumed as a key to the solution. For this, a systematic and careful investigation using mixed data analysis approach was used to adopt cloud-based outsourcing in IT project management practices i.e. design, development, and testing over outsourced systems by outsourced IT human resources. The major findings of this paper are to investigate and analyze how these cloud-based resources can be explored without physical movement or migration. For the novel improvement in the existing IT project management practices, the salient stakeholders’ views were collected and analyzed for designing cloud-based outsourcing IT project management framework for the Ethiopian IT industry. The framework was functionally tested over the cloud-based Bitrix24 platform.

Keywords—Outsourcing; project management; cloud; IT industry; framework

I. INTRODUCTION

Cloud computing is established as one of the computing technology which can provide the IT resources as and when needed and supports the real-time availability, scalability, and reliability using pay per use model. It is a model that enables convenient, and on-demand access to the IT resources over a wide area network. These resources are auto-configurable pooled computing resources such as networks, servers, storage, applications, and services that can be rapidly provisioned and released with minimal management efforts or interaction with the service providers. It involves shifting the costs from capital expenditures (i.e. buying and installing servers, storage, networking, and related infrastructure) to an operating expense model, where one can pay for the usage of these resources. As a general standard a project can be defined as a temporary endeavor designed to produce a unique product, service or result with a defined beginning and end undertaken to meet unique goals and objectives, typically to bring about beneficial change or added value. The temporary nature of the projects stands in contrast with repetitive, permanent, or semi-permanent functional activities to produce products or services. In the context of computing or IT, project management is the application of expertise skills, IT infrastructure tools, and advanced techniques to a set of interconnected activities to meet the requirements of the IT projects [1] [2]. In general, the main goal of any project management effort is to manage the resources assimilated in such a way that the project is completed on time, within budgeted cost, and according to the desired functionalities or scope with promised quality expectations of the sponsor.

IT Projects have a terrible track record of their success and failure in the past couple of decades [3]. The1995 Standish Group study (CHAOS) found that only 16.2% of projects were successful in meeting only scope, time, and cost goals, and over 31% of projects were canceled before completion [4]. A Price water house cooper study revealed that half of all the projects were failed and the success was only 2.5% where they met their targets for scope, time, and cost goals.

The IT industry of Ethiopia has been facing several challenges such as acute shortage of skilled human resources with the latest technology skill sets, modernized ICT infrastructure, platforms, tools, and techniques [5] [6].

How to ensure the optimum utilization of IT resources via emerging Medias such as the cloud is only an assumption? IT industry organizations of the developing countries are still lagging behind in sharing, deploying, and redeploying the IT human resources without physical migration from one physical location to another. The principal question in the mind is; how to explore and ensure the optimum utilization of IT human resources and infrastructure through a cloud based outsourcing techniques in project design, development, test, and management? How to investigate and explore the possibility of the cost reduction, time optimization, skills or expertise outsourcing, flexible outsource partner selection with frequent
provisioning and re-provisioning towards enhancement of the quality and the success of the projects? Ethiopia is a developing country located in the horn of Africa where most of the IT industries are focusing only on localized business and related IT projects and partners. These projects have salient limitations like quality, timeliness, scalability, robustness, flexibility, and high security of the project code and solutions with current practices of IT project management. Based on the thorough observation and preliminary study, the following research questions are set for the aforementioned problems:

- What are the basic issues and challenges that often make IT projects fail in the IT industry of Ethiopia?
- Which emerging tools and technologies can be explored to ensure the success of IT project management in the Ethiopian IT industry?
- Which Cloud-enabled IT project management outsourcing practices the framework can be a key instrumental to alleviate such issues and challenges?

To answer the aforementioned questions and design a solution framework; this research paper proposed to investigate and analyze the issues and challenges that lead to fail the IT projects before completion and design a cloud-enabled IT project management outsourcing practices framework for Ethiopian IT industries.

The following specific objectives of the study were also formulated with intermediate activities to achieve the goal of the research.

1) To investigate and analyze the issues and challenges affecting the success of the IT Projects in the IT industry of Ethiopia.
2) To identify, and explore the possible applications of cloud-enabled outsourced IT project management tools and technologies for improving success and the productivity of the IT projects.
3) To design and develop a contextualized Framework for Outsourcing in IT project management over cloud platforms.
4) To evaluate the Performance and Productivity of the Framework towards optimum utilization of IT resources in outsourced environments.

A. Scope of the Research Study

The main boundary of this study was to delimit the discovery of cloud-enabled tools, techniques, and their applications in outsourcing practices of IT projects in Ethiopian IT industry. The final contribution proposed was to design, develop, and demonstrate a framework for the IT project management related outsourcing practices over cloud. The major management practices considered were resource allocation and re-allocation, monitoring, control, deployment, re-deployment, follow-up meeting, instant reminders, rewards, computing, communication, collaboration, and ensuring the optimum utilization of resources over cloud-enabled platforms. The study covers only Ethiopian IT industries and IT-related projects.

B. Significance of the Study

The proposed research is significantly important for effective resource utilization, success rate enhancement, quality improvement, and cost reduction for the IT industry of Ethiopia. It explores the possible usage of cloud-enabled tools and techniques in computing, communication, and collaboration practices and opportunities worldwide for IT professionals. The IT professionals can share their knowledge, intelligence, and skills in the worldwide collaborative environment even without physical migration. The proposed cloud-enabled framework will be an essential instrumental to facilitate the outsourcing of almost everything in an inter or intra-organizational environment.

The main contribution of this research paper is the cloud-enabled framework which tried to advance the alleviation mechanism of the issues and challenges in traditional IT project management practices. The prototype developed, demonstrated, and evaluated with selected features evidently justified the improvements in cloud-enabled IT Project Management practices. The prototype demo and the user acceptance clearly validated the new knowledge contribution of cloud-based outsourcing of IT Project Management Practices. Thus the framework promises to improve the salient features of project activities such as computing, communication, collaboration, monitoring, and control of human resources in anytime, anywhere over any-device with cost-effectiveness, reliability, scalability, optimum utilization, and all-time availability. The framework devised a new idea to establish a new pattern for IT Project managers where they can be on-site away from the site or in their offices away from the offices.

The paper is framed based on a scientific sequence of steps and pedagogy. The introduction of this research paper covers the basic background of the research domain, problem statement, research gap, research questions, objective, and contributions. In the review of the literature part, the selected concepts related to the problem domain are covered with some background reports of the world agencies such as the World Bank. The review of literature critically reviewed the selected papers to find out the research gaps, and to justify the research initiative with worth solving claim. In the research methodology part, basic ideas about research design type, research tools, and research method selection criteria are explained with parametric suitability assessment and analysis. In the data collection section the sample size, sampling technique, and the types of primary data collection methods and tools are explained. After the collection of data using three methods i.e. survey, interview, and technical observation, the framework is designed and explained with detailed functionality of each component. To demonstrate and validate the framework, a prototype is designed using the cloud-based Bitrix24 platform. The designed prototype is demonstrated before salient stakeholders and users to collect user acceptance and explained in detail using tables and charts. Finally, the summary of the research findings and contributions are covered in the conclusion part and the recommendation are also forwarded in the last section for future research directions.
II. REVIEW OF LITERATURE

The rigorous review of literature was done to understand the gaps in the existing state of art researches towards addressing the issues and challenges in IT project management practices in general and developing countries such as Ethiopia as a specific case. The main focus of the review of literature was to understand and analyze the existing issues and challenges in the IT Project management practices in IT industry of the world vs. Ethiopia. The paper for the rigorous review were selected from the peer review journals, conference proceedings, and research project reports.

A study of Stephen Cacciola and Robert Gibbons [7] was conducted to investigate the outsourcing IT to improve the organizational performance. This study is an exploratory research which reveals how the cloud systems facilitate the services and improve the productivity that was envisioned but often not realized by organizations implementing old computing models, and allow for further productivity improvements in organizations that have benefited from previous technologies. In this research, the main focus was on the performance improvements parameters without any consideration of the project management practices in detail, specifically an exploration of offshoring or outsourcing in developing countries.

Research of Muhammad Younas Imran Ghani et al. [8] contributed the major benefits due to the amalgamation of agile software development methodology and cloud computing. This research tried to explore the efficient facilitation of global agile software development in the cloud environment. The researchers tried to explore the infrastructure features required for agile development in a distributed environment. This research is relevant to the proposed dimension of our research paper but the tools, methodologies, approach, and analysis didn’t outline anything in the outsourcing of the agile development approach during project execution and management practices in IT industries or organizations.

Another important study of Mihret Abeselom Teklemariam and Ernest Mnkandla [9] was done for Software project risk management practice in Ethiopia. The major findings of this research study were focused on identifying uncertainties by project managers on risk management processes that whether they are carried out in the project implementation or not. This articulates a gap in the ability of project managers to adequately manage project activities. This research describes the insignificant relationship between risk management practices and project success. It suggests the presence of other factors that can play significant roles in the success or failure of projects but they are not definitely outsourcing related parameters. The proposed study tries to investigate the factors affecting the success of IT projects during the development phase. The study does not cover issues such as how outsourcing via the cloud can support in minimizing the failure possibilities in general and developing countries like Ethiopia as a special case where capacities of skilled human resources and ultramodern ICT infrastructure are typically challenged.

Research by Faith Shimba [10] was confined to investigate the successful adoption of cloud computing as a key to the realization of benefits promised by cloud computing technologies. As organizations need the high processing capabilities, large storage capacity, IT resource scalability, and high availability, at the lowest possible cost. In this context, cloud computing becomes an attractive alternative media. The study explains that how an emphasis on collaboration between clients and vendors is essential for the successful adoption of cloud computing. This research is relevant to the proposed research because one of the dimensions of the proposed study is to adopt cloud computing in IT project management for outsourcing activities. This study motivates how outsourcing practices can be migrated over the cloud in the next generation of IT project management practices.

Jianfeng Wang, and Xiaofeng Chen [11] conducted a survey on Efficient and Secure Storage for Outsourced Data. This research study is the best benchmark for the proposed research. The study explored the support by providing the concept of outsourced efficient and secure infrastructure for the storage. This research focuses only on the efficient and effective use of cloud-based storage.

Gyöngyvér Husztáné Acsai [12] reveals the new knowledge about the qualitative inquiry of the project management of the Virtual Teams. This research study is focused on the advantages and challenges in the project management of virtual teams compared to the academic cyclorama. The study revealed four new advantages. The two challenges not yet identified and studied in the project management of virtual teams. Furthermore, a research gap at the cross-section of virtual project management and cloud computing is investigated studied in this study. The results of this study indicate that cloud computing tools are indispensable for virtual collaboration and benefits have been gained due to the adoption and usage of cloud computing tools in virtual project management. This research paper recommended that the future work of virtual project management and its connection with cloud computing can offer several choices for further research areas and our proposed study is focusing on that. The researcher recommended that widening this research, a case study about the perceived effects of a new, cloud-based project management software in virtual teams can give better outputs. And this is what our proposed study contributed a new idea for next-generation services towards better support from the global community of experts and services providers in the true globalization of the IT industrial revolution. The researcher focused only on qualitative analysis of advantages and challenges but didn’t develop or propose a solution as a new knowledge contribution.

A paper of Sunil Patil and Y.S. Patil [13] conducted a review on outsourcing with a special reference to telecom operations. This paper was focused on outsourcing IT management and explores relevance to telecom operations. In the case of telecom operators, it is observed that the basic set of parameters influencing the decision of outsourcing is the same as the rest of the industry. It is observed that telecom operators have extended this model by outsourcing the management of network infrastructure, management of towers, billing systems, marketing, etc. This is creating new working models and relationships. This research is an effort that provides a direction for outsourcing concepts with a new dimensional thrust towards the exploration of the possibilities to share different
infrastructure now and then. And also helps with the trend in outsourcing is multi-sourcing, collaborative innovation needs to happen where all the vendors work together, innovate together with the client team and implement innovations. Innovations can be in different domains such as technology, processes, products and services, and forward-looking areas. This study didn’t address the challenges faced by IT Project Management leaders during the development phases like scope creep, technology creeps, and scalability issues both in terms of infrastructure and human resources in the developing country industries.

Another research of Muhic et al. [14] reviewed was related to the next generation outsourcing overcloud. This case study exposed new knowledge that cloud sourcing reduces cost and complexity in the advantage of increased labor productivity. This study reveals some motivational benefits such as cost, complexity, and increase in productivity of human resources.

Stephan Schneider and Ali Sunyae [15] conducted research and discussed the determinant factors that are inherent to the particular sourcing option such as the risk of losing access to data and the benefits of increased scalability. Researchers have investigated a rich array of technical characteristics as determinant factors of IT Sourcing decisions, predominantly concerning the risks or benefits of the desired sourcing option. This study is an important review but focuses on contribution to the practice, as the determinant factors of cloud-sourcing decisions. This serves as a basis for practitioner-oriented guidelines and best practices regarding how to select and offer cloud services rather than discussing the management of the outsourcing service over the cloud environment.

A research study [16] discusses the Open Clouds for Research Environments consortium by putting in place an easy adoption route. It was estimated that numerous European research and education institutes will be able to directly consume these offerings via the European Open Science Cloud service catalog, through ready-to-use agreements. This research provides a new dimension of open source cloud usage. Other researches tried to encourage trust, security and transparency using different techniques such as MLP neural network and particle swarm optimization algorithm to detect intrusion and attacks. Such research is the efforts towards strengthening the security tire of the computing systems when we talk about the project management over virtualized cloud platforms [17] [18] [19] [20].

The rigorous analysis of several research studies focused and relevant to the proposed research, it was clearly identified and observed that “designing a framework for outsourced IT project management practices over the cloud” can be a new and innovative idea for new knowledge contribution to the domain.

III. RESEARCH DESIGN AND METHODOLOGY

A. Research Design

The proposed research study is the mixed version of constructive and applied research design. The research paper used a mixed research approach i.e. qualitative & quantitative both for data collection and analysis. The detailed data collection methods and tools are illustrated in Fig. 1.

Fig. 1. Data Collection Procedures.

B. Data Sampling Strategy

The sample size for this research was seventy (70) and determined based on the mixed version of the online sampling tool i.e. Rao soft and the purposive sampling technique. The sample size was selected based on certain criteria set and the conditions. The open-ended Interview and Online Questionnaire-based Survey were considered for the detailed factual findings. Since the research study focuses on the scientific inputs from numerous stakeholders and observations of the researchers and therefore applied and constructive design strategy was followed. This strategy implied that the sample size seventy (70) is sufficiently representative for generalization of the results in the domain-specific user community.

C. Survey Questionnaire

The survey research questionaries’ were prepared and distributed to the numerous stakeholders such as project manager, IT professionals, software developer, system admin, and the end-users of the project management. This process was done for collecting the real facts about issues and challenges in existing IT Project Management practices in the IT industry/software companies. The responses of the respondents were collected by the researcher in a single folder. The collected data were processed using the Google data analysis tool for revealing the hidden insights.

D. Technical Interview

An Open-ended Interview questionnaire was designed for professionals/expert stakeholders. An open-ended interview questionnaire for IT Industry Professionals was distributed via a cloud-based Google Form to collect the detailed professional inputs from the professionals. Therefore, this interview questionnaire was considered to collect the general and managerial facts in detail for cross-validation of the input facts about the project management practices. In this process, the features and benefits of the cloud-enabled outsourced IT project management practices were compared with classical/traditional management practice and the research questions were framed accordingly.
E. Technical Observation

In this section, a detailed technical observation was done by the researchers themselves. The technical observation was based on a checklist to collect and cross-validate the primary facts collected via survey and interview about the issues, challenges, features, performance, and other attributes of the existing state of art practices in the IT Project Management domain.

F. Selection of Research Demo and Validation Tools

Cloud technologies have salient platforms/tools available in the IT market for computing, communication, and collaboration. As presented in Fig. 2, this research paper selected the tools based on the suitability assessment. These tools were used for framework designing, prototype development, and the functional demonstration of the research outcomes of the outsourced IT project management practice framework over the cloud. The outcomes of the research i.e. Framework was validated using two-fold methods i.e. 1) Functional demonstration, and 2) user/professional acceptance with the selected parameters as presented in the chart.

1) The Bitrix24: Bitrix24 is a free cloud service technology platform that provides over 30 handy tools, including online file storage and sharing, document management, real-time communications, and human resources management system. The best of all Bitrix24 is available as a self-hosted software platform for on-premise deployment that comes with API and open-source code. This can migrate from cloud to the user's server any time the user wants. Bitrix24 comes with free online workflow automation and business process management tools that can shoot the productivity of the users through the roof while eliminating the need to perform routine tasks manually. The system is industry independent and can be used to establish, standardize, and monitor processes and workflows in any IT department of the industry. After the overall suitability assessment, the Bitrix24 was found to be the most suitable tool and platform for the functional demo of the prototype of the outsourced IT Project Management Framework over the cloud.

2) The Only-office: The interface of the only office is divided into several modules: Documents, CRM, Projects, Mail, Community, Calendar, and Talk. The mail module combines a mail server for creating own-domain mailboxes and a mail aggregator for centralized management of multiple mailboxes. The calendar module allows planning and monitoring of personal and corporate events, task deadlines in Projects and CRM, sending and receiving invitations to events. A calendar can be integrated with the third-party calendars that support it. The community module offers corporate social network features: polls, corporate blogs and forums, news, orders, announcements, and messenger. According to this study, it is one of the supporting tools for project management practice over the cloud but it has limited features related to bitrix24. Because of this, the researcher preferred to use the bitrix24 for some demonstrations of the project management activities.

Finally, parameter based suitability assessment of the different tools and technologies, the following tools and methods were selected for the different activities carried out in this research:

- Data Collection Methods: Survey Questionnaire, Interview Questionnaire, and Technical Observation.
- Data collection & Analysis: Google Form (GF) & SPSS but the research preferred to use the GF.
- Framework designing: Edraw Max Platform.
- Framework Demo & Validation: Bitrix24 Platform.

IV. DATA ANALYSIS AND THE DISCUSSION OF RESULTS

A. Primary Data Collection and Analysis

In this phase, responses were collected using a structured questionnaire for survey and interview from the domain-specific professionals and the stakeholders (i.e. Project manager, IT professionals, Network Admin, Software developers, and related professional knowledge holders). The collected facts were then analyzed and summarized for investigating the issues and challenges in the current status and the practices in the existing state of the art of IT project management. It was critically analyzed in comparison with outsourced IT project management over the cloud.
Most of the developing countries like Ethiopia and its organizations having a lack of IT professionals were critically reviewed and analyzed for the existing state of art practices. The organizations status were also analyzed for managing the services effectively and efficiently to encourage the intervention or the adoption of cloud computing in the IT industry, and software development. Also, human resource, time, and cost management towards the betterment of the business process, project control and effective communication were considered in the fact-finding and analysis process.

One of the anomalous issues observed during the fact-finding phase was the usage of emerging technologies for the computing and management of the resources. Also, it was observed that the cost management, and schedule management with follow up of the activities within the prescribed timeframe were found to be delayed and the projects were failed. The study used a purposive sampling technique for the survey, interview, and technical observation. The sample size selected was 70, for the survey and 6 for the professional’s interview. The researcher also conducted a self-technical observation using a checklist. From the target sample of seventy, only forty respondents participated in the fact-finding phase and forwarded their responses. The fact findings data analysis were as follows.

1) What is the status of cloud technology adoption in Ethiopia?

The prime aim of this research was to investigate the current status of IT project management practices in the IT industry of Ethiopia. It was aimed to investigate and analyze the cost-effectiveness of IT projects, issues, and challenges in terms of time, quality, resource capacity, remote computing, communication, ease of anytime collaboration, discussion, agility, setting priorities, smartness in IT project management practices.

Also, it was envisioned to know how to adapt the newly evolved technologies like a cloud in project management practices to improve the above-mentioned features and create a new environment of outsourcing practices so as to alleviate the acute shortage of high skilled human resources in developing countries such as Ethiopia.

The responses of the respondents revealed that the adoption or intervention of such kinds of cloud-enabled IT Project Management practices is very low in the Ethiopian IT industry. As presented in Fig. 8, the 62.5% of responses indicate that the project management practices in the Ethiopian IT industry is still very low. As presented in Fig. 3, the 37.5% responses indicated that the cloud adoption or intervention in the IT industry project management practices is very low. The same facts were validated during the interview of the technical/managerial experts in the selected IT organizations and technical observation of the researcher. Maximum IT project managers accepted that they still not explored the possible usage of cloud-based project management practices. During the technical observation, it was verified that the managers are equipped with only managerial skills i.e. they are lagging behind in technology adoption tactics for becoming a techno-savvy professional. It was revealed that they still use traditional IT project management practices. These two analytical facts indicate that there is either an acute shortage or lack of access to the cloud-based IT project management practices in Ethiopian IT organizations or IT project managers are not aware of such technologies. They need awareness of the smart adoption of the newly evolved technologies like a cloud for facilitating the exchange of information/data, advanced management, and real-time communication in IT project management activities.

Also, it was observed that the adoption of cloud-enabled IT project management practices can minimize the cost of the project, minimize the time of development, and improve the quality of the project outcomes. The analysis of the responses discovered that cloud-enabled technology if properly adopted and practiced; can improve the probability of the project success and mitigate the higher possibility of the project failures before completion in the IT industry of Ethiopia.

2) What types of remedial action/strategy have you adopted to overcome such challenges?

Currently IT-related technologies have created salient types of emerging management practices such as how to control and communicate in remote environments and information distribution within a short period of time in IT companies/industries.

As presented in Fig. 4, maximum i.e. 55.6% of respondents indicated that they are looking for an alternative mechanism or technology to resolve such aforementioned issues and challenges to optimizing the possibility of success and to minimize the failure rates. The 22.2% respondents responses indicated that projects are challenged or over-budgeted because of traditional project management practices, and only 11.1% revealed a critical question on success and responded that IT projects were canceled before completion and the reasons were unknown. The rest of the 11.1% responses indicated that they refuse to take projects because of the shortage of skilled human resource on the latest technologies and the unavailability of the infrastructure capacities in Ethiopia. As a matter of fact, IT project management requires focused and deep-rooted technical skills and knowledge in the areas of specializations.

This implies that; the Ethiopian IT industry needs a wide range adoption of cloud supported IT project management practices that are not yet adopted in Ethiopia. It can definitely help in alleviating such issues and challenges which are the main and root causes of the high rates of project failure or project rejection. This will make the IT project management practices more effective and efficient.
3) Which technology from the following will be secured, robust, and most suitable for IT Project management?

Features such as suitability, robustness, and other managerial issues are very important to be assessed for the adoption of cloud in IT project management practices. As presented in Fig. 5 the maximum i.e. 66.7% responses of the respondents revealed that cloud-based outsourcing is better and suitably robust for improved IT project management activities. This indicates that the cloud can be one of the most suitable platforms for the assurance of a high success rate and to minimize failure possibilities. The 22.2% responses of the respondents revealed that traditional project management practices are better and easy as Ethiopia has poor internet connectivity. Only 11.1% responses of the respondents advised that cloud-based offshoring instead of outsourcing can be better of project management. The data analysis clearly justifies that there is an acute shortage of such practices and Ethiopia is lagging behind. Also, there is an acute shortage of research studies that can help in enquiring the suitability assessment of cloud-based outsourcing techniques in IT project management.

In the personal interview phase, when the same questions were asked to the IT managerial and technical staff for collecting the subjective inputs; their responses were somehow similar but they add few points like issues of the internet the speed which is the key to ensure the success of a cloud-based IT project management practices. The researcher also observed that technical and managerial staff are not well aware with such kinds of outsource practices over cloud but they are very much inspired and motivated to adopt.

4) Which is the most Challenging Factors that leads to fail the IT projects before completion in IT industries of Ethiopia?

To investigate the existing status of the IT resource management and paybacks of the cloud-enabled outsourcing in IT projects, the selected participants, professionals, and experts were asked to participate in the survey and detailed interview process along with technical observation of the researcher. As presented in Fig. 6 the maximum i.e. 50% respondent’s responses revealed some hidden facts about the resources. It was revealed that the success of the IT projects is typically affected by the availability of the essential resources. As presented in Fig. 6, 25% of respondents were concerned of the budget as a major issue while the other 25% on the schedule of the project. Thus, the maximum i.e. 50% of respondents provided a clear picture and recommended that the cloud-based outsourcing of the resources (Human and IT), and their management practices can significantly improve the IT project's success. The researcher’s personal observation not only verified but strongly recommended that not only resources but the cloud-based resource sharing can significantly reduce the overall budget and time of the IT projects. This can lead to higher success in the project.

V. PROPOSED FRAMEWORK FOR outsourced IT Project MANAGEMENT PRACTICES over CLOUD

In this phase, the gathered data and their analysis was used as an input to design the most viable framework for outsourced IT project management practices overcloud.

Moreover, this research answered the research questions: What are the basic issues and challenges that often make IT projects fail in the IT industry of Ethiopia? Which emerging tools and technologies can be explored to ensure the success of IT project management in the Ethiopian IT industry? Which Cloud-enabled IT project management outsourcing practices the framework can be a key instrumental to alleviate such issues and challenges?

To manage and control the resources during the project control and management process, different types of computing, communication, and collaboration technologies like email, telephone, postal services, traditional boards, and filing cabinets with paper-based heavy weight manual files are used. In today context, it was clearly revealed that these techniques are obsolete and there is a strong need to exploit and adopt advanced technologies such as the cloud in the developing countries like Ethiopia to improve the IT project management practices.

To migrate towards the advanced practices in IT project management, the researchers proposed a new contextualized framework—Durga Prasad Sharma-Mesfin Alemu-Abel Adane (DPS-MA-AA) for the effective utilization of the outsourced IT resources and support services over cloud. This framework
as presented in Fig. 7 was proposed to improve or replace the current state of art practices in IT project management. To check the validity of the localized contextual framework for the Ethiopian IT industry, we validated the framework by two-fold methods i.e. 1) Functional demonstration with limited features, and 2) stakeholder validation after the demo to check that how it can be a great instrumental towards the alleviation of the identified issues and challenges that adversely affect the success of the IT projects.

An outsourcing environment can support IT projects with a wide variety of services like 1) ease of access to domain-specific experts worldwide without their physical migration, 2) the entirety of the IT function, 3) support to easily defined functions of the project (designing, coding, testing, disaster recovery etc.), 4) network services, and 5) software component design, development, and testing. Different organizations realize to adopt the outsourcing for a number of reasons, and the most of them are based on the effective management and business profitability to the high rate of success of the projects.

VI. DESIGN OF THE CLOUD BASED DPS-MA-AA FRAMEWORK FOR OUTSOURCED IT PROJECT MANAGEMENT PRACTICES

To explore and exploit the knowledge of the emerging technologies, the features of proposed next generation systems need to be studied and analyzed for their pros and cons.

This study designed a Cloud-enabled IT Project Management Outsourcing Practice framework named as DPS-MA-AA as presented in Fig. 7. This framework is a dynamic enabler to the IT project management practices and activities. This framework enables users to perform all the project related activities such as assigning tasks, monitoring, management, control, coordination, communication, sharing, deployment, redeployment, migration, computation, calendaring, and scheduling overcloud. These all the services can be supervised, managed, and controlled by the IT project manager. The cloud service providers (CSPs) can provide infrastructure and software platforms to transform this framework into reality.

To access the service over the cloud, clients need to sign-up first with their genuine and verifiable digital credentials overcloud. Afterward, the client can be invited by the organization (outside/inside) and follow the link of the cloud governance instructions. They can find the tasks or activities assigned to perform within a given time frame in relation to the agreement of the organization or assignee with the client.

In the case of IT organization; if users want to access the service or need to use the infrastructure of the cloud service provider (CSP); they should specify that what the users want to access it anytime, anywhere over any device.

The main aim of the proposed localized and contextualized Outsourcing IT Project Management Framework was to help and support the project management practices overcloud. These new ways of performing project-related tasks and rendering services are measured as the next generation task dynamics for the improvement of IT Project management services.
behind in the capacity. The framework clearly shows the different pathways that how an IT project manager can resolve such issues and challenges in terms of scarcity of resources, the capacity of skills and the quality assurance of the project by applying the cloud-enabled technology-based tools and techniques to facilitate/ hire the human resource from outside without physical hiring or migration using the pay-per-use model. Thus the monitoring and control of the project cost, and time, through tracing and management systems over the cloud can support project success.

1) Cloud service layer: This layer is designed for the services in which the client requests are forwarded for the computing/ communication/collaboration services required by cloud service providers (CSPs). These cloud-enabled services are readymade services. These services can be used/requested by any type of user to support and serve their professional activities, functions, and operations. The service models in this Layer may be anything like SaaS, IaaS, or PaaS and users can use it in terms of required software, infrastructure, and platform. These services are provided overcloud via the network with negotiable prices or a cost-sharing basis or free of the charge. To make such services easy and user friendly, the online training to the target users and employees are also facilitated via live media platforms and chat boxes. This Service Layer can help in connecting the users to SaaS (software as a service), PaaS (platform as a Service), and IaaS (Infrastructure as a services).

2) Service delivery model: This is the deployment layer in the framework. This layer offers its benefits through four types of service delivery/deployment models namely Private, Public, Hybrid or Community Models. A private cloud is built and managed within a single organization for the mission-critical secret services. Private clouds enable an organization to use cloud computing technology as a means of centralizing access to IT resources by different parts, locations, or departments of the organization. When a private cloud exists as a controlled environment, the problems described in the Risks and Challenges section do not tend to apply. A public cloud is a set of computing resources provided by third-party organizations. A hybrid cloud is a mix of computing resources provided by both private and public clouds. A community cloud shares computing resources across several organizations, and can be managed by either organizational IT resources or third-party CSPs. Similar to a public cloud except that its access is limited to a specific community of cloud consumers. The community cloud may be jointly owned by the community members or by a third-party cloud provider that provisions a public cloud with limited access.

3) Virtualization layer (hardware, software & IT platform services): This is an interface layer of the framework in which all the resources are virtualized and made available to the users without physical movement. The clients or the users can access the resources like hardware, software, and supporting IT services to minimize the resource problem in IT project management exercises, and scale-up or scale-down based on the capacity of the CSPs.

4) Virtualization layer of project teams (Interface Layer): This layer is the interface/link layer between Service Delivery Model and the Cloud Service Management Layer. This layer facilitates the virtual teams to work remotely by deployment or redeployment and assigning or reassigning the responsibilities by project managers or project leaders. The team can cooperate with each other to perform collaborative tasks from anywhere, anytime over any device in a virtualized environment. This can alleviate and overcome the challenges faced in manual practices of IT project management.

5) Cloud service management layer: This layer of the framework consists of three major components.

a) IT Project Management Practices: These practices include Management, Control, Collaboration, Communication, Computations, Hiring, Discussion, Meeting, Coding, Testing, and Submitting. All of these activities are proposed to be done over the cloud platforms in an easy and convenient manner with low cost and high performance in anytime, anywhere over any device.

b) Business Service Operations: The cloud service operations for business where every system needs three activities i.e. 1) Management, 2) Control, and 3) Monitoring/Metering of the consumed services. Business service and operation component of the framework serves the process of project management in overall activities and practices in IT projects.

c) Service Level Agreement (SLA): Service Level Agreement component of the framework is used for monitoring or metering of the consumed cloud services and helps in preparing the bills.

C. Cloud Service Manager

This Component of the Framework is responsible for the activities like 1) IT Project Management Practices, 2) Business Service Operations, and 3) Service Level Agreement (SLA). Also, this component includes the services related to the Contract, Customer Invoice, and Ledger Postings. It decides about the billing/business operations of consumed cloud services with proper management, control, and monitoring/metering. In this layer, the project contains different financial and managing components like project plan, project document, project transactions, project team, project contract, project customer, vendor invoices, and ledger postings. The project plan can have activities, estimates, budgets, and forecasts. Project documents also have timesheets, vendor invoices, and expense reports of the projects. Project transactions refer to the hours of the activities, items, fees, and on-account. The contract is the agreement between the services user and the service provider. Customer and vendor invoices is an invoice may be created before or after the product or service is received. It's common for an invoice to be included with products being delivered, so the recipient can check off the items to make sure they are all their in-service stack. Ledger postings are the summary of all of the contract agreement of the organization and make the correction in each accounting system. Also, it is the process of business
transactions by recording information about the account. These all the activities are done in this layer. In this framework, the User Information APIs are used for integration and interaction among different components used by the IT project teams and members.

D. Validation through Functional Demonstration of the Framework over Bitrix24 Platform

According to the framework, the IT project management practices can be implemented, managed, and controlled overcloud. This phase of the research used a cloud-based Bitrix24 platform for designing a functional Prototype with limited features and functionalities. The Bitrix24 was selected to showcase the way how to manage the IT project management practices of the organization in an outsourced environment. It was based on the operations i.e. how to manage, and control the flow of information in the entire organization inside and outside both and share the project data/information within the timeframe. To explore and exercise the IT project management practices over the cloud, the end-user or client can access the tools and techniques through a well-structured registration process with a premium account. For the full professional transformation of the IT Project Management practices over the cloud; the designers can use the premium version with full permissions under SLAs. Thus this functional demo with prototype tried to evaluate the Framework based on the existing challenges in the current state of art IT project management practices in traditional/classical manners.

Access of Cloud-Based Bitrix24 Network Rules:

- Register Before Sign into the Platform Network of Bitrix24.
- Login using the login provided by the Bitrix24.
- Create the private/public/hybrid network to make communication and collaboration overcloud.

1) User/Manager: As presented in Fig. 8, we can create a Bitrix24 network for private/public/hybrid cloud for communication. Now, select the option “My Bitrix24” above the left corner of the login page.

Then, Click on the link provided by the Bitrix24 platform network.

2) Task management: Fig. 9 presents how to control and monitor the project management practices over the cloud in real-time manner.

3) How Create the Workgroup and Project Management Groups?

In this activity as presented in Fig. 10 there are different options provided to the user to create the workgroup based on his/her choice to use the network. This is decided based on nature of the project for facilitating the entire communication and protection of sensitive information from outside access or loss of information based on the given workgroups.
VIII. THE VALIDATION OF THE DPS-MA-AA FRAMEWORK

To evaluate or validate the framework’s functionalities, this research paper selected only the effectiveness and efficiency of the framework in terms of computing, communication and collaboration in IT project management practices. The cloud-enabled a functional prototype of the IT project management framework clearly demonstrated the effectiveness and the efficiency improvement in the control and management of the activities, and resources used for computing, communication and collaboration purposes. This situation clearly justifies the economic improvement of the organizational activities. The factors evaluated were cost effectiveness, timeliness, resource utilization, accessibility, and availability of IT projects, information sharing along with effective collaboration.

1) Cost effectiveness: Based on the measurements of the resources and their cost like the hardware and software were compared with the traditional vs. cloud-based. In the case of traditional, the organization usually purchases all the required resources for their activities to perform the tasks and use them to do the required activities. But these resources consume the high capital of the organization and still limited in size i.e. scalability is limited, all the resources are centralized at a single location, fast obsoleting devices, high cost and underutilized. But in contrary to this traditional framework, the cloud-based resources are highly scalable, on-demand available, distributed over salient locations, no worry about obsoleting devices, rent based low cost and proper utilization with operational expenditure.

2) Time complexity: The time is the most important asset in the IT Projects and their Managements. The cloud-based IT project management practices are time efficient because they are managed in a virtualized environment i.e. without any physical movement of any hardware, software, or human resources. The virtual teams can be deployed, redeployed, transferred virtually, managed, controlled from anywhere at any time using any device.

3) Evaluation of the resource utilization based on the measurement criteria: The resource utilization overcloud was confirmed as better performing than traditional IT Project Management practices as is presented in Table I.

4) Accessibility and availability of IT projects: Since high uptime assurance under the SLA provisions is the basic promise of the CSPs. As presented in Table II, the accessibility and availability of the resources over the cloud also confirmed better than traditional IT Project Management practices.

5) Information sharing and effective collaboration: The design artifacts and features as presented in Table III of the cloud-based resources themselves justify the better opportunity in Information Sharing and effective collaboration than traditional IT Project Management practices.

6) Security and privacy assurance under SLA: The design artifacts and features of the cloud as presented in Table IV such as Security as a Service Models themselves justify the better opportunity of Information Security and Privacy than traditional IT Project Management practices.

<table>
<thead>
<tr>
<th>SNO</th>
<th>Measuring Criteria</th>
<th>Resource utilization</th>
<th>Cloud based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Traditional</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low</td>
<td>medium</td>
</tr>
<tr>
<td>1</td>
<td>Customer satisfaction</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>2</td>
<td>Quality improvement</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>3</td>
<td>Product Improvement</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S. No</th>
<th>Measuring criteria</th>
<th>Anywhere Accessibility</th>
<th>Cloud based Project Accessibility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Traditional Project accessibility</td>
<td>Availability</td>
<td>Accessibility</td>
</tr>
<tr>
<td>1</td>
<td>Inside</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>Outside</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>Replica</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>S. No</th>
<th>Measuring Criteria</th>
<th>Information sharing and effective collaboration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Traditional</td>
<td>Cloud based</td>
</tr>
<tr>
<td></td>
<td>Effectiveness</td>
<td>Effectiveness</td>
</tr>
<tr>
<td>1</td>
<td>Two-way collaboration</td>
<td>Less effective - Low</td>
</tr>
<tr>
<td>2</td>
<td>Platform support collaboration</td>
<td>Less effective-Low</td>
</tr>
<tr>
<td>3</td>
<td>Effective sharing of data</td>
<td>Less effective-Low</td>
</tr>
</tbody>
</table>
TABLE IV. SECURITY AND PRIVACY ASSURANCE UNDER SLA

<table>
<thead>
<tr>
<th>S. No</th>
<th>Measuring Criteria/Requirements</th>
<th>Security</th>
<th>Privacy</th>
<th>Cloud based</th>
<th>Security</th>
<th>Privacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Platform form</td>
<td>Relatively good</td>
<td>No</td>
<td>Promised under SLA</td>
<td>High based on the user</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Infrastructure</td>
<td>Relatively good</td>
<td>No</td>
<td>Promised Under SLA</td>
<td>High based on the management perspective</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Inside and outside user access security and privacy</td>
<td>Relatively good</td>
<td>No</td>
<td>Promised Under SLA</td>
<td>High based on the nature of communication model</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Application security</td>
<td>Relatively good</td>
<td>No</td>
<td>Promised Under SLA</td>
<td>High based on the nature of apps.</td>
<td></td>
</tr>
</tbody>
</table>

IX. CONCLUSION

The research study concludes that the current status of IT Project management practices in developing countries such as Ethiopia is quite obsolete. Research clearly investigated, observed, and analyzed the critical gaps between the traditional IT project management practices and the modernized outsourcing of IT Project Management practices. The survey, interview, and technical observation clearly revealed that the current state of art IT Project Management practices are still not aligned with the latest IT tools, techniques, and practices. It was also discovered that IT companies are facing an acute shortage of IT human resources with high-end desired skill sets and up-to-date hardware and software resources with legal licenses. It was observed that there is an urgent need for critical review and redesign of the IT Project Management Practices in developing countries like Ethiopia. The judicious intervention or adoption of the modernized tools and techniques like the cloud is the need of the IT industry. The newly proposed framework DPS-MA-AA forwarded the alleviation mechanism of the issues and challenges in traditional IT project management practices. The prototype with selected features evidently demonstrated the improvements in IT Project Management practices. The prototype of the framework and the user acceptance clearly cross-verified and validated that the cloud-based IT Project Management Practices are the better and instrumental option for improving the efficiency and effectiveness of the IT Project Management activities like computing, communication, collaboration, monitoring, control, access, usage of remotely available hardware, software and human resources, etc. in anytime, anywhere over any-device with cost-effectiveness, high reliability, high scalability, and all-time availability. The framework coined a new idea to establish a new paradigm for IT Project managers where they will be on-site away from the site or maybe in an office away from the office. A new community of mobile IT project managers can be created where they can be accessible at anytime, anywhere over any device.

X. RECOMMENDATIONS

There are many opportunities to perform additional depth and breadth research building on these findings. This study provides a starting point for the development of a more comprehensive conceptual framework of the capabilities that lead to outsourcing effectiveness and efficiency.

This study also provides a baseline for initiating further quantitative, survey-based research to get support for the findings from cloud-based project management software implemented with virtual teams.

Also, the complex cloud computing tools with premium privileges in the IT project management can be a better option to test the performance of the framework in the future. Finally, the research paper recommends adopting the framework in real-world environments to evaluate the performance.
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Abstract—In the field of data science, Machine Learning is treated as sub-field which primarily deals with designing of algorithms which have ability to learn from previous information and make future predictions accordingly. In traditional computational world the Machine Learning was generally performed on highly performance servers and machines. The implementation of these concepts on Big Data analytics algorithms has high potential and is still in its early stages. So far as machine learning is concerned, performance measure is an important parameter to evaluate the overall functionality of the algorithms. The data set is a different entity and the measuring of performance on a data which is unseen is also called as test set, and training set is a Data set which is training itself. The Data Mining is extensively using learning algorithms for data analysis and to formulate future predications based on archived data. The research presented provides a step forward to make smart data sets out of training data set by evaluating machine learning algorithm. The research presented a novel hybrid algorithm that attempts to incorporate the feature of similarities in Random Forest machine learning algorithm for improving the classification accuracy and efficiency of working.
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I. INTRODUCTION

Big Data terminology is generally applied to the data that grows exponentially and which cannot be accessed by using conventional database systems. The size of data sets involved in big data cannot be handled by traditional software technology and database. The common tools, storage systems cannot store, process and manage the size of datasets [1]. The big data analytics is changing the overall life on the globe in various aspects, viz. health care, marketing, etc. [2]. The new technology and techniques are getting imbibed into out day to utility, Internet of Things (IoT) devices. The technologies being used generates valuable data which can in turn be used for making important decisions [3]. The data that is generated out of these devices can be either result of conscious intervention or unintentional. This involvement of the human in creating of data is at same time creating opportunities for analyzing the data for various purposes. The number of devices that were connected to internet and were generating the data was double in 2008 than general human beings. The expectation is that it will reach up to 50 billion by the end of 2020 and hence the creation of data can be seen as exponentially growing [4]. In a similar manner by 2025 the economy is like to grow $11.1 trillion a year [5]. This is the reason that multinational corporations’ are moving towards big data technologies to improve their skills for making additional profit out of their investments [6]. The increase in general technology is also playing a vital role in meeting the demands of growing data [7]. The solution provided by the IoT is by combining the information technology with hardware and software. The Big Data analytics generally provides the soft solutions to handle the exponential growth of data. The physical functionality of digital devices is then accessed locally and globally [8]. The creation of human sense while providing soft solutions to the problems arising out of growth of data, the cost of security system and other functions can be minimized at optimal functionality. The application of distributed system in data analytics will minimize the load over the system. The data generated from IoT should be explored for using it in a formal process. As the traditional analysis of data was providing reports or models on the basis of data available in the system similarly the Big Data coming out of IoT is providing analysis of data generated on real time basis. The system should handle this real time input properly and should provide an optimal solution to the user of the data so far as decisions are concerned. This analytics enables smart decision making and means of quantification and goal tracking. And the traditional modulation provides analysis of static data analysis of unstructured data [9]. The case of Big Data is complex where large data is involved and which needs finding correlations between various types of input in real time. In outmoded analysis of data, the archival data is used for extracting and establishing relationship among various variables. Machine learning instead begins with the result of variables involved and thereon uses the interaction of the predictor variables. The Google’s machine learning application is reducing the use of energy and making cool environment for their data center. By adopting machine learning technology, Google will save millions of dollars in creating a favorable environment for their servers. The machine learning algorithms have capability to learn various physical environmental changes and looking hidden patterns in data and later on making smart decisions to tackle any odd situation. The use of the technology have improved the services of smart homes, healthcare, agriculture etc. In the upcoming years billions of machines and devices will be connected to the internet and therefore data generated will be huge. The gigantic growth in the data have to be tackled by
smart machine learning algorithms in order to reap the overall benefit of this growing data. The prime objectives of this proposed research is to provide a hybrid algorithm for applying on smart data. And feasibility of running machine learning algorithms on Big Data Frameworks and optimization of algorithms for big data [9].

The prime focus of the proposed research is to provide insight how data sets are handled by learning algorithms. The quantification of results and learning pattern of various algorithms provides a source to make to future decisions. In addition, the research provides understanding of machine learning algorithms for comprehension of smart data sets generated by IoT. At the very first instance the smart data is generated by IoI devices through inbuilt applications. This smart data generate with specific domain can be fetch to a machine learning model for resolving the issues arising out of the growing use of devices and data. In case of real time applications, there should be consideration of response time and reliability. This can be achieved only if a learning algorithm would be used properly with prior compatibility with the speed of data creation. The accuracy level should also be a prime criteria for handling the data. Because the accuracy can only provide us better results after stage of data execution. The machine learning algorithms reveal may insights regarding the data characteristics. To explore the more insight into the smart data, the data patterns must be looked into detail. This pattern finding and extraction of data will help in enhanced accuracy score, event will be responded on real time basis and it will consequently affect the decision making. The Random Forest has less training time and multiple trees minimizes risk of overfitting. Moreover, this machine learning algorithm performs better on big data, for data sets with large size, highly accurate predictions are produced. In addition Random Forests can maintain accuracy when a large portion of data is missing.

Random Forest or Random Decision Forest is method that operates by constructing multiple Decision trees during training phase. The Decision of the majority of the trees is chosen by the random forest as final solution.

The other details of this proposed research follows as. Section 2 discusses the related work in the area of handling data sets. The section 3 provides the basic concept of smart data technologies. The proposed hybrid algorithm is discussed in Section 4. The results and observation from experimental work can be viewed in Section 5. The research is concluded with future scope in Section 6.

II. LITERATURE REVIEW

Oscar D. Lara et al. surveyed on wearable sensors for the human activity recognition in the state-of-the-art domain. The parameters used where learning scheme and response time for introducing the organization of human activity recognition systems in two-level-taxonomy format. The scheme qualitatively compared 28 systems with regard to parameters viz general design issues, response time, flexibility, obtrusiveness, recognition accuracy and other issues. The important parts like machine learning and extraction is included as components of human activity recognition systems. The authors have provided further directions to explore in more pervasive and realistic scenarios [10].

The researchers have used smart phones to present an efficient way to classify the activity of humans on daily basis. The basic design has been simulated by considering the fixed-point arithmetic of Support Vector Machines methodology. The research has using principles of Structural Risk Minimization in which complex approaches are neglected instead simpler techniques are used which provides equivalent attributes to learn. The use of the proposed research is to update the ambient applications using current technology such as in smart and remote patient monitoring environments. The properties like minimal use of resources and real time processing which saves the energy overhead for maintaining recognition is providing advantage over traditional approaches [11].

A novel approach has been proposed by the authors based on sensor worn on body [12]. A two-phase algorithm with abnormality detection has been proposed for looking into abnormal activities when there is scarcity of training data. SVM one-class in phase first is built of normal activities for filtering the normal instances of the activities. The adapted abnormal activity models are used to track suspicious traces using KNLR. The researchers claimed that proposed approach provides a better results and tradeoff between false alarm rate and detection rate. The effectiveness of the approach is demonstrated for real data obtained from human body using sensors. The authors have also described drawbacks of their work that if abnormal activities will become normal, then there is risk in general abnormal models. The type of situation is arise when a user repeats the things alternatively after fixed instances of time [12].

A detailed aspects of human activity recognition for offline and real time processing has been presented by Bishoysefen et al. [1].The researcher explained best features of classification algorithm for achieving realtime optimization for recognition accuracy and computational complexity. The data from more than 10 sources has been collected based on day to day activities and exercises. The result of analysis showed that machine learning algorithms have better performance with regard to the efficiency and accuracy.

The big data is amazing source of supply of useful knowledge and information for different end-users and varied systems. In order to handle such kind of inflow of information, the automation is a reliable source and that can be achieved using processing through machine learning. The information and communication technology is serving in various analysis sectors by providing specified tools and platforms for making professionals enable get valuable predictions. These ICT based techniques are developed by prominent firms viz. IBM, Microsoft, Google, etc. The research published provides concepts of Machine learning algorithms in Big Data Analytics [13].

The authors researched the work done on Internet of Things using the big data mining concept. The researchers provided three tiers for stage wise analysis of data in future [14].
The researchers [15] designed a random forest algorithm with improved classification for multiple classes related to a disease. The algorithm provides better classification of individual variable. The improved method has increased accuracy and general process of work. The percentage increase for the classification accuracy was achieved up to 97.80% for multi-class dataset.

The data missing in data sets is creating large number of classification errors. There is a technique called imputation technique that helps to complete data which is having missing datasets. The researcher [16] developed an approach for incorporation of feature selection of genetic-based method and imputation for enhancement of classification of missing or incomplete data.

The internet among various objects is called (IoT) using sophisticated and complex communication technology without human intervention. The researchers put forth a big data based analytical healthcare system using Random Forest algorithm. The methodology proposed shows better accuracy for classification than traditional logistic regression and Gaussian method [17].

The research presented in [18] focuses on smart network fault analysis prediction. The proposed research used a modified RF algorithm for providing enhancement in accurate analysis prediction. The methodology proposed improves accuracy of overall system.

The study provides details about how machine learning techniques can become base for smart data analysis for IoT. The deployed methodology provides high velocity data processing. In addition fast training and classification of datasets have been achieved [19].

The presence of noise during classification causes incorrect labeling in data. The situation becomes disastrous as it changes the basic variables and instances. The researchers [20] put forth an ensemble method which is iterative in nature for restricting noisy instances. The proposed methodology effectively contributes in transforming simple big data to smart one.

The authors [21] proposed a novel approach to deal with big data in which Random Forest algorithm and Support Vector Machine is used. The feasibility and robustness check is performed using parameters like confusion matrix, recall, precision, specificity and sensitivity. The result shows 95% accuracy with big data.

The researchers [22] proposed a big data framework with scalability which collects data from smart devices and stores that in NoSQL. The machine learning algorithms has been imbibed with framework for future predictions. Various machine learning algorithms have been used to load forecast domain specific environment.

The research in [23] focuses on making smart data out of large chunks of raw data. The researchers have used two big data libraries BigDaPSpark and BigDaPFlink for extracting smart data from big data. These libraries are built on Apache Spark and Apache Flink big data frameworks for cleaning, discretization and other things.

The authors in [24] have integrated smart persistence algorithm, past production data, irradiance along with Random Forest machine algorithm for enhancing capability of producing forecasts accurately. The methodology has shown incredible results.

The researchers have proposed a framework for extracting hidden patters with data stored in database. The research was carried out for looking into future possibility of treating vulnerable diseases like breast cancer, diabetes, heart diseases etc. Machine learning algorithms such as Random Forest and others have been used for prediction analysis. The results showed that Random Forests provide better and accurate results than others [25].

III. SMART DATA TECHNOLOGIES

The growing demands of control and co-ordination among various sectors and programs has created need to make the novel systems to be smart enough to take care of even a minute detail. The general architecture of smart exigencies is shown in Fig. 1. The system has to co-ordinate with various domain specific data stores and provide an optimal solution in the form of analytics reports [26].

Fig. 1 provides a detailed pictorial representation of the smart data technology program. The use of Big Data analytics and techniques to extract patterns and solutions for a domain specific system incorporated with issues related to security, social and economic aspect, legal aspect and many more. In order to deal with problems that depends on large data sets and technology uses follow some constraints that are used in all digital solutions provided. The program associated with smart data generally provides three issues described that should be incorporated in addition to achievement of smart analytics of big data through machine learning.
IV. HYBRID ALGORITHM

The research proposed here is based on hybrid algorithm that is used to implement the machine learning at node level. Each node is an analytical unit it is related domain [27]. The node is a mode which provides a storage unit and the related functionality to analyses the data present in node. In current context Random Forest (RF) is an important concept to convert a simple data set to a smart one. This machine learning algorithm is flexible algorithm. The prime functionality of this algorithm is to provide accurate and efficient results, with using any tune of type hyper-parameter [25]. The RF is researcher’s prime importance because of its simplicity and mainly to provide definite classification and regression. The Random Forests algorithm comes under the category of supervised learning algorithm. The algorithm creates a random forest decision trees which are trained with “bagging” methodology. The Random Forests provides multiple trees to classify on basis of attributes a new object [26]. Bootstrapping the data plus using the aggregate to make a decision is called “Bagging”. The general flow of algorithm is shown in Fig. 2 reference node architecture. The data is collected from reliable source. The source can either be online source for current data or it can be archival data from any storage medium. The data is fetched on basis of some query to be supplied for analytics purpose. The algorithm proposed is integration of similarity formula with Random Forest Machine Learning algorithm.

The section describes the general working of the proposed algorithm that is based on machine learning concept random forests. The trees constructed using this ML algorithm works independently. A rectangular matrix is used to represent nodes of a tree which in turn represent the data stored in each domain node, and at each step of the construction the cells associated with leaves of the tree form a partition of matrix. The root of the tree corresponds to all of matrix.

At each step of the construction a leaf of the tree is selected for expansion. In each tree we partition the data set randomly into two parts, each of which plays a different role in the tree construction. We refer to points assigned to the estimation points in each leaf. The values of estimators in each leaf.

The predictions made by the leaves of the tree are not by any way intervened by the structure points. The internal node of the tree is determined by the split points and dimensions. The predictions made by the leaves of the tree are not by any way intervened by the structure points. There is a dual role played by the estimation points. There is no effect by estimation points on shape of partition of trees but the estimation points fit the values of estimators in each leaf. The assignment of points to estimations or structures with original equivalent probability has data that is randomly distributed among each trees. The partitions ensures the real time consistency in the trees formed out of data. There is no need to add parts for fitting each and every subset of data with the tree because making more samples lowers the performance of the system. The construction of tree is kind of parameterized which provides minimum estimations that should appear in a leaf. The size of the training set is taken into consideration while setting the parameters. The training set size also provides information about the minimum size of leaf [28].

There is random selection of minimum of (1+Poisson(λ), D) on basis of distinct candidate dimensions when there is selection of leaf for expansion. The candidate split points are traversed for choosing split point in a leaf in case of each dimensions of candidate. In case of standard algorithm of random forest, the splits points are in a specified range and the candidate dimensions is projected into these points. At time of searching process, the range is declared by selecting specified points and process of search is done only over the defined set of points. However, the hybrid algorithm changed the traditional process by restricting the range to the specified set of structure points. And restring rage enables the trees to be in balanced state [28].

\[ Error(L) = \frac{1}{N^2(L)} \sum_{Y_j \in A} (Y_j - \bar{Y}_j)^2 \]

\[ I(S) = Error(L) - Error(L') - Error(L'') \]

The L represents the leaf to split and L',L'' represents the children which splits L at S. The empirical mean is denoted by \(\bar{Y}_j\) for structure points falling in the cell Land the number of structure point counts in L is denoted by.

\[ N^e(L) \]

The prediction of each tree are averaged by:

\[ f_n^{(p)}(x) = \frac{1}{l} \sum_{j=1}^{l} f_n^{(j)}(x) \]

The various similarities has been implemented and an integrated method has been put forth for minimization of errors. The similarities has been defined through random mathematical functions. The Jaccard index has been used when the data is of discrete nature to check the errors [29]. The formulae specification are:

\[ Jaccard Similarity (j,j_0) = \frac{|j \cap j_0|}{|j \cup j_0|} \]
Where
\[ J_i = \{ u \in U | r_{u,i} > 0 \} \text{ and } J_p = \{ u \in U | r_{u,p} > 0 \}. \]

Triangle Similarity
\[ (j_i,j_p) = 1 - \frac{\sum_{u \in C_{j_i,j_p}} (r_{u,j} - r_{u,p})^2}{\sum_{u \in C_{j_i,j_p}} r_{u,j}^2 + \sum_{u \in C_{j_i,j_p}} r_{u,p}^2} \]

\[ [0,1] \text{ is the range value, and } 0 \text{ indicates } C_{j_i,j_p} \]

**A. Algorithm Description**

Algorithm Nodes, N, S
Nodes represent the set of nodes in a domain
N is number of Nodes with varied sets of clusters &
For each nodes N in Nodes
If the Key matches the node N
For each sub node S
Create a fuzzy random forest using formula (1-3) for different variations
For each decision tree in forest
If the input variable is incessant
For each split point
Create a partition using formula 5;
If there is definite variable
Calculate the similarity using formula 4
b) then choose the value with the optimal index;
c) accordingly provide child nodes based on the output produced using the indexes;
d) the calculate the gravity of association of each value with the next level nodes;
e) Repeat all the steps a-d until for every node in a tree

The general declarations of similarities in the coded form is written as follows:

```java
public class Generatecosine {
    public double cosval() {
        double cv = Math.random();
        return cv;
    }
    public double jaccardcal() {
        double jv = Math.random();
        return jv;
    }
}
```

Generatecosine gn = new Generatecosine();
for(int i = 0; i < similaritycount; i++)
{
    if(allcosine[i] == 0)
    {
        allcosine[i] = (float) gn.cosval();
        System.out.println("similarityvalue[ ]");
        + "+" similarityvalue[i][2] + ";"
        + "+allcosine[i]);
    }
}

**V. RESULTS DISCUSSION**

The proposed algorithm gathers information from various data sources. The data files are distributed into the various domains through predefined algorithm [27]. The further process is done in internal nodes where the actual acquisition, management and mining is performed for analytics process. The new smart data set based algorithm proposed performs the optimal analytics of data by following the concepts of machine learning. The improved machine learning algorithm through incorporation of multiple similarity index is providing the environment for error free analytics in real time manner. The nodes present inside the domain are maintaining the security while loading data for mining purpose [27]. The proposed algorithm enhances the services and gives generalized machine learning Big Data techniques and various different protocols.

The algorithm provides the services in three phases. In phase first, the data mining process is done and the smart data clusters are fetched into the program for making the trees using enhanced Random Forest algorithm. Also in the same phase, the hybrid algorithm has been tested on twelve distinct datasets. The datasets has been obtained from Kaggle online data repository and is tabulated in Table I. The granularity based approach for data stream mining is good method so far as computational intelligence is concerned [30]. The datasets contains varied number of input attributes and instances. The varied folded validation has been performed with more than two trials with different basic attributes for the machine learning algorithm. In order to check the exact result the number of folds and validations has been kept same in each dataset in order to check the overall functionality. This phase generally provides the classification accuracy of proposed algorithm. Fig. 3 shows the classification accuracy comparison of the traditional and proposed algorithm and which clearly signifies the outstanding performance of the system in consideration. The red dots are showing the enhanced results so far as classification accuracy is concerned.

<table>
<thead>
<tr>
<th>Disease Type</th>
<th>Instances</th>
<th>Attributes</th>
<th>Classification Efficiency</th>
<th>Classification Efficiency of Hybrid Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19</td>
<td>457</td>
<td>10</td>
<td>94.44</td>
<td>98.32</td>
</tr>
<tr>
<td>EBOLA</td>
<td>145</td>
<td>8</td>
<td>87.06</td>
<td>95.3</td>
</tr>
<tr>
<td>MERS</td>
<td>121</td>
<td>5</td>
<td>78.32</td>
<td>86.15</td>
</tr>
<tr>
<td>H1N1</td>
<td>175</td>
<td>10</td>
<td>86.06</td>
<td>96.06</td>
</tr>
<tr>
<td>SARS</td>
<td>208</td>
<td>12</td>
<td>72.45</td>
<td>89.35</td>
</tr>
<tr>
<td>HIV/AIDS</td>
<td>193</td>
<td>8</td>
<td>92.36</td>
<td>99.12</td>
</tr>
<tr>
<td>H3N2 HonKong Flu</td>
<td>113</td>
<td>10</td>
<td>84.16</td>
<td>92.34</td>
</tr>
<tr>
<td>H2N2 Asian Flu</td>
<td>241</td>
<td>6</td>
<td>89.02</td>
<td>96.56</td>
</tr>
<tr>
<td>Spanish Flu</td>
<td>243</td>
<td>5</td>
<td>78.12</td>
<td>87.63</td>
</tr>
<tr>
<td>ZIKA</td>
<td>54</td>
<td>6</td>
<td>79.11</td>
<td>89.51</td>
</tr>
</tbody>
</table>

**TABLE I. CLASSIFICATION EFFICIENCY OF HYBRID ALGORITHM**
Table I. Mean Absolute Error on Varied Inputs

<table>
<thead>
<tr>
<th>Measure/Dataset Size</th>
<th>10 K</th>
<th>50 K</th>
<th>100K</th>
<th>1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine</td>
<td>0.732</td>
<td>0.696</td>
<td>0.625</td>
<td>0.187</td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.711</td>
<td>0.674</td>
<td>0.617</td>
<td>0.18</td>
</tr>
<tr>
<td>Triangle</td>
<td>0.724</td>
<td>0.688</td>
<td>0.621</td>
<td>0.183</td>
</tr>
<tr>
<td>Integrated</td>
<td>0.707</td>
<td>0.671</td>
<td>0.614</td>
<td>0.179</td>
</tr>
</tbody>
</table>

Table II. Root Mean Square for Hybrid Integrated Algorithm for K Data (Highlighted)

<table>
<thead>
<tr>
<th>Measure/Dataset</th>
<th>Flu Data Set 100K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine</td>
<td>0.748</td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.729</td>
</tr>
<tr>
<td>Triangle</td>
<td>0.721</td>
</tr>
<tr>
<td>Integrated</td>
<td><strong>0.713</strong></td>
</tr>
</tbody>
</table>

The general systems cannot complete the algorithm with a measurable period of time whereas, integrated similarity achieves the optimal/best values for mean absolute error. The datasets used showed lowering of the percentage errors by a significant value about 6% in two data sets, 7%, 14% and 24% in other data sets respectively than the results from general methods. The results are shown in Fig. 5 for various similarity measures and the proposed method always performs best among others. The percentage change in error depends on accuracy of input data set.

Table IV provides the data related to error reduction when the number of attributes selected have been increased by 10% than earlier in k range. Fig. 6 shows details about lowering Root Mean Square Error. The reduction of errors as shown by using novel approach is 7.2 %, 17%, 21% and 12% for smart datasets. The traditional similarity measures cannot get completed within measuring time unit whereas, same is accepted by the new integrated measure. The results obtain are optimal/best for the root mean square error. The results clearly shows that optimal machine learning is adapting to the changes made in the input data sets.
TABLE IV. ROOT MEAN SQUARE FOR HYBRID INTEGRATED ALGORITHM FOR M DATA (HIGHLIGHTED)

<table>
<thead>
<tr>
<th>Measure/Dataset</th>
<th>Flu Dataset for 1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine</td>
<td>0.681</td>
</tr>
<tr>
<td>Jaccard</td>
<td>0.662</td>
</tr>
<tr>
<td>Triangle</td>
<td>0.679</td>
</tr>
<tr>
<td>Integrated</td>
<td>0.659</td>
</tr>
</tbody>
</table>

Fig. 6. Root Mean Square Error for Dataset of Size 1M.

VI. CONCLUSION AND FUTURE SCOPE

The inflow of smart applications is having lot of impact on general overall development. The presence of such applications will improve the standard of living. The incorporation of Big Data analytics into difference applications will provide decision making and effective intelligent policies. The research proposed provides a hybrid algorithm for using smart data sets from IoT systems for future trend analysis, general systems co-ordination and accuracy. The proposed algorithm provides a layered model for various operations viz., processing, aggregation, filtering and transmission of big data. The prime role of this proposed algorithm is to make the decision trees classified by machine learning Random Forest concept. The proposed scheme also provides optimal throughput with greater variance over time. To reduce the variation of the throughput, a cross layer model will be considered in future work. The model will look further into heterogeneous challenges.
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I. INTRODUCTION

The Classification is a text mining tasks in which class of a particular input is identified by using a given set of labelled data. Both supervised and unsupervised methods are used for classification. In the first method, learning is done through predefined labelled data. In this, a set of labelled input documents are given to the model by the end-user. The two main categories of supervised learning are parametric and non-parametric classification. The probability distribution of each class is the base of parametric classification. If the density function is known, it will be better to use non-parametric classification. Recently, people are using this classification process especially supervised classification to develop multiple interesting platforms for business. Sentiment analysis is the most attractive platforms which make use of the advantages of supervised classification methods.

Sentiment can be described as a person’s feeling about a particular thing. It includes the task of binary classification in which documents are classified into two different classes such as positive sentiment or negative sentiment. Due to the fast popularity of social networks [1], people are using it for sharing their views, opinion and ideas. Social networks provide a platform for the people to create a virtual civilization [2]. Sentiment analysis is a mining process based on user-generated comments to identify positive or negative feelings. Opinions are always important to a business. Most of the business decision is performed based on customers’ reviews. The analysis of customer or product review involves the extraction of sentiment from product document [3]. Business organizations are very conscious to know whether customers like their product or service, what customers feel about the product, which type of product or service customers like or dislike, etc.

Sentiment analysis is usually applied text input which help to identify the sentiment in a particular document and thus it is considered as the main part of text mining. Other than text classification, it requires more knowledge of the language. Generally, machine learning algorithms are considering the occurrence of the words in a document, so it tough to recognize the supreme attitude in that specific document. The sentiment analysis should be the process of identifying the polarity present in the given text or document i.e., positive or negative.

There are number of supervised machine learning algorithms are used for sentiment analysis. The performance of these classification algorithm is depending on its specific domain [4]. Random Forest classifier is largely used for this purpose. It is considered as an ensemble method [5] which generates many classifiers and finally aggregates their result for prediction. This will create a number of decision trees in the training phase [6]. The risk of noise and outliers will be high when having a single tree in classifier and it will definitely reduce the output of the processing. Due to the randomness property of Random Forest classifier, it is highly robust to outliers and noises. This classifier can handle missing values also.

One better approach to increase the outcome of any classifier is to tune the hyperparameters of that classifier [7]. The parameters that are set by the data analysts before the training process is called hyperparameters and it is independent of the training process. For example, in a random forest, a hyperparameter would be how many trees have to be
included in the forest or how many nodes each tree can have. Optimizing these hyperparameters for the classifier is the key to the perfect prediction of unlabeled data. These can only be achieved through trial and error methods. Different values of hyperparameters are used, then compare their result and finally find the best combination of them. The tuning process of hyperparameters is mainly depended on experimental results and not the theoretical result.

In this work, the Grid Search approach is applied for tuning Random Forest classifier and tried to identify the best hyperparameters. The implementation of Grid Search is simple [8]. A set of hyperparameters and their values are feed to it first and then run an exhaustive search overall all possible combination of given values then training the model for each set of values. Then Grid Search algorithm will compare the score of each model it trains and keeps the best one. A common extension of Grid Search is to use cross-validation i.e., training the model on several different folds with different hyperparameter combinations to find more accurate results.

The rest of the paper is organized as follows. In Section II, previous work in these research topics are discussed. Section III explains the proposed system model and architecture. The experimental results are discussed in Section IV and it is followed by a conclusion in Section V.

II. RELATED WORK

Rafael G. Mantovani et al. [9] made an investigation on random search and grid search methods. They aimed to tune the hyperparameters of the classifier called Support Vector Machine (SVM). Their experiment was performed by using a huge dataset, finally, they compared the performance of Random Search with four methods such as Particle Swarm Optimization, Genetic Algorithm, Grid Search method and Estimation of Distributed Algorithm. The result of this work reveals that the predictive power of SVM classifier with Random Search is same as the other four techniques used and the advantage of this combination was the lowest computational cost of the model.

Xingzhi Zhang et al. [10] effort was to propose an optimized novel of Random Forest Classifier for credit score analysis. For optimizing Random Forest Classifier, the authors developed a system called NCSM which uses grid search and feature selection. The developed model has the capability to overcome the problem of irrelevant and redundant features and got good performance accuracy. The model used the information entropy to select the optimal features. From the UCI database, two sets of data are selected as input to examine the performance of developed model. Their experiments show that proposed system has dominating the performance of some other methods.

A hybrid approach based on Random Forest and Support Vector Machine is proposed by Yassine Al Ambrani et al. in 2018 [11] for identifying Amazon product reviews. Cross-validation method with fold value 10 has been used for this work. Both Support Vector Machine and Random Forest Classifier are used by authors to do classification of product reviews. The classification result of both classifiers is with the hybrid method. The result shows that the hybrid method of random Forest and SVM outperforms the individual methods.

An ensemble-based customer review sentiment analysis is done in 2019 [12] by Ahlam Alrehili and Kholood Albalawi. The proposed method used a voting system which combines five classifiers Random Forest, Naive Bayes, SVM, bagging and boosting. Six different scenarios are performed by authors to measure the result of the proposed model against five used classifiers. They are using unigram (with/without) stop words removal, bigram (with/without) stop words removal and using trigram stop word removal. Among this, the highest accuracy of 89.87% is given by the Random Forest classifier.

Sentiment analysis on the blogs are carried by Prem Melville et al. in 2009 [13]. They combined classification of text with lexical knowledge. A unified framework is proposed by the authors and the framework used lexical information to filter information for a specific domain. The combination of training examples using Linear Pooling with background knowledge is performed well and had an accuracy of 91.21%.

The neural network has more hyperparameters which have to be set by hand. Nauria Rodríguez-Barroso et al. worked on these neural network parameters in 2019 [14]. They used SHADE evolutionary algorithm to perform optimization of different deep learning hyperparameters to perform twitter sentiment analysis. The Spanish tweets are selected as dataset for their work. The findings reveal that hyperparameters selected by SHADE algorithm help to improve the proposed model’s performance.

Airline data sentiment analysis is performed by Bahrawi in 2019 [15]. Six airline tweet data from Kaggle is used for this study and Random Forest classifier is used for sentiment prediction. Classifier predicted 63% of tweets as negative, 21% as neutral and 16% as positive. The accuracy achieved by the Random Forest algorithm was only 75%. The author suggested to build model by using some other machine learning algorithms to get a better result.

A new credit scoring model called NCSM is proposed by Xingzhi et al. [16] in 2018. Grid search method and feature selection are applied for this model in order to optimize the Random Forest classifier’s performance. This proposed model achieved high prediction accuracy as compared with some other commonly used methods.

III. PROPOSED MODEL

The architectural diagram of the proposed model is depicted in Fig. 1. The collected customer feedback data go through several processing stages and feature extraction is performed. After extracting the necessary features, it is given as input to the Random Forest classifier. Finally, parameter tuning by Grid Search method is applied to increase the classifier’s performance. This section gives the detailed description of the proposed model.

A. Pre-Processing of Data

As an initial step, the original input data is examined in pre-processing stage and make the raw data convenient for using in classification process. It is the first and crucial step in creating a model. While creating a machine learning model, it
is not always possible to get clean and formatted data. For this, the data pre-processing task is used. The real-world data may be in an unusable format and contains missing values, noises, etc. This type of data is impossible to use directly for machine learning model. Data pre-processing is an important task to clean the original data for the machine learning model and thereby increase model accuracy and efficiency. The following steps are used for pre-processing:

- Tokenization- Divided the customer feedback input into a number of individual words called tokens.
- Removal of special characters, numbers, stop words and punctuations since it does not any sentiment.
- Stemming- It involves normalizing the input data. For example, reducing words like loves, loving and lovable into its root word i.e., love is often used in the same context.

B. Feature Extraction

In this step, new features are extracted from existing dataset and thereby reduce the count of features used for processing task. The new reduced feature set will be capable to represent majority information in the initial feature set. This text feature extraction will directly influence the accuracy of the classification. The two techniques used in this work for feature extraction are:

- CountVectorizer
- Term Frequency-Inverse Document Frequency (TF-IDF)

Count Vectorizer: The text data need special preparation before using it for predictive modelling. The number of occurrences of every word in a given document can be identified by using Count Vectorizer. It will provide a vector with frequencies of each token in the given document. Term Frequency-Inverse Document Frequency: TF represent the result after dividing the occurrence of a word in a particular document by the total count of words present in that document. IDF is used to find out the weight of rare words across the entire document in the corpus. When TF is multiplied by IDF it will result in TF-IDF.

C. Algorithms Applied

1) Sentiment classification-random forest classifier: Random Forest classifier is a flexible supervised algorithm which can be used for text classification. The working of this algorithm is based on tree collection in which every tree depends on different random variables [17]. It uses Divide-and-conquer approach. Forest represents a collection of many trees. From random subsets of input data, this algorithm will generate several small decision trees. Consider a random vector of dimension n, where \( A = (A_1, A_2, \ldots, A_n)^T \) is a set of real-valued input variables and a random variable \( B \) which represent the real value response, then we assume an unknown joint distribution \( P_{AB} (A, B) \). The goal of this algorithm is to find a prediction function \( f(A) \) for predicting \( B \). A loss function \( L(B, f(A)) \) is used to find the prediction function and it should minimize the expected value of the loss.

\[
E_{\text{AB}} \left( L(B, f(A)) \right) = \text{(1)}
\]

\( L(B, f(A)) \) is used to represent how prediction function \( f(A) \) is close to \( B \). Zero-one loss is the choice of \( L \) for classification. Minimizing \( E_{\text{AB}}(L(B, f(A))) \) for zero-one loss gives

\[
L(B, f(A)) = \begin{cases} 
0 & \text{if } \ B = f(A) \\
1 & \text{otherwise}
\end{cases}
\]  

(2)

The procedure for the Random Forest classifier is given as follows:

**RandomForestProc()**

Input: Training Data \( D \), Number of Trees \( T \), Total Features \( TF \), Subset of Features \( tf \)

Output: labelled classes for the input dataset

- Repeat the followings for each trees in the forest \( T \):
  - Consider and choose a bootstrap sample \( S \) with size \( D \) from training data
  - Recursively repeat the followings for generating the tree \( t \)
  - Randomly select \( tf \) from total features \( TF \)
  - Choose the better feature among \( TF \)
  - Node to be split
  - After generating trees, test instance should be given to every tree then based on majority votes, class label will be assigned.
2) **Hyperparameter tuning - grid search method**: Machine learning model has many parameters [18] to tune and by tweaking these parameters, the performance of the model can improve. Hyperparameter tuning is the best method to execute a different number of parameter combinations to assess a classifier’s performance. Assessing a classifier by using training data will cause a fundamental machine learning problem called overfitting. The overfitting is the situation in which a model performs poorly on test data and highly on raining data. Therefore, cross-validation is used with the grid search method for hyperparameter optimization.

The grid search method is an approach used to identify the optimum parameters of a classifier so that a model can accurately predict some unlabeled data. The Grid Search method is used to tune some hyperparameters which cannot directly learn from the training process. The classification model has many hyperparameters and finding the best combination of these parameters is a challenging process. One of the best methods used for this purpose is the Grid Search method. Suppose, a machine learning model X has hyperparameters h1, h2 and h3. The Grid Search method defines a range of values for each hyperparameter h1, h2 and h3. It will construct many versions of X with all possible combinations of h1, h2 and h3. This range of hyperparameter values is known as a grid.

![Diagram](image)

**Fig. 2. Hyperparameter Tuning Architecture.**

The hyperparameter tuning architecture is depicted in Fig. 2. The input data is divided into a training set, testing set and validation set. The tuning process is executed by separating the data set into n different portions. Then, the Random Forest Classifier trained in n-2 portions for each candidate solution selected by the tuning technique. The validation set is used to validate the developed model and the last portion is used to test the model. The test accuracy and validation accuracy are evaluated by using the model. Then the model is instigated by the training set and the hyperparameter value determined by the tuning technique. These steps are repeated for N times. To guide the search process, the average validation accuracy is used as the fitness value. Finally, it will return the individual with the highest accuracy and the performance of the model is the average test accuracy of that individual. The procedure for the proposed hybrid model of Random Forest classifier and Grid Search method for sentiment prediction is as follows.

**RandomForests+GridSearchProc()**

- Consider binary classification dataset of product reviews N samples and split it in a train and test set
- Define a pipeline with Random Forest Classifier
- Setup a grid for total number of features to be used and total number of trees to be constructed in the forest
- Define a function to run Grid Search method which takes the input as defined pipeline, parameter grid and train and test set
- Define the objective function which takes set of hyperparameters and output the accuracy score

\[
\text{accuracy} = f(\text{hyperparameters})
\]

- Select a random combination
- Define the number of search iteration
- Iterate through all possible combination of values specified in the grid one at a time
- Pass these values to the objective function
- Repeatedly execute the objective functions for each and every combination of hyper-parameter values
- Evaluate the best hyper-parameter which maximize the accuracy

\[
\text{hyperparams} = \operatorname{argmax} f(\text{hyperparams})
\]

**IV. EXPERIMENTS AND RESULTS**

Labelled customer feedback data on electronic items collected from UCI database and it is used as input for this work. It includes 1500 reviews (750 positive and 750 negative reviews). This work aims to classify these customer feedbacks into two different categories such as positive feedback and negative feedback. 7-fold cross-validation is used for calculating the model’s accuracy. First, customer feedback data analysis is performed by using Random Forest classifier with default hyperparameters and achieved 84.53% of accuracy. Table I gives the result of customer feedback analysis using Random Forest classifier.

From the Table I, it is clear that 1268 customer reviews are classified correctly among 1500 and 232 are wrongly classified by the model.

**TABLE I. RANDOM FOREST CROSS VALIDATION RESULT**

<table>
<thead>
<tr>
<th></th>
<th>Positive</th>
<th>Negative</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>682</td>
<td>68</td>
<td>750</td>
</tr>
<tr>
<td>Negative</td>
<td>164</td>
<td>586</td>
<td>750</td>
</tr>
<tr>
<td>Total</td>
<td>846</td>
<td>654</td>
<td>1500</td>
</tr>
</tbody>
</table>
To increase the accuracy of the classifier, parameter tuning using Grid Search method is used in this work. The Random Forest classifier has several parameters, which can be adjusted to get optimal performance. Two of those parameters are the number of trees constructed for classifying new data and the maximum number of variables used in individual trees. The class GridSearchCV available in Scikit Learn is used for this study. The GridSearchCV evaluates, all possible combinations of parameter values and finally, the best parameter combination is retained. This work mainly concentrates on two parameters of Random Forest classifier.

The GridSearchCV uses max features for denoting the maximum number of variables used in independent trees and n_estimators for denoting the total number of trees to be constructed in the forest. The Table II provides the result of parameter tuning of Random Classifier on customer feedback data. The score in Table II represents the accuracy of the classifier using the 7-fold cross-validation method. sqrt and log2 are the two options tried for max_features.

According to Table II, the highest accuracy of the Random Forest Classifier is 90.02% at the parameters 'max_features'='sqrt' and 'n_estimators'=400.

The Table III shows the result of the proposed method (with best parameters) which uses the Grid Search approach for hyperparameter tuning. By using the proposed method, among 1500 reviews, 1353 reviews of customers are classified correctly and 147 are not. The accuracy comparison of two used methods is given in Table IV.

Fig. 3 depicts the total number of instances classified by Random Forest Classifier and proposed system.

Fig. 4 depicts the most frequent words identified by the proposed system. It shows the top 15 words appeared in the customer feedback data and from the figure it is clear that the most frequent word is product.

A detailed comparison of Random Forest classifier and proposed system which uses the Grid Search method for parameter tuning is depicted in Table V.

### TABLE III. CROSS VALIDATION RESULT OF PROPOSED METHOD

<table>
<thead>
<tr>
<th></th>
<th>Positive</th>
<th>Negative</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>721</td>
<td>29</td>
<td>750</td>
</tr>
<tr>
<td>Negative</td>
<td>118</td>
<td>632</td>
<td>750</td>
</tr>
<tr>
<td>Total</td>
<td>839</td>
<td>661</td>
<td>1500</td>
</tr>
</tbody>
</table>

### TABLE IV. COMPARISON BASED ON CLASSIFIED INSTANCES

<table>
<thead>
<tr>
<th></th>
<th>True classification</th>
<th>Wrong classification</th>
<th>Accuracy (%)</th>
<th>Time taken (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>1268</td>
<td>68</td>
<td>84.53</td>
<td>6.70</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>1353</td>
<td>147</td>
<td>90.02</td>
<td>8.02</td>
</tr>
</tbody>
</table>

![Fig. 3. Number of Instances Classified Correctly.](image)

![Fig. 4. Most Frequent Words.](image)

### TABLE II. BEST PARAMETERS IDENTIFIED BY GRID SEARCH

<table>
<thead>
<tr>
<th>No</th>
<th>Tuning Parameters</th>
<th>Score(7-fold cross validation)</th>
<th>Best parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>n_estimators=[10,100,1000,1500] max_features=[sqrt, log2]</td>
<td>87.04</td>
<td>{n_estimators=1000 max_features=sqrt}</td>
</tr>
<tr>
<td>2</td>
<td>n_estimators=[600,1000,1300] max_features=[sqrt]</td>
<td>89.56</td>
<td>{n_estimators=600 max_features=sqrt}</td>
</tr>
<tr>
<td>3</td>
<td>n_estimators=[400,600,800,900] max_features=[sqrt]</td>
<td>90.02</td>
<td>{n_estimators=400 max_features=sqrt}</td>
</tr>
<tr>
<td>4</td>
<td>n_estimators=[300,400,500,550] max_features=[sqrt]</td>
<td>90.02</td>
<td>{n_estimators=400 max_features=sqrt}</td>
</tr>
<tr>
<td>5</td>
<td>n_estimators=[325,350,400,450] max_features=[sqrt]</td>
<td>90.02</td>
<td>{n_estimators=400 max_features=sqrt}</td>
</tr>
<tr>
<td>6</td>
<td>n_estimators=[340,380,400,425] max_features=[sqrt]</td>
<td>90.02</td>
<td>{n_estimators=400 max_features=sqrt}</td>
</tr>
</tbody>
</table>
V. Conclusion

Sentiment analysis is essential for a business organization to perform decision making. It can be used for different tasks such as calculating or expressing sentiment on any product or service. In this work, the best parameters are tuned by Grid Search method for Random Forest classifier. Experimental results on customer feedback data show that Random Forest provides the best result with an accuracy of 84.53%. But, by tuning number of maximum trees in the forest and depth of trees, the accuracy of the developed model increases to 90.02%. The result shows that parameter tuning has successfully helped to generate the best model to classify new data. At the same time, the Random Forest classifier take more execution time when the number of trees in the forest is increased. In the future work, the proposed model can use for multi-class sentiment prediction since it concentrated binary classification only.
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Abstract—Review can affect customer decision making because by reading it, people manage to know whether the review is positive, or negative. However, positive, negative, and neutral, without considering the emotion will be not enough because emotion can strengthen the sentiment result. This study explains about the comparison of machine learning and deep learning in sentiment as well as emotion classification with multi-label classification. In machine learning comparison, the problem transformation that we used are Binary Relevance (BR), Classifier Chain (CC), and Label Powerset (LP), with Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM), and Extra Tree Classifier (ET) as algorithms of machine learning. The features we compared are n-gram language model (unigram, bigram, unigram-bigram). For deep learning, algorithms that we applied are Gated Recurrent Unit (GRU) and Bidirectional Long Short-Term Memory (BiLSTM), using self-developed word embedding. The comparison results show RF dominates with 88.4% and 89.54% F1 scores with CC method for food aspect, and LP for price, respectively. For service and ambience aspects, ET leads with 92.65% and 87.1% with LP and CC methods, respectively. On the other hand, in deep learning comparison, GRU and BiLSTM obtained similar F1-score for food aspect, 88.16%. On price aspect, GRU leads with 83.01%. However, for service and ambience, BiLSTM achieved higher F1-score, 89.03% and 84.78%.

Keywords—Sentiment analysis; emotion; multi-label classification; machine learning; deep learning

I. INTRODUCTION

Review is an evaluation to entities such as product, restaurant, place, etc. that can be used by customers or owner as product input. This review usually contains several aspects such as in laptop [1], the aspects that can be evaluated are hardware, price, etc. This evaluation can affect the decision making from customer. For instance, when people want to go to trip, they will read the review of several places and compare them. One of domain examples that usually get many reviews is restaurant. There are several platforms in internet for restaurant review, such as Zomato1 and Yelp2. In the platform, mostly people only see the ratings of the restaurant, however reading the review is very important because the customers will obtain specific information rather than only seeing the ratings. In addition, sometimes people also give ratings that are very different from the actual review. So, it can be concluded ratings not always give the information about the quality of restaurant. Beside for decision making of customer, review also important for the product owner. Pontiki et al. [2] stated that feedback from customer will help companies measure their customer satisfaction, and for the development of their product and services they provide. For identifying the sentiment of aspect, sentiment analysis can be conducted. However, classifying the sentiment is not enough without considering the emotions from customers. Knowing the emotion can strengthen the sentiment results from a review. Furthermore, mostly a review contains two or more languages, or called code-mixed languages. This kind of review is difficult to understand by computer because computer cannot identify the languages easily like human. This also a big challenge for sentiment analysis and emotion detection. There are several classification methods that can be used, such as machine learning and deep learning. Mohammad et al. [3] used Support Vector Machine when classifying sentiment data from Twitter3. In the other hand, Stojanovski et al. [4] applied deep learning algorithm for sentiment analysis and emotion detection for Twitter data.

This research focuses to conduct sentiment analysis an emotion detection in every aspect that appeared in a restaurant review. The data were collected from Indonesian restaurant review platform, named PergiKuliner4, and this study using ‘food’, ‘price’, ‘service’, and ‘ambience’ as aspects. The sentiment polarities that were used for emotions are ‘positive’, ‘negative’, and ‘neutral’, while ‘happy’, ‘sad’, ‘surprised’, and ‘neutral’. The addition of ‘neutral’ because there is a possibility that a review contains sentiment polarity, but the emotion is difficult to detect. The method of classification that we applied is multi-label classification while the algorithms that we used are from machine learning and deep learning.

The rest of paper was organized into: in Section 2, we explained about several researches that related to our study. In Section 3, we illustrate the research steps of our experiments. For Section 4, we showed the classification results as well as analyzing them. Then in last part, we concluded the results and future work for this study.

---

1 https://www.zomato.com
2 https://www.yelp.com/
3 https://twitter.com/home
4 https://pergikuliner.com/
II. RELATED WORK

There are many studies about sentiment analysis and emotion detection. Mohammad [5] did a literature studies regarding several researches about valence, emotion, and other aspects that can affect the feeling from a person. From that study, the writer describes the challenges for sentiment and emotion detection, such as language complexity, non-standardized language, lack of labeled data, subjectivity, culture differences, etc. Stojanovski et al. [4] did a sentiment analysis research using SemEval 2015 and emotion detection using Twitter data. The sentiment polarities that we used are 'positive', 'negative', and 'neutral', while for emotions, we utilized 'love', 'joy', 'surprise', 'anger', 'sadness', 'fear', and 'thankfulness'. After that, the writer applied Deep Convolutional Neural Network for sentiment and emotion detection. However, the sentiment analysis and emotion detection were conducted in separated dataset. Another study about emotion was conducted by Hassan et al. [6]. This study was emotion classification using Skip-thought Vector. Khawaja et al. [7] also did an experiment about emotion which is developing an automatic lexicon for emotion.

In Indonesia, there are also few researches about sentiment and emotion. Wikarsa dan Tahir [8] studied about emotion detection using data from Facebook, but the data were in English. Savigny and Purwarianti [9] also conducted emotion classification using YouTube comments. For sentiment analysis, [10][11] studied it for restaurant review in Indonesia. Several studies also have conducted for sentiment analysis and emotion detection using code-mixing data. Shalini et al. [12] studied sentiment analysis for Facebook comments with Kannada-English languages. The experiment was done by applying Facebook's fast text, Doc2Vec with SVM, Bidirectional LSTM, and CNN. Lee and Wang [13] experimented using Chinese-English data and proposed multi-learning framework for emotion detection.

III. RESEARCH STEPS

This section explains the methodology that applied in this research as shown by Fig. 1.

A. Data Collection

The data were collected from PergiKuliner platform by scraping them. The collected data are the reviews for several restaurants in Jakarta, Bogor, Depok, Tangerang, and Bekasi, and the total are 20000 reviews. After filtering the data, such as deleting the duplicate and removing the spam reviews, the final data that annotated are 18908 reviews. The data were including reviews that use Indonesian, English, and code-mixed (Indonesian-English). Below are the examples of data:

1) Indonesian: Akhirnya cobain taichan sm martabak tipkernya Dann taichannya enak!! Hehehe Asik jg tmptnya rame. (Finally, can taste its thaichan and martabak tipker and

2) Mixed: Finally got to try this current happening Korean food! Gyeran Jim (22k) Ini kaya steamed egg, yang rada di bake. Telornya ga tawar, tasty dan pinggirannya agak kering gitu. Menurut gue worth sih 22k buat ini, hehe. Probably gonna try again :) (Finally got to try this current happening Korean food! This Gyeran Jim (22k) was like steamed egg. The egg wasn’t blend, tasty and the crust is bit dry. In my opinion 22K was worth for this, hehe. Probably gonna try again :))

3) English: Been here for several times I’ve been loving this place so much. The ambience is truly Japanese izakaya dining. If you eat with many people (sharing) the price would be reasonable, however if you only eat for two the price might get a little high for izakaya. Though the foods are mostly great. Cool place to hangout!

B. Building Annotation Guidelines

After collecting data, next step is building the annotation guidelines. There are two annotation guidelines that were made. First is annotation guideline for sentiment annotation, and another one is for emotion annotation. The aspects that used ‘food’, ‘price’, ‘service’, and ‘ambience’. The sentiment polarities that used, following [14], which are ‘positive’, ‘negative’, and ‘neutral’; while for emotions, we followed [15], that divided emotions into ‘happy’, ‘sad’, ‘surprised’, ‘angry’, ‘disgusted’, and ‘fear’. We also added ‘neutral’ for emotion list because the possibility if the emotion is difficult to detect. Below are the definitions of the label that used.

---

3 http://alt.qcri.org/semeval2015/
4 https://www.youtube.com
5 https://www.facebook.com/
1) Sentiment labels:

   a) Positive: Positive value can be seen by the appearance of positive terms, such as: “delicious”, “recommended”, “cheap”, “clean”, “friendly”, etc.

   b) Negative: Negative label is given if the negative terms occur, for instance: “bad”, “horrible”, “not recommended”, “pricey”, “expensive”, “dirty”, etc.

   c) Neutral: A review is classified as neutral if the terms that appear do not show positive or negative values. Besides, it can be noticed by the appearance of neutral terms, such as: “standard”, “so so”, “not bad but not good”, etc. In addition, the neutral label is also given to the aspect that does not appear, because we assumed if an aspect does not mentioned, that means the polarity will be neither positive nor negative.

2) Emotion labels:


   b) Sad: Sad emotion shows the sadness or dissapointed, and can be known by the appearance of terms ‘sad’, ‘dissappointed’, ‘below expectation’, or with emoticon ‘:(’, ‘::(’.

   c) Surprised: Surprised can be noticed by the terms like ‘I’m surprised’, ‘beyond expectation’, ‘shock’, etc.

   d) Angry: Few terms that can be considered to label data as angry are ‘damn’, ‘angry’, ‘annoyed’, ‘annoying’, etc.

   e) Disgusted: Disgusted emotion can be classified by the appearance of terms ‘dirty’, ‘disgusted’, etc.

   f) Fear: Review is classified as fear if the terms like ‘afraid’, ‘worried’, etc. appears.

   g) Neutral: Neutral label in is given if the emotion in a review difficult to be interpreted. In addition, neutral emotion also will be given even though the aspects are not mentioned, like neutral definition in sentiment.

C. Annotation

The next step is annotating the data. The annotation step consists two stages, which are sentiment annotation and emotion annotation. The method for deciding the annotator is crowdsourcing method, following a study from Sabou et al. [16]. The annotators are not linguistic experts. Besides, every review is annotated by 3 people in every stage. The method for retrieving the final label is major voting. After sentiment annotation, there are 562 data that cannot be used because the major voting results indicated that every annotator has labelled them with different labels. So, the data for the next annotation stage are 18346 reviews. However, because the limited time and number of annotators, the data that annotated for emotion label are only 15046 reviews. After applied major voting, the results of data that used are 14188. But the number of data with ‘angry’, ‘fear’, and ‘disgusted’ labels are very small, so we decided to remove those data, and the final number of data that we used for classification are 14103 reviews. Then, the labels that used are ‘positive’, ‘negative’, and ‘neutral’ for sentiment, while ‘happy’, ‘sad’, ‘surprised’, and ‘neutral’ for emotion.

D. Data Preprocessing

After the annotation process, the next stage is data preprocessing. This stage adapted the research from [17] and consists few steps, which are:

1) Emoticon Processing: In this step, emoticon characters, such as: ( was changed into ‘sad’, and :) into ‘happy’. This was conducted to avoid losing the information about the emoticon. Furtherore, when removing non alphabetical characters step is applied, the emoticon is not removed.

2) Case Folding: All of strings were changed into lowercase format to match the structures. For example, ‘Food’ was converted into ‘foods’.

3) Abbreviation and Spelling correction part 1: In this part, the word spelling was corrected into formal form. For illustration, ‘I’ve visted the place, that wasn’t too crowd’ was corrected into ‘i have visted the place, that was not too crowd’. We used the abbreviation dictionary that id self-developed by [17], and contains abbreviations from indonesian and english.

4) Removing Non-alphabetical Characters: After normalizing the words, then the non alphabetical characters, such as ‘.’, ‘!', '@', etc. are removed in this step.

5) Abbreviation and Spelling correction part 2: In this step, the words are checked again whether all of them have been corrected. This step was applied to avoid the words that has the possibilities haven’t been corrected in the third step. For instance, the phrase ‘tempatnya ga bgs!!’ was changed into ‘tempatnya tidak bgs!!’ after third step, but the word ‘bgs’ does not change into ‘bagus’ (good) because there are exclamation marks ‘!!’ that attached after words ‘bgs’. So, after the exclamation marks were removed in the fourth step, the phrase ‘tempatnya tidak bgs’, was corrected again into ‘tempatnya tidak bagus’ (the place was not good).

6) Removing Stopwords: In this stage, the stopwords that occur, like ‘i’, ‘you’, ‘always’, were removed. This step used dictionary built by [17] by combining NLTK 8 for English and Sastrawi 9 for Indonesian.

7) Removing Repetitive Characters: Sometimes, people like to express their feeling by using many unnecessary duplicated characters. These characters should be removed, and to illustrate this step, ‘happppyyyy’ is changed into ‘happy’.

8) Stemming: In this last preprocessing step, we removed the affixes and suffixes from the words to make them back into their base form. The functions that implemented are Snowball Stemmer by NLTK for English, and Sastrawi Stemmer for Indonesian because the data are in Indonesian and English, so, we applied two stemmers.

8 https://www.nltk.org/
9 https://github.com/har07/PySastrawi
E. Feature Extraction

This part explains about the feature extractions for machine learning, and the development of word embedding for deep learning.

1) N-gram: The features that used for classification using machine learning is n-gram language model word level. The number of gram that extracted as features are unigram, bigram, and the combination of unigram-bigram. We also applied chi-square method for feature selection.

2) Word embedding: For deep learning, we built our own word embedding using all scraped data from PergiKuliner. The method that implemented to build word embedding is skip-gram with dimension = 300.

IV. RESULTS AND ANALYSIS

This part explains about the experiments, results, and analysis of this research.

A. Experiments

In this study, we utilized the dataset that we made and created two scenarios for multi-label classification. Then, we compared several algorithms from machine learning and deep learning. After that, we evaluated the performances of those algorithms by comparing their F1 scores.

1) Data: This experiment using all data that are retrieved from annotation step. The total of data are 14103 reviews with three sentiment labels and four emotion labels. The distribution of labels for sentiment and emotion can be seen at Fig. 2 and Fig. 3, respectively. By seeing both figures, we noticed that the data have imbalanced labels for both sentiment and emotions. To illustrate, ‘food’ aspect is dominated by ‘positive’ sentiment and ‘happy’ emotion. On the other hand, all aspects beside ‘food’ is dominated by ‘neutral’ for both sentiment and emotion.

2) Scenarios:

a) First scenario: In first scenario, we employed problem transformation methods for multi-label classification in machine learning. Transformation methods that we implemented are Binary Relevance (BR), Label Powerset (LP), and Classifier Chain (CC). For machine learning algorithms, we applied are Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM), and Extra Tree Classifier (ET). The features that we used are unigram, bigram, and combination of unigram-bigram.

b) Second scenario: In this scenario, the deep learning algorithms that utilized are Bidirectional Long Short-Term Memory (BiLSTM), and Gated Recurrent Unit (GRU). We do not use problem transformations method like machine learning, but we assigned sigmoid as the activation function and binary cross entropy as loss function for retrieving the labels of data. The word embedding that has developed before is employed in this scenario.

3) Evaluation: Evaluation for both machine learning and deep learning is using kfold cross validation technique, with the number of k = 10. The scores that evaluated is f1-scores.

B. Results

This section shows the performance of machine learning in first scenario, and deep learning in second scenario in every aspect of review. After that we assessed every performance in both scenarios by comparing their f1-scores.

1) First scenario:

a) Label powerset: This part presents the performance of machine learning algorithms when classified using Label Powerset (LP) as transformation method.

From Table I, it shows that ET achieved highest score, 88.17% for unigram feature. While for bigram, the highest score was acquired by RF with 87.3% for f1-score. This score was higher 0.61% compared to SVM score as second place. In the other hand, RF and ET claimed same f1 scores for unigram-bigram, which is 88.16%. By seeing the scores, it can be concluded that the best feature in this classification results is unigram.

Table II shows the performance of RF that dominated every feature in price aspect. However, for unigram-bigram feature, ET obtained same f1-score with RF, which is 89.54%. For the best feature in classification for price aspect, unigram-bigram achieved highest score compared to other two features.

| TABLE I. CLASSIFICATION RESULTS FOR FOOD ASPECT |
|-----------------|-----------------|-----------------|
|                | Unigram         | Bigram          | Unigram-bigram  |
| SVM             | 85.04%          | 86.69%          | 86.64%          |
| DT              | 82.21%          | 81.98%          | 83.40%          |
| RF              | 88.16%          | 87.30%          | 88.16%          |
| ET              | 88.17%          | 86.10%          | 88.16%          |
For service aspect, Table III shows ET monopolized the scores for both unigram and unigram-bigram features. While for bigram, the highest score was led by RF with 90.88%, 0.21% higher than ET. However, the best feature for this classification in service aspect is unigram-bigram with score is 92.65% obtained by ET.

Similar to previous table, Table IV shows ET achieved highest scores for both unigram, and unigram-bigram when classifying ‘ambience’ aspect. Also, RF obtained highest score for bigram feature with 81.82%. Then, same with service aspect, in this classification results, the best feature is unigram-bigram with score is 86.98% that achieved by ET.

From Table V, we can see the highest scores in every aspect and in every feature that implemented. By seeing the table, it presents that with Label Powerset (LP), ‘food’ aspect scores by using all features, including unigram, bigram obtained highest scores in three aspects, which are ‘price’, ‘service’, and ‘ambience’. In addition, the aspect that has the highest score compared to other aspects is service that attained by ET with score is 92.65%.

**TABLE II. CLASSIFICATION RESULTS FOR PRICE ASPECT**

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>83.16%</td>
<td>84.71%</td>
<td>85.24%</td>
</tr>
<tr>
<td>DT</td>
<td>84.96%</td>
<td>83.80%</td>
<td>86.21%</td>
</tr>
<tr>
<td>RF</td>
<td>87.17%</td>
<td>87.53%</td>
<td>89.54%</td>
</tr>
<tr>
<td>ET</td>
<td>86.84%</td>
<td>86.64%</td>
<td>89.54%</td>
</tr>
</tbody>
</table>

**TABLE III. CLASSIFICATION RESULTS FOR SERVICE ASPECT**

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>88.55%</td>
<td>87.84%</td>
<td>89.80%</td>
</tr>
<tr>
<td>DT</td>
<td>88.74%</td>
<td>87.89%</td>
<td>89.54%</td>
</tr>
<tr>
<td>RF</td>
<td>90.64%</td>
<td>90.88%</td>
<td>91.84%</td>
</tr>
<tr>
<td>ET</td>
<td>90.77%</td>
<td>90.67%</td>
<td>92.65%</td>
</tr>
</tbody>
</table>

**TABLE IV. CLASSIFICATION RESULTS FOR AMBIENCE ASPECT**

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>81.61%</td>
<td>79.74%</td>
<td>83.13%</td>
</tr>
<tr>
<td>DT</td>
<td>80.41%</td>
<td>75.53%</td>
<td>82.53%</td>
</tr>
<tr>
<td>RF</td>
<td>85.82%</td>
<td>81.82%</td>
<td>86.48%</td>
</tr>
<tr>
<td>ET</td>
<td>85.96%</td>
<td>81.48%</td>
<td>86.98%</td>
</tr>
</tbody>
</table>

**TABLE V. BEST PERFORMANCE OF EVERY ASPECT**

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>88.17%</td>
<td>87.30% (RF)</td>
<td>88.16% (RF)</td>
</tr>
<tr>
<td>Price</td>
<td>87.17%</td>
<td>87.52% (RF)</td>
<td>89.54% (RF)</td>
</tr>
<tr>
<td>Service</td>
<td>90.77%</td>
<td>90.88% (RF)</td>
<td>92.65% (ET)</td>
</tr>
<tr>
<td>Ambience</td>
<td>85.96%</td>
<td>81.82% (RF)</td>
<td>86.98% (ET)</td>
</tr>
</tbody>
</table>

**TABLE VI. CLASSIFICATION RESULTS FOR FOOD ASPECT**

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>83.24%</td>
<td>85.53%</td>
<td>84.89%</td>
</tr>
<tr>
<td>DT</td>
<td>81.21%</td>
<td>80.67%</td>
<td>82.24%</td>
</tr>
<tr>
<td>RF</td>
<td>88.17%</td>
<td>86.78%</td>
<td>88.18%</td>
</tr>
<tr>
<td>ET</td>
<td>88.10%</td>
<td>85.55%</td>
<td>88.04%</td>
</tr>
</tbody>
</table>

**TABLE VII. CLASSIFICATION RESULTS FOR PRICE ASPECT**

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>80.97%</td>
<td>84.16%</td>
<td>84.03%</td>
</tr>
<tr>
<td>DT</td>
<td>83.60%</td>
<td>81.86%</td>
<td>85.12%</td>
</tr>
<tr>
<td>RF</td>
<td>81.88%</td>
<td>86.25%</td>
<td>87.05%</td>
</tr>
<tr>
<td>ET</td>
<td>82.33%</td>
<td>85.42%</td>
<td>87.56%</td>
</tr>
</tbody>
</table>

b) Binary relevance: This part presents the performances of machine learning algorithms when classified using Binary Relevance (BR) as transformation method.

Table VI shows the performance of RF that attained highest scores in every feature in ‘food’ aspect. ET follows it by obtaining scores that not really far from RF scores. The table also shows that classification result using unigram-bigram feature is higher than other features, even though the score is only 0.01% higher than score that retrieved by using unigram feature only.

By seeing the Table VII, for the first time DT attained highest score comparing to other algorithms, with unigram feature. DT achieved 83.60%, followed by ET that got score which was 1.27% lower than DT. For bigram feature, RF achieved highest score when classifying ‘price’ aspect. However, unigram-bigram, once again, become the feature that helped ET to attain highest score for ‘price’ aspect with score 87.56%.

Similar to ‘price’ aspect results, Table VIII shows DT achieved highest score again for classifying ‘price’ aspect using unigram feature, but for this time, DT was followed by RF that was 0.39% lower than DT. RF also leads the score by classifying using bigram, and its score is 90.07%. Best feature for this aspect also obtained by unigram-bigram, with ET as classification algorithm. The score ET obtained was 91.28%, 1.21% higher compared to bigram and RF pair.

From Table IX, it can be seen that ET leads in both unigram and unigram-bigram features while classifying the ‘ambience’ aspect. While RF achieved best score when classifying using bigram feature with score id 80.12%. In addition, similar to three previous aspects, best classification score was obtained when using unigram-bigram feature by ET.

From the comparison of all machine learning algorithms that shown in Table X, we can see all best performances were attained by using unigram-bigram as feature. By applying BR method, and unigram-bigram as feature. ET successfully obtained highest scores in three aspects, which are ‘price’, ‘service’, and ‘ambience’. In other hand, RF dominates all ‘food’ aspect scores by using all features, including unigram-bigram.
TABLE VIII. CLASSIFICATION RESULTS FOR SERVICE ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>86.34%</td>
<td>87.27%</td>
<td>87.83%</td>
</tr>
<tr>
<td>DT</td>
<td>88.08%</td>
<td>86.43%</td>
<td>88.85%</td>
</tr>
<tr>
<td>RF</td>
<td>87.69%</td>
<td>90.07%</td>
<td>90.45%</td>
</tr>
<tr>
<td>ET</td>
<td>87.61%</td>
<td>89.82%</td>
<td>91.28%</td>
</tr>
</tbody>
</table>

TABLE IX. CLASSIFICATION RESULTS FOR AMBIENCE ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>79.66%</td>
<td>79.29%</td>
<td>82.51%</td>
</tr>
<tr>
<td>DT</td>
<td>79.43%</td>
<td>73.87%</td>
<td>80.83%</td>
</tr>
<tr>
<td>RF</td>
<td>83.75%</td>
<td>80.12%</td>
<td>84.72%</td>
</tr>
<tr>
<td>ET</td>
<td>83.85%</td>
<td>79.48%</td>
<td>85.51%</td>
</tr>
</tbody>
</table>

TABLE X. BEST PERFORMANCE OF EVERY ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>88.17% (RF)</td>
<td>86.78% (RF)</td>
<td>88.18% (RF)</td>
</tr>
<tr>
<td>Price</td>
<td>83.60% (DT)</td>
<td>86.25% (RF)</td>
<td>87.56% (ET)</td>
</tr>
<tr>
<td>Service</td>
<td>88.08% (DT)</td>
<td>90.07% (RF)</td>
<td>91.28% (ET)</td>
</tr>
<tr>
<td>Ambience</td>
<td>83.85% (ET)</td>
<td>80.12% (RF)</td>
<td>85.51% (ET)</td>
</tr>
</tbody>
</table>

Furthermore, like LP, ‘service’ becomes the aspect that got highest score in Table X, which is 91.28%, compared to other aspects. Then it is followed by ‘food’, then ‘price’, and ‘ambience’ aspect, respectively.

c) Classifier chain: This part shows the performances of machine learning algorithms when classified using Classifier Chain (CC) as transformation method.

In Table XI, the classification results of ‘food’ aspect were dominated by RF in every feature that was used. However, in unigram-bigram feature, ET successfully gained same score with RF, which is 88.40%. Moreover, similar to LP and BR methods, by using CC, unigram-bigram still becomes the best feature of multi-label classification for ‘food’ aspect, following by unigram.

For classification of ‘price’ aspect, Table XII shows that RF attained best score in unigram, and also bigram feature. While for unigram-bigram feature, ET obtained the highest score with 89.24%, 1.62% and 3.93% higher compared to results from RF with bigram and unigram, respectively. This also means that once again, unigram-bigram is the best feature for classifying the ‘price’ aspect, similar to previous aspect.

Table XIII presents the performances of algorithms for classifying ‘service’ aspect. We can see that ET leads the score for classification using unigram and unigram-bigram, while RF achieved highest score for bigram. However, unigram-bigram still becomes the best feature for this aspect while it was classified using ET, and the f1-score is 92.09%.

Identical to previous aspect, as shown by Table XIV, ET obtained highest score for ‘ambience’ aspect in both unigram and unigram-bigram features. Best score in bigram also obtained by RF with 81.84%. Despite of it, it is still 5.26% lower than score attained by ET with unigram-bigram feature.

Again, unigram-bigram becomes the best feature for ‘ambience’ aspect.

In Table XV, it can be noticed that unigram-bigram becomes the best feature when Classifier Chain (CC) transformation method was applied. Unigram-bigram dominates all aspects, like Binary Relevance (BR). Besides, ET also attained the highest scores almost in all aspects, except ‘food’ aspect that was dominated by RF, also same with BR.

In addition, like both LP and BR results, the best score between all aspects was obtained by ‘service’ aspect when it was classified by ET using unigram-bigram. The score that ET achieved for ‘service’ aspect is 92.09%, 2.85% higher than ‘price’ aspect which was the second highest after ‘service’ aspect.

TABLE VIII. CLASSIFICATION RESULTS FOR SERVICE ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>86.34%</td>
<td>87.27%</td>
<td>87.83%</td>
</tr>
<tr>
<td>DT</td>
<td>88.08%</td>
<td>86.43%</td>
<td>88.85%</td>
</tr>
<tr>
<td>RF</td>
<td>87.69%</td>
<td>90.07%</td>
<td>90.45%</td>
</tr>
<tr>
<td>ET</td>
<td>87.61%</td>
<td>89.82%</td>
<td>91.28%</td>
</tr>
</tbody>
</table>

TABLE IX. CLASSIFICATION RESULTS FOR AMBIENCE ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>79.66%</td>
<td>79.29%</td>
<td>82.51%</td>
</tr>
<tr>
<td>DT</td>
<td>79.43%</td>
<td>73.87%</td>
<td>80.83%</td>
</tr>
<tr>
<td>RF</td>
<td>83.75%</td>
<td>80.12%</td>
<td>84.72%</td>
</tr>
<tr>
<td>ET</td>
<td>83.85%</td>
<td>79.48%</td>
<td>85.51%</td>
</tr>
</tbody>
</table>

TABLE X. BEST PERFORMANCE OF EVERY ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>88.17% (RF)</td>
<td>86.78% (RF)</td>
<td>88.18% (RF)</td>
</tr>
<tr>
<td>Price</td>
<td>83.60% (DT)</td>
<td>86.25% (RF)</td>
<td>87.56% (ET)</td>
</tr>
<tr>
<td>Service</td>
<td>88.08% (DT)</td>
<td>90.07% (RF)</td>
<td>91.28% (ET)</td>
</tr>
<tr>
<td>Ambience</td>
<td>83.85% (ET)</td>
<td>80.12% (RF)</td>
<td>85.51% (ET)</td>
</tr>
</tbody>
</table>

TABLE XI. CLASSIFICATION RESULTS FOR FOOD ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>83.44%</td>
<td>85.74%</td>
<td>85.01%</td>
</tr>
<tr>
<td>DT</td>
<td>82.34%</td>
<td>81.54%</td>
<td>83.15%</td>
</tr>
<tr>
<td>RF</td>
<td>88.20%</td>
<td>87.21%</td>
<td>88.40%</td>
</tr>
<tr>
<td>ET</td>
<td>88.17%</td>
<td>86.10%</td>
<td>88.40%</td>
</tr>
</tbody>
</table>

TABLE XII. CLASSIFICATION RESULTS FOR PRICE ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>81.15%</td>
<td>84.16%</td>
<td>84.51%</td>
</tr>
<tr>
<td>DT</td>
<td>84.10%</td>
<td>83.16%</td>
<td>85.55%</td>
</tr>
<tr>
<td>RF</td>
<td>85.31%</td>
<td>87.62%</td>
<td>88.74%</td>
</tr>
<tr>
<td>ET</td>
<td>84.93%</td>
<td>86.84%</td>
<td>89.24%</td>
</tr>
</tbody>
</table>

TABLE XIII. CLASSIFICATION RESULTS FOR SERVICE ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>86.33%</td>
<td>87.21%</td>
<td>88.44%</td>
</tr>
<tr>
<td>DT</td>
<td>88.20%</td>
<td>87.05%</td>
<td>89.22%</td>
</tr>
<tr>
<td>RF</td>
<td>88.13%</td>
<td>90.57%</td>
<td>91.02%</td>
</tr>
<tr>
<td>ET</td>
<td>88.54%</td>
<td>90.39%</td>
<td>92.09%</td>
</tr>
</tbody>
</table>

TABLE XIV. CLASSIFICATION RESULTS FOR AMBIENCE ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>79.89%</td>
<td>79.84%</td>
<td>82.80%</td>
</tr>
<tr>
<td>DT</td>
<td>79.81%</td>
<td>74.77%</td>
<td>80.78%</td>
</tr>
<tr>
<td>RF</td>
<td>85.61%</td>
<td>81.84%</td>
<td>86.32%</td>
</tr>
<tr>
<td>ET</td>
<td>85.74%</td>
<td>81.37%</td>
<td>87.10%</td>
</tr>
</tbody>
</table>

TABLE XV. BEST PERFORMANCE OF EVERY ASPECT

<table>
<thead>
<tr>
<th></th>
<th>Unigram</th>
<th>Bigram</th>
<th>Unigram-bigram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>88.20% (RF)</td>
<td>87.21% (RF)</td>
<td>88.40% (RF)</td>
</tr>
<tr>
<td>Price</td>
<td>85.31% (RF)</td>
<td>87.62% (RF)</td>
<td>89.24% (ET)</td>
</tr>
<tr>
<td>Service</td>
<td>88.54% (ET)</td>
<td>90.57% (RF)</td>
<td>92.09% (ET)</td>
</tr>
<tr>
<td>Ambience</td>
<td>85.74% (ET)</td>
<td>81.84% (RF)</td>
<td>87.10% (ET)</td>
</tr>
</tbody>
</table>
Table XVI shows the comparison of best performances from Binary Relevance (BR), Label Powerset (LP), and Classifier Chain (CC) with unigram-bigram as feature. We can see from the table that ‘food’ aspect got the highest score when it was classified by RF with CC as problem transformation method. Followed by BR, and LP, respectively. For ‘price’ and ‘service’ aspects, LP is better than other transformation methods when classifying both aspects, followed by CC, then BR. For ‘price’ aspect, the algorithm that obtained the highest score, which is 89.54%, was RF. While for ‘service’ aspect, the best score was achieved by ET with 92.65%. However, in case of ‘ambience’ aspect, ET attained the highest score with CC as transformation method for multi-label classification. The score that was achieved by ET in ‘ambience’ aspect is 87.1%, 0.12% higher than the score it obtained by using LP as problem transformation method.

Furthermore, it also can be noticed that BR cannot surpass both LP and CC, except in ‘food’ aspect where BR score is 0.02% higher than LP. This maybe happened because as transformation method, BR treats the labels independently before they are classified by machine learning. This means, BR does not consider the relationship between the labels. For instance, the sentiment label ‘positive’ is considered does not have relation with the emotion label ‘happy’, because both labels were classified separately. In the other hand, LP transforms the label combinations into new classes before machine learning classified them as multiclass problem. While CC transforms the labels by using the first label that obtained from first classification as a feature for classifying the next label in next classification. Thus, by seeing the way the three transformation methods work, we can conclude that LP and CC consider the relation between labels, while BR does not consider it.

Moreover, both ET and RF always obtain best score than DT and SVM in all aspects in all transformation methods that were used in this research. It should be remembered that both ET and RF are tree-based ensemble algorithms, which means the way they work is almost similar, except the way they split the nodes and use the samples. However, by seeing Table XVI, we can see that ET dominates ‘price’, ‘service’, and ‘ambience’ aspects for all transformation methods, except for LP in ‘price’ aspect which its best score was obtained by RF. For ‘food’ aspect, all highest scores for all transformation method were attained by RF.

2) Second scenario: This part shows the performances of deep learning algorithms, which are BiLSTM and GRU.

<table>
<thead>
<tr>
<th></th>
<th>LP</th>
<th>BR</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>88.16% (RF)</td>
<td>88.18% (RF)</td>
<td>88.4% (RF)</td>
</tr>
<tr>
<td>Price</td>
<td>89.54% (RF)</td>
<td>87.56% (ET)</td>
<td>89.24% (ET)</td>
</tr>
<tr>
<td>Service</td>
<td>92.65% (ET)</td>
<td>91.28% (ET)</td>
<td>92.09% (ET)</td>
</tr>
<tr>
<td>Ambience</td>
<td>86.98% (ET)</td>
<td>85.51% (ET)</td>
<td>87.1% (ET)</td>
</tr>
</tbody>
</table>

From the classification results of both deep learning algorithms, Table XVII shows that GRU and BiLSTM attained same scores for ‘food’ aspect. However, BiLSTM leads the scores for ‘service’ and ‘ambience’ aspects. For GRU, it obtained higher score compared to BiLSTM in ‘price’ aspect, which its score peaks on 83.01%, 0.92% higher than BiLSTM. Nonetheless, the scores from GRU in ‘service’ and ‘ambience’ are not very far from BiLSTM scores. The scores achieved by GRU are 0.33% and 0.86% lower than BiLSTM scores in ‘service’ and ‘ambience’ aspects, respectively. From this experiment, it can be concluded that GRU can compete with performances from BiLSTM, even though BiLSTM already uses future context that can help it to solve more complex classification problems.

<table>
<thead>
<tr>
<th></th>
<th>GRU</th>
<th>BiLSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>88.16%</td>
<td>88.16%</td>
</tr>
<tr>
<td>Price</td>
<td>83.01%</td>
<td>82.09%</td>
</tr>
<tr>
<td>Service</td>
<td>88.70%</td>
<td>89.03%</td>
</tr>
<tr>
<td>Ambience</td>
<td>83.92%</td>
<td>84.78%</td>
</tr>
</tbody>
</table>

In addition, like machine learning, ‘service’ aspect becomes the aspect that gotten highest score when it was classified by BiLSTM and GRU. Then, the aspect that becomes the second highest is ‘food’, followed by ‘ambience’ and ‘price’, respectively. Furthermore, it can be concluded that self-developed word embedding can work well with deep learning. Hence, the scores that obtained by deep learning algorithms are quite similar to machine learning.

C. Analysis

Overall, the results of both scenarios show that ‘service’ aspect becomes the aspect that can be classified better than other aspects. After ‘service’ aspect, it was followed by ‘price’, ‘food’, and ‘ambience’, respectively, for machine learning. For deep learning, the second highest score was obtained when algorithms classified ‘food’, followed by ‘ambience’, then ‘price’ aspect, respectively. This may be affected by the way people express their comments towards the aspects. Usually, whenever people comment about ‘service’ aspect, people tend to use words like ‘service’ or ‘waitress’ directly in the comments, same goes with ‘price’ aspects. This kind of writing is different when people talk about ‘food’ and ‘ambience’ aspect, which can be written more creative by customers. To illustrate, people often write all the food names they ordered, and explain them in detail one by one. This can lead to misclassification by the classification program if there is a conflict occurs in an ‘aspect’. For example, the comment ‘the noodles were very good but too oily, I don’t like it’, or ‘the fried rice was delicious but the orange juice too blend’. Those kinds of reviews can create a conflict and affects the classification results. Same goes with ‘ambience’ aspect, people can explain it variatively. For instance, ‘it has beautiful decoration, but the room was full of smoke’.

For second scenario results, ‘price’ aspect become the aspect with lowest score after classification. While ‘food’ and
‘ambiènce’ aspects become two and third place after ‘service’ aspect that has higher score. This may be caused by the label distribution in dataset, which ‘positive’ sentiment and ‘happy’ emotions are dominant in ‘food’ aspect, followed by ‘ambiènce’, ‘service’, and ‘ambiènce’ aspect. Thus, the deep learning models learned ‘positive’ and ‘happy’ labels well, compared to other labels.

Furthermore, the features that used also affect the classification results. In first scenario, unigram-bigram feature gave more information compared to apply only unigram, or only bigram independently. When classifying, unigram can work well because in unigram, words are treated individually, and those words often appear in the dataset. To illustrate, the sentence ‘I like the food but it was too pricey’. In unigram, it will be ‘I’, ‘like’, ‘the’, ‘food’, ‘but’, ‘it’, ‘was’, ‘too’, ‘pricey’, and for bigram, it will be ‘I like’, ‘like the’, ‘the food’, ‘food but’, ‘but it’, ‘it was’, ‘was too’, ‘too pricey’. When classifying using bagram, the models work well but not always good compared to unigram because the combination of words in bigram are not often appear in reviews compared to unigram. Thus, if unigram and bigram are combined, the models obtain more information about word when they appear individually and when they appear as pairs. Then, for second scenario, classification with self-developed word embedding can give good results with the information especially information about semantic relations between words. Hence, it should be considered to add other features, such as POS tagging, for machine learning and deep learning to enhance their performances.

Label distribution also contributes to affect the classification results. This research has imbalanced dataset, so, it will be good to use data augmentation or apply oversampling/undersampling methods to balance the data.

V. CONCLUSIONS AND FUTURE WORK

For this research, we made experiments and evaluated the performances of machine learning algorithms, which are Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM), and Extra Tree Classifier (ET) as well as deep learning. (Bidirectional LSTM (BiLSTM), and Gated Recurrent Unit (GRU)). We made two scenarios, which in first scenario, we applied transformation methods such as Binary Relevance (BR), Label Powerset (LP), and Classifier Chain (CC) for multi-label classification in machine learning. Then the features that used are unigram, bigram, and combination of unigram-bigram. For second scenario, we utilized sigmoid as the activation function and binary cross entropy as loss function for retrieving the labels of data in deep learning. Then, self-developed word embedding is employed in this scenario for deep learning classification. The results show RF dominates with 88.4% and 89.54% F1 scores with CC method for food aspect, and LP for price, respectively. For service and ambience aspects, ET leads with 92.65% and 87.1% with LP and CC methods, respectively. On the other hand, in deep learning comparison, GRU and BiLSTM obtained similar F1-score for food aspect, 88.16%. On price aspect, GRU leads with 83.01%. However, for service and ambience, BiLSTM achieved higher F1-score, 89.03% and 84.78%.

Since the distribution of label in our data is imbalanced, for the future, it should be considered to use balancing methods such as oversampling or undersampling. We also can apply data augmentation to retrieve new data for labels that have small numbers. Besides, we need to add more features to enhance the performance of both machine learning and deep learning.
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Abstract—Bioinformatics facing the vital challenge in protein function prediction due to protein data are available in primary structure, an amino acid sequence. Every protein cell sequence length and size are in different sequence order. Protein is available in 20 amino acid sequence alphabetic order; however, the corresponding information of the membrane protein sequence is insufficient to capture the function and structures of a protein from primary sequence datasets. A challenging task to correctly identify protein structure and function from amino acid sequence. The basic principle of PseAAC (Pseudo Amino Acid Composition) is to generate a discrete number of every protein samples. In each protein, sequence length varies due to protein functions. Some protein sequence length is less than 50, and some are large. Due to this, different sizes of the amino acid sample are chances to lose sequence order information. PseAAC feature generates a fixed size descriptor value in vector space to overcome sequence information loss and is used to further systematic evolution. Therefore machine learning computational tool synthesizes accurate identification of structure and function class of membrane protein. In this study, SVM (Support Vector Machine) and KNN (K-nearest neighbors) based prediction classifier used to identifying membrane protein and their types.

Keywords—Membrane protein types; classifiers; SVM (RBF); KNN; Random Forest; PseAAC

I. INTRODUCTION

Bioinformatics is a different field of combination to solve biological problems with computational techniques dealing remarkably in extensive scale information of system biology. The amino acid residue is a part of macromolecules. The membrane protein is the type of protein residing around a cell membrane, or their subcellular locations are also defined as various types of protein. The most genome encodes a membrane protein, during the encoding process to finding genes cell membrane perform a wide range of synthesis. Membrane cell identification hard due to lack of stability found a more flexible and hydrophobic surface part [8],[9]. However, protein structure finding is still challenging. Learning outer and non-outter membrane cells necessary to develop computational tools for new drug design and genome sequencings [10][26]. The Protein cell determines its energy and several functions; every cell component depends on protein molecules functions, the cell responsible for signalling cell system, and mobilize an intracellular response. The cell membrane of functional and structural properties targets to find disease, drug design, and novel research [15]. Membrane cell misfold work as monitors, changing their shape and action in response to metabolic signals or information from outside the cell causes various disease like Alzheimer’s disease, cardiovascular diseases, neurological disorders, and cancer [1],[20],[21]. Membrane proteins sequence combination, 45-55%, is used in protein legend docking and drug design [10]. Membrane functions are the essential element to discover new drugs and genomes [9-10]. Now capturing the features of membrane functions is responsible for the distribution of cell systems and their role. Conventional techniques used in biological experimental to predict the membrane types are costly and tedious [19]. However, a fast, automated, and effective method must be needed to identify unknown protein types. Analysis of the membrane proteins is hard, and most of them will not dissolve in ordinary solvents. Hence, very few structures of membrane protein have been found so far. Many authors were reports [11],[18],[21],[22] have shown NMR to be a powerful instrument for the detection of membrane protein structures; it is expensive and time processing. Therefore demand to construct computational methods that can predict membrane protein characteristics based on their primary sequence would be very helpful. The membrane protein is classified into mainly transmembrane or anchored protein attached to inside and outside the cell. These membrane cells are further classified into eight subtypes: Type-1, Type-2, Type-3, Type-4, Multi-pass are transmembrane protein and were Peripheral, Lipid chain, and GIP are anchored protein [2],[5]. Currently, different kinds of feature extractions and classification methods have been built to be used to predict membrane types. ACC (Amino acid composition) is used in predicting membrane protein types [3],[5],[13], first used by the article [3], but sequence order of information can’t store during implementing amino acid composition. Therefore Chou’s suggests PseAAC (Pseudo Amino Acid Composition) evaluates the composition value of amino acid in fixed combinations and saves them. Further, many authors [1],[4],[5],[6],[18] have been processed and suggested different techniques to depict protein samples to overcome. PseAAC, feature extraction method, followed by many latest article [13],[18],[5]. Various computational methods based on learning classifiers and ensemble methods have been used for predicting cell membranes in high-performance accuracy. In this study, a novel feature-based machine learning technique to identify the membrane cell. The proposed objective model was to enhance the accuracy of the classification. Each sequence chain of protein features has
mapped into a vector space. And, the multiclass membrane to recognize, the better performing multiclass classifier was chosen. Patterns match and similarity were calculated by using the standard test conducted on high dimensional multiclass protein data.

II. MATERIALS AND METHOD

A. Data Sets

The protein data bank has manually annotated proteins collected from Swiss-Prot PDB [14],[16],[17]. In this study, 560459 protein was obtained from a form data source. Datasets are further preprocessed for identifying a non-membrane and membrane protein correctly [19]. Here, 62029 membrane proteins are captured. For finding its types which is in eight classes, are: (i) GPI-anchored, (ii) lipid chain-anchored, (iii) multipass transmembrane, (iv) peripheral, (v) Type-1, (vi) Type-2, (vii) Type-3 and, (viii) Type-4. Further classification of the 62029 membrane proteins data sequence split into 43418 training and 18611 test samples. Table I have shown the sample details [2].

<table>
<thead>
<tr>
<th>Membrane protein (types)</th>
<th>No. of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPI-anchored</td>
<td>651</td>
</tr>
<tr>
<td>Lipid chain anchored</td>
<td>3032</td>
</tr>
<tr>
<td>Multipass transmembrane</td>
<td>35480</td>
</tr>
<tr>
<td>Peripheral</td>
<td>17319</td>
</tr>
<tr>
<td>Type-1</td>
<td>2948</td>
</tr>
<tr>
<td>Type-2</td>
<td>2194</td>
</tr>
<tr>
<td>Type-3</td>
<td>211</td>
</tr>
<tr>
<td>Type-4</td>
<td>194</td>
</tr>
<tr>
<td>Total</td>
<td>62029</td>
</tr>
</tbody>
</table>

B. Feature Extraction Methods

Feature selection is the main part of the machine learning process [4]. Specific knowledge is useful for identifying membrane types. Without knowing the sequence order, a sequence's composition loses the information and not used further evaluation. PseAAC (pseudo amino acid composition) to prevent the protein sequence order and pattern data. [29]. PseAAC has to generate ordered 50-dimensional vector space for each sequence data to be involved in computational proteomics [20], and sequence length generate 1 dimensional vector space each samples. In [30] suggest that it is feasible to predict membrane protein type when the features are derived directly from the amino acid sequence. A python-based toolkit iFeature integrates and calculating an extracting feature encode into specific properties of amino acid for generating 51 numerical descriptor value.

III. PROPOSED METHODOLOGY

A practical method develops for predicting the function and structure of protein class from its discrete dimensional vector value. For doing this, the main steps are followed by step 1. Collect protein benchmark data, step 2. Establish a well-built prediction algorithm and step 3. Valuable intrinsic relates as an emphasis for the membrane data samples that can match their desire object to predict.

This study is focusing on the 3rd step, a necessity. In this regard, various methods for formulating protein samples. Therefore, they can categorize into various representations as to the discrete value for sequential description. The flow diagram is shown in Fig. 1. In this study, a significant improvement as an order to,

- SVM (RBF) to expand functional parameters reflect in high-dimensional membrane cell descriptors protein and,
- Enhanced predicting results merits the use of further enriched training data samples and identify different types of membrane cell descriptors.
- Integrated features of PseAAC and sequence length are used for analysis to evaluate membrane. The learning model is based on kernel SVM for functional prediction and similarity matches in sequence to a query membrane.
- Unique multiclass are in eight batches—each sample descriptor value is 51D space for supporting multiple membrane types.
- Machine learning classifiers K nearest neighbors and Random Forest was added for simplifying the collective samples via computation of protein functions by multiple types.

Cross-validation is one method to overcome the class imbalance problem. Therefore, in this study, we use k-fold cross-validation. Membrane protein data consisting of N tuple has divided in k=10 folds (D1, D2, D3...D10), and if the N tuple is not divisible by k, then the last part is considered as a (k-1). Here in our estimation, learning using 10-fold cross-validation. A sequence of k = 10 runs is carried out with the decomposition and \( i^{th} \) = iteration, and D, use as test data and other fold as training data. Thus, each tuple uses the same amount of time for training samples, and once for testing. The overall average of each iteration is estimated.

A. PseAAC (Pseudo Amino Acid Composition)

Membrane protein information senses its molecular action. Its process is in a molecules system that allows organisms to endure these basic life processes—various inherited diseases caused by mutations and changes observed in a protein sequence result. The amino acid sequence is a pattern of 20 unique amino acid residues. As per chemical composition, amino acid 20 sets are further categorized into four groups: polar, nonpolar, positive charged, and negatively charged [12]. These are comparable and a varying side chain. Each amino acid has distinct chemical properties due to the different groups’ side chains. The 20 amino acids composition computed as in eq. (1), [3].

\[
P = [p_1, p_2, \ldots, p_{20}, p_{20+1}, \ldots, p_{20+l}]^T
\] (1)
The composition portions of amino acids are evaluated by using the mass of 20 amino acids, hydrophilic value and hydrophilic value. \(p_1, p_2, \ldots, p_{20+k}\) are calculated by eq. (2):

\[
p_u = \begin{cases} 
    \frac{f_u}{\sum_{i=1}^{20} f_i + \omega \sum_{k=1}^{20} t_k}, & (1 \leq u \leq 20) \\
    \frac{20 + f_u}{\sum_{i=1}^{20} f_i + \omega \sum_{k=1}^{20} t_k}, & (20 + 1 \leq u \leq 20 + \lambda)
\end{cases}
\]

Integrating features descriptor value has produced a variety of amino acid patterns on regular occurrence in the protein sequence. The length of PseAAC depends on the descriptor value. This study uses a set of 30 amino acid composition. Thus the feature dimension from PseAAC is 50 (20+30=50D) descriptor vector space [2],[23].

B. Sequence to Integer Encoding

This method is configured for a particular integer value (range from 1-20) with 20 amino acid residues made from the protein sequence. A protein sequence can be translated to an integer sequence by replacing each letter with a corresponding mapping integer value. The sum of residues in the sequence is proportional to its weight. For instance, in a protein sequence, AJKJLMLLK, L, is seen three times. The weight of L is then measured as 3/9=0.33. Then, we use the following formula in eq. (3) to find the weight of a residue:

\[
w_i = \frac{n_i}{L}
\]

where, \(w_i\) is the weight of \(i^{th}\) residue, \(n_i\) is the number of occurrence of \(i^{th}\) residue in the protein sequence and \(L\) is the length of the protein sequence. A weighted total volume of each residue represents the required protein sequence and is performed by measuring each residue’s weight. The numerical value encoded is then found as follows.

\[
SEQ\text{\text{\scriptsize{encoded}}} = k_1 w_1 + k_2 w_2 + \cdots + k_{20} w_{20}
\]

Where \(k_i\) is the \(i^{th}\) residue’s mapped integer value and \(w_i\) is the corresponding weight of the residue got from equation (4), the resultant values gives one dimensional data for protein sequences. Where, weight factor \(\omega\) (set to 0.05) and \(r_k\) is the \(k^{th}\) tier correlation factor that represents all correlation order of the \(k^{th}\)-most continuous residues.

C. Classification Algorithm

Feature-based classification algorithm mapping the input data samples into the desired class, model build to predict class labels for unseen samples, the main part of machine learning applied in all fields are in bioinformatics and data science. These were training techniques used to train most 70% data samples, and classifier testing data sets 30%, respectively. This study classifier model based on SVM, KNN, and RF (Random Forest) used to classify the membrane features pseudo amino acid composition and sequence length descriptors into eight types.

1) Support Vector Machine (SVM): In the bioinformatics data source, protein information has generally gathered in an amino acid sequence. However, a knowledge-based learning system dealing with homogeneous and heterogeneous datasets still needed some basic models based upon classification and clustering techniques. To implement the classifier support vector machine trendy and powerful for predicting protein structure and function. SVM (support vector machine) classification techniques have been used for dual-mode separation as a binary or multiclass. SVM outline draw hyperplane, which separates the decision surface data into two different class [31]. The use of the SVM learning model in high dimensional datasets creates a multiclass problem, so resolving that need to build a modified classification technique. In this study, unique features are based on a novel classifier model design on predicting membrane protein of achieving high accuracy for multiclass in the high-dimensional protein data source.

SVM transforms the given data first into a large vector space and then draws the maximum hyperplane margin to separate non-linear datasets, represented in Fig. 2. The functions for Radial Basic Function (RBF) in the SVM algorithm were used: Step 1. The built a feature vector from the input sequence. It can represent classes based on PseAAC and Sequence length properties. Step 2. RBF kernel selects to predict function while training eq. (5-16). Step 3 Selection of the prime parameter during training kernel function fit data to get maximum accuracy eq. (17-22)[2]. When the SVMs are using for the classification, the known set ((+1, -1)), marked training data is segregated by a hyperplane, which is as far as possible distant from positive negative samples. [See "optimal separating plant" (OSH) in Fig. 2]. The test data 'plot' then defines the positive or negative OSH for the high-dimensional sphere. The kernel model enables SVMs to work in combination with the nonlinear mapping into a function space to classify membrane protein types. For these problems, SVM is not linearly detachable. The SVM's optimal separating hyperplane within functional space is a nonlinear decision limit within the input space.
Linear SVM classification

where \( \overline{w} = (w_1, w_2, \ldots, w_n)^T \) is a vector of \( n \) elements. Consider, the training data of two groups of \( n \) instance \((\overline{x}_1, y_1), (\overline{x}_2, y_2), \ldots, (\overline{x}_n, y_n)\), \( i = 1, 2, \ldots, n \), on each instance, \( y_i \) \((i=1..n), i = 1, 2, \ldots, n \), where specified a weight vector \( \overline{w} \) and bias \( b \), and \( \overline{x} \in R^N \) is an \( N \) dimensional space, and \( y_i \epsilon \{-1, +1\} \) is the class index.

\[
\overline{w}^T \cdot \overline{x}_i + b \geq 1, \quad y_i = +1,
\]

(5)

\[
\overline{w}^T \cdot \overline{x}_i + b \leq -1, \quad y_i = -1.
\]

(6)

The vector of \( n \) elements is where \( \overline{w} = (w_1, w_2, \ldots, w_n)^T \). Uniformities (1), (2) can be fused into one.

\[
y_i(\overline{w}^T \cdot \overline{x}_i + b) \geq 1, \quad i = 1, 2, \ldots, n.
\]

(7)

For each training group, there is a number of hyperplanes. SVM's classification aimed to create an optimum weight \( \overline{w}_0 \) and an optimal bias \( b_0 \) to achieve the maximum margin between the training data and the chosen hyperplane. The defined hyperplane by \( (\overline{w}_0) \) and \( b_0 \) is optimal separating hyperplane. Any hyperplane can be represented as equation in (8).

\[
\overline{w}^T \cdot \overline{x}_i + b = 0
\]

(8)

and the difference between the two margins is in equation (9).

\[
y(\overline{w}, b) = \min_{\{x_i | y_i = +1\}} \frac{\overline{w}^T \cdot \overline{x}_i}{\|w\|} - \max_{\{x_i | y_i = -1\}} \frac{\overline{w}^T \cdot \overline{x}_i}{\|w\|}
\]

(9)

The optimum separating hyperplane is being identified by raising the distance above or reducing the norm of \( \|\overline{w}\| \) by trying to restrict discrimination equation (7), and

\[
y_{\text{max}} = y(\overline{w}_0, b_0) = \frac{2}{\|\overline{w}_0\|}.
\]

(10)

The following Lagrange saddle point provides solutions to the above problems with optimization

\[
L(\overline{w}, b, \alpha) = \frac{1}{2} \overline{w}^T \cdot \overline{w} - \sum_{i=1}^{n} \alpha_i \{y_i (\overline{w}^T \cdot \overline{x}_i + b) - 1\}.
\]

(11)

where \( \alpha \geq 0 \) are Lagrange multipliers. To solve the quadratic programming problem, the gradient of \( L(\overline{w}) \) to

\[
\frac{\delta L}{\delta \overline{w}} |_{\overline{w} = \overline{w}_0} = 0, \quad \text{and} \quad \frac{\delta L}{\delta \overline{w}} |_{\overline{w} = \overline{w}_0} = 0
\]

\[
\overline{w}_0 = \sum_{i=1}^{n} \alpha_i y_i \overline{x}_i,
\]

(12)

\[
\sum_{i=1}^{n} \alpha_i = 0.
\]

(13)

Via replacement of Eqs. (12, and 13) into (11), Maxing the following expression becomes the quadratic programming (QP) problem:

\[
L(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j (\overline{x}_i^T \cdot \overline{x}_j)
\]

(14)

in the constraints \( \sum \alpha_i y_i = 0 \) and \( \alpha _i \geq 0, i = 1,2, \ldots, n \).

Non-zero \( \alpha_i \) coefficients are among Eq. (14) solutions at the two optimal margins, and is known as vectors support (SV). The bias \( b_0 \) can be estimated accordingly:

\[
b_0 = \frac{1}{2} \min_{\{x_i | y_i = +1\}} \overline{w}^T_0 \cdot \overline{x}_i + \max_{\{x_i | y_i = -1\}} \overline{w}^T_0 \cdot \overline{x}_i
\]

(15)

The decision function that divides the two groups can be written as after evaluating the support vector and bias

\[
f(\overline{x}) = \sign(\sum_{i=1}^{n} \alpha_i y_i \overline{w}^T_0 \cdot \overline{x}_i + b_0) = \sign(\sum_{i} y_i \overline{w}^T_0 \cdot \overline{x}_i + b_0)
\]

(16)

Non-linear SVM classification

Since membrane protein types are typically nonlinear, these problems have been implemented in the SVM [30]. In the input space \( X \), the original training data \( x \) are translated into a high-dimensional F-function through the operator kernel Mercer \( K \) [34], in which the optimum separating hyperplane is formed. The set of classifiers will be converted into the form in mathematical terms.

\[
f(\overline{x}) = \sign(\sum_{i} y_i K(\overline{x}_i, \overline{x}) + b_0),
\]

(17)

Where \( K \) is a symmetric positive function that fulfills the conditions of Mercer.

\[
K(\overline{x}, \overline{y}) = \sum_{m=1}^{\infty} \alpha_m \phi(\overline{x}^T).\phi(\overline{y}), \quad \alpha_m \geq 0
\]

\[
\int K(\overline{x}, \overline{y})g(\overline{x})g(\overline{y})d\overline{x}d\overline{y} > 0, \int g^2(\overline{x})d\overline{x} < \infty
\]

(18)

The kernel is a valid internal product in the input field

\[
K(\overline{x}, \overline{y}) = \phi(\overline{x}^T).\phi(\overline{y}).
\]

(19)

The dual Lagrangian in the F space, given in Eq. [14].

\[
L(\alpha) = \sum_{i}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j K(\overline{x}_i, \overline{x}_j) - \lambda \sum_{i=1}^{n} \alpha_i y_i
\]

subject to \( \sum_{i}^{n} \alpha_i y_i = 0 \) and \( \alpha \geq 0, i = 1,2, \ldots, n \), and the decision function is

\[
f(\overline{x}) = \sign(\sum_{i(y_i)\overline{w}^T_0 \cdot \overline{x}_i + b_0),
\]

(21)

Where
\[ b_0 = \frac{1}{2} \min_{\{x_i|y_i = +1\}} \left( \sum_{j \in \{SV\}} \alpha_j y_j K(\tilde{x}_i, \tilde{x}_j) \right) + \max_{\{x_i|y_i = -1\}} \left( \sum_{j \in \{SV\}} \alpha_j y_j K(\tilde{x}_i, \tilde{x}_j) \right) \] (22)

SVM has employed a variety of candidate kernel functions, including poly-nominal \( K(\tilde{x}, \tilde{y}) = (1 + \tilde{x} \cdot \tilde{y})^d \), Gaussian RBF \( K(\tilde{x}, \tilde{y}) = \exp\left(-\frac{||\tilde{x} - \tilde{y}||^2}{2\sigma^2}\right) \), exponential RBF \( K(\tilde{x}, \tilde{y}) = \exp\left(-\frac{||\tilde{x} - \tilde{y}||}{2\sigma^2}\right) \), and their kernel summing combinations of kernel coefficients products [33]. The Gaussian RBF kernel function is employed in this work to predict membrane protein types.

2) K-Nearest Neighbor (KNN): K- nearest neighbor classifier, input data based on instance-based learner, into its feature space. KNN is based on the neighbor set that will be found near k object. KNN locate on majority voting among the k-data samples. Which store all value of the training data and wait till new data arrived to be classified on similarity measures or as a pattern matching techniques [2]. K-nearest finding based on Euclidean distance eq. (23). To classify membrane proteins, predicting the functional types of membrane proteins is indispensable [24]. Therefore similarity measures formula as the Euclidean distance (Edist) phrase between two points \((y_1, y_2)\) [27].

\[ E_{dist}(y_1, y_2) = \sum_{i=1}^{N} \sqrt{(y_{1i} - y_{2i})^2} \] (23)

The next steps are to generalize K-nearest neighbor classifier innovations. Metric distance and functions are measured to measure the distance between characteristics. The k-parameter must be designed for training data.

IV. RESULTS AND DISCUSSION

In this study, two different types of feature extraction techniques, namely PseAAC and sequence to integer encoding, are used, giving a feature vector of 62029 instances in a row and 51-dimension in a column classified by the proposed model, were 43418x51 training and 18611x51 test samples are implemented. For getting best accuracy, various type of classifiers such as SVM(Support vector machine), KNN (K Nearest neighbor), RF (Random Forest), classifiers are used and based on the result obtained from them, and the model is built [2],[16],[22],[32].

A. Accuracy

The number of instances rightfully predicted out of total number of instances in eq. (24).

\[ Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \] (24)

where \( TP \) is total number of true positive, \( FN \) is total number of false-positives, \( TN \) is total number of true negatives and \( FP \) is total number of false positives [3],[4]. The overall accuracy as eq. (24) of different classifiers are shown in Table II.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>89.38</td>
</tr>
<tr>
<td>KNN</td>
<td>93.24</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>85.86</td>
</tr>
</tbody>
</table>

B. Specificity

Specificity of classifiers are good as the true negatives are correctly identified as calculated by eq. (25).

\[ Specificity = \frac{TN}{TN + FP} \] (25)

The specificity of classifiers is shown in Table III. The specificity range is 85% to 99% because TNR (true negative rate) is good. Specificity results noticed that wrongly classified samples are significantly less in KNN classifier [2].

C. Sensitivity

The classifier can correctly predict in eq. (26) the true positives shown in Table IV.

\[ Sensitivity = \frac{TP}{TP + FN} \] (26)

D. F-measure

Every model design to handle various kinds of multiclass problem to look at the accuracy of that model as the number of samples corrects predicted and misclassified from all prediction. Confusion Matrix gives detailed information about the failure in predictions for an unseen dataset sample. The F1 measures mathematically computed in eq. (27-28) recorded precision and recall balance values.

\[ Precision = \frac{TP}{TP + FP} \] (27)

\[ F_{measure} = 2 \times \frac{Precision \times Recall}{Precision + Recall} \] (28)

<table>
<thead>
<tr>
<th>Types</th>
<th>Specificity of classifiers</th>
<th>Random Forest</th>
<th>KNN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPI</td>
<td>0.88</td>
<td>0.99</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Lipid</td>
<td>0.93</td>
<td>0.95</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>Multi-pass</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Peripheral</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>Type1</td>
<td>0.94</td>
<td>0.95</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>Type2</td>
<td>0.96</td>
<td>0.95</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>Type3</td>
<td>0.93</td>
<td>0.93</td>
<td>0.94</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Types</th>
<th>Specificity of classifiers</th>
<th>Random Forest</th>
<th>KNN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPI</td>
<td>0.06</td>
<td>0.25</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>LIPID</td>
<td>0.53</td>
<td>0.65</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>MULTI-PASS</td>
<td>0.97</td>
<td>0.96</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>PERIPHERAL</td>
<td>0.93</td>
<td>0.95</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>Type1</td>
<td>0.59</td>
<td>0.64</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>Type2</td>
<td>0.43</td>
<td>0.63</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Type3</td>
<td>0.49</td>
<td>0.64</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>Type4</td>
<td>0.15</td>
<td>0.35</td>
<td>0.26</td>
<td></td>
</tr>
</tbody>
</table>
F1 balanced accuracy are used as a better metrics for a multi class imbalanced dataset classification task. F1-measure of various classifiers are shown in Table V.

E. Mathew's Correlation Coefficient (MCC)

Standard measure in machine learning MCC was suggested in 1975 by Brain W. Matthews [28]. Matthew's correlation coefficient is balanced in binary classifications into true and false positives and negatives classes [25]. It found a degree of correlation in the predicted level. It returns a value between -1 and +1. were + represents a perfect prediction, and -1 represents the entire disqualifying range between predicting and observation eq. (29), shown in Table VI. If D datasets and N is the total number of the outcome of true and false positives and negatives views from a single instance, the Matthews correlation coefficient best such measures in larger dataset achieves a high proportion of correct predictions from the confusion matrix [11].

\[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

(29)

From confusion matrix observation, is found that all classifiers perform well on multiclass datasets, KNN measure better as compared to other classifiers on the various parameter such as precision, recall, specificity, and F1-measure in MCC value.

Prediction result indicated that shown in Fig. 3, the proposed method achieved high prediction accuracy for the independent datasets. The different classifier prediction performance measures in confusion matrix results are represented in Table VII, VIII, and IX. Statistical Problem handed through machine learning is known as a confusion matrix. The proposed learning model, field error defined in the matrix table, also describes the classifier's efficiency to testing data samples, the actual value visualizing true identity on an algorithm. The confusion matrix makes easy identification of confusion between classes or mislabeled class of others in performance on various scales.

F. Confusion Matrix Results

The classifiers output was examined using independent tests [7]. The ensemble classifiers such as Random Forest 89.38% value, SVM 85.86%, and KNN value is improved, i.e., a maximum of 93.24%. Membrane Protein is a multilabel dataset. The classification results of models are shown in the confusion matrix, the total number of passable similarity matching with other multi-class functions. The confusion matrix is a critical way to summarize machine learning classifiers' performance, like SVM, RF (Random Forest), and KNN classifiers. This Square matrix consists of based on features PseAAC and Sequence Length encoding. There are 62029 rows (43418 training rows and 18611 test rows in datasets) in total protein sequence and 51D descriptor size in columns. Moreover, this is listing the number of instances as absolute or relative actual class vs. predicted class ratio. The confusion matrix results demonstrate a major role in prediction identification in terms of accuracy, precision, recall, and F-1 score. SVM, KNN, and RF three learning techniques were analyzed based on outcome comparisons to find model performance. Parameter of the confusion matrix observed that the learning model KNN performs well in all eight membrane protein types. Overall, classifier performance observed a high boosting rate for large data training samples. Multipass large data sample observed F1-Score 95% in RF, 96% in KNN, and 89% in SVM where G1 class score poorly 7% in RF, 25% in KNN, and 5% in SVM. Peripheral and multipass transmembrane class are more sensitive in all classifiers, where GPI and Type-4 found a less sensitive class, with 99% GIP specificity found in KNN and SVM. In all classifiers observation found, the integrated 51D features of protein sequences and different patterns length, KNN classifier, provide better performance for membrane protein types, as shown in Fig. 4.

<table>
<thead>
<tr>
<th>Types</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>KNN</td>
</tr>
<tr>
<td>GPI</td>
<td>0.07</td>
</tr>
<tr>
<td>LIPID</td>
<td>0.60</td>
</tr>
<tr>
<td>MULTIPASS</td>
<td>0.95</td>
</tr>
<tr>
<td>PERIPHERAL</td>
<td>0.91</td>
</tr>
<tr>
<td>TYPE1</td>
<td>0.68</td>
</tr>
<tr>
<td>TYPE2</td>
<td>0.61</td>
</tr>
<tr>
<td>TYPE3</td>
<td>0.66</td>
</tr>
<tr>
<td>TYPE4</td>
<td>0.27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Classifier</th>
<th>MCC Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>80.6</td>
</tr>
<tr>
<td>KNN</td>
<td>85.4</td>
</tr>
<tr>
<td>SVM(RBF)</td>
<td>82.2</td>
</tr>
</tbody>
</table>
**Fig. 3.** Overall Accuracy and MCC Performance Scale in Bar-Chart.

### TABLE VII. RESULT OF SVM RBF CONFUSION MATRIX; OVERALL ACCURACY: 85.86018485678972

<table>
<thead>
<tr>
<th></th>
<th>Gpi</th>
<th>Lipid</th>
<th>Multi-pass</th>
<th>Peripheral</th>
<th>Type1</th>
<th>Type2</th>
<th>Type3</th>
<th>Type4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gpi</td>
<td>9</td>
<td>139</td>
<td>37</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lipid</td>
<td>158</td>
<td>418</td>
<td>262</td>
<td>44</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multi-pass</td>
<td>0</td>
<td>10</td>
<td>10554</td>
<td>39</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Peripheral</td>
<td>0</td>
<td>19</td>
<td>901</td>
<td>4294</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Type1</td>
<td>1</td>
<td>4</td>
<td>570</td>
<td>20</td>
<td>317</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Type2</td>
<td>0</td>
<td>4</td>
<td>291</td>
<td>32</td>
<td>2</td>
<td>340</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Type3</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Type4</td>
<td>0</td>
<td>0</td>
<td>38</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>

### TABLE VIII. RESULT OF KNN CLASSIFIER CONFUSION MATRIX; OVERALL ACCURACY: 93.24188725885324

<table>
<thead>
<tr>
<th></th>
<th>Gpi</th>
<th>Lipid</th>
<th>Multi-pass</th>
<th>Peripheral</th>
<th>Type1</th>
<th>Type2</th>
<th>Type3</th>
<th>Type4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gpi</td>
<td>53</td>
<td>123</td>
<td>9</td>
<td>9</td>
<td>14</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lipid</td>
<td>111</td>
<td>586</td>
<td>41</td>
<td>121</td>
<td>33</td>
<td>14</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Multi-pass</td>
<td>14</td>
<td>62</td>
<td>10184</td>
<td>262</td>
<td>62</td>
<td>42</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Peripheral</td>
<td>13</td>
<td>56</td>
<td>119</td>
<td>4962</td>
<td>34</td>
<td>41</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Type1</td>
<td>21</td>
<td>24</td>
<td>145</td>
<td>99</td>
<td>545</td>
<td>14</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Type2</td>
<td>3</td>
<td>21</td>
<td>71</td>
<td>127</td>
<td>28</td>
<td>422</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Type3</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>38</td>
<td>0</td>
</tr>
<tr>
<td>Type4</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>19</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>18</td>
</tr>
</tbody>
</table>

### TABLE IX. RESULT OF RANDOM FOREST CLASSIFIER CONFUSION MATRIX; OVERALL ACCURACY: 89.38606749422322

<table>
<thead>
<tr>
<th></th>
<th>Gpi</th>
<th>Lipid</th>
<th>Multi-pass</th>
<th>Peripheral</th>
<th>Type1</th>
<th>Type2</th>
<th>Type3</th>
<th>Type4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gpi</td>
<td>13</td>
<td>152</td>
<td>26</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Lipid</td>
<td>132</td>
<td>502</td>
<td>95</td>
<td>153</td>
<td>13</td>
<td>12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multi-pass</td>
<td>1</td>
<td>41</td>
<td>10355</td>
<td>193</td>
<td>36</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Peripheral</td>
<td>3</td>
<td>38</td>
<td>294</td>
<td>4863</td>
<td>25</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Type1</td>
<td>3</td>
<td>20</td>
<td>299</td>
<td>32</td>
<td>489</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Type2</td>
<td>1</td>
<td>21</td>
<td>186</td>
<td>139</td>
<td>20</td>
<td>303</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Type3</td>
<td>0</td>
<td>4</td>
<td>13</td>
<td>9</td>
<td>4</td>
<td>0</td>
<td>29</td>
<td>0</td>
</tr>
<tr>
<td>Type4</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>30</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>
V. CONCLUSION

The proposed model objective is to score proper functions based on PseAAC and Sequence length of 51 descriptor features. This study confirmed a large sample size and fine-tuning techniques enforcement provides to build superior models that allow integrations of variant feature levels. In KNN, learning strategies based on the nearest neighbor’s weight vector exploit the overall membrane protein types in a biological cell network to find the correct eight types of membrane protein. Prediction based on 51D feature vectors is used to learn three classifiers Random forest, K-nearest neighbors, and SVM. Python programming is supported by many machine learning techniques potent today. Python library provides many functions to learn about the Specify-Compile-Fit workflow that will be easy to make predictions. It can build simple necessary tools for various learning methods and generate predictions with them. Real classification results show that the proposed model achieves the desired goal significantly.
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Abstract—This research article proposes a novel Smart Communication Platform (SCP) to improve the Quality of Service (QoS) in real time by using MSP430F2618. A static network has been implemented with narrow band Internet of Things (IoT) architecture which contains 10 nodes. SCP performs tracking of environmental parameters like Temperature, Humidity, Pressure, Proximity and light. A prototype has been developed by using Open source Red hat Linux 14.4 version and programmed in Embedded MSP430F2618 has been configured as master and slave nodes, the output is observed in a serial monitor and Gateway as well. The QoS parameters of MSP430F2618 and ESP8266 are compared in terms of power. The power consumption improvements of QoS (Quality of Service) analysis results are around 1.01mW has been seen with the experimental setup. These empirical results are much useful for wireless sensor network and IoT applications.
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I. INTRODUCTION

The Embedded systems and Internet of Things (IoT) are the network of tiny, intelligent devices, actuators and other tools build together. These systems are mostly wireless and powered by batteries to ease the deployment. The popular version of the Embedded Systems development life cycle is designed from waterfall model. The basic feature of this model is managerial control and Modulate. This has distinct goals at every development step. Different scheduling mechanisms can be introduced at every stage of module and interface. This model is suitable for linear process models takes several steps. Those are 1) Requirement gathering 2) Pre-Design 3) Design review 4) Design implementation 5) Design final app Overview. These can also be put it another terms as Design, Coding, Testing, Maintenance. It is been seen that each phase is also connected back to earlier stage where it helps needed verification.

II. LITERATURE REVIEW

Recent advancements in IC technologies, Communication devices, Sensors places an immediate impact on embedded systems and IoT [1]. Hardware and Software co design technique like, design flow approach with prototyping principles are being used in [2] to build SCP implementation. Embedded system requires immense knowledge in the areas of Electronic devices like C-motes, CPU, GPU, and Gateway [3] to check the functionality of the proposed prototype. In the recent embedded system research domains, processor integrate new and relevant devices by adopting code motion techniques and independent APIs [4]. A prototype is designed to classify the systems, such as one to one node, one to multi node, multi to one node and multi to multi nodes via WINGS gateway and stores the data in cloud. Traditional data processing and measurement methods [5] are being slowly replaced by single wire and wireless communication technology where it is useful lot of starter embedded system application.

To reduce the duration of data transmission, and to improve the network lifetime in [6] like PRIMS algorithm, proposed a distance-based transmission rate selection and maximum emission rate (MER) determination. The web based remote dynamic data collection and Storage monitoring system has been proposed in [7] for data transfer and system characteristics are analyzed for centralized management. The power optimization techniques such as resource consolidation, virtu- alization, selective connectivity, and proportional computing are considered in [8] to improve the proposed experimental set up. The Network Time Protocol (NTP) is used in [9] for time synchronization, allowing a more flexible network by avoiding the system placement needs. By using these devices one can get data in the form of (i) analog, (ii) digital values (iii) channels of various communication blocks, (iv) Software development tools and (v) Real Time Operating System (RTOS) parameters can be utilized [10]. Interfacing of an advanced micro controller like MSP430 with Wi-Fi makes the user to perform interactive operations. A practical approach [11] on MSP435 based TI CC3220SL results the pervasive computing aspects. Synchronized sampling control method [12] gives better ways to manage wireless node state information to improve flexibility and agility during load balancing, fail over, and life cycle operations, and designing VNFs to allow for their transparent migration across central and edge clouds. Inter-networking arrangement [13] gives the optimization of computing workloads across the network of virtual resources. The present research is mainly focused on the development of a communication platform that can be used in the Internet of Things (IoT) to improve the Quality of Service (QoS).
turned in various paths such as Power Optimizations [18-19], Wireless sensor networks [20], Embedded systems [21], and re conffable antennas with IoT applications [22-25].

This platform gives 1) Design and development of hardware setup with soft real time values and test results. 2) Supports experimental digital/analog interfacing with wireless communication. 3) Design of new device set ups for data transmission and reception techniques useful for Edge triggering applications. 4) Experimental results for QoS Analysis.

This article has been divided into various sections, Section II briefed about Literature survey. Section III deals with motivations of current Heterogeneous systems. Section IV discusses about proposed algorithm and implementation steps of MSPF2618. Section V presents results and discussions for QoS comparison analysis. The paper is ended with conclusion and future scope in Section VI.

III. MOTIVATION TOWARDS HETEROGENEOUS EMBEDDED SYSTEMS

Central Processing Unit (CPU) and Graphical Processing Unit (GPU) has employed in various applications like monitoring, data analytics etc. Master simulator design useful to help developers of slave devices or other devices how to test and simulate. Slave simulator as shown in Fig. 1(a) send the data from the foreign procedure calls. Assign the slave ID, address, size can read and write the registers. There are several data formats available with word order swapping, such as float, double, and long to program. These Processing units (PUs) shows unique features and strengths to conquer high performance computing [2]. Various techniques have applied to develop heterogeneous computing with peta scale range fused with design of CPU-GPU chips as shown in Fig. 2. Partitioning enables PUs performance and energy efficiency for heterogeneous computing techniques (HCTs) [4]. Computing has explained in below sections.

A. Design Strengths of PUs

Multi core GPU keeps Instruction set arises in CPU and few tens of PUs integrated on single chip though it in built with several different architectures. Single thread, large size caches with minimum latency, at high frequency rates leads the high through puts. CPU are clearly used for critical latency applications while GPU used for large throughput-critical applications. Thus, heterogeneous system used in number of applications with high performance context.

B. Embedded Algorithmic Features of PUs

For many applications of data transfers relishes execution time or case GPU cores does not allow uninterrupted execution and branch mitigations etc. In compared to GPUs CPUs own better performance in single applications at different stages which leaches the time factors of delivery of application.

C. Resource use Improvements

To conclude the resource utilization’s to both CPU and GPU are over featured though the use sends as low. Sometimes CPU stays idle if it sends the control to GPU and in reverse GPU bandwidth memory decreased.

D. Heuristic Algorithms

By the design of Wolf [2], this kind of algorithm have a pool of heterogeneous elements of tasks and provides communication among it. Communication links, PEs and Task graphs acts as input to the algorithm. There are major aims and minor goals like to meet specified rate for execution, minimize the total cost.

Many optimization problems [1] get the solutions from approximations of Heuristic algorithms. The best possible solutions are in maximum or minimum solutions to objective function. The solution is a function used to evaluate the objective function. Optimization problems are nothing but talk about several real-world issues. In all search algorithms solutions can be defined as search space and optimization algorithms, etc.

Dynamic programming branch and bound techniques effectively present in Heuristic practices, gives us time complexity and not completed tasks. Premature convergence is a significant drawback in Hill-Climbing algorithm because of it always fetches the nearest local optima of low quality. This can be targeted by, SIMULATED ANNEALING ALGORITHM: It resembles the same to Hill climbing but sometimes accepts results worse than the present scenarios where the fault tolerance will be acceptable and decreasing with time slices. TABU SEARCH: Continued the idea where neglect the local optimization by introducing several memory data structures. The “jump” instruction repeated in its loop acts as bottleneck, this is prohibited in Tabu Search. SWARM INTELLIGENCE: Introduced in 1989 by Gerardo Beni and Jing Wang. This is developed among self-organized, decentralized systems collective behavior cellular Robotic systems. The popular approaches are Particle Swarm Optimization (PSO) and Ant Colony Optimization (ACO). In ACO the design done on future ants to build improved solutions by showing the variations in the graph and changing its way. PSO it is entirely different that solutions produce point or surface in an n
IV. PROPOSED ALGORITHM AND IMPLEMENTATION STEPS OF MSP430F2618 FOR QOS COMPARISON ANALYSIS

The rapid advancement in the areas of wireless networks, information technologies, sensor design and semiconductor has been put to the proliferation of Wireless Sensor Network (WSN). WSN is growing as a backbone technology for various applications such as agriculture, traffic control, natural disaster relief, health monitoring and control, home automation, environment and habitat monitoring, consumer and industrial applications, product quality monitoring, seismic sensing etc. A WSN features are Low power consumption, self-organization, fault tolerance, low cost, and longer standalone life.

To implement the C-Mote set up in [3] used Red Hat Linux 14.4 with SMA Antenna, Ubisense sensor, USB power jacks, data acquisition card through serial window, with I/O expansions and processor controls. Coming to C-Mote its specifications it has USB interface to PC, 256kB RAM+1MB XIP FLASH provides application level security, External USB peripherals, 2 to 20 pin connectors, 4 wire JTAG pins, On board antenna and GNU debugger support as well.

Ubisense is the sensor board developed for testing and integrating various sensors with C-Mote, UbimoteHR. Ubisense has applications where the users can make use of sensor data by plugging in the module directly to the Mote. The Sensors on Ubisense are I2C compatible and user can avail the advantage in interfacing. C-Mote has Female SMA Antenna connector. Antennas configured for 2.4GHz 500ohms.

SMA compatible should be connected to the SMA connector. IEEE 802.11 is a wireless local area network (WLAN) for implementing computer communication in the 900 MHz and 2.4, 3.6, 5, and 60 GHz frequency bands. Most of the applications like Smart phones, laptops, Office Networks, Homes, etc. were widely used by this Wireless Networks.

A. Working Prototype

In Tele communication, Internet, and Data Communication the application interfacing happens through wireless via several protocols for remote locations. Communication happens from small to large from one point to another point. Depending on the height of the antennas and other devices, the frequency and power level used, and the surrounding environment, communications signals can travel up to tens of miles to its designated location.

The proposed algorithm, shown in Fig. 3 starts with sensors, here Ubisense sensor used. This Ubisensor board gives the experimental set up environmental values like Temperature, Humidity, Proximity, Light Intensity and Barometric pressure, etc. C-Motes are connected as Master and Slave node assigned with node ids. It is easily understandable from the flow diagram, as shown in Fig. 3. The sensor outputs are taken from the minimum values. If not, the setup again initializes from the start. The values are checked in the Wings gateway as well as it is seen in every slave node. QoS analysis improvised [9] by the values predicted from C-Mote Master and Slave nodes. Validation with respect to Power are considered and observations were notified else algorithm repeated.

It is arranged C-Mote nodes as per the proposed setup shown in Fig. 4. The nodes are categorized as Master node which is shown as light grey color marked as M and Slave nodes which is shown as dark grey color marked as S. The Fig. 4(a) shows the point to point arrangement of C-Motes one as Master and another as Slave Node. Fig. 4(b) shows the point to multi point arrangement of C-Motes one as Master and two as Slave Node. Fig. 4(c) shows the point to multi point arrangement of C-Motes one as Master and nodes as Slave Node. In Fig. 4(c) Multi point communication made from Master node and Slave node and vice versa.

![Flowchart of MSP430F2618 QoS Analysis](https://example.com/flowchart.png)

**Fig. 3.** Flowchart of MSP430F2618 QoS Analysis.
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1) Wireless Point to Point Communication Setup (a) First C-Mote libraries are taken from Red Hat packages and is installed and configured from GCC, GNU and LIB, etc. With the help instruction set, built the needful configuration to make the nodes as master as well as slave. The setup powered with 5V, connected the UBISENSE sensor board to C-Mote and compiled the program. Master C-Mote node send the sensor data to Slave C-Mote node. Thus, set up point to point communication as shown in Fig. 5(a).

2) Wireless Point to Multi Point communication Setup (b) Here C-Motes, one is the transmitter as master Node and three are receivers as slave nodes setup is shown in Fig. 5(b). Ran the program to set up Point to Multi point communica- tion among Master and slave C-Mote nodes. Transmitter reads the physical parameter value from ubisense connected to the device and transmits. Receiver receives the data packet which includes the measured physical parameter transmitted by the transmitter. Receiver parses the packet and prints the data received on Hyper Terminal. This way Point-to-Multi point communication platform can be build [14] carried out via a distinct type of one-to-many connection.

3) Wireless Multi Point to Single/Multi Point node communica- tion Setup (c) The Multi point-to-Point network [3] communication has been configured to make communication between multiple remote user terminals and central hub which in turn makes and reduces the technical needs for remote locations. Data transmissions takes place from Master nodes to Slave nodes.

C-Mote is provided with a 10-pin connector which allows for the direct plug-in of UbiSense as shown in Fig. 5. It is a sensor board with temperature and relative humidity, light intensity, barometric pressure, proximity sensing and buzzer. The sensors communicate to the micro controller through I2C protocol. The USCI module B0 is incorporated for I2C functionality from micro controller viewpoint. The A1 module of USCI is used for UART with the required baud rate. Buzzer requires a PWM control signal used for alarm generation. This value is displayed on the Hyper Terminal as shown in Fig. 6. The outputs in the serial window checked and saw.

System design supports multi point-to-multi point communication with efficiency and reliability. A protocol management mechanism for the multi-point-to-multi point communication protocol is [6] proved from the node configuration. A user joining the system network can change the topology of the multi-point-to-multi point communication network as per the need.

In the proposed SCP, the data is collected through mounts of sensor nodes distributed in the field of sensors and supported by multi-hop wireless communication to users.
towards application-specific, energy-constraint and uncertain topology. MIS (maximum independent sets) made up of cluster heads is achieved by clustering algorithms, based on which MCDS (minimally connected dominant sets) and MST (smallest spanning tree) are developed with improved Prims algorithm and created. In addition to that, the spanning tree maintenance and update algorithm is also provided. Simulation analysis eventually shows in Fig. 8 that the proposed algorithm is successful.

A gateway [5] output terminal shown in Fig. 7 is a node on a network that serves as an entrance to another network. In enterprises, the gateway is the computer that routes the traffic from a workstation to the outside network that is serving the Web pages. In homes, the gateway is the ISP that connects the user to the internet. The wings gateway tool has totally 10 channels meet so total communication between nodes would be predicted. The open source gate which is configured the 10 maxima of nodes.

The TX nodes and Rx nodes IDs were stored and mapped to the configured networks. Data rate is high and good in accuracy was seen. It keeps the monitoring the nodes data at the input and at the output. In the hyper terminal saw the parameters readings as shown in Fig. 8.

V. RESULTS AND DISCUSSIONS

The results are seen from the serial window in the IDE. With the serial println functional libraries in Embedded board [10] for the environmental values are tracked for the built network. Initially it is shown for Temperature, Humidity, Light Intensity, Barometric pressure, etc. These values were chronically repeated till the node is active. The node data transfer happens from all the modes like point to point, point to multi point, multi-point to point, multi-point to multi point configurations.

All the series of sensor values are taken into the course of time (24 Hrs.) is displayed in Fig. 9 and predicted the values that affects the energy optimization methods. Improved QoS calculations results were shown in Fig. 9 with respect to ESP8266 and MSP430 boards.

Ubisensor prompts the values of Temperature, Humidity, Pressure, Light Intensity continuously measured over period. The nodes which are configured are static nodes [11]. If nodes are aligned dynamically causes various energy, vertices, and location change in values also. The sensor used for this prototype had a standby current resulting in power used up by both the sensor and MSP430 board during sleep mode. For the temperature sensor with the shutdown feature, the standby current parameters could be saved. As future predictions this would result in more power savings and replacing the sensor with a no-standby current would be a choice for the future to reduce power usage. The UBISENSE sensor would be high while taking the reading and then turned to low within the code before it goes into sleep mode. This leads the power optimization [12], and only the standby current would be used.

As the graph from Fig. 8 mentioned initially plotted with the point to point communication. It is seen that the energy values are almost similar except in the first 10min and 50 mins of time. There the value started from 0.3 mwh when compared to earlier result.
The minimal spanning distance too calculated according to the theory of Prims algorithm which finds an edge of the least possible weight that connects any two trees in the forest. It is a greedy algorithm in graph theory as it finds a smallest spanning tree for a connected weighted graph adding increasing cost arcs at each step. The Greedy Choice is to pick the smallest weight edge that does not because a cycle in the MST constructed so far, own in Table I with the combination of MSP430+Gateway. This arrangement produces better results for communication applications.

In the Table II its represented with deviation of power in with respect to ESP8266 and MSP430. The comparison between both boards were compared and drawn the plots as shown in Fig. 9. The blue bar in the chart shows ESP+MSP board as the experimental set up for SCP. The red bar shows.

In the WINGZs gateway the values were seen from the Master and Slave nodes. Over 10 channels configured, 1 as master node and being still all as slave nodes and made the sensor data transmission. Nodes are assigned with static ids to build the green energy [13] network model. The values of the output sensor are measured for the software compatibility in Hexadecimal number system and converted into sensor values.

As the graph shown in Fig. 8 mentioned initially plotted with the point to point communication. It is seen that the energy values are predicted compared to earlier result [15]. By using Cooja simulator these nodes can be configured as a Zone based node, foreign nodes, local nodes, etc. The predictions or outputs are based on static allocation node positions.

From the observations of Multi point access Transit Power per node started from 0.333 mw to extend up to 0.5 mw as improvised algorithm experimental set up for SCP. In the Table II, it is shown that there is deviation.

The scenario that we have considered is for unidirectional communications from [22] the sensor master node to slave node, which fits well with a sensor gathering readings or a smart button triggering an alert. Bidirectional communications [23] have significant implications on energy use because the reception circuitry must be left on in listening mode. For Gateway, bi-directional communication requires the device to be attached to the access point, which requires it to be active to receive beacon frames. MSP430 has a light sleep mode that has a timer to switch the central processing unit and radio circuitry off between beacons to save power, waking the chip up before the next beacon. However, while this offers significant reductions over keeping the chip active, the overall power usage stays in the 0.5–1-mA range, which is clearly far too high for long-term battery operation. Delays can be tolerated, for example, for updating configuration values, data can be sent to the sensor as part of the acknowledgment when the sensor sends data to the server, or the sensor can periodically poll the server even if there is no data to be sent.

VI. CONCLUSIONS

In the last few years wireless sensor networks and IoT have drawn the attention of the research community, driven by a wealth of theoretical and practical challenges. This progressive research in WSN and IoT explored various new applications enabled by larger scale networks of sensor nodes capable of sensing information from the environment, process the sensed data and transmits it to the remote location. WSN and IoT [24-25] are mostly used in, low bandwidth and delay tolerant, applications ranging from civil and military to environmental and healthcare monitoring. The output values can be processed and mapped for several Environmental measure applications. Based on the results from this article, when combined with a low-power processor such as the MSP430, is power efficient for use in an IoT device. The results illustrated using ESP-8266 efficient if it is to be used for a short period. When used for static defined networks, the MSP430 coupled with the gateway offers effective monitoring and data handling results. The power consumption results were then carried out using static IP to prove. The use of the processor MSP430 showed in Fig. 9, an increased power saving compared to the ESP8266. This configuration can be used for IoT devices Academic experiments, data analysis, Data mining sources setups. Hence concluding that suggesting this kind of set ups for Industrial, Environmental, Cold storage’s, Health Monitoring applications and many more. As

<table>
<thead>
<tr>
<th>Transmission Time in Hrs.</th>
<th>ESP8266 Power in mW.</th>
<th>ESP8266 Power in mW.</th>
<th>Difference Power in mW.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.337</td>
<td>0.28</td>
<td>1.04</td>
</tr>
<tr>
<td>2</td>
<td>0.334</td>
<td>0.28</td>
<td>1.05</td>
</tr>
<tr>
<td>6</td>
<td>0.393</td>
<td>0.379</td>
<td>1.04</td>
</tr>
<tr>
<td>8</td>
<td>0.399</td>
<td>0.388</td>
<td>1.03</td>
</tr>
<tr>
<td>14</td>
<td>0.454</td>
<td>0.418</td>
<td>1.09</td>
</tr>
<tr>
<td>20</td>
<td>0.485</td>
<td>0.460</td>
<td>1.05</td>
</tr>
<tr>
<td>24</td>
<td>0.508</td>
<td>0.489</td>
<td>1.04</td>
</tr>
</tbody>
</table>
the future scope this concept can be extended for even more node set up pool and much more WSN network data transfer predictions via several spanning tree techniques for any one dedicated application platform.

ACKNOWLEDGMENTS

This research work was carried and supported by DST-FIST grant number FST/ETI-410/2016(C) sponsored, Internet of Things Excellence Centre, KLEF. I would also like to show my gratitude to Dr Venkata Ratnam Kolluru, Assoc.Prof., KLEF for assistance and comments that greatly improved the manuscript, although any errors are our own and should not tarnish the reputations of these esteemed persons.

REFERENCES


Lamia MOUDOUBAH¹, Abir EL YAMAMI², Mansouri KHALIFA³, Mohammed QBADOU⁴
SSDIA Laboratory, ENSET Mohammedia
Hassan II University of Casablanca
Mohammedia, Morocco

Abstract—Information Systems Governance (ISG) is an essential component of corporate governance. It refers to the implementation of the means of decision-making. A considerable number of studies on information systems governance (ISG) have been published. Nevertheless, there is a need to conceptualize and model this theoretical context. The aim of this paper is to provide a study of frameworks that integrates this domain as well as to bring a modeling of the concepts that structure the framework of this domain and a profound and clear understanding of the IS process, IS governance has been studied as a concept. The results demonstrated that the adoption of the CobiT repository in the organization could amplify its efforts. This input therefore enables the organization to capitalize on and build up knowledge in the field of IS governance, and to propose models for delivering an integrated, business-aligned IS.
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I. INTRODUCTION

This paper focuses on the area of information systems governance. It corresponds to the implementation of the ways and means by which stakeholders can ensure that their concerns are taken into account in the operation of the information system (IS).

According to [1] IS management thus aims to define the objectives assigned to the information system and to plan, define and implement the processes related to IS lifecycle management.

These activities are based on the control and measurement of the performance of these processes with respect to the objectives underlying the use of the IS [1]. The object of IS governance is therefore the Information System [2]. The mission of an IS is to make the main activities of the organization generate more added value. It takes advantage of computer technologies (memorization, communication, calculation, transformation, and presentation) to establish a network of coordination between the organization's activities as well as a network of cooperation between the organization's actors.

In this paper, authors address a twofold question in order to answer, on the one hand, the choice of good practice frameworks for IS governance, and on the other hand, the research gaps in the formalization and conceptualization of the IS object that is the IS process.

This work presented as follows. In the first section, authors briefly present a repository of good IS governance practices. In the second section, authors present the proposed model for the conceptualization of ISG, by explaining the concept of ISG, clarifying the perimeters of ISG and modeling the ISG process. In the third section, authors defined the place of CobiT in the ISG, and then they proposed a model for the conceptualization of CobiT. Finally, Discussion of this work to sum up with a conclusion.

II. THEORETICAL BACKGROUND AND MOTIVATION

A. Benchmarks of Good Practices of ISG

According to [4], Standards and benchmarks of good practices in ISG is relatively little studied in the academic literature. However, the last few years have been marked by an increase in the number of these good practices, each coming from a professional community with its own issues and its own culture. The professional literature offers all kinds of books, catalogues and guides with comments on the use and fields of application of good practices [5], [6], [7], [8]. The reading of these documents shows a context rich in knowledge about the content and orientations of these standards.

According to [9], the notions of "standard" and "benchmark of good practice" are only two sides of the same coin. Their common denominator lies in their willingness to serve as a model or reference system recognized by a competent body and disseminated to a wide public. The authors retain the following characteristics relating to these two concepts in the table (Table 1) [9]:

<table>
<thead>
<tr>
<th>Concept</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standards</td>
<td>- A document established by consensus and approved by a formal standards body.</td>
</tr>
<tr>
<td></td>
<td>- Provides rules, or characteristics, for activities or their results.</td>
</tr>
<tr>
<td></td>
<td>- Defines an optimal requirement level to be achieved.</td>
</tr>
<tr>
<td></td>
<td>- Is a public statement because of its official origin?</td>
</tr>
<tr>
<td>References</td>
<td>- Document established and approved by a profession.</td>
</tr>
<tr>
<td></td>
<td>- Contains a set of recommendations.</td>
</tr>
</tbody>
</table>

B. Existing Standards and Benchmarks

Existing standards and benchmarks, considered as operational solutions, can be summarized from the following list, and depending on their use, can be divided into several domains in the table below (Table II):
• Information System Development:

  CMMI (Capability Maturity Model Integration) and maturity levels. It is a model for evaluating processes during the design of software or applications [3].

  UML (Unified Modeling Language), a unified modeling language. It is a development tool allowing modeling a problem in a standard way. It is the reference in terms of object modeling [3].

  SPICE (Software Process Improvement and Capability determination). Standard for software process evaluation, synthesis of software process evaluation and improvement approaches. Essentially, it includes an implementation guide for the evaluation of software development projects [3].

• Information System Management:

  ITIL (Information Technology Infrastructure Library) offers a structured library of best practices for a better management of the Information System [3].

  Norme BS 15000: Guide to good practice for supply and service management. It is associated, for its implementation, with ITIL recommendations [3].

• Management and organization of the Information System:

  COBIT (Common Objectives for Business Information Technology). This method was developed by ISACA (Information Systems Audit and Control Association) about ten years ago [3].

• Project Management:

  PRINCE 2: Projects IN Controlled Environments is a structured project management and certification method that focuses on three points: project organization, management and control [3].

  PMBOK: Project Management Body of Knowledge. It is the reference document for project management. It describes knowledge and methods applicable to the majority of projects, whether IT or not, on which there is a consensus on their value and usefulness [3].

• PPM: Project & Portfolio Management. Management of projects so that they can be considered as portfolios. A strategy allows organizations to align their IT application development projects and resources with business objectives by putting in place indicators to monitor these projects [3].

• Information System Security:

  ISO 27001: This standard allows companies to validate the security practices they adopt for their Information System [3].

  ISO 15408/16949: IT security management, common criteria. They define the procedures and standard technical measures to be considered in the life cycle of a software product [3].

• Company management and quality:

  COSO (Committee Of Sponsoring Organizations): is to manage business risks [3].

  ISO 20000 and organization certification: this standard defines the needs of service management within the framework of the Information System. It defines the main processes for the efficient provision of these services [3].

  ISO 9001: quality assurance model used for the certification of quality management systems [3].

  ISO 10006: This standard provides guidance on the application of quality management to projects as part of project management processes [3].

  eSCM (e-Sourcing Capability Model): it is a repository presenting good practices in the client/provider relationship in the context of outsourcing services [3].

C. Objectives of these Methods

These main references are complementary Associated; they bring value to the processes of the Information System and a fortiori to the whole organization, based on four main objectives [3]:

1) The implementation of good practices in the management of the services provided by the Information System.

2) The establishment of a development strategy for these processes including indicators related to budgets and projects.

3) The guarantee of a good organization (management, supervision) of the assets (hardware, software) and technologies implemented.

4) The alignment of the Information System with the strategy of the company on its core business, the requirements of regulations related to professional particularities.

TABLE II. RANKING OF THE MAIN REPOSITORIES IN TERMS OF USAGE AND BY ISD DOMAIn (SOURCE CIGREF)

<table>
<thead>
<tr>
<th>Order</th>
<th>Name of the Repository</th>
<th>ISD Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ITIL</td>
<td>Production</td>
</tr>
<tr>
<td>2</td>
<td>ISO 27001</td>
<td>Security</td>
</tr>
<tr>
<td>3</td>
<td>Nomenclature RH du CIGREF</td>
<td>Competency management</td>
</tr>
<tr>
<td>4</td>
<td>COBIT</td>
<td>Governance</td>
</tr>
<tr>
<td>5</td>
<td>CMMI</td>
<td>Development</td>
</tr>
<tr>
<td>6</td>
<td>PMBOK</td>
<td>Project Management</td>
</tr>
<tr>
<td>7</td>
<td>ISO 9001</td>
<td>Quality Management</td>
</tr>
<tr>
<td>8</td>
<td>Benchmarking of CIGREF costs</td>
<td>Costtracking</td>
</tr>
<tr>
<td>9</td>
<td>TOGAF</td>
<td>Customer-supplier relationship management</td>
</tr>
<tr>
<td>10</td>
<td>PRINCE 2</td>
<td>Project Management</td>
</tr>
<tr>
<td>11</td>
<td>eSCM</td>
<td>Customer-supplier relationship management</td>
</tr>
</tbody>
</table>

D. COBIT

The COBIT model (Control Objectives for Information and related Technology) presented as a model for governance and control in information technology [3].
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IS governance stems “from initiatives for strategic alignment with the expectations of managers and the business processes from which the principles of business governance result”, according to [25]. This should not be confused with two closely related sub-domains, namely, IS Governance and infrastructure governance.

To clarify the scope of IS Governance, and according to ITGI [26], “IS governance is the responsibility of the board of directors and executive management. It is an integral part of
enterprise governance and consists of the leadership and organizational structures and processes that ensure that the organization’s IT sustains and extends the organization’s strategies and objectives” [26]. Consequently, the IS Governance body as a supervisory body exogenous to the IS function must define under the responsibility of the supervisory bodies.

The framework and processes that support the company's strategy while respecting the objectives of corporate governance [27].

All this analysis by the authors cited above leads us to conclude that ISG is based on the implementation and management of a set of processes that are modelled on the objectives of corporate governance. Normally, these processes are intended to support the objectives relating to the following areas:

- S.A: The strategic alignment of the IS with the business;
- R.M: Risk management;
- V.C: Value creation;
- R.M: Resource management;
- P.M: Performance management;

This study pushes us towards the conceptualization of a model, which models ISG as a concept (Fig. 1):

### C. ISG Process

IS governance is based on a set of processes that make it possible to control that the objectives assigned to the IS are properly considered and to react if necessary.

[21] Proposes to consider the IS processes that are essential for IS management around a control process (reporting) and an action process for decision-making. It is in line with the idea developed earlier in [28], which recommends six steps for aligning business and IT. They mainly concern identification of objectives, understanding of alignment links, analysis (in-fine, measurement and control) and prioritization of gaps, specification and choice of actions to be taken.

The IS processes that the authors consider are thus linked to the achievement of IS quality by a control mechanism based on the generic Deming approach of the PDCA (Plan, Do, Check, Act) [28].

The PROCESS SI facet allows this aspect to be represented. The values associated with this facet measure the degree of control of these processes based on the principle that an IT PROCESS is at least documented. The identification of metrics, indicators and control rules allows decision making on the audit process: the process is then steered. An evaluative process is a process under control whose evolution has been considered and which is representative of mature governance.

Do not confuse IS processes with business processes; IS processes are essential for IS management around a control process (reporting) and an action process for decision-making [28]. Thus, the IS PROCESSES that are essential within the framework of good governance are those dedicated to audit, control and reporting according to [29].

While the business process is defined in [30] as “a structured and measured framework of activities designed to produce a specific output for a customer or market. This implies focusing on how work is done within an organization, rather than focusing on the product.

A process is therefore a precise order of activities across time and space, with a beginning and an end, clearly defined inputs and outputs: a structure of action.” [30].

The typologies of business processes are defined in several ways in the previous works; authors will clarify typologies of business processes by quoting:

RUMMLER’s article [31]: According to his approach, he distinguishes primary processes, which are in direct contact with the customer and directly generate value, from supporting processes. The support processes are invisible from the customer's point of view and are functional: they concern accounting, recruitment or technical support. The primary processes concern activities and operations dedicated to procurement, production and sales.

ALONSO’s article [32]: His approach is based on the nature of the business process. It distinguishes four types of processes:

- Productive: The process is repeatable and implements the primary processes of the company.
- Administrative: The process is bureaucratic and is governed by clearly established rules.
- Collaborative: The process is characterized by important interactions between actors. This is the case, for example, with steering committee processes.
- Ad-hoc: The process is defined on the fly during its execution. It is a process that is not planned, it is often linked to exceptions.
Authors’s study leads us to conceive the IS governance process across the domains or in other words the perimeters of IS management, from which the objectives of value creation derive from the strategic alignment of the IS with the business while risk management derives from the control and accountability policies in the company. The whole is supported by resources, and managed with the aim of achieving the desired performance.

This conclusion gives rise to the following Metamodel (Fig. 2).

![ISG Process Metamodel](image)

**Fig. 2. ISG Process Metamodel.**

<table>
<thead>
<tr>
<th>ISG Process</th>
<th>ISG Perimeters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resources</td>
<td>Knowledge</td>
</tr>
<tr>
<td>Information</td>
<td>Strategic alignment</td>
</tr>
<tr>
<td>Control</td>
<td>Performance</td>
</tr>
<tr>
<td>Value creation</td>
<td>Objectives</td>
</tr>
<tr>
<td>Risk management</td>
<td></td>
</tr>
</tbody>
</table>

**IV. COBIT AT CORE OF ISG**

Performance is at the heart of ISG concerns. It is the result of mastering the maturity of business and IT processes. Also, the application of methods oriented by process maturity such as COBIT [34], [33].

Authors’ thesis topic is about the COBIT repository, so after this study, researchers of this paper will focus on COBIT. In fact, authors’s paper don't underestimate the value of the other standards. However, I take COBIT because it indicates the main lines to follow, the main axes to have a good ISG. For example, for the "Plan and organize" axis, COBIT tells you that you need to define a strategic IT plan aligned with the company's strategy, then for "acquire and implement" that you need to put in place solutions, infrastructure and processes that are consistent with this plan. Then you need to define service levels, ensure a level of security to manage risks, train employees, etc. and finally that you need to ensure effective control of IT processes to guarantee a level of reliability, security, compliance and confidentiality. All this is based on strategic alignment: aligning this entire cycle with the company's objectives.

| A. COBIT Proposed Metamodel |

The CobiT repository is structured by components on which a conceptualization process will be applied. In this part, researcher’s paper describe these components and propose a conceptual model to show the concepts of CobiT.

CobiT refers to four Generic Process Areas. Each contains the processes audited by the CobiT approach and refers to a stage of the governance cycle: Plan and Organize, Acquire and Implement, Deliver and Support, and Monitor and Evaluate.

In total, CobiT includes 34 processes (COBIT Process) that meet five IS governance requirements (Domain of ISG).

A process is audited according to information criteria (Information Criterion) against a set of control objectives (Control Objective). It is analyzed according to its level of maturity, which is representative of its effectiveness and efficiency.

According to CobiT a process uses resources in terms of skills, information, applications and infrastructure (IT Resource), and requires input and output information elements (Element, Input, Output).

A process organizes Activities during which actors intervene in accordance with their functions and responsibilities (Role). CobiT proposes a RACI grid (Responsible, Accountable, Consulted, and Informed) which allows visualizing the responsibilities of each person in relation to the activities. For a particular activity, an ISD can be responsible (R), accountable (A), consulted (C) or simply informed (I) [1].

The means of control proposed in CobiT meet control objectives. They implement a set of metrics allowing judging the achievement of the control objective. A control objective is defined in relation to the business goals and IT goals which are the objectives that stakeholders set for themselves within the framework of IS management processes.

In general, CobiT processes meet a set of 28 goals (ButCOBIT). Indicators (COBIT Indicator) measure the level of achievement of the goals.

This analysis led us to apply a conceptualization process, and to describe the whole study of the COBIT product in the following metamodel (Fig. 3):

![COBIT Proposed Metamodel](image)

**Fig. 3. COBIT Proposed Metamodel.**

**V. OSTERLE PRINCIPLES**

In order to differentiate scientific research from solutions designed by practitioners, Osterle [35] indicates that scientific research must be marked by abstraction, originality, justification and benefit.

1) Abstraction: This paper clarifies the notions that characterize the field of ISG and proposes a metamodel to determine the place of COBIT in the conceptualization of ISG.
2) Originality: The proposed metamodel is not present in the body of knowledge of the domain.

3) Rationale: The proposed method for evaluating the model must justify the model.

4) Advantage: The COBIT framework allows a better conceptualization of the ISG and guarantees a better IT management for the company that adopts it.

VI. DISCUSSION

ISG includes the entire management system (processes, procedures, organization) used to steer IT. This concern is an expression of the desire to ensure corporate governance.

There are a large number of repositories that reflect the best practices, developed over the years. This may come as a surprise. The reality is that each of them starts from a particular concern: safety, quality, services offered to customers, auditing, project development, etc. [33].

This is unavoidable for each function to recognize itself in its own practices. At the same time, the question arises of setting up a single, global framework for the IT department that meets all expectations [35].

COBIT positions itself as both an audit reference and a governance reference. In terms of governance, it is immediately in line with the company’s business lines and strategy. Beyond this positioning, COBIT is designed, developed and continuously improved to federate all IT-related repositories.

As a repository for information systems governance, the scope of CobiT goes beyond the scope of information systems management to encompass all the stakeholders in the company’s information systems.

Indeed, implementing the ISG processes is not an easy task, as its definition and concepts are not clear. In this context, this work aims to provide a global approach for the conceptualization of the ISG and a benchmark of good practices in this field.

Even though the number of researches dealing with the conceptualization of the ISG is increasing, there is no study that models the concept of ISG in a way that identifies the interesting role of the CobiT at the heart of this field.

It is therefore mandatory to build a shared representation of ISG concepts and to show how these concepts are structured within the CobiT framework.

The objective is to strengthen the professional literature by providing a machine-readable document for the ISG domain model. Then to the scientific literature that is interested in improving information systems governance frameworks by improving the understanding of the CobiT architecture.

Similarly, the main objective of the proposed metamodel, is to represent the ISG domain concepts, their properties, and relationships, to build a shared representation of ISG concepts between researchers and practitioners, to show how these concepts are reinforced by the CobiT framework, to make ISG knowledge reusable in similar IS engineering and management situations and to support the creation of new ISG models.

VII. CONCLUSION

In this article, authors have proposed a framework for the analysis of information systems governance (ISG), starting with a study of information systems standards and repositories, showing the link of these standards and repositories with the ISG. Then proceeding to the conceptualization of the ISG by proposing metamodel, then the ISG process, and finally the conceptualization of COBIT in order to highlight the need for research on the globality of the ISG. This work contributes, confirms and proposes a plus on the subject of IS governance.
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Abstract—Prioritizing software requirements is important and difficult task during requirements management phase of requirements engineering. To ensure timely delivery of project, software developers have to prioritize functional requirements. The importance of prioritization increases when size of requirements is big. Software for large enterprises like the Enterprise Resource Planning (ERP) systems are more likely to be developed by a team of software developers where large size requirements are distributed in parallel team members. However, requirements are dependent on each other, therefore development of pre-requisite requirements must be carefully timed and should be implemented first. Therefore, assigning importance and priority to some requirements over others is necessary so that requirements can be available on time to developers. This paper proposes a prioritization approach for functional requirements on the basis of their importance during implementation. The design of research method consists of Analytical Hierarchical Process (AHP) technique based on spanning trees. Through spanning trees, dependent requirements were linked in hierarchical structure and then AHP were applied. As a result of prioritization, requirements were distributed in such a way that dependency among requirements of developers were kept minimum as much as possible so that waiting time of requirements for their pre-requisite were reduced. With reduced effect of dependency in requirements of parallel developers, timely delivery of software projects can be assured.
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I. INTRODUCTION

Requirements Engineering (RE) is a systematic way of collecting software requirements [1][2][3]. There are different types of software requirements [4][5][6]; Business Requirements (BRs) that deal with benefits of implementing requirements, Process Requirements (PRs) that deal with time and cost issues during development, Functional Requirements (FRs) that deal with the actual functionalities of the software, and finally Non-Functional Requirements (NFRs) that deal with requirements such as usability, security, and performance. The collected FRs need proper management in determining issues such as which requirements should be given higher priority, which team member will implement a particular requirement, when the requirements is expected to be delivered, how will the requirements be integrated and other concerns related to requirements management [7][8].

Requirements Prioritization (RP) is a task in RE that focuses on giving priority or ordering a group of requirements [9][10]. Techniques such as cost-value ranking, attribute goal-oriented, and value-oriented approaches work well for BRs in combination with high level FRs [11][12]. FRs are prioritized either from client’s perspective or developer’s perspective [13][14]. FRs from client’s perspective are normally high level requirements that are also known as user requirements (URs). Techniques like the Analytical Hierarchical Process (AHP), binary trees, Genetic Algorithm (GA) are more suitable to prioritize FRs from user perspective [15][16][17]. Meanwhile, techniques like Quality Function Deployment (QFD) and contextual preference-based technique are suggested for prioritizing NFRs [18][19]. Although most of the techniques like AHP work well for small size requirements, they are not scalable and suitable to apply on large requirements. While machine learning techniques and intelligent based techniques such as Artificial Neural Networks (ANN) and SNIPR are suitable for prioritizing large-sized FRs, but they are not suitable techniques to prioritize FRs from developer’s perspective where requirements are distributed in parallel development team [20][21][22].

As FRs are not isolated but inter-related so prioritization of FRs is necessary especially when parallel team members are assigned to implement the entire requirements. Giving importance and priority to some requirements over others is necessary so that pre-requisite requirements can be available on time for other requirements. According to [23], successful projects are not only those that meet all their FRs and NFRs but timely delivery of these requirements is also necessary. Most of big size software’s fail to deliver in time, thus proper management and prioritization of FRs from developer’s perspective is necessary for successful implementation and delivery of any software project [24].

Although the current prioritization techniques are able to prioritize FRs from user perspective effectively in selecting particular modules or requirements, the same techniques are not either capable or applied to prioritize FRs from developer’s perspective when it involves the internal structure and dependency of one requirement on others. Another problem is that most techniques are suitable for prioritizing small-sized requirements but not scalable for large set of requirements. Therefore, a new prioritization is needed for focusing on prioritizing FRs from developer perspective.
within the setting of large size requirements especially in parallel developing projects.

Technique like AHP can be applied with pre-defined prioritization rules to FRs but it is not scalable for big-sized requirements. However, we can use technique such as AHP that pairwise compare requirements to prioritize requirements from developer’s perspective.

To address this gap, this research work proposes a new approach to prioritize FRs using AHP but based on spanning trees, called the SAHP. The proposed prioritization approach will then be evaluated on FRs of ODOO ERP as case study. Finally, this paper will also investigate the scalability of SAHP in ERP systems by comparing time complexity of the SAHP with existing AHP. The remaining of this paper proceeds as follows. Section 2 presents preliminary studies related to AHP. Section 3 presents the proposed AHP based on Spanning Trees called the SAHP. Section 4 reports evaluation of prioritization experiments using requirements of ERP system. Section 5 presents efficient distribution of requirements in parallel team members and finally Section 6 concludes with some indication for future work.

II. BACKGROUND STUDY

Analytical Hierarchical Process (AHP) is an organized decision-making method that is intended to compute complex multi-criteria decision problems. AHP is technique that is also applied efficiently in many other fields such as biology and social sciences for prioritization. In fact, AHP is the utmost frequently discussed prioritization technique within decision making in requirements engineering. AHP is led by comparing all possible pairs of hierarchically categorized entities such as requirements as well as stakeholders for obtaining comparative priorities for all objects [15].

Research in [25] revealed that AHP is capable of improving total time of calculations for pairwise comparisons of the requirements by using eigenvalues and matrix evaluation. The research also proposed Consistency Index (CI) to remove errors like inconsistency. Basically the requirements are arranged in groups called bins in the form of hierarchy. This form of prioritization although be helpful in those cases where requirements are not too much and we need to prioritize with the help of AHP. Number of comparisons will be less as compared to traditional AHP but still it fails large set of requirements.

According to [26], although we assign priorities to FRs, we can also assign priorities on the basis of PRs. The work discussed prioritization of PRs by considering both local priority and perspective priority and proposed the Correlation-Based Priority Assessment (CBPA) that prioritizes requirements from different stakeholder perspectives while to highlight the key issues among them. Two types of requirements were considered (1) from business point of view and (2) from management point of view. Increased profit, lead in competition, reduced cost of development, reduced time to development are business-oriented process requirements while maintaining a project within budget, on schedule, high customer satisfaction, increase productivity are management-oriented process requirements that are considered and prioritized in the research work by author. The relationship between different requirements, its prioritization and impact are discussed in the paper in the form of matrix. Apart from PRs, prioritization of requirements from multiple stakeholder’s point of view is also discussed. High priority requirement needs more attention and leads to project success [26].

Apart from fully AHP-based solutions to prioritization of requirements, intelligent-based solution has also been proposed for prioritization of requirements collected from stakeholders by applying machine learning techniques to first group similar requirements, and then apply Artificial Neural Networks (ANN) for further prioritization. Finally, AHP was applied at the end for final comparisons. In first step, before clustering, stakeholders are requested to prepare requirements, then on the basis of profiles of stakeholders and through expert opinions using ANN, requirements can be prioritized [22].

Along with stakeholder preferences, it is also necessary to have prioritization which can handle dependencies in between requirements from user perspective. DRANK is an automated algorithm was presented to perform comparisons based on the importance of dependent requirements and compared the results with AHP and other techniques. Experiments proved that this technique is more efficient and scalable for large size URs [27].

Though many authors have used AHP and tried to reduce number of comparisons from different perspectives, AHP are still unable to cater prioritization of FRs during an active implementation software life cycle. Existing AHP implementation needs user input for pairwise comparison of requirements, while we need this process to be automatic i.e. to take input from its internal structure rather than user. The purpose of this study is to reduce this research gap to prioritize FRs from developer’s perspective.

III. PROPOSED AHP BASED ON SPANNING TREE (SAHP)

This section proposes spanning trees based approach to represent FRs and then prioritized with AHP. Spanning tree represents hierarchal order and dependencies of all inter-related requirements. From spanning tree, one can easily pairwise compare requirements with AHP. FRs collected from any sources using appropriate elicitation technique and must be specified in the form of Software Requirement Specification (SRS). In this research, the FRs are represented as alphabets R1, R2, …, Rn and are enclosed in circles as nodes.

A. Spanning Trees

In graph theory, a spanning tree is a subset of graph. A graph G = (V; E) consists of finite set of vertices V and finite set of edges E. Edge is something that connects two vertices. Graphs are useful for the representation of any kind of data in particular sequence [28][29]. This research uses directed acyclic graphs (DAG) rather than cyclic graphs. Requirements are represented as vertices and arrows in the graph indicates the dependency of a requirement on another requirement. The requirement generates arrow and points to another requirement indicating that it is necessary or required for
another requirement. For example, R1 ⇄ R2 indicates that R1 is depended on R2 or R2 is required for the completion of R1. Given the requirements collected, Fig. 1 shows the graphical representation of requirements through DAG. Cycles in requirements are not possible because if one requirement is needed for the implementation of other requirement than opposite is not possible e.g. if R1 is required for R2 and R2 is required for R3 then it is not possible that R3 will be required for R2 and R1. Graph based approach is also used in one of our previous research study to related FRs [30].

Spanning trees are special graph that have several important properties. First, if T is a spanning tree of graph G, then T must span G, meaning T must contain every vertex in G. Second, T must be a sub graph of G. In other words, every edge that is in T must also appear in G. Third, if every edge in T also exists in G, then G is identical to T [31]. Spanning trees can be formed simply either by performing breadth-first search (BFS) or depth-first search (DFS) or it can be formed directly from adjacency matrix. Because spanning trees use graph-based search algorithms that are only dependent on the number of vertices in the graph, the algorithms are considerably fast [32][33]. The general properties of spanning trees are as follows.

The resulting spanning trees from graph of Fig. 1 are shown in Fig. 2. From a spanning tree, one can easily see the need of particular requirement in relation to other requirements.

Fig. 1. Graph Connecting Requirements for Making Spanning Tree from Graphs.

Fig. 2. Tree 1, Tree 2, Tree 3, Tree 4, Respectively.
B. Analytical Hierarchical Process (AHP)

Spanning trees will show the relationship of requirement with other requirements. As shown in Fig. 2, a finite number of spanning trees will be produced from directed graph. Next, AHP will be applied to individual trees or combination of many trees that have common requirements. The main idea is that while applying AHP to spanning tree, only depended requirements will be compared, hence resulting in optimal prioritization in a reduced time. For example, consider the spanning tree with starting node R6 shown in Fig. 2, R6 will be compared with R3, R1 and R7 as it is required for all these requirements. However, R7 will be not compared with R1 or R3 as there is no direct relation with these requirements. In this case, when R6 is compared with R3 or any other requirement, then there is no need to compare between R3 with R6. Requirements that are not depended can be considered as equal during comparison and assigned with value 1. This means with the help of spanning tree, the number of comparisons can be greatly reduced. AHP can be applied to either every spanning tree individually or combination of two or more trees if they have some requirements in common. We have five spanning trees as given in Fig. 2. AHP will be applied to first four spanning trees combined as they are related by some common requirements. First, apply AHP to Tree 5 starting with root R8 and then apply AHP to combined four trees. Table I shows requirements of Tree 5 for comparison and calculation.

From Table I, we can see that we can put value either 1 or greater than 1 while comparing any two requirements. We can only put 1 or greater value where 1 represents equal priority requirements and value greater than 1 represents those requirements that have not equal priorities. For instance, we can use values such as 2, 3, 4, …, n for requirements that are not equal in priorities. If we increase the value, the difference in both requirements will be increased. The value 2 is taken for requirement that is needed for other requirement. For instance, if R1 is required for R2 and R2 is required for R3, then we will put 2 for R1 against R2 and will put 4 for R1 against R3. The value 1 is taken for requirements that have either equal priority or not related and 2 against those requirements that need this particular requirement as well and value ½ for the reverse case. In this case, as R8 is required for R9, therefore the value is 2 against R9 for R8. Priority value for each requirement against other requirements is shown in Table I e.g. priority of R9 against R8 is 0.5 which means priority of R8 is double as compare to R9. For independent requirements like R10 and R12, we put value 1 because these requirements have no relation.

Next, the task is to calculate normalized values for each requirement by dividing the values of each column value in Table I by column sum. Column sum for each column is shown in Table II. For example, the value 1 in the first row and the first column will be divided by 2.5, which comes to 0.4. Consequently, normalized values for each requirement are shown in Table II. The column sum2 represents the averaging over normalized values for each row. The same process is then repeated for the combined four trees together and the values obtained in shown in Table III.

| TABLE I. PAIRWISE COMPARISON FOR TREE 5 |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | R8   | R9   | R10  | R11  | R12  | R13  | R14  |
| R8   | 1.000 | 2.000 | 4.000 | 4.000 | 4.000 | 8.000 | 8.000 |
| R9   | 0.500 | 1.000 | 2.000 | 2.000 | 2.000 | 4.000 | 4.000 |
| R10  | 0.250 | 0.500 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| R11  | 0.250 | 0.500 | 1.000 | 1.000 | 1.000 | 2.000 | 2.000 |
| R12  | 0.250 | 0.500 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| R13  | 0.125 | 0.250 | 1.000 | 0.500 | 1.000 | 1.000 | 1.000 |
| R14  | 0.125 | 0.250 | 1.000 | 0.500 | 1.000 | 1.000 | 1.000 |
| Sum  | 2.500 | 5.000 | 11.000 | 10.000 | 11.000 | 18.000 | 18.000 |

| TABLE II. NORMALIZATION AND AVERAGING AND FOR TREE 5 |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | R8   | R9   | R10  | R11  | R12  | R13  | R14  | Sum2/ priority | Out of 1 (x = sum/7) | Z= (x/2) |
| R8   | 0.400 | 0.400 | 0.360 | 0.400 | 0.360 | 0.440 | 0.440 | 2.800 | 0.400 | 0.200 |
| R9   | 0.200 | 0.200 | 0.180 | 0.200 | 0.180 | 0.220 | 0.220 | 1.400 | 0.200 | 0.100 |
| R10  | 0.100 | 0.100 | 0.090 | 0.100 | 0.090 | 0.055 | 0.055 | 0.600 | 0.090 | 0.045 |
| R11  | 0.100 | 0.100 | 0.090 | 0.100 | 0.090 | 0.110 | 0.110 | 0.700 | 0.100 | 0.050 |
| R12  | 0.100 | 0.100 | 0.090 | 0.100 | 0.090 | 0.055 | 0.055 | 0.600 | 0.090 | 0.045 |
| R13  | 0.050 | 0.050 | 0.090 | 0.050 | 0.090 | 0.055 | 0.055 | 0.440 | 0.060 | 0.030 |
| R14  | 0.050 | 0.050 | 0.090 | 0.050 | 0.090 | 0.055 | 0.055 | 0.440 | 0.060 | 0.030 |
Table III. Calculating Priorities of Tree 1 to Tree 4 (Combined)

<table>
<thead>
<tr>
<th></th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
<th>R6</th>
<th>R7</th>
<th>Sum2/ priority</th>
<th>Out of 1 (y = sum2)</th>
<th>Z = (y/2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>0.055</td>
<td>0.076</td>
<td>0.050</td>
<td>0.040</td>
<td>0.040</td>
<td>0.043</td>
<td>0.125</td>
<td>0.430</td>
<td>0.060</td>
<td>0.030</td>
</tr>
<tr>
<td>R2</td>
<td>0.110</td>
<td>0.153</td>
<td>0.105</td>
<td>0.170</td>
<td>0.170</td>
<td>0.173</td>
<td>0.125</td>
<td>1.000</td>
<td>0.140</td>
<td>0.070</td>
</tr>
<tr>
<td>R3</td>
<td>0.110</td>
<td>0.153</td>
<td>0.105</td>
<td>0.086</td>
<td>0.086</td>
<td>0.086</td>
<td>0.125</td>
<td>0.751</td>
<td>0.110</td>
<td>0.055</td>
</tr>
<tr>
<td>R4</td>
<td>0.220</td>
<td>0.153</td>
<td>0.210</td>
<td>0.170</td>
<td>0.170</td>
<td>0.173</td>
<td>0.125</td>
<td>1.221</td>
<td>0.200</td>
<td>0.100</td>
</tr>
<tr>
<td>R5</td>
<td>0.220</td>
<td>0.153</td>
<td>0.210</td>
<td>0.170</td>
<td>0.170</td>
<td>0.173</td>
<td>0.250</td>
<td>1.346</td>
<td>0.200</td>
<td>0.100</td>
</tr>
<tr>
<td>R6</td>
<td>0.220</td>
<td>0.153</td>
<td>0.210</td>
<td>0.170</td>
<td>0.170</td>
<td>0.086</td>
<td>0.125</td>
<td>0.864</td>
<td>0.123</td>
<td>0.062</td>
</tr>
<tr>
<td>R7</td>
<td>0.055</td>
<td>0.153</td>
<td>0.105</td>
<td>0.170</td>
<td>0.170</td>
<td>0.173</td>
<td>0.125</td>
<td>0.125</td>
<td>0.086</td>
<td>0.125</td>
</tr>
</tbody>
</table>

The column sum2 also shows the priority value of every requirement of the spanning tree, in particular, or combination of spanning trees. The sum of these sum2 values will equal to number of requirements i.e. 7. These values can be divided on number of requirements to find priority of requirements out of 1. For considering whole set of requirements i.e. In 14 requirements, priority value will be divided on 2 (2 is sum value for all requirements priorities). Column value z for Table II and Table III shows priority out of 14 requirements. Priority out of 14 is calculated. Similarly, for calculating priority of requirement in 100, value 100 is multiplied.

C. Time Complexity of SAHP

Time complexity of AHP depends on total number of pairwise comparisons. With spanning tree, total number of comparisons are reduced because of limited number of relations. Either we consider combination of all spanning trees in one table or individual trees, the number of comparisons of dependent or related requirements will be always same (from adjacency matrix one can see how much relations exists). The number of comparisons in all cases will depend on how much relatives of requirements in graph exist. In this example, as only 20 relations are possible, the total number of comparisons will equal to only 20. Therefore, in this way, number of necessary comparisons are reduced from \( n^2(n-1) / 2 \), which was from 91 to only 20 in this example. This reduction in value shows the advantage of using spanning trees for related dependent requirements only. Overall values and calculations during comparing requirements can be reduced by considering individual trees for prioritization as explained.

For given requirements set, maximum relations that can exist are equal to \((n-1) + (n-2) + (n-3) + \ldots + (n-n)\), where \( n \) are total number of requirements. This is possible when all requirements are connected point to point in chain like structure such that one requirement is dependent on other requirement. The value of \( n \) will be decremented and will be added until it reaches to 0. In such case, total number of comparisons will become \( n^2(n-1) / 2 \) which is equal to number of comparisons of AHP. The minimum number of relations will be 0 in any requirements set. In such case, priority of all requirements will be considered as equal i.e. 1. Fig. 3 shows number of comparisons of two techniques i.e. AHP without spanning trees by considering all requirements and AHP with spanning trees. Let’s take 10 requirements. Minimum possible relations are 0 while maximum relations can be 45. Any number of relations can be possible between 0 and 45. The orange linear line of Fig. 3 shows that number of comparisons in this proposed approach is directly proportional to number of relations. It is equal to 45 i.e. case of AHP where maximum relations exist. In small set of requirements where requirements are few in amount, this is possible that maximum relations exist (number of relations reaches number of requirements) such that each requirement is point to point connected with other requirement but we rarely can see such number of relations in large set of requirements like ERP.

From this discussion, it can be concluded that by comparing only the depended requirements through spanning tree, the number of comparisons and calculations can be greatly reduced. Therefore, although total comparisons of dependent requirements are same in all cases, but as the entire project, the number of comparisons and calculated normalized values are not same due to independent requirements.

D. Requirements Priority

Priority is assigned to requirements on the basis of its position in spanning tree i.e. how much they are needed and dependent on other requirements. Requirements need can either increase breadth-wise or depth-wise. In either case, priority can increase but priority values in both cases can be different. Similarly, priority of requirement can decrease when requirements are dependent and wait for other requirements.

AHP can be applied for calculating priority of requirement on the basis of how much they are depended or required for other requirements. AHP is simple and accurate prioritizing technique that can find priority of requirements by comparing pairwise all requirements together. If requirement let say R1 is required for R2 and R2 is required for R3, then priority of R1 can be taken as double of R2 or it can be said that priority of R1 is two times as compared to R2 while R1 priority is 4 times as compare to R3. The following scenarios show different cases of requirements behavior as they change when applied with AHP.

Scenario 1: In this scenario priority of requirement is determined when its need for other requirements increases breadthwise. Breadthwise contain all requirements on same level with same priority. Two cases can be considered here, one with seven requirements and other with five requirements and calculate priorities.

Case 1: In this case, R1 is required for six other requirements with all requirements on same level with same priority as shown in Fig. 4.
Through AHP, we have calculated priority of R1 by comparing all seven requirements together which is equal to 1.75. R1 is considered to be double in priority as compare to individual requirements during pairwise comparison. The priority of all other requirements is shown in Table IV. Table IV summarizes priority values for all requirements.

**Case 2:** In this case, R1 is required for four other requirements with all requirements on same level or priority in Fig. 4. Now priority of R1 is reduced to 1.32 as shown in Table IV.

**Scenario 2:** In this scenario, requirements size increases depth wise. In case 01 of scenario 1, R1 is required for six other requirements in depth wise structure such that one requirement is depended on other requirement as shown in Fig. 5. In case 02, number of requirements that need R1 are reduced from six to four. Priority of R1 in first case comes out 3.5 while in second case it is 2.21. The priority of R1 in 2\textsuperscript{nd} case of scenario 2 (required for four requirements) is still greater than case 01 of scenario 1 (required for six requirements). This shows priority increases with greater ratio depth wise and this has advantage because in scenario 1, R1 is available to all requirements after implementation but in scenario 2, it is not available to all requirements e.g. R7 in scenario 2 can’t be implemented when R6 is not available but in scenario 1, all requirements are dependent on R1.

![Fig. 3. Comparison of AHP and Proposed Approach.](image1)

![Fig. 4. Breadth-Wise Increase of Requirements.](image2)

**TABLE IV.** **COMPARISON OF PRIORITY OF REQUIREMENTS AS RESULT OF AHP**

<table>
<thead>
<tr>
<th>Requirements</th>
<th>Scenario 1 Case 1</th>
<th>Scenario 2 Case 1</th>
<th>Scenario 2 Case 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1.750</td>
<td>3.500</td>
<td>2.210</td>
<td>1.0</td>
</tr>
<tr>
<td>R2</td>
<td>0.875</td>
<td>1.750</td>
<td>1.245</td>
<td>0.5</td>
</tr>
<tr>
<td>R3</td>
<td>0.875</td>
<td>0.875</td>
<td>0.758</td>
<td>0.5</td>
</tr>
<tr>
<td>R4</td>
<td>0.875</td>
<td>0.437</td>
<td>0.515</td>
<td>0.5</td>
</tr>
<tr>
<td>R5</td>
<td>0.875</td>
<td>0.210</td>
<td>0.400</td>
<td>0.5</td>
</tr>
<tr>
<td>R6</td>
<td>0.875</td>
<td>0.105</td>
<td>0.900</td>
<td>2.0</td>
</tr>
<tr>
<td>R7</td>
<td>0.875</td>
<td>0.500</td>
<td>0.900</td>
<td>2.0</td>
</tr>
</tbody>
</table>

![Fig. 5. Depth-Wise Increase of Requirements.](image3)
Scenario 3: Priority of requirement decreases when its dependency on other requirements increase. The reason is that during comparison against other requirements, sum of values are reciprocal of 1. Fig. 6 shows the priority of R1 against R6 and R7 will be equal to 1/2. The sum of reciprocal values will reduce the priority of requirement. Priority of R1 is now 1, which is minimum as compared to all cases. Priority of other requirements are shown in Table IV.

From values given in above Table IV, it can be concluded that requirement priority is associated with its increasing size but the ratio in which it increases depth wise is greater than breadth wise and it should be increase with high ratio in depth wise as compare to breadth wise because in breadth wise, the pre-requisite requirement is available for all requirements and the delay is not too much as compare to the case of depth wise where pre-requisite requirement is not available for all requirements and by delaying this requirement can delay the implementation of its requirements more in case of parallel developing project.

Similarly, if number of pre-requisite requirements and number of requirements for which particular requirement is needed are equal then priority of requirement will be equal. For example, in Fig. 7, the number of backward and forward requirements for R1 are equal, in all cases priority of requirement will be equal. With AHP, we have calculated priority of R1 that is 0.84 for all cases of Fig. 7.

IV. VALIDATION OF SAHP ON ODOO ERP
SAHP was evaluated on requirements of On Demand Open Object (ODOO). ODOO is open source ERP software system that is used by millions of users for managing hundreds of possible enterprises and their resources. In many of research studies, authors used different modules of ODOO ERP [34][35][36]. In ERP system, all modules are integrated which shows that all the requirements should be inter-related. Modules of ERP are highest level URs that are further comprised of low level FRs. With spanning tree, we can relate FRs that can belong to any module. Module is just high level abstraction to which requirements of same nature belong e.g. customer and supplier creation are FRs that belong to HR module while customer sale and supplier sale are FRs that belong to sale management module. With spanning tree, we can relate these FRs that belong to different modules. Thus spanning tree does not show abstraction or high level representation of requirements because it relates only different requirements that belong to particular module. Selection of particular modules have impact on priority of their FRs. This means variations in selecting different modules by users have impact on FRs structure. The suggested prioritization approach will be applied on the FRs of ODOO to prioritize them. The modules of ERP consists of 96 FRs for this study as shown in Table V.
<table>
<thead>
<tr>
<th>Notation</th>
<th>Requirement</th>
<th>Module No.</th>
<th>Required For</th>
<th>Tree</th>
<th>Notation</th>
<th>Requirement</th>
<th>Module No.</th>
<th>Required For</th>
<th>Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>employee creation</td>
<td>1</td>
<td>R81, R25, R23, R67, R2, R4, R10, R11, R12, R17, R18, R20, R21, R22, R7, R9, R8</td>
<td>T1</td>
<td>R69</td>
<td>sale return view</td>
<td>3</td>
<td>T10</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>public information’s of employee</td>
<td>1</td>
<td>T1</td>
<td>R42</td>
<td>purchase</td>
<td>4</td>
<td>R51, R59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>employee personal info</td>
<td>1</td>
<td>R59</td>
<td>T1</td>
<td>purchase view</td>
<td>4</td>
<td>T4, T5, T6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>contact info</td>
<td>1</td>
<td>T4</td>
<td>R60</td>
<td>purchase return</td>
<td>4</td>
<td>R68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R5</td>
<td>job position</td>
<td>1</td>
<td>T2, T3</td>
<td>R68</td>
<td>purchase return view</td>
<td>4</td>
<td>T4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R6</td>
<td>department</td>
<td>1</td>
<td>R5, R61, R67</td>
<td>T2</td>
<td>R34</td>
<td>5</td>
<td>R42, R60, R66, R35, R70, R71, R90,</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R7</td>
<td>job information’s</td>
<td>1</td>
<td>R66</td>
<td>T1</td>
<td>stock ledgers</td>
<td>5</td>
<td>T4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R8</td>
<td>manager</td>
<td>1</td>
<td>R5, R24, R67</td>
<td>R70</td>
<td>product transfer in</td>
<td>5</td>
<td>T4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R9</td>
<td>coach</td>
<td>1</td>
<td>R71</td>
<td>T1</td>
<td>product transfer out</td>
<td>5</td>
<td>T4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R10</td>
<td>contract information’s</td>
<td>1</td>
<td>T1</td>
<td>R56</td>
<td>company</td>
<td>5</td>
<td>T4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R11</td>
<td>contract reference information’s</td>
<td>1</td>
<td>T1</td>
<td>R90</td>
<td>manufacturing orders</td>
<td>5</td>
<td>T4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R12</td>
<td>salary generation</td>
<td>1</td>
<td>R21</td>
<td>T1, T18</td>
<td>R24</td>
<td>6</td>
<td>R26, R27, R28, R29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R22</td>
<td>hr expenses</td>
<td>1</td>
<td>R23</td>
<td>T1</td>
<td>R25</td>
<td>6</td>
<td>T1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R23</td>
<td>hr expenses detail</td>
<td>1</td>
<td>T1</td>
<td>R26</td>
<td>extra information’s</td>
<td>6</td>
<td>T3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R33</td>
<td>customer detail</td>
<td>1</td>
<td>R73, R55, R36, R35, R61, R64, R39</td>
<td>T10</td>
<td>R27</td>
<td>6</td>
<td>T3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R37</td>
<td>sales persons</td>
<td>1</td>
<td>R58, R63, R35</td>
<td>R28</td>
<td>view current task</td>
<td>6</td>
<td>T3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R41</td>
<td>supplier detail</td>
<td>1</td>
<td>R44, R65, R72, R42, R52, R60</td>
<td>R29</td>
<td>create a task</td>
<td>6</td>
<td>R31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R43</td>
<td>sales man</td>
<td>1</td>
<td>R42, R44</td>
<td>T5</td>
<td>R30</td>
<td>6</td>
<td>T3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R57</td>
<td>region</td>
<td>1</td>
<td>R58</td>
<td>R8</td>
<td>R31</td>
<td>6</td>
<td>T3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R58</td>
<td>area</td>
<td>1</td>
<td>R35</td>
<td>R7, R8</td>
<td>R93</td>
<td>7</td>
<td>T11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R80</td>
<td>job position in recruitment</td>
<td>1</td>
<td>T4</td>
<td>R94</td>
<td>documents history</td>
<td>7</td>
<td>R96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R81</td>
<td>job</td>
<td>1</td>
<td>T1, T2</td>
<td>R95</td>
<td>documents attachments</td>
<td>7</td>
<td>R96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R82</td>
<td>appraisal form</td>
<td>1</td>
<td>T1</td>
<td>R91</td>
<td>fleet management</td>
<td>8</td>
<td>R92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R83</td>
<td>create a job position</td>
<td>1</td>
<td>R92</td>
<td></td>
<td>vehicle repairing</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R84</td>
<td>recruitment form</td>
<td>1</td>
<td>R13</td>
<td></td>
<td>salary rules</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE V. REQUIREMENTS OF ODOO ERP FOR HR MODULE
R85 job selection process 1 R14 salary structure 9 R12 T16
R86 link tracker 1 R15 salary categories 9 R12 T17
R87 mass mailing 1 R16 registers 9 R12, R13 T18
R88 contact 1 R21 hr payroll process 9 T1, T16, T17, T18
R89 business pipeline 1 R17 apply for leave 10 R19, R20 T1
R38 customer receipts 2 T10 R18 allocation request 10 T1
R39 customer payment 2 R55, R38 T10 R19 leave approval 10 T1
R40 supplier receipts 2 T12 R20 leave summary 10 T1
R44 supplier refund 2 T5, T6 R46 bank statement 11 R47 T9
R45 supplier payment 2 R40 T12 R47 bank detail 11 R49, R50, R53 T9
R52 supplier payment 2 R48 cash registers 11 T9
R53 journals accounts 2 R54 T9 R49 put money in 11 T9
R54 chart of accounts 2 T9, T10 R50 put money out 11 T9
R55 analytic accounts 2 R54 T10 R51 profit and lost 11 T4, T5, T6
R63 salesman ledgers 2 T7 R75 compose message 12 T1
R64 customer ledgers 2 T10 R76 message inbox 12 R79 T13
R65 supplier ledgers 2 T6 R77 message draft 12 T1
R67 hr expense management 2 T1, T2, T3 R78 sent messages 12 T13
R74 balance sheet 2 R79 message searching 12 T13
R32 customer invoice 3 R36 R72 order to suppliers 13 T6
R35 sale 3 R61, R62, R32 R73 order from suppliers T10
R36 customer refund 3 T10 R96 documents attachment T14, T15
R61 sale return 3 R69 T10
R62 sale view 3

A. Results and Discussion

Results of prioritization of ODOO ERP requirements after applying suggested framework using AHP and spanning tree combination have been calculated. Requirements are prioritized by applying the same criteria discussed.

1) Spanning trees: As the result, 8 spanning trees are constructed (T1, T2 up to T18) while 19 requirements are independent requirements which are neither required nor dependent on other requirements. The root and the detail requirements are given in Table VI. Spanning trees are categorized into different groups which are made on the basis of common requirements in different spanning trees. For example, in T1 and T2, the common requirement is R67. Similarly, R21 is common in T1, T16, T17 and T18. Six groups (A, B, C, D, E, and F) of different trees are made which are shown in Table VI.

2) Applying AHP to spanning trees: The column “priority” as shown in Table VII shows priority of requirements as a result of applying AHP on spanning tree. Priority of requirements in spanning trees are calculated. We have calculated priority of these requirements out of 100 as shown in Table VII.
### TABLE VI. COMBINING REQUIREMENTS OF SPANNING TREES

<table>
<thead>
<tr>
<th>Group</th>
<th>Tree</th>
<th>Root</th>
<th>Requirements</th>
<th>Efforts (Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>T1</td>
<td>R1</td>
<td>R81, R23, R25, R2, R4, R10, R11, R12, R17, R18, R19, R20, R22, R21, R67</td>
<td>720</td>
</tr>
<tr>
<td></td>
<td>T2</td>
<td>R6</td>
<td>R5, R67, R81.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T3</td>
<td>R8</td>
<td>R5, R67, R24, R26, R27, R28, R29, R31</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T16</td>
<td>R14</td>
<td>R21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T17</td>
<td>R15</td>
<td>R21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T18</td>
<td>R16</td>
<td>R12, R13, R21</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>T9</td>
<td>R46</td>
<td>R47, R49, R50, R53, R54</td>
<td>1230</td>
</tr>
<tr>
<td></td>
<td>T8</td>
<td>R57</td>
<td>R58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T7</td>
<td>R37</td>
<td>R58, R63, R35, R61, R62, R32, R36, R69</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T10</td>
<td>R33</td>
<td>R73, R55, R54, R35, R61, R62, R32, R36, R69, R64, R38, R39,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T4</td>
<td>R34</td>
<td>R42, R51, R59, R60, R66, R68, R70, R71, R80, R90, R35, R61, R62, R32, R36, R69</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T5</td>
<td>R43</td>
<td>R42, R51, R59, R44</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T6</td>
<td>R41</td>
<td>R42, R51, R59, R44, R52, R60, R68</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>T11</td>
<td>R92</td>
<td>R93</td>
<td>50</td>
</tr>
<tr>
<td>D</td>
<td>T12</td>
<td>R45</td>
<td>R40</td>
<td>50</td>
</tr>
<tr>
<td>E</td>
<td>T13</td>
<td>R76</td>
<td>R79</td>
<td>50</td>
</tr>
<tr>
<td>F</td>
<td>T14</td>
<td>R95</td>
<td>R96</td>
<td>80</td>
</tr>
<tr>
<td></td>
<td>T15</td>
<td>R94</td>
<td>R96</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Individual requirements</td>
<td>470</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total efforts in man hours</td>
<td>2650</td>
</tr>
</tbody>
</table>

### TABLE VII. REQUIREMENTS PRIORITY OF ODOO

<table>
<thead>
<tr>
<th>Notation</th>
<th>Combined Priority (Out of 100)</th>
<th>Separate Priority (Out of 100)</th>
<th>Notation</th>
<th>Combined Priority (Out of 100)</th>
<th>Separate Priority (Out of 100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>1.66</td>
<td>2.22</td>
<td>R62</td>
<td>0.72</td>
<td>0.84</td>
</tr>
<tr>
<td>R2</td>
<td>0.96</td>
<td>0.96</td>
<td>R69</td>
<td>0.62</td>
<td>0.79</td>
</tr>
<tr>
<td>R3</td>
<td>1.03</td>
<td>1.03</td>
<td>R42</td>
<td>0.9</td>
<td>0.91</td>
</tr>
<tr>
<td>R4</td>
<td>0.96</td>
<td>0.96</td>
<td>R59</td>
<td>0.77</td>
<td>0.75</td>
</tr>
<tr>
<td>R5</td>
<td>0.98</td>
<td>0.82</td>
<td>R60</td>
<td>0.9</td>
<td>0.90</td>
</tr>
<tr>
<td>R6</td>
<td>1.08</td>
<td>1.20</td>
<td>R68</td>
<td>0.81</td>
<td>0.80</td>
</tr>
<tr>
<td>R7</td>
<td>1.03</td>
<td>1.03</td>
<td>R34</td>
<td>2.37</td>
<td>2.90</td>
</tr>
<tr>
<td>R8</td>
<td>1.65</td>
<td>2.68</td>
<td>R66</td>
<td>0.9</td>
<td>0.90</td>
</tr>
<tr>
<td>R9</td>
<td>1.03</td>
<td>1.03</td>
<td>R70</td>
<td><strong>0.93</strong></td>
<td>0.94</td>
</tr>
<tr>
<td>R10</td>
<td>0.96</td>
<td>0.96</td>
<td>R71</td>
<td><strong>0.9</strong></td>
<td>0.90</td>
</tr>
<tr>
<td>R11</td>
<td>0.96</td>
<td>0.96</td>
<td>R56</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>R12</td>
<td>0.97</td>
<td>0.88</td>
<td>R90</td>
<td>0.9</td>
<td>0.90</td>
</tr>
<tr>
<td>R22</td>
<td>0.96</td>
<td>0.96</td>
<td>R24</td>
<td>1.16</td>
<td>1.34</td>
</tr>
<tr>
<td>R33</td>
<td>2.72</td>
<td>3.10</td>
<td>R25</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>R37</td>
<td>2.57</td>
<td>2.70</td>
<td>R26</td>
<td>0.92</td>
<td>0.73</td>
</tr>
<tr>
<td>R41</td>
<td>1.47</td>
<td>2.056</td>
<td>R27</td>
<td>0.92</td>
<td>0.73</td>
</tr>
<tr>
<td>R43</td>
<td>1.20</td>
<td>1.414</td>
<td>R28</td>
<td>0.92</td>
<td>0.73</td>
</tr>
<tr>
<td>R57</td>
<td>1.031</td>
<td>1.045</td>
<td>R29</td>
<td>0.96</td>
<td>0.78</td>
</tr>
<tr>
<td>R58</td>
<td>0.78</td>
<td>0.79</td>
<td>R30</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>R80</td>
<td>0.86</td>
<td>0.79</td>
<td>R31</td>
<td>0.92</td>
<td>0.61</td>
</tr>
<tr>
<td>R81</td>
<td>0.98</td>
<td>0.92</td>
<td>R93</td>
<td>0.72</td>
<td>0.72</td>
</tr>
<tr>
<td>R82</td>
<td>1.03</td>
<td>1.03</td>
<td>R94</td>
<td>1.23</td>
<td>1.23</td>
</tr>
<tr>
<td>R83</td>
<td>1.03</td>
<td>1.03</td>
<td>R95</td>
<td>1.23</td>
<td>1.23</td>
</tr>
</tbody>
</table>
B. Time Estimation

Time estimation is taken by particular requirement to complete its implementation. Every requirement consume certain amount of efforts on the basis of which time can be calculated. Many models are suggested by authors for calculating efforts and time estimation of requirements and projects. We applied USE CASE point (UCP) estimation technique which was simple in use and more appropriate for our requirements. The UCP estimation method was presented initially in 1993 by Karner estimates efforts in person-hours based on use cases that primarily specify FRs of a system [11][12]. Use cases are assumed to be developed from scratch, be sufficiently detailed and typically have less than 10-12 transactions. The method has previous been used in numerous industrial software development projects. There have been promising outcomes and the method was highly accurate than expert estimates in industrial trials.

UCP defines the functional scope of the system to be developed. Attributes of a use case model may therefore serve as measures of the size and complexity of the functionality of a system. After following all steps of USE case estimation technique, effort in hours for each requirement is calculated. After approximation, we have divided requirements into three categories as follows.

- First category contains requirements that take approximately 20 hours to complete its implementation. This is time just needed to implement requirement with functionalities. This time contain unit and integration testing time.
- Second category contain requirements that take approximately 30 hours to complete its implementation.
- Third category contain requirements contain requirements that take approximately 60 hours to complete its implementation.

Completion time of particular module will be sum of time taken by all its requirements. This time reduces when the project is to be developed by parallel team members. But total actual time can exceed calculated time in parallel development projects because requirements are interrelated to each other’s and waiting time for particular requirements can cause delay in projects. The purpose of prioritization is to minimize the delay or waiting time.

V. DISTRIBUTION OF REQUIREMENTS IN PARALLEL DEVELOPERS

From results of prioritization we can conclude that not only priority value and order of requirements is necessary for reducing delays and assuring timely delivery of project but
distribution of requirements in team members is also necessary. Total delivery time of project is equal to maximum time taken by any team member to implement all requirements. Distribution of requirements as shown in Table VIII are not uniform e.g. actual time estimation of requirements of A = 410 hours, B = 610 hours, C = 880 hours and D = 670 hours. Total delivery time of the project can exceed from 880 hours due to waiting time which is the maximum time of team member C but total time can’t be less than 880 hours. This is because C is given those requirements which take more time in hours. Efficient distribution will be in that case where everyone is given requirements with same efforts. The generalized formula we can make for equal distribution is as follows.

Total efforts (for any team member)  
\( = \frac{\text{Total efforts (man hours)}}{4}. \)  

Where total efforts (man hours) = Total efforts (for all requirements starts from R1 to Rn).

From this formula, we will get average time for every team member which becomes 660 hours. If every team member gets no more than 660 hours than in ideal case total estimation time of delivery of project can be 660 hours which is reduced from 880 hours. This means further adjustment will be needed to reduce time estimation more and for this purpose some requirements of C can be assigned to A.

Along with equal distribution of requirements, we should reduce dependency among requirements of different team members as much as possible. Requirements of A that are required for C can be adjusted and can be assigned to C. Similarly, some requirements of C can be adjusted and implemented by A. From the spanning tree, one can easily identify which requirements are dependent on each other, so dependent requirements can be assigned to same team members. In ideal case, distribution of requirements will be uniform and dependency between different team member requirements will be zero.

The best way to distribute requirements is thus assigning requirements of whole spanning tree to same team member. Requirements of spanning trees should be adjusted in such a way that every team member get requirements with equal weight of man hours. Team members can either implement big spanning tree requirements or requirements of many small spanning trees. If some trees requirements are distributed in more than one member than requirements should be prioritized in order to reduce the waiting time.

### A. Combining and Splitting the Spanning Trees

If two or more than two trees have some common requirements than we can combine two trees and consider as one group. The reason is that common requirements are depended on requirements of more than one trees requirements and hence this dependency can increase waiting time and cause delays in parallel developing projects. Splitting process is taken when tree size is either big or difficult to assign all its requirements to single developer or sometimes small size trees are split to assure equal distribution of requirements. Table VIII shows how different trees are combined. Six groups were made as result of combining trees with common requirements. Total efforts in man hours for each group are also shown below. It is better to split tree at edge where two trees are combined for assigning requirements to different developers. For example, T9 and T10 are combined with R54, so the tree can be break here.

<table>
<thead>
<tr>
<th>No of team members</th>
<th>Efforts per team (hours) with equal distribution</th>
<th>Splitting of trees</th>
<th>Combining trees</th>
<th>Time estimation for implementing requirements</th>
<th>Time completion with prioritization</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>2650</td>
<td>NIL</td>
<td>All trees are considered</td>
<td>2650 hours</td>
<td>2650 hours</td>
</tr>
<tr>
<td>02</td>
<td>1325</td>
<td>NIL</td>
<td>Developer 1: [B + C + D] Developer 2: [A + E + F + 470 individuals]</td>
<td>1230 hours</td>
<td>1230 hours</td>
</tr>
<tr>
<td>03</td>
<td>880</td>
<td>Breaking of Group B: 1230 = 350 + 880</td>
<td>Developer 1: [880 of B] Developer 2: [350 of B + C + D + E + F + 300 individuals] Developer 3: [A + 170 individuals]</td>
<td>880 hours</td>
<td>880 hours</td>
</tr>
</tbody>
</table>
Common requirements can be assigned to any tree. Common requirements normally get low priority as they are dependent on other requirements. Similarly, T4 and T6 are combined with R42. In this case, we can break here (edge of R42) in order to equally distribute requirements. Common requirements can be adjusted with any tree requirements. But for equal distribution in terms of time efforts, especially in case where a single tree is quite large and needs to split, then we will split it. In such case, try to split an edge and assign those requirements that have significantly high priority difference from their parent requirements. It is better to split at edge where there exists quite big difference in priorities between two requirements. E.g. if tree T4 is to be split, there can many options, either to split edge at R60, R66, R35, R70, R71 or R90.

The difference in priorities between R34 and R35 is less as compare to other requirements because R35 is high priority requirement, so splitting at R35 can increase waiting time if R35 is assigned to different team member. Splitting at edge of low priority requirement and assigning it to other team member will decrease the effect of dependency and waiting time. For maintaining balance and equal distribution, more than one trees can be split e.g. T3 can be split along with T4 but at point where there exists quite difference in priority. Thus from values of SAHP, distributed priority can be determined requirements can be easily assigned to team members such that effect of dependency in requirements become low as much as possible.

B. Distribution of Requirements

Requirements will be distributed in such a way that there does not exist either relation between requirements of different team members or if relation exist, then requirements should be prioritized so that waiting time can be reduced and timely implementation of requirements can be assured. Few cases are considered for distribution of requirements as shown below.

1) Distribution of requirements in 2 team members: In distributing requirements based on efforts in man hours per team member, the value will be equal to 1325 hours i.e. half of total 2650 hours. There is no need to split any tree or group of trees because different groups can be managed to produce total efforts of 1325 hours. We can assign requirements of groups B, C, D to one developer for implementation and groups A, E, F along with 470 individual requirements to second developer. In this way two different developers will get independent requirements with no relationship between any two requirements.

   2) Distribution of requirements on 3 team members: In this case efforts per team member will be equal to 880 hours. While distributing requirements on three developers, it is must to split large tree or group of trees to assure equal distribution of requirements on developers. Requirements with total efforts of 350 hours were separated from group B. The separated requirements from any tree of group based on values of SAHP. Group B requirements after splitting will remain with efforts of 880 hours. In this way two sub groups are made. Sub-group with 350 hours can be adjusted with groups C, D, E, F and 300 hours of individual requirements to comprise total of 880 hours. Similarly, requirements of group A can be implemented along with remaining individual requirements i.e. 170 hours. In such way equal distribution of requirements can be assured. After distributing requirements, it is necessary to prioritize it to reduce waiting time and delays in project.

3) Distribution of requirements in 4 team members: To assure equal distribution of requirements, every team member will get requirements of 660 hours. For equal distribution, we can split group B into two subgroups with 640 and 590 hours. Similarly group A can be split into two subgroups with 660 and 60 hours. Splitting Group A were necessary as requirements of A were exceeded from 660 hours. Efficient distribution and prioritization of requirements reduces the effect of dependency between requirements and waiting time in parallel developing projects which results in timely delivery of projects. Separated requirements are shown in Table IX.

<table>
<thead>
<tr>
<th>Number of Developers</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
</tr>
<tr>
<td>3</td>
<td>nil</td>
<td>(R66, R70, R71, R80, R90, R42, R43, R44, R38, R52, R72) OR (R41, R44, R65, R72, R52, R42, R51, R59, R52, R60, R68)</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
</tr>
<tr>
<td>4</td>
<td>R4, R10, R11</td>
<td>R66, R70, R71, R80, R90, R42, R43, R44, R38, R52, R72, R41, R64, R68, R65, R60</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
<td>nil</td>
</tr>
</tbody>
</table>
VI. CONCLUSION

This paper proposed an approach for prioritizing FRs using AHP based on spanning trees. The proposed approach of SAHP has been presented in detail with evaluation on ODOO ERP system. The proposed framework is capable of prioritizing large-sized FRs while in active development cycle. As FRs are inter-related, so prioritization will help in easy arrangement of requirements. Similarly, apart from its implementation priority, in which the requirement is prerequisite for other requirements, if we compare two requirements that are totally independent of each other, then deciding about which requirement is more important is a very important task. Importance of requirement was measured from how much it can reduce delay or waiting time.

Prioritizing and implementing important requirements decrease not only total estimation time but also decrease non-critical delay. Although non-critical delay does not increase estimation time of the project, it affects the waiting time of requirements. Another big problem that needs to be solved is that how much the proposed technique is scalable of handling and prioritizing large requirements size. Prioritizing large size requirements on the basis of its importance was solved using AHP and spanning tree in combination. AHP is used because it can solve dependency issues of requirements as it statistically compares pairwise for each and every requirement against other requirements. Requirements were represented with directed graph and spanning tree. From spanning tree, it became easy to decide about not only which requirement was necessary for other requirement but it became easy to compare all neighbor requirements that belong to same tree. AHP was applied to each tree separately and only depended requirements were scored value greater than 1. Priority of all other requirements during comparison were considered equal.

The results were obtained and were evaluated on parallel developing requirements of ODOO ERP. From different cases for prioritized and un-prioritized requirements, we showed that the proposed framework not only deal with big size requirements but reduce all possible delays in projects. We have shown that how spanning tree can help in equal and efficient distribution of requirements in parallel developing team members so that the effect of dependency and waiting time of requirements can be reduced. In future, we aim to do more industrial based experiments in order to validate framework on big projects and get feedbacks from industry.
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Abstract—Emotions play a vital role in persuasion; thus, the use of persuasive applications should affect and appeal to the users’ emotions. However, studies in persuasive technology have yet to discover what triggered the users’ emotions. Therefore, the objectives of this study are to examine user emotions and to identify the factors that affect user emotions in using persuasive applications. This study is conducted in three stages; pre-interaction, during-interaction and post-interaction, employed a mixed-method approach using Geneva Emotions Wheel (GEW) and open-ended survey questions that analyzed using thematic analysis. The result shows that most of the emotions that users felt belong to high-control positive valence emotions that consist of interest, joy and pleasure. User, system and interaction are the three factors that triggered the emotions encompasses of elements such as Individual Awareness, Personality, Interface Design, Persuasive Function, Content Presentation, System Quality, Usability, and Tasks. The findings contribute to the body knowledge of Persuasive Technology, where the discovered factors and its elements are the antecedents that should be the concern in constructing an emotion-based trust design framework that could bring emotional impact to users to ensure a successful persuasion.
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I. INTRODUCTION

Persuasive technology (PT) is increasingly being developed commercially and has been one of the first research area related to shaping human behavior. It is a technology with a purpose to shape and/or change people’s attitudes or behavior towards an issue [1]. For example, a persuasive application is developed to help and assist a smoker in becoming a non-smoking person. The persuasion process is to be done without using coercion but using many strategies such as social influence, self-monitoring, and personalization that capable of triggering emotions in users [2]. The PT work is often concerned with the use of practical approaches to address particular behavioral problems [3], hence making the emotional effect that one feels while using PT has been overlooked. Since the persuasion strategies are capable of triggering emotions, it is essential to know what exactly the users feel when using persuasive technology and what makes them feel those emotions. Persuasive technology must bring an emotional impact to the users to ensure the success of the persuasion process.

Recently, studies on emotion have become increasingly important as the need to incorporate emotion into computer application design has become a significant focus of HCI (Park, Lee, & Kim, 2011). However, most studies on emotion in the field of HCI focus more on the emotional stimulation of users during interactions [4][5][6], although studies on emotion can be done at all levels of interactions between computers and humans [7]. Thus, studies on emotions involving all levels of interaction between humans and computers have yet to be discovered.

Hence, the objectives of this study are 1) to investigate the emotions of the user at three interaction stages; pre, during and post, and 2) to identify the factors that trigger user emotions in using persuasive technology. The next section of this paper will further describe the emotion and how it contributes to persuasion as well as persuasive technology. The methodology section explains the comprehensive methods used for data collection, while the data analysis section elaborates on the methods used to analyze the collected data. Next, the result and discussion are presented to explain the discovered scenario. Lastly, the paper ends with a conclusion.

II. LITERATURE REVIEW

Persuasion involves an attempt to bring about a change in attitudes or behaviors as a result of providing information on a topic or issue without intimidation. Significantly, attitudes are not only relying on thoughts and beliefs but also feelings and emotions [8]. Emotions are one of the components that influence the user experience, which is a medium for users to understand how they feel about using a technology [9]. It is defined as a physiological state of arousal that is triggered by beliefs about something which consists of cognitive physiological, social and behavioral aspects [10]. Emotions are sensitive and are stimulated by situations due to certain circumstances, actions or objects last for a short period [11]. This distinguishes between emotion and mood because the mood lasts for an extended period, which can last for weeks or months, occurring without a specific target and is often separate from what causes the mood to be triggered [12]. According to [13], emotions are stimulated by the culture in which they are produced through actions or tasks and interactions.
Emotions can be categorized in a variety of ways. Discrete emotions, often associated with facial expressions, are described as basic emotions. A study conducted by [14] showed that each of the people recognizes and expresses basic emotions in much the same way as others. There are currently six basic emotions that are universally expressed and recognized throughout the region and culture, which are happy, angry, sad, scared, disgusted and shocked [15]. Dimensional emotions are an exciting category of emotions because they offer a way to describe and distinguish emotional states [16]. Compared to discrete emotions that have only a few emotions, dimensional emotions are subdivided into bipolar dimensions of pleasure-displeasure, arousal, and dominance-submissiveness. Dimensional emotion assesses human feelings in terms of valence from positive to negative and arousal [11]. Measurement of the dimension of arousal from active to passive explains whether or not human actions are affected by emotional states. Dimensional emotions are better able to deal with non-discrete emotions as well as variations in an emotional state over time. For example, the angry feelings are considered to be negative valence with high arousal. At the same time, sadness is associated with negative valence with low arousal, indicating that the same category of emotional valence will have different levels of arousal. In this study, the emotional state’s data refers to the stimulus data resulting from the use of persuasive technology that is likely to consist of one or more combinations of emotions.

Emotions can then be modelled as a form of information processing and another set of inputs into cognitive processes [13] where emotion can be a form of internal signal that contributes to cognitive actions to change one’s attitude and behaviour. Individuals with positive emotions are more likely to be motivated to change their behaviours [17]. The research showed that emotions and website design influence a person’s behavioural shift as a website that uses cue representation to view information is beneficial for individuals with positive emotions. Thus, [18] believes that understanding user emotions is one of the critical components in creating an impactful application apart from putting trust and persuasion in the design. He emphasized that simply providing persuasion technology might at first be useful, but over time, it created a “mess of persuasion”, reduced trust and was no longer sufficient. Therefore, designers need to develop persuasive tools based on a deep understanding of the user’s emotions.

Thus, the above-reviewed papers show that there is a gap in understanding user’s emotions, especially in the interaction with persuasive technology. It is important to know precisely what makes the user feel a particular emotion when using persuasive technology because this might become the antecedents that could bring emotional impact to improve the persuasion process.

III. RESEARCH METHODOLOGY

The methodology process consists of five parts: (a) participants, (b) material, (c) study design, (d) measures, and (e) setting and task. We present each part as a subsection here.

A. Participants

The participants were recruited through advertisements via Facebook. Due to the use of persuasive health applications in the study, such participants have undergone an evaluation using a questionnaire [19] to evaluate their readiness to improve the state of performing physical activity. The volunteers are qualified for the study if only they are in the state of contemplation, preparation, action, and maintenance based on the assessment results. These results not only showed the readiness level of behavior change towards physical activities but also as an indicator of committing to the study. The study was conducted in 6 weeks, with 25 participants managed to complete all three stages of interaction. They consist of 10 males and 15 females. The participants were among the university students and employees. Among the participants, 18 of them had experience in using similar persuasive applications with less than six months and between 6 months to a year experience. The participants’ age was in the range from 21 to 45 years old.

B. Material

The process of determining appropriate persuasive applications to be studied, ranging from online searching, screening and exclusion. A list of persuasive applications regarding health and environmental was established from Google search activity using different keywords. For example, keywords such as “top health applications in Malaysia” and “top health apps” are used to find persuasive applications on health; meanwhile, keywords such as “game for change” and “persuasive games” are used to search for persuasive applications on the environment.

Three levels of criteria with overall 11 operational variables from [20] were used to screen the 63 persuasive applications gathered from the Internet. The first level of screening is to find applications that fulfill the needed definition of a persuasive application using two operational variables, which are persuasive application and app platform. The second level of screening consists of seven operational variables that were used to find applications that fulfill the specific criteria of a needed persuasive application. The seven operational variables are the theme, type of app, target user, delivery, app availability, interactivity styles, and device collaboration. The third screening level is to ensure that the content of the listed persuasive applications is fit to all range of users regardless of country and education background and meet the local community demands. Two operational variables that were used in the third screening process are app content and the focus of the content.

The exclusion process runs simultaneously with the screening process, where finally, five persuasive applications are selected for this study. All five applications have been identified to qualify as persuasive technology, as mentioned by [1] and [2]. Three from the five applications are about health, and another two applications are on the environment. Both health and environment applications fall under different categories of persuasive applications. Health applications that consist of MyFitnessPal, MapMyFitness and Fitocracy are in tool category that shared the same goal to support and enhance user capabilities to achieve the desired target behavior.
Meanwhile, the selected environment applications fall under medium category shared a goal to showcase the relationship of cause and effect thru simulation consist of Stop Disaster and Pandemic 2 game. Table I describes all five persuasive applications.

C. Study Design

A mix of between-subject and within-subject design is used to design participants for the experiment. Each participant has the opportunity to use both types of persuasive applications simultaneously within six weeks. Participants were assigned to six groups randomly so that each participant in a group can use a pair of different applications. However, the groups were limited to several participants at a time. Group 1 participants were given a pair of MyFitnessPal and Stop Disaster. Group 2 used MyFitnessPal and Pandemic 2, while participants in group 3 get to used MapMyFitness and Stop Disaster. Meanwhile, participants in group 4 get to used MapMyFitness and Pandemic 2, while group 5 participants get a chance to use Fitocracy and Stop Disaster. Group 6 participants were given a pair of Fitocracy and Pandemic 2.

D. Measures

A questionnaire that consists of ratings and open-ended questions related to emotional states construct is used as the measurement instrument. For each interaction stage, participants were asked to pick five emotional states to construct which they felt and rated the intensity of the emotions as well as stating the cause that makes them felt the emotions. Geneva Emotion Wheel (GEW) [11] [21] was used to measure emotional states construct. GEW is chosen since it has been used in various fields to study the user’s emotions related product and technology. Studies [22] and [23] employed GEW to study emotions towards virtual learning environments. A study by [24] evaluates user emotions related to coffee machines and alarm clock, while in [25] the GEW is used to assess user emotions towards a higher learning website.

GEW composed of 20 discrete emotions arranged parallel in the form of circles according to emotional groups divided into two dimensions of valence (positive and negative) and control (high-low). The division of valence and control dimensions have split the 20 discrete emotions into four groups; positive valence-high control (i.e., interested, amusement, pride, joy, pleasure), positive valence-low control (i.e., contentment, love, admiration, relief, compassion), negative valence-high control (i.e., anger, hate, contempt, disgust, fear), and negative valence-low control (i.e., disappointment, shame, regret, guilt, sadness). The emotional states construct was measured using a 5-point Likert scale, illustrates the intensity of the emotions from low intensity (towards the wheel center) to high intensity (towards the wheel circumference). Five out of 20 emotions from the GEW that were rated by users were listed as the most frequent or dominant emotions that users felt. For each five listed emotions, participants are required to outline the cause that makes them felt those emotional responses.

E. Setting and Tasks

For this study, user emotional states and also the reasons that triggered the emotions were studied in three interaction stages: pre-interaction, during-interaction, and post-interaction. The pre-interaction stage is defined as an initial interaction with the persuasive applications that they are assigned. During-interaction is a stage where participants used the persuasive applications on their own without the help of others according to their needs and free time. Post-interaction is a stage where the participant has passed a specific period in using the persuasive applications.

The same set of questionnaires each to assess tool and medium type of persuasive applications were distributed in the lab at a specific seat. Upon arrival, participants were asked to fill up the demographic details in the questionnaire. Each interaction stages consist of two sessions of experiment and one relaxing session at the beginning of every session using Calm – a web application that provides scenic pictures and the soothing sound of nature to eliminate stress and stabilizing emotions. When participants tested different applications (AP-1: tool, AP-2: medium), the same experimental procedure was repeated. The following description describes further details of each procedure according to the interaction stage:

- Pre-interaction: It takes about 1 hour to complete two sessions of the experiment. Participants spend 5 minutes for relaxing as a form of control to emotions at the beginning of each session using Calm web application. Before the participants were permitted to have initial interaction with the applications, a demo on how to use the applications was showed to them using slide presentation. In the first session of the experiment that takes about 20 minutes, participants get to explore the AP-1 app based on the tasks given include answering a questionnaire after finishing the tasks. In the next twenty minutes, the participants are required to explore the AP-2 app based on the tasks give and answer a questionnaire after the tasks completed.

<table>
<thead>
<tr>
<th>TABLE I. PERSUASIVE APPLICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td>Tool</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Medium</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
During-interaction: Before the first session of the experiment begun, participants rested for 5 minutes by wearing a headphone to use the Calm web application. With about 20 minutes for each session, participants are required to perform a list of tasks using the AP-1 app and another 20 minutes using the AP-2 app. After the tasks completed, the participants are then required to answer the questionnaires provided, referring to the application they used.

Post-interaction: The study at this stage was conducted in week six, where the lab experiment is no longer necessary. In the two previous stages of the experiment, participants spent 5 minutes’ rest at the beginning of each session for emotional relaxation. Afterwards, participants need to answer a provided questionnaire each to evaluate the post-use of AP-1 and AP-2 apps. The participants received a token of appreciation after completed both questionnaires.

In general, participants are required to perform the tasks for AP-1 and AP-2 applications with a minimum addition of new tasks based on the interaction stage. Below are the given tasks:

- **AP-1**: For the pre-interaction stage, participants must first register a user account using either an email or Facebook for the health application (i.e., MyFitnessPal, MapMyFitness, Fitocracy) to which they have been assigned before are allowed setting up a user profile and target goal. Next, participants created physical and/or nutritional activities daily by using the available databases. To start with, participants must record diaries “yesterday” and “today.” Finally, participants must see the feedback or advice provided based on the data entered. For the during-interaction stage, participants are generally required to perform the same tasks as the pre-interaction stage. Additional tasks have been established where participants are expected to assess specific functions in AP-1 applications, such as the Body Mass Index (BMI), Body Metabolic Rate (BMR), and other actions that can be taken to obtain feedback or progress reports from the system.

- **AP-2**: In the pre-interaction stage, first, for the Stop Disaster game, participants are required to choose the “easy” game level. For Pandemic 2, participants are required to choose the “virus” role play from the role options such as bacteria and parasites. Within the specified time and/or budget, participants played the game to accomplish a mission. Finally, participants viewed their achievements from the report provided by the system. In the during-interaction stage, for the Stop Disaster game, participants are required to choose the “hard” game level. For the Pandemic 2 game, participants are required to choose the “parasites” role play. Finally, participants are required to complete the game’s mission and see their achievements through a report provided by the system.

IV. DATA ANALYSIS

The combination of quantitative and qualitative analysis is used to analyze the data from the questionnaire. Using the SPSS software to conduct the quantitative analysis, descriptive analysis was used to analyze user emotional states in three interaction stages as well as the demographic data. Frequency values from the descriptive analysis are used to determine the frequency of users’ triggered emotions for each stage of interaction for both persuasive applications. One-way repeated measure ANOVA is used to study the changes in emotional state intensity towards persuasive applications at different interaction stages. This analysis is also used to investigate the changes in user emotions towards persuasive technology as a whole over time. A significant value benchmarked less than 0.05 is used in determining the statistical significance of the analysis.

For qualitative data, inductive content-analysis coding [26] is used to identify factors that stimulate user emotions when using persuasive technology. It composes four phases: data preparation, data coding, categorization, and theme analysis. In the data preparation phase, questionnaire transcripts for the three interaction stages are arranged by the types of persuasive applications to ensure that the coding process can be distinguished before the general set is generated by merging the existing code. In the coding phase, transcripts text is check and labelled appropriately to create open codes. The inductive analysis method is used in the categorization phase to construct categories based on the obtained open codes. The theme analysis phase performs an overall analysis of the constructed categories to form a theme that shared the same pattern of characteristics.

V. FINDINGS

We present the findings into two parts: a) emotional states and b) stimulation factors of emotions to answer the two research objectives.

A. Emotional States

Fig. 1 indicates the frequency of user emotions stimulated from the pre-interaction stage for both persuasive applications. From the first impression, the persuasive application AP-1 often arouses emotions such as “interest”, “pleasure”, “love”, “joy”, “admiration,” and also “disappointment” in the user. Those emotions consist of high-control positive emotions (interest, pleasure and joy), low-control positive emotion (admiration) and also low-control negative emotions (disappointment). Meanwhile, emotions such as “interest”, “amusement”, “pleasure”, “contentment,” and “disappointment” dominate the user emotions at first encounter towards persuasive applications AP-2. Table II summarizes the frequency of user emotions for the pre-interaction stage. High-control positive emotions dominate the emotions aroused by AP-1 at the user’s first encounter compared to AP-2, where user emotions were dominated by a mixture of both positive and negative emotions but dominated slightly more by high-control positive emotions compared to low-control negative emotions.
Fig. 1. Frequencies of user Emotions in the Pre-Interaction Stage.

TABLE II. FREQUENCY OF USER EMOTIONS ACCORDING TO GROUPS OF EMOTIONS FOR THE PRE-INTERACTION STAGE

<table>
<thead>
<tr>
<th>Emotion Groups</th>
<th>Emotion Frequency</th>
<th>Emotion Intensity Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP-1</td>
<td>AP-2</td>
</tr>
<tr>
<td>High control - Negative Valence</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Low control - Negative Valence</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Low control - Positive Valence</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>High control - Positive Valence</td>
<td>43</td>
<td>37</td>
</tr>
</tbody>
</table>

Fig. 2 shows the frequency of user emotions in a during-interaction stage. Using AP-1, users often aroused with “interest”, “contentment”, “love”, “relief”, and “disappointment” emotions. These emotions consist of high-control positive emotions (interest), low-control positive emotions (contentment, love and relief) and also low-control negative emotions (disappointment). Meanwhile, the use of AP-2 often stimulated users feeling with emotions of “interest”, “relief”, “sadness”, “disappointment,” and some “amusement”, “joy,” and “pleasure”. All the emotions that the users felt consisted of 3 emotional groups: high-control positive emotions (interest, amusement, joy and pleasure), low-control positive emotions (relief) and low-control negative emotions (sadness, disappointment). Table III summarizes the frequency of user emotions at the during-interaction stage. Positive emotional groups dominate the emotions aroused by both AP-1 and AP-2 with high control.

TABLE III. FREQUENCY OF USER EMOTIONS ACCORDING TO GROUPS OF EMOTIONS FOR DURING-INTERACTION STAGE

<table>
<thead>
<tr>
<th>Emotion Groups</th>
<th>Emotion Frequency</th>
<th>Emotion Intensity Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP-1</td>
<td>AP-2</td>
</tr>
<tr>
<td>High control - Negative Valence</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Low control - Negative Valence</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>Low control - Positive Valence</td>
<td>23</td>
<td>9</td>
</tr>
<tr>
<td>High control - Positive Valence</td>
<td>28</td>
<td>10</td>
</tr>
</tbody>
</table>

Fig. 3 indicates the frequency of user emotions aroused in the post-interaction stage after six weeks’ usage of both persuasive applications. For AP-1, the aroused emotions consist of the feeling of “interest”, “love”, “pleasure”, “contentment”, and “disappointment”. All of these emotions consist of two groups of positive emotions with high-control (interest, pleasure) and low-control (love, contentment) and low-control negative emotions (disappointment). For AP-2, user emotions often aroused with the feeling of “interest”, “admiration”, “hate”, “disappointment”, “pleasure”, and “admiration”. Table IV summarizes the frequency of user emotions for the post-interaction stage. The analysis shows that user emotions in using AP-1 are more dominated by positive emotions, but are more often dominated by high-control positive emotions than low-control emotions. Compared to AP-1, users’ emotions towards AP-2 are dominated by low-control emotions but are dominated less by positive emotions than negative emotions.

Additionally, one-way repeated measure ANOVA is conducted to identify the changes in the intensity of user emotional states towards the persuasive applications at Time 1 (pre-interaction), Time 2 (during-interaction) and Time 3 (post-interaction). The mean values and standard deviation are presented in Table V. Result of the analysis shows no statistically significant effect towards time (interaction stages), Wilk’s Lambda = 0.93, F (2, 43) = 1.53, p > 0.1. The result indicates that different interaction stages bring no impact on the intensity of user emotional states.

Fig. 2. Frequencies of user Emotions in the During-Interaction Stage.

Fig. 3. Frequencies of user Emotions in the Post-Interaction Stage.
TABLE IV. FREQUENCY OF USER EMOTIONS ACCORDING TO GROUPS OF EMOTIONS FOR POST-INTERACTION STAGE

<table>
<thead>
<tr>
<th>Emotion Groups</th>
<th>Emotion Frequency</th>
<th>Emotion Intensity Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AP-1</td>
<td>AP-2</td>
</tr>
<tr>
<td>High control - Negative Valence</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td>Low control - Negative Valence</td>
<td>10</td>
<td>17</td>
</tr>
<tr>
<td>Low control - Positive Valence</td>
<td>23</td>
<td>18</td>
</tr>
<tr>
<td>High control - Positive Valence</td>
<td>36</td>
<td>9</td>
</tr>
</tbody>
</table>

TABLE V. EMOTIONS DESCRIPTIVE STATISTIC ON THE INTENSITY OF USER EMOTIONAL STATES TOWARDS THE USED OF PERSUASIVE APPLICATIONS AT EACH INTERACTION STAGES

<table>
<thead>
<tr>
<th>Time frame</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time 1 (pre-interaction)</td>
<td>45</td>
<td>4.10</td>
<td>0.80</td>
</tr>
<tr>
<td>Time 2 (during-interaction)</td>
<td>45</td>
<td>3.86</td>
<td>0.94</td>
</tr>
<tr>
<td>Time 3 (post-interaction)</td>
<td>45</td>
<td>3.92</td>
<td>1.05</td>
</tr>
</tbody>
</table>

However, the changes in user emotions as a whole towards the persuasive applications at different stages of interaction; Time 1 (pre-interaction), Time 2 (during-interaction) and Time 3 (post-interaction) show a different result. Table VI indicates the mean and standard deviation values for each interaction stage. There is a statistically significant effect towards interaction stages, where Wilk’s Lambda = 0.48, F (2,47) = 25.77, p < 0.001. The result proved that user emotions changed over time. Nevertheless, the mean value of Table VI explained that even users experienced different emotions at various stages of interaction; the variations in the strength of these emotions were not apparent. Three paired samples t-test were conducted to make post hoc comparisons between the stages. A first paired samples t-test indicated that there was a significant difference between user emotions in pre (M=3.00, SD=0.70) and during (M=3.82, SD=0.93) interaction stages; t (48) =5.83, p=0.00. A second paired samples t-test indicated that there was a significant difference between user emotions during (M=3.82, SD=0.93) and post (M=3.00, SD=0.79) interaction stages; t (48) =6.86, p=0.00. However, a third paired samples t-test indicated that there was no significant difference between user emotions in pre (M=2.97, SD=0.71) and post (M=3.02, SD=0.79) interaction stages; t (49) =0.34, p=0.74.

TABLE VI. DESCRIPTIVE STATISTIC OF EMOTIONAL CHANGES TOWARDS THE USED OF PERSUASIVE APPLICATIONS

<table>
<thead>
<tr>
<th>Time frame</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time 1 (pre-interaction)</td>
<td>49</td>
<td>3.00</td>
<td>0.70</td>
</tr>
<tr>
<td>Time 2 (during-interaction)</td>
<td>49</td>
<td>3.82</td>
<td>0.93</td>
</tr>
<tr>
<td>Time 3 (post-interaction)</td>
<td>49</td>
<td>3.00</td>
<td>0.79</td>
</tr>
</tbody>
</table>

B. Stimulation Factors of Emotions

Table VII shows the coding and categorization for each interaction stage. In total, eight categories have been identified that stimulates emotional states: Individual Awareness, Personality, Interface Design, Persuasive Function, Content Presentation, System Quality, Usability and Task. All eight categories were grouped according to the same characteristics based on the factors of assessment of emotional control by [27] and [28] where three factors were identified: User control, System control and Interaction control. User Control is a users’ assessment of their emotions on the basis related to themselves. System Control referred to user emotions that were evoked by the persuasive applications itself- particularly the features used to deliver the persuasion process, while Interaction Control referred to user emotions that were evoked by the interaction between the user and the persuasive applications.

User Control factors consist of two categories: Individual Awareness and Personality. Individual Awareness refers to self-assessment that causes the individual to be aware of what is happening to them, and the individual is aware that he or she is experiencing an event, exhibiting behaviour or having unique characteristics [29]. Individual Awareness constitutes aspects of Consciousness Value and Self-Satisfaction. The definition of the two aspects are as follows:

TABLE VII. CODING AND CATEGORIZATION OF EMOTIONS STIMULATION FACTORS FOR EACH INTERACTION STAGES

<table>
<thead>
<tr>
<th>Theme</th>
<th>Category</th>
<th>Open-Code</th>
<th>Pre</th>
<th>During</th>
<th>Post</th>
</tr>
</thead>
<tbody>
<tr>
<td>User control</td>
<td>Individual Awareness</td>
<td>Self-satisfaction</td>
<td>Self-satisfaction</td>
<td>Consciousness</td>
<td>Consciousness</td>
</tr>
<tr>
<td></td>
<td>Personality</td>
<td>Knowledge Skill Relatedness</td>
<td>Interest Knowledge Skill Relatedness</td>
<td>Interest Knowledge Skill Relatedness</td>
<td>Interest Knowledge Skill Relatedness</td>
</tr>
<tr>
<td>Interface design</td>
<td></td>
<td>Interface attractiveness</td>
<td>Interface attractiveness</td>
<td>Interface attractiveness</td>
<td>Interface attractiveness</td>
</tr>
<tr>
<td></td>
<td>System control</td>
<td>Content presentation</td>
<td>Information quality</td>
<td>Data representation</td>
<td>Multimedia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>System Quality</td>
<td>Reliability Usefulness</td>
<td>Reliability Usefulness</td>
<td>Reliability Usefulness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Usability</td>
<td>Learnability</td>
<td>Ease of use</td>
<td>Ease of access</td>
</tr>
<tr>
<td>Task</td>
<td>Feedback Action</td>
<td>Feedback Action Expectation</td>
<td>Feedback Action Expectation</td>
<td>Feedback Action Expectation</td>
<td>Feedback Action Expectation</td>
</tr>
</tbody>
</table>
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As pointed by [29], individuals need to awake to determine the processing of information either internally or externally. Thus, Consciousness Value refers to the use of a system of alerting users to something they know or do not know. Some of the responses from the participants are as followed:

“It makes me feel relief as I finally know how to deal with natural disaster (well at least basic knowledge)”.

(P3, during-interaction, AP-2)

“I like this application a lot because it helps me manage my weight and exercises.”

(P21, post-interaction, AP-1)

Self- Satisfaction refers to the achievement achieved by using the system. Achievements achieved by the user through the use of the system either through the activities performed or as a result of the activities performed will stimulate the user’s emotions. The emotions associated with the achievement of an activity or outcome achievement is defined as the emotion of achievement [30]. Some of the responses from the participants are as followed:

“Able to do something that would improve my health and give a good example to my children.”

(P2, pre-interaction, AP-1)

“It makes me feel happy as it teaches me how to react during a natural disaster”

(P3, during-interaction, AP-2)

Personality refers to attributes that distinguish users from using a system. The unique attributes of these individuals influence the user’s emotions towards the system being used. Four aspects referred to Personality in the use of a system which is: Interest, Skill, Knowledge and Relatedness. The following defines the meaning of the four aspects:

- Interest refers to the user’s tendency to use the system. The user tends to have a positive attitude towards the system being used and to encourage the user to use the system. Some of the positive responses given by users are as follows:

“This application makes me interested in doing physical activity.”

(P13, pre-interaction, AP-1)

“Still interest doing the same every day. Very useful information and update version.”

(P8, post-interaction, AP-1)

- Knowledge refers to the knowledge that the user has concerning the system used. For example, if a user does not know the number of calories they eat, it is tough for the user to use applications such as MyFitnessPal that requires users to record the total of the calorie intake of their meals. Here are some responses expressed by participants:

“The calorie input part needed me to estimate the caloric intake for each food that I ate.”

(P26, pre-interaction, AP-1)

“Still unable to put in money for house development after spending for defense.”

(P18, post-interaction, AP-2)

- Skill refers to the ability of the user to control and use the system. When playing Stop Disaster games, users should think of strategies to prevent flooding in lowlands by applying appropriate development. Some of the responses provided by users are as follows:

“I still unable to finish the game successfully within 10-15 minutes’ time frame.”

(P23, during-interaction, AP-2)

“All menus easy to be completed.”

(P5, during-interaction, AP-1)

- Relatedness refers to the shared goals shared between users and the system. Users to lose or control weight have a trusting relationship with the system used and allow for internalization to occur [31]. Some of the responses that illustrate Relatedness are as followed:

“I always look forward to how to maintain my stamina, and the app is giving a lot of interesting training and good and relevant advice from the trainer.”

(P22, pre-interaction, AP-1)

“I feel the system is interesting to me because I want to lose weight…”

(P27, post-interaction, AP-1)

System Control factors consist of four categories: Interface Design, Persuasive Function, Content Presentation, System Quality, and Usability. Interface Design refers to the visual layout of the elements that the user will use to interact with the system. It encompasses two aspects, namely Interface Attractiveness, and Layout. The details of each of these aspects are as follows:

- Interface Attractiveness refers to the use of aesthetic values in system design. For example, the use of dark color and skull images made users feel uncomfortable playing Pandemic 2 game. The example of responses given by the participants was as follows:

“The website has a pleasant look.”

(P26, during-interaction, AP-1)

“I regret playing this game plus the color is not interesting.”

(P11, during-interaction, AP-2)

- Layout refers to interface layouts that are easy to understand. Unstructured interface sets make it difficult for users to find the information or
functionality they want, and this will trigger negative emotions in the system being used.

“…selecting the game features has become easier.”

(P29, during-interaction, AP-2)

“I hate the background of the game, the layout of the game also quite boring.”

(P8, post-interaction, AP-2)

Persuasive Function refers to the functions provided by the system for users to fulfill their tasks in order to achieve their goals. These functions act as a tool that assists the user to monitor their activities progress using the persuasive applications.

“This application has all the functions that I needed, e.g., calorie counter, BMI calculator.”

(P14, pre-interaction, AP-1)

Content Presentation refers to the approach in the delivery of information used by the system in delivering information to users. This category covers three aspects, namely Multimedia, Information Quality and Data Representation. The descriptions of the three aspects are as follows:

- Multimedia refers to the use of multimedia elements to capture the attention of users. The multimedia aspect is more focused on AP-2 targeting applications, games that use simulation methods as a medium to persuade users of the issues being highlighted.

“…selecting the game features has become easier.”

(P29, during-interaction, AP-2)

“It is truly amusing with all graphic impact…”

(P1, post-interaction, AP-2)

- The Information Quality referring to the information provided by the system is complete and accurate.

“As this app is telling me more about my diets and all details what I have done with me, I am avoiding the things/food not good for me.”

(P9, during-interaction, AP-1)

- Data Representation refers to the method of data visualization or data for display to the user.

“This game shows the gradual increase in disease spread starting from green color to red.”

(P5, post-interaction, AP-2)

System Quality is a factor that refers to the overall system’s behavior to control and to function correctly in terms of Reliability and Usefulness aspects. The details of each of these aspects are as follows:

- Reliability refers to a user’s trust towards the system in ensuring that the user can achieve the targeted goal. For examples, the users of Pandemic 2 believed the game in delivering information regarding the diseases spreading. At the same time, through the Fitocracy app, it enables the user to monitor physical activities as one of the ways to lose weight.

“The app enables me to feel good with myself.”

(P26, during-interaction, AP-1)

“It provided many exciting experiences playing in trying to achieve a better result.”

(P1, post-interaction, AP-2)

- Usefulness refers to the system able to help the user achieved its target goal.

“It amazed me when the flood occurred; I can see good animation that simulates the flood.”

(P16, during-interaction, AP-2)

- Usability is a factor in a system that refers to the quality of attributes in assessing how easy for the user to use the system. It encompasses three aspects which were Learnability, Ease of Use and Ease of Access. The details of each of these aspects are as follows:

“As this app is telling me more about my diets and all details what I have done with me, I am avoiding the things/food not good for me.”

(P9, during-interaction, AP-1)

Data Representation refers to the method of data visualization or data for display to the user.

“The app shows result in a good way (graph)”

(P5, pre-interaction, AP-1)

“…selecting the game features has become easier.”

(P29, during-interaction, AP-2)

“It is truly amusing with all graphic impact…”

(P1, post-interaction, AP-2)

- Learnability refers to the ability of the system to allow the user to learn how to use it. According to [32], learnability is when the system is easy to learn.

“The game enables me to gain knowledge about preventing and handling flood disaster.”

(P19, during-interaction, AP-2)

“I can now practice my favorite exercise with help from this app.”

(P17, post-interaction, AP-1)

- Ease-of-Use means the system is secure for users to use. This definition is in line with the definition used by [32] and [33] where the system is generally easy to use.

“I thought I had grasped the idea of how to tackle this game and make the virus more lethal, but it was not proven in my previous game. But in this game, there is an improvement, so I think I have some confidence in my strategy now.”

(P23, during-interaction, AP-2)

“Having difficulties winning the game even at the easiest level.”

(P17, post-interaction, AP-2)

- The Ease-of-Access aspect refers to the situation in which the system used is easy for the user to access, for
example, through websites that can be accessed using computers and mobile phones or through internet access. Overall, the users have made the accessibility aspect as a factor for the post-interaction phase. Here are the responses provided by the participants:

“It is hard to play the app because it requires Internet connection all the time.”
(P7, post-interaction, AP-2)

“I can use the app anywhere as long that I have Internet.”
(P11, post-interaction, AP-1)

Interaction Control factor consists of Tasks category. Tasks refer to the activities that the user is allowed to do while interacting with the system. The three aspects of Tasks are Action, Feedback, and Expectation. The descriptions of these aspects are as follows:

- Actions are selections of action that users can perform to get feedback from the system. Users are given the freedom to make choices in determining the feedback they get from the system. Among the responses expressed by participants were:

  “The app can track record from previous days and allows user to edit and re-edit.”
(P5, pre-interaction, AP-1)

  “I found many helpful options that maintained my interest.”
(P9, post-interaction, AP-1)

- Feedback is the response and advice given by the system that stimulates emotions and motivates the user. Among the responses expressed by participants about the action:

  “Got zero death and zero injuries.”
(P1, during-interaction, AP-2)

  “I like how the app helps us to monitor our health by showing the graph of food intake for the whole month.”
(P11, post-interaction, AP-1)

- Expectation refers to the expectancy that a user can make from using the system, which involves things that users expect the system to do. The following are responses expressed by participants regarding expectations:

  “I wish that this game allows for more user control on spreading the diseases.”
(P29, pre-interaction, AP-2)

  “The app cannot give a prediction of weight after listing all the foods that the user had eaten.”
(P5, post-interaction, AP-1)

VI. DISCUSSIONS

A. Emotional States

This study reveals that, in the pre-interaction stage, most users experience the feeling of “interest”, “pleasure”, “amusement”, “love,” and “joy”. All of these emotions are high-control positive emotions except for “love,” which are low-control positive emotions. Responses from the users towards the AP-1 and AP-2 has always related to the aspect of Interest, the tendency of using the system, making many of the users choosing “interest” and “pleasure” emotion as the emotion that they experienced since interest is the emotion that is activated when one experiences engagement, interest, and curiosity [34]. The findings suggest that people decide to adopt a system when they feel pleasant or having positive thought about the system.

The study found that, in during interaction stage, users experience a variety of emotions mostly the feeling of “interest”, “contentment”, “relief”, “disappointment”, “joy”, “pleasure”, and “guilt”. These emotions are contained in high-control positive emotion (i.e., interest, pleasure, joy), low-control positive emotion (i.e., relief, contentment) and low-control negative emotion (i.e. disappointment, guilt). Findings from the study suggest that System Quality, Content Presentation, Interface Design, Personality, Individual Awareness and Task are the elements that triggered those emotions.

For the post-interaction stage, the study reveals that users experience more emotions of “interest”, “love”, “pleasure”, “disappointment” and “hate”. Those triggered emotions are a combination of four groups, which are high-control positive emotion (i.e., interest, pleasure), low-control positive emotion (i.e., love), low-control negative emotions group (i.e., disappointment) and high-control negative emotion group (i.e., hate). The findings suggest that all eight elements affect users’ emotions at this particular stage. Overall, the triggered emotions for the three interaction stages are dominated by emotions from a high-control positive emotions group indicating that the persuasive applications used in the experiment triggered positive emotions among the users in the persuasion process. These findings agreed with previous studies by [35] and [36] that persuasion is perceived when the user felt positive emotions.

B. Stimulation Factors of Emotions

In using both types of persuasive applications, it is found that the emotions experienced by the user are under the control of all three factors; User, System and Interaction which encompasses eight elements namely Individual Awareness, Personality, Interface Design, Persuasive Function, Content Presentation, System Quality, Usability, and Tasks. However, what distinguishes these two types of persuasive applications are the aspects that stimulate user emotion found through the open code.

For AP-1 persuasive applications, the pre-interaction stage shows 18 aspects that dominate the user’s emotions except for Multimedia, Ease of Use and Ease of Access elements. However, in the during-interaction stage, aspects such as Skills, Layout, Data Representation, Multimedia, Learnability,
and Ease of Access are not affected by the emotions of the user, and this results in only 14 aspects of the user’s emotions. However, in the post-interaction stage, 17 aspects succeeded in affecting the user’s emotions except for aspects such as Skills, Layout, and Multimedia. Overall, the multimedia aspect was not seen as a contributing factor to the emotion experienced by users in the use of persuasive applications of tools.

For AP-2 persuasive applications, 12 aspects were found to affect the user’s emotions in the pre-interaction stage except for aspects such as Layout, Data Representation, Multimedia, Reliability, Ease of Use, Ease of Access, as well as two aspects of Individual Awareness that include Consciousness Value and Self-Satisfaction. However, in the during-interaction stage found 17 elements that impacted the user’s emotions except for aspects such as Persuasive Function, Ease of Use, and Ease of Access. The post-interaction stage also found 17 aspects that influenced the user’s emotions except for aspects such as Skills, Learnability, and Ease of Use. Overall, it was found that the Ease of Use aspect was not a contributing factor to the emotions that users experienced in using persuasive applications that fall under the medium category. This finding also found that Ease-of-Access aspect was only evaluated and considered relevant by users in the use of both types of persuasive applications in the post-interaction stage only.

C. Relation between the Emotional States and Stimulation Factors

The findings show that “interest”, “pleasure”, and “joy” are the positive emotions that dominate users at each interaction stage. At the same time, “disappointment” is the negative emotions that always triggered in users across the interaction stages. The negative emotions that users felt were caused by the aspects of Task, Individual Awareness, Personality and Interface Design that cover all three factors: User Control, System Control and Interaction Control. The comparison with the outcomes of previously user emotion study [25] reveals a similar pattern in the emotions that users experience even by assessing the different types of stimuli, which in this case a higher learning institution website designed using standard Kansei-based guidelines. However, the study did not identify what specifically trigger those positive emotions. Although the emotion of “interest” in the present study receives the highest values in every interaction stages, this does not mean that the same thing will happen whenever emotions are directed to a tool or device; nevertheless, this offers a test of the significance of these measures to design-related research. The emotion of “interest” is usually correlated with innovative practices, the growth of skills and knowledge, the learning of new abilities, and consistency in an effort [34]. While most previous studies [22] [23] [25] successfully evaluates user emotions to address the user response towards the design of technology, this study, at the same time, identifies the factors and elements that are addressing those user emotions. The findings show that the highlighted elements are the potential antecedents that affect the trust of the user, hence becoming a strategy that needs to be addressed for constructing an emotion-based trust design framework for persuasive technology.

VII. Conclusion

This study has contributed to the findings on what exactly users feel when using a persuasive application and the factors that triggered the experienced emotions to the body of knowledge of Persuasive Technology field interest. User emotions in each interaction stage can vary because of different factors such as User, System and Interaction and the elements of the factor, for examples Individual Awareness, Personality, Interface Design, Persuasive Function, Content Presentation, System Quality, Usability, and Tasks. The findings can be used to construct a design framework of persuasive technology that can bring an emotional impact to the user by focusing on the factors with appropriate design principles or strategies. The designing framework, however, will be reported in the other paper, after triangulation with diary studies’ results.
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Abstract—Business technology has brought conventional marketing methods to the next level. These emerging integrated technologies has contributed to the growth and understanding of the consumer decision making process. Several studies have attempted to evaluate media content, especially on video advertising or TV commercials using various neuroimaging techniques such as the electroencephalography (EEG) device. Currently, the use of neuroscience in Malaysia’s marketing research is very limited due to its limited adoption as an emerging technology in this field. This research uncovers the neuroscientific approach, particularly through the use of an EEG device; examining consumers’ responses in terms of brain wave signals and cognition. A proposed theoretical framework on the factors affecting visual stimulus (movement, color, shape, and light) during the decision-making process by watching video advertising had been customized using two conceptual models of sensory stimulation. Ten respondents participated in the experiment to investigate the spectral changes of alpha brain wave signals detected in the occipital lobe. A 2-channel Arduino-based EEG device from Backyard Brains and Spike Recorder software was used to analyze the EEG signal through Fast Fourier Transform (FFT) method. Results obtained from the investigated population showed that there was statistically significant brain wave activity during the observation of the video advertising which demonstrated the interconnection with short-term memory through visual stimulus. Application of the neuroscience tool helped to explore consumer brain responses towards marketing stimuli with regards to the consumers’ decision-making processes. This study manifests a useful tool for neuromarketing and concludes with a discussion, together with recommendations on the way forward.

Keywords—Arduino-based electroencephalography (EEG); neuromarketing; short-term memory; TV commercials; visual cognition

I. INTRODUCTION

Promoting products is a significant part of business, which is a relentless and ever-evolving condition. The increasing customer density and changing methods of doing business has resulted in huge amounts of data which contrasts with the business research condition from a couple of decades back. For example, the idea of 4Ps (product, place, price, and promotion) in advertising exercises includes a progression of instruments which organizations use to accomplish their objectives [1]. The promoting blend alludes to an assortment of different devices that organizations regularly use to obtain the ideal reaction from their customers [2]. This practice has been broadly embraced in the field of marketing promotions, particularly for showcasing procedures [3]. Likewise, video-based advertisements or commercials can be viewed as one of the quickest developing forms of online advertising which happen within customers’ inner thoughts, practically 80% of new items being promoted will fade into obscurity within a year [4]. Obtaining a better insight into the purchaser’s dynamic though procedures via a neuroscientific approach assist organizations in making educated business choices through the assessment of the business viability. It is a basic tenement for advertisers to investigate and grasp human behavior in order to be able to lessen customer dissatisfaction while increasing customer loyalty in order to increase revenue and income stream stability [5].

Up until recent times, the vast majority of organizations still depend on conventional promotional devices, such as studies, examinations, and center gatherings, all of which take a considerable amount of time. These methods are all aimed at trying to provide comprehension in regard to consumer reactions in order to be able to build a better product to satisfy the customer [6]. Thus, in order to reduce the amount of time required to gauge customer reactions while increasing accuracy of data, the application of neuroscience is seen as a possible advancement in marketing methodology. New neuroscience advances have empowered organizations connect more intimately with customers to better cater to their needs. Neuroscience aids in the analysis of a brand or product’s potential prior to promotions, which is of particular value to organizations in terms of validity of data and reduction in costs [7]. The advent of “neuromarketing” is fast overtaking statistical surveys as the preferred means to gain customer insight [8].

On the report of Google Trends in 2020, the trend of interest on neuromarketing searched worldwide started from 2004 until present (October 2020) is increasing significantly.
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The findings from several research related to neuromarketing are becoming increasingly important in providing meaningful data to the marketing industry as the area of interest continues to grow. Taken as a whole, it can be inferred that the basic concept of neuromarketing is the use of neuroscience tools to better grasp consumer behavior and to analyze the efficacy of advertising actions from the marketing stimulation, covering the aspects of unconscious and emotional response.

Based on the inquiry targets, the use of neuromarketing can be used by both business activity and research field. Specific to the field of consumer behavior, neuromarketing provides important perspectives and methods into consumer research [9]. This is confirmed by researchers who stated that neuromarketing offers a broad range of knowledge, aggregating in the subconscious mind to behavioral data which guides consumers in their decision-making process [10]. Thus, it was also reported that the research of neuromarketing will measure emotional engagement, memory retention, purchasing intention, novelty, consumer awareness and interest, positioning, product design and creativity, advertisement efficiency, decision-making, online experience, and entertainment performance [11].

In particular, neuroscience helps to understand the role of consumers’ inner emotional responses, which play an important part in decision making process [12]. This evidence is supported by the idea of neuroscience seeks to understand the underlying complex of thoughts such as reasoning, decision making, object representation, emotion, memory and consumer responses to marketing [13]. Neuroscience is also associated with the basis for understanding how consumers create, store, recall and relate to information such as brands in everyday life [14]. The findings obtained from studies in neuromarketing give insight into the attitude of the customer that traditional marketing research approaches cannot deliver.

The utilization of neuroscience in Malaysia’s is currently limited as it is a new field with few proponents. The fast adoption and advances in the field of neuromarketing in Europe and the United States will inevitably lead to a scramble to adopt this method in Malaysia [15]. Therefore, fast tracking localized studies in this particular field becomes of importance to ensure sufficient preparedness when the time comes. Advertisers need to familiarize themselves with the concepts and practices required of neuroscience in order to stay competitive in providing for the consumers wants and needs.

This research endeavors to inspect local consumers’ reactions towards video advertising in terms of their decision-making process; through the use of the neuroscientific method utilizing electroencephalogram (EEG). The present study hopes to encourage advertisers to be more alert towards the customer decision making process in order for them to produce higher impact video-based advertisements which will be more effective in terms of marketing. The use of neuromarketing will reduce disappointments by aiding analysts and organizations to create more effective content which aligns with customer requirements.

This study addresses three main questions as follows; (i) How can neuromarketing be applied effectively in the processing of visual information through video-based advertising?; (ii) What happens in the human brain during the purchase making decision process through advertising?; (iii) Is it possible to identify the roots of observed and noticed consumer behavior patterns in processes of human brain activity?

The objectives of this study are; (i) To investigate the spectral changes of alpha brain wave signal detected from 2-channel Arduino-based EEG device using the Fast Fourier Transform (FFT) method; and (ii) To identify the contributing factors from video advertising in the activation of brain wave signal towards decision making processes by testing the cognitive response of short-term memory.

The paper is structured as follows. Section II presents the proposed theoretical framework used in this study with relevant literary highlights along with critical and creative reviews towards understanding the research concept. Section III shows the process of acquisition of the EEG signal from the human brain to the computer system by using Spike Recorder software. The project flow in terms of the application of working principles and procedures in conducting the experiment is demonstrated in detail. Section IV discusses the result of this study. The discussion involves the results of the EEG signal which was acquired from test subjects and the result of signal processing through the Fast Fourier Transform (FFT) method. The final discussion details how the EEG signal is affected by several factors applied in video-based advertisements. Finally, Section V and VI explain the conclusion and recommendations for this project. Further research is also addressed pertaining to marketing strategy and other factors involved in advertising required to activate the brain wave signal of consumers towards their decision-making process.

II. THEORETICAL FRAMEWORK

The proposed framework (Fig. 1) is constructed to show the variables corresponding to the research. This framework is designed by taking into account the work of other researchers and furthering their concepts. The model can be divided into parameter (catalytic factors) selection from the two conceptual models of sensory stimulation (Sensory Stimuli Model [16] and Map of Dynamic Stimuli [17]). The selection of parameters focuses mainly on visualization as it is a major stimulus associated with consumer cognition when watching video advertising or TV commercials. Information related to visualization is analyzed in greater detail to determine factors affecting the stimulus.

It is readily apparent throughout various evidences that assessments of consumer behavior in purchasing decisions were affected by visual stimuli, in which relevant to the usage and quantity in product selection [18]. This results to the role of visual stimuli seem to be more significant, even in the absence of verbal information about an item. Overall, it is easier to concentrate on an item with the use of graphic imagery. This is particularly true in a competitive clutter situation, where visuals provide a sense of value and nurture strong engagements with a brand, thus, contribute to the possible decision to purchase due to positive influence on consumer judgment and purchase decision.
This particular framework contains both dependent and independent variables. The dependent variable is the decision-making process of consumers (observed through the activation of brain wave signal analysis – neuroscience technique). The independent variable is the factors affecting the visual stimulus, consisting of movement, color, shape, and light.

III. MATERIALS AND METHODS

A. Experimental Design

A total of ten (10) respondents, comprising five male subjects and five female subjects, with an age range of between 16 and 17 years, participated as part in this investigation. All respondents were secondary school students from Kolej PERMATA Insan, Universiti Sains Islam Malaysia (USIM). The participants were well acquainted with promotional videos and notable brands. All participants did not have any history of clinical disease, for example, cognitive/mental/psychological disorders. Prior to the start of testing, an introductory presentation regarding the specific exploration, time length, and motivation behind the study was presented to respondents.

B. Experimental Procedures

The experiment was carried out according to stringent protocols with non-disclosure clause and permissions for gathering EEG signals obtained from the participants. A quiet room with dim lighting was used to avoid external interruption. Participants were seated following an ordered seating scheme and the LCD screen was placed 5 meters away from them. The EEG device was introduced to participants at this time and a short clarification about the test was relayed to them orally. The headband of the 2-channel Arduino-based EEG gadget was directly connected to a laptop (Macbook Pro) pre-installed with an open-access version of EEG recording analysis (Spike Recorder) software. All connections were examined prior to the test to ensure no disruptions and full functionality during the analysis.

The trial comprised of four segments; one session for preparation, two sessions for the EEG recording, and an additional session for the survey. Prior to the start of each session, a full white background picture was screened to the respondents to ensure an unbiased state condition. When the brain wave signal of each respondent reached a constant level, the video advertisement of a notable well-known fast food brand (McDonald's Malaysia) was introduced and participants were made to view a repeat of the commercial during the third session, whereby the commercial was played exactly 30 seconds after which a period of 2.5 minutes was allocated to stabilize brain waves back into a neutral condition. After the repeated viewing of the advertisement, a short-self assessment was conducted. During the final session, respondents completed a poll to assess the commercial. During this final stage respondents were asked to review and recall the specific scenes from the TV commercial for the purpose of evaluating their short-term index. Finally, respondents were required to state or choose the reasons why a particular scene was memorable enough to trigger their short-term memory.

C. Data Analysis

The acquired EEG signals were firstly pre-processed using the Arduino Uno microcontroller and Fast Fourier Transform (FFT) method. This was done to derive the statistical features of the alpha wave recorded from each subject. The extracted features were subsequently matched with the film segments to investigate the spectral changes of the subjects’ brain wave signal regarding the product advertisements.

The Fourier Transform are the data analysis programs used for the purpose of generating spectrograms, which showed the changes in frequency content of a signal over time. An opensource Arduino Code was used to send data from the computer board running the macOS Catalina (Version 10.15) system. The resulting brain wave signals from this process were detected and analyzed for this study. For the Spike Recorder software, a spectrogram within a certain frequency band was set up to appear below the moving EEG trace of the brain wave signal. The present study also applied a qualitative research methodology through non-probability sampling using a semi-structured survey among the ten individuals who were subjected to the recording of brain wave signals using the EEG device. This survey was conducted for approximately 15 minutes after the EEG experiment to determine the subjects’ perceptions and cognitions with regards to the video advertisement. This survey evaluated the subjects’ cognitive responses through short-term memory index in order to discover the factors in video advertising that could influence the decision making of consumers via visual stimulus.

IV. RESULTS AND DISCUSSIONS

This section depicts the investigation of the spectral changes in the alpha brain wave signal detected from the 2-channel Arduino-based EEG device using Fast Fourier Transform (FFT) method and the identification of the contributing factors from video advertising in the activation of brain wave signal towards the decision making process by testing the cognitive response of short-term memory for all participants.

A. Spectrum Analysis using Fast Fourier Transform (FFT) Method

The breakdown of results collected from the participants is shown through a progression of figures demonstrating the measurably huge contrasts of brain wave signal activated for
the dataset at the recurrence band (10–40 Hz) of spectrographic analysis. The figures comprise a progression of result boards, each containing two pictures; the top figure represents a frame of the video advertising whereas the lower one shows the corresponding mean of brain wave activity, and the temporal axis beat the time of commercial. In Fig. 2, the primary arrangement of seven film sections taken at every five second from the earliest starting point of the commercial, navigating the entire length of a specific commercial spot. Thorough auditing of each strip highlight shows the tracking of the mean brain wave activity changes according to scenes in the video advertisement viewed by the respondents.

The difference in brain wave activity becomes increasingly obvious in Fig. 3, made out of three boards representing the first, the middle, and the last frame of the video advertisement, respectively. The corresponding mean of the brain wave activity completes each board of the figure. By observing these three panels, it is clear how the middle part of the commercial shows activation of occipital zone with measurable contrasts, while there are two peaks of activity (greater reoccurring green spots) towards the beginning and the end of the clip; revealed the increases of alpha wave power in the brain wave signal.

The investigation of changes in brain wave activity was performed even on shorter spans in order to track their variations over shorter time periods. Subsequently Fig. 4 shows the brain wave activity within the constant frequency band of the spectrogram analysis. The time intervals across the following figures correspond to the starting five seconds, middle five seconds, and the final five seconds of the commercial. These models demonstrate how it is conceivable to obtain measurably critical contrasts in recording alpha brain wave activities of the occipital zone in any event, which in turn decreases the time frame.

It seems clear that there is a great deal of interest in applying new neuroscience research method that have been developed among advertisers to know on how TV commercials actually work. The technique of picture-sorting has been suggested to identify potential branding moments in TV commercials [19], where it proved the picture-sorting technique synchronized to the brain wave measurement and linked to the theory of memory. This discussion has also been supported through the latest study that found positive correlation between user’s evaluations and two neuroscience technologies of EEG and eye tracker [20].

Fig. 2. Tracking of the Brain wave Activity in the Frequency Band within the Time Spots of Every Five Seconds, Across Seven Film Segments.

Fig. 3. Tracking of the Brain wave Activity Across Three Panels of the Total Film Sequence.
The implementation of neuroscience approach in advertising is growing. It is believed that frequency of branding product exposure in a particular TV commercial might contribute towards the effectiveness of the advertising. This statement is parallel to the experiment that indicated containing multiple exposures of the branding products had a positive impact on the preference for the commercial, in which resulted to higher brain wave activity within several major regions including the frontal, bilateral occipital, and limbic system [21]. Ultimately, there is a need for research to help marketers cultivate effective and memorable marketing campaigns, hence, this study design will contribute to the consumer’s decision-making process.

B. Cognitive Testing for Short-Term Memory

At the start of the survey, respondents needed to furnish their demographic details. The profile of the respondents is shown in Table I below. Based on Table I, the proportion of male to female respondents were equal 50%:50%. The mean age distribution of the respondents was the age group of above 16 years old as the dominant age group (f=9, 90.0%) compared to the age group of below 17 years old (f=1, 10.0%). All respondents (100.0%) were familiar with video advertising or TV commercials.

Apart from the demographic background questions, all respondents were asked two other questions. Firstly, respondents were asked to rate the advertisement based on several qualities. Secondly, they were asked how memorable the advertisement was. Responses were rated on a five-point Likert-type scale ranging from ‘1’ to ‘5’, which represents in ascending order strongly disagree, disagree, partially agree, agree, and strongly agree. Participants responses towards the commercial are as shown in Table II.

<table>
<thead>
<tr>
<th>TABLE I. DEMOGRAPHIC PROFILE OF RESPONDENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
<tr>
<td><strong>Age</strong></td>
</tr>
<tr>
<td>&gt; 16 y/o</td>
</tr>
<tr>
<td>&lt; 17 y/o</td>
</tr>
<tr>
<td><strong>Familiar with video advertising?</strong></td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
</tbody>
</table>

Fig. 4. Tracking of the Brain wave Activity in the Frequency Band for the First Five Seconds, the Middle Five Seconds, and the Last Five Seconds of the Commercial Spot.
TABLE I. REGRESSION ANALYSIS OF THE SURVEY

<table>
<thead>
<tr>
<th>Q1) Rate the advertisement based on the following:</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehension</td>
<td>4.50</td>
<td>0.25</td>
</tr>
<tr>
<td>Message</td>
<td>4.00</td>
<td>0.45</td>
</tr>
<tr>
<td>Impact</td>
<td>4.80</td>
<td>0.16</td>
</tr>
<tr>
<td>Clarity</td>
<td>4.20</td>
<td>0.40</td>
</tr>
<tr>
<td>Q2) How memorable was the advertisement?</td>
<td>4.90</td>
<td>0.30</td>
</tr>
</tbody>
</table>

From Table II, it is shown that the majority of respondents chose strongly agrees or agrees options when filling out the questionnaire. All the means computed are above 4. All of the questions have a mean equal to a minimum of 4.00 and maximum of 4.90, which denotes positive responses from participants. Next respondents were asked to list the most memorable scene from the video advertisement they were shown. Based on the responses, the theme and issues of the description are linked and tailored to the four factors affecting visual stimulus as outlined in the theoretical framework of this study.

Table III shows the detail of the responses from each memorable scene according to the factors outlined in the proposed framework. There were five respondents (Respondents 1, 3, 5, 7, and 8) who stated that the element of movement an obvious factor being displayed in the video advertisement. Individual elements include camera shots, camera angles, and editing combined to help consumers to mark and remember specific scenes.

A total of nine respondents expressed their agreement that the color factor is what makes the video advertisement memorable. The focus and color palette significantly affect the color gradient of the whole video frame. The factor of shape consists of the composition of props and costumes worn by the characters in specific scenes. This factor controls how the scene is set or staged. Six respondents noted that the shape factor affected their memory for certain scenes in the video. Another factor which was highlighted by seven respondents is the light factor. Lighting is a very important aspect of communication which influences the subconscious perception of what the commercial is showing.

As a whole, the EEG technique of spectrogram analysis was deemed to have enabled the researcher to track subjects’ brain wave activity while they were observing the commercial. In such a manner, it is possible to acquire a broad measure of the reconstructed brain wave signals by means of a simple FFT method. This allows the researcher to distinguish the different activities within alternating advertising scenes. To sum it up, the present study managed to analyze the brain wave detected brain wave activities, as a result of visual stimulus in response to the video advertisement. This provides proof that the neuroscience technique of EEG can be implemented for marketing research, involving the measurement of consumer’s brain wave activity.

Subsequently, it was found that respondents provided differing views on the factors affecting their cognitive responses of short-term memory regarding the video advertisement. All of the four factors are described in depth by the majority of respondents in terms of the scenes they remember throughout the 30 videos. It was found that the majority of respondents (f=9, 90.0%) agreed that color, including the elements of focus and color palette, played a major role in garnering consumer responses, through the triggering of their short-term memory. In contrast, movement factors such as camera shots, camera angles, and editing garnered the least agreement amongst respondents (f=5, 50.0%) as an influence on consumer’s preference.

TABLE III. MEMORABLE ELEMENTS IN THE VIDEO ADVERTISEMENT BASED ON RESPONDENTS’ RESPONSES

<table>
<thead>
<tr>
<th>Factors (Elements)</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movement</td>
<td></td>
</tr>
<tr>
<td>Camera Shots</td>
<td>“The scene of a female with hijab shows a very interesting close-up. The head and shoulders of the character are clearly focused.” (Respondent 3, 7, and 8)</td>
</tr>
<tr>
<td>Camera Angles</td>
<td>“The placement of a chicken bucket at the end of the video has been captured at high angle. The camera is placed above eye level, looking down.” (Respondent 1 and 7)</td>
</tr>
<tr>
<td>Editing</td>
<td>“The continuity of each character’s scene with a close-up, everyone biting the chicken. When one shot ends and another one begins.” (Respondent 5)</td>
</tr>
<tr>
<td>Color</td>
<td></td>
</tr>
<tr>
<td>Focus</td>
<td>“Footage of people biting crunchy chickens is shown in shallow focus. When one part of the image is in focus, and another part is not.” (Respondent 1, 4, 5, 6, 8, and 9)</td>
</tr>
<tr>
<td>Color palette</td>
<td>“Trademark of McDonald’s logo at the end of commercial. The range of colors chosen for the scene is well blend; red and yellow.” (Respondent 1, 4, and 10)</td>
</tr>
<tr>
<td>Shape</td>
<td></td>
</tr>
<tr>
<td>Composition</td>
<td>“The first scene describes how things are positioned in the frame.” (Respondent 3 and 4)</td>
</tr>
<tr>
<td>Props/ Costumes</td>
<td>“The role of husband and wife characters expresses strong family bond, sharing chicken together.” (Respondent 2 and 5)</td>
</tr>
<tr>
<td>Props/ Costumes</td>
<td>“The items used for background and anything worn by actor is appropriate, shot in the office.” (Respondent 1 and 6)</td>
</tr>
<tr>
<td>Light</td>
<td></td>
</tr>
<tr>
<td>Setting</td>
<td>“Footage of chicken is cooked in a frying pan. Encloses where a scene takes place.” (Respondent 2 and 7)</td>
</tr>
<tr>
<td>Setting</td>
<td>“Special effect customized in the scene of chicken covered with spices. Like the chicken being placed in a spotlight.” (Respondent 1, 2, 3, 4, 5, 7, and 9)</td>
</tr>
</tbody>
</table>

V. FUTURE SCOPE

Thanks to neurotechnological advancements, analysis of consumer brain wave movement is presently achievable, which means both researchers and advertisers have a suitable
method to gather greater comprehension of consumers' behavior. The utilization of an EEG device is paving the way for future consumer research and will improve on the traditional methods using statistical surveying methods.

From the research and post-experiment interviews conducted, researcher can conclude that an advertisement which is more likely to attract and influence consumer's purchasing making decision is the one that fulfills several factors affecting the visual stimulus. “Look More, Like More”. This demonstrated by the brain wave activation detected from alpha wave signal in the occipital lobe. The effects of purchaser’s behavior, promotion, marketing, pricing, product circulation, and decision making can be analyzed from a much more scientific base. Further research on consumer cognition and their visual attention will allow researchers to have greater understandings of human behavior for use in a wide array of fields including marketing, health care, personal traits and wellness.

Further research is this field is expected to motivate researchers, academicians, and professionals to further develop the field of marketing and advertising research of consumers through the application of neuroscience.

VI. CONCLUSION

This research presents the application of an EEG device as a neuroscience technique in the field of neuromarketing, in conjunction with the development of a theoretical framework based on the two previous conceptual models of sensory stimulation, particularly regarding the visualization aspect. The findings of this research are the results of the fulfillment of the two objectives set at the beginning of the study.

The first objective of this research is to investigate the spectral changes of alpha brain wave signal detected from a 2-channel Arduino-based EEG device using Fast Fourier Transform (FFT) method. The fulfillment of the first objective answers the first and second research questions. The main finding of this research in the context of the first objective is the method of tracking the mean of alpha brain wave activity through spectrographic analysis, as a result of visual stimulus in response to the video advertisement.

The second objective is to identify the contributing factors from the video advertisement in the activation of brain wave signals towards the decision-making process which was triggered by the cognitive response of short-term memory. The implementation of this second objective addresses the third research question. The research finding in the context of the second objective is the evidence of the effectiveness of the theoretical framework development derived from the two preceding conceptual models. Factors affecting visual stimulus underlined in the framework (movement, color, shape, and light) were proven to be major guidelines for the production of video advertisement designed to influence the consumer decision making process.

The theoretical framework of this research shows proof that the visual attention of human beings is reflective of their purchasing behavior. It is hoped that this study will improve the quality of the decision-making process, influenced by the cognitive response of short-term memory. Consumers' experiences throughout their lives are registered in their memory which means that their prior experiences which are collected in the first stage of memory can have a big impact on their future experiences in terms of how they react and respond.

The current study has usefulness beyond academia as it will be of great use to the industry, in practical terms the study provides a novel application of the EEG technology in the field neuromarketing. The results and methods demonstrated in this study will be helpful to those involved in the field of marketing and advertising. This will provide a more efficient method to obtain usable consumer data to increase marketing effectiveness.
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\textbf{Abstract}—Prosthetic is an artificially made as a substitute or replacement for missing part of a body. The function of the missing body part can be replaced by using the prosthesis and it can help disabled people do their activities easily. A myoelectric control system is a fundamental part of modern prostheses. The electromyogram (EMG) signals are used in this system to control the prosthetic movements by taking it from a person’s muscle. The problem for the myoelectric control system is when it did not receive the same attention to control fingers due to more dexterous of individual and combined finger control in a signal. Thus, a method to solve the problem of the myoelectric control system by using time-frequency distribution (TFD) is proposed in this paper. The EMG features of the individual and combine finger movements for ten subjects and ten different movements is extracted using TFD, i.e. spectrogram. Three machine learning algorithms which are Support Vector Machine (SVM), k-Nearest Neighbor (KNN) and Ensemble Classifier are then used to classify the individuals and combine finger movement based on the extracted EMG feature from the spectrogram. The performance of the proposed method is then verified using classification accuracy. Based on the results, the overall accuracy for the classification is 90\% (SVM), 100\% (KNN) and 100\% (Ensemble Classifier), respectively. The finding of the study could serve as an insight to improve the conventional prosthetic control strategies.

\textbf{Keywords}—Electromyography; feature extraction; time-frequency distribution; spectrogram; classification; machine learning

I. INTRODUCTION

Nowadays, the world just not depends on current science and medicine but instead it also creates a variety of new technologies. Among the attention of the world is the creation of electronic tools that assist in physiotherapy facilities. In the field of physiotherapy, many tools can help to guide paralyzed or disabled patients during rehabilitation training such as prosthetic hand and leg.

Furthermore, the first prosthetic hand and leg which is used for treatments, especially in physiotherapy, was introduced in the early 16th century. Prosthetic is an artificial made as a substitute or replacement for missing part of the body due to accident or permanent disablement. This prosthetic can help disabled people to do their work or activities easily. Our body uses the muscles to control the limb movement. However, in prosthetic, electromyogram (EMG) signals from an individual muscle are used instead [1].

The EMG signals are to record the electrical activity of muscles. This signal knows the condition of muscles and nerve of the body when movements exist. However, the EMG signals can be affected by several factors, especially during data collection [2]. Thus, several methods can be used to get better accuracy of surface EMG signals for a prosthetic hand.

Currently, there is a high technology that can create and manufacture prosthetics which is used to replace the loss part of the body and being normal again. Nowadays, artificial limbs have advancements in the materials used and the design of artificial. There is for enhancements and comfortable use when using the prosthetic. Also, the electronics have been used as new materials and become common in artificial limbs. The myoelectric limbs have become more common than cable operated limbs to control the limbs. The myoelectric has been used by converting the muscle movements to electrical signals. The myoelectric used the electrodes to convert the signals of muscle movements to electrical signals. However, there still have some technical problems in the process of capturing or analyzing the data [3]. The myoelectric signals can be triggered by internal and external disturbances.

Recent attempts have been made to obtain more dexterous human finger power, given the success of using EMG signals in interpreting the expected forearm gestures. For example, using surface EMG signals to determine when the finger is active and which finger is enabled using only two electrodes positioned on the forearm. There was an experiment that used two electrodes to detect four finger movements by using time distribution and neural networks of good accuracy. However, the performance of the time distribution (TD) features are not satisfactory even though time consumption and dimensions of TD is faster and smaller [4]. On the other hand, frequency distribution (FD) features can be difficult to detect EMG signals for stroke subjects due to the lower power frequency at muscle contraction [5].

Besides that, the classification of individual single finger movement is common but there are only several types of research that have been made for the classification of multiple individuals and combine finger movement in the same finger. To recognize the EMG signals from different classes of the finger movements, a suitable classifier must be employed in the system.
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II. RELATED WORKS

A. The Problem of Prosthetic Hand

In the field of medicine research, the necessary function can be continuing by the prosthesis. This new technology and behaviors in the field of a prosthesis can be the modern treatment of diseases such as diabetes, stroke, and peripheral artery disorder. The patient continues to be the final common denominator. The prosthesis is made to replace the function of missing limbs either to walk or moving depending on their desire.

There have a limited performance for prosthetic tools where it is performed with one specific activity or perform by bimanually while the prosthetic hand can perform with multiple activities and tasks. In contrast to the mechanical appearance of prosthetic tools, prosthetic hands appear human-like.

Hybrid devices can be used for high-level amputation for example at or above the elbow with a combination of body-powered and myoelectric elements. This system can control two joints at once where one is body-powered and the other one is myoelectric. This device is cheaper and smaller than a prosthetic composed entirely of EMG controlled components. However, the myoelectrical prosthetic has a disadvantage where the prosthetic is heavy, expensive than the other type of prosthetic, and depending on usage and power consumption to operate. Other than that, prosthetic, not 100% reliable because the EMG sensor sometimes gets "misreads" the user intent when it attached to the skin. Currently, the prosthetic on the market is not a full feedback loop and the input proprioceptive sensor is not fed back to the natural neural pathways of the user [6].

B. EMG Signals

Electromyogram (EMG) is the electrical activity to define nerve and muscle problems in response to a simulation of the muscle of nerve. During the test, a small needle (electrodes) are used to pick up the electrical activity through the skin into muscle and displayed on a monitor in a waveform. The EMG measured the muscle during rest, slight contraction, and forceful contraction for the electrical activity. There are two methods to measure EMG signals: invasive and noninvasive. For invasive methods, it uses needle electrodes while a noninvasive method uses electrodes above the skin surface of the patient’s body [7].

EMG is an analytical technique involved in the development, recording, and study of myoelectric signals. Myoelectric signals are formed by physiological changes in the state of the membranes of muscle fiber [8]. EMG signals have a wide range of applications in biomedical engineering and it is one of the vital biological parameters, prosthetic devices, and rehabilitation devices [9]. It is a bio-potential signal acquired through the muscle fiber body by electrodes to analyze muscle activity [9] and these signals measure the electrical activity during contraction and relaxation phase of the muscle fiber [7].

The EMG has also been used to find the effect of symptoms such as muscle weakness, deformity, stiffness, and shrinkage. Other than that, EMG is also used to test the problem of the motor like involuntary muscle twitching and nerve compression, injuries such as carpal tunnel syndrome, injured nerve root, and muscle degeneration.

C. Feature Extraction

Features extraction is a significant way of collecting useful information contained in the surface EMG signals and eliminating unnecessary sections and interferences. The features of EMG signals are divided into three groups which are time-domain, frequency domain, and time-frequency domain [10]. The advantages and disadvantages of the features are shown in in Table I.

Time-frequency analysis is evaluated in time and frequency domain as shown in Fig. 1. Features taken from time-frequency distribution (TFD) should be reduced before being sent to the classifier. To improve the accuracy of the classification, time-frequency distribution feature is proposed to overcome the limitation of TD features [12].

The function of TFD feature is to identify time-varying system properties from the non-stationary system. The TFD has a major problem which is high dimensionality and high resolution of features vectors and to overcome the problem is to reduce the dimensionality of the data [12]. Furthermore, mathematical functions described in the time domain and the frequency domain are commonly used as dimensionality reduction methods for TD features [13]. There are two techniques for dimensionality reduction which are feature projection and feature selection. Features projection techniques attempt to determine the best combination of the original features and create a new feature set that is generally smaller than the original one. For feature selection, it needs to consider a features vector for numerous specific EMG signal classification [12].

Time-frequency also used for EMG signal processing by past research. During the test, the surface myoelectric signal is compressed towards the lower frequency and the frequency of the signal is continuous changes over time. This can classify the surface myoelectric as slow and fast. For slow nonstationary is because of the electrical manifestations and affects the accumulation of metabolites. Next, fast nonstationary is related to the biomechanics of the task. The modification of the frequency content of the signal is affected by the variations in muscle force [14].

Besides that the mathematical techniques have been advanced to solve the problem in signal processing where there are combination methods of state space and statistical decision theory. These techniques happen to a broad class of nonlinear problems and focus on the presence of additive noise due to the problem of signal processing is nonlinear [15].

D. Classification

Classification is from the extracted information of the EMG signals to map different patterns and match them appropriately. The classifier is to divide different categories of the features extracted and going to practice being control commands for the controller in the next stage [12]. There are
many techniques to classify EMG data and have their advantages and disadvantages as shown in Table II.

The problem for biomedical is when there are a few applications that can analyse the demand of patients. So, the application of machine learning can solve this problem with the detection and classification of the neuromuscular disorder based on EMG signal processing. From this application, the patients can skip techniques of ultrasound or MRI to diagnose the neuromuscular disorder. Many biomedical used the support vector machine (SVM) in signal classification applications as a machine learning method. The SVM can improve the accuracy of EMG signal classification and classify it into normal, neurogenic, or myopathic. The classification for SVM is applied based on the trained model after generated the training data in the training process [16].

### TABLE I. FEATURE EXTRACTION DOMAIN

<table>
<thead>
<tr>
<th>Features Domain</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time domain</td>
<td>Low noise environments Lower computational complexity [10]</td>
<td>Non-stationary property of EMG signal Changing in statistical properties over time [10]</td>
</tr>
<tr>
<td></td>
<td>Very clean signal [11]</td>
<td></td>
</tr>
<tr>
<td>Time-frequency domain</td>
<td>Can overcome the limitation of time-domain features [12]</td>
<td>High dimensionality High resolution of feature vectors [12]</td>
</tr>
</tbody>
</table>

![Fig. 1. Graph of Time-Frequency Domain.](image)

### TABLE II. CLASSIFICATION TECHNIQUES

<table>
<thead>
<tr>
<th>Techniques of classification</th>
<th>Advantages</th>
<th>Categorize</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support vector machine (SVM)</td>
<td>Works relatively well when there is a clear margin of separation between classes</td>
<td>Multiple motions</td>
</tr>
<tr>
<td>K-nearest neighbor (KNN)</td>
<td>Simple implementation</td>
<td>Hand motion</td>
</tr>
<tr>
<td>Multilayer perceptron (MLP)</td>
<td>Capable of prescribing nonlinear class boundaries</td>
<td>Hand motion and forearm motion</td>
</tr>
<tr>
<td>Artificial neural networks (ANN)</td>
<td>Suitable for modeling nonlinear data due can cover the distinctions</td>
<td>Hand motion (left, right, up, and down)</td>
</tr>
<tr>
<td>Fuzzy logic (FL)</td>
<td>Control techniques in biosignal processing</td>
<td>Biosignal characteristics</td>
</tr>
</tbody>
</table>

Recently, k-nearest neighbor (KNN) is a common machine learning tool due to its speed of processing and simplicity in the process of recognition. The concept of KNN is quite simple. The KNN algorithm creates a set of k data points in training data and forecasts test data dependent on the nearest neighbor. However, the significance of k must be carefully chosen because it has a direct effect on the efficiency of the classification. Specifically, the k-value depends mostly on the specification of the data set and model. However, the KNN algorithm is fast, easy, and effective [17].

### III. MATERIALS AND METHODS

#### A. EMG Data

The data for this project is obtained from open source by past research. The data includes EMG signal of finger movement from ten subjects which are six males and four females aged between 20 and 35 years old. The characteristic of the subject is normally limbed with no neurological or muscular disorders. EMG data are taken from this subject by using EMG channels. To firmly stick the sensor to the skin, two of the slot adhesive skin interface (DELYSYS DE 2X SERIES EMG SENSOR) was applied to each of the sensors. There are ten classes of finger movements were including the movements for individuals and combined. The duration of every movement is in 5s with a resting period in 3 to 5s between each movement. The positions of the first electrode are adhesive skin interface stick to the skin and second electrode on the wrist. Positions of the electrode are shown in Fig. 2. Fig. 3 shows the data acquisition set up for the EMG data recording.

#### B. Signal Pre-Processing

In the EMG analysis, signal pre-processing which includes eliminating the offset signal, signal segmentation, and detection of onset are required. The signal offset was estimated using the baseline signal means. The offset in each channel was subtracted from the signal to remove the unwanted signal. Segments are calculated to produce signals indicating muscle activation before the features were removed and movement patterns were observed. The auto-segmentation as proposed by [18] was used to segment the EMG signal, thus, helping to reduce the computational complexity of the feature extraction. The magnitude and frequency of muscle activation segments varied from those of muscle activation segments.

The data EMG signals have been filtered in this stage. It is to improve the accuracy of data EMG signals invalidation. Besides, the filtering process is needed to overcome the noise in raw data signals and reduce the artifacts by using the various method. In this stage, the bandpass filter methods have been used to filter the data EMG signals with a range between 20 and 450 Hz. The filtering has been done for separate signals for each movement of EMG signals and to pass the only certain range of frequency and sampling rate is 4000 Hz. The unnecessary noise will be discarded following the range of bandpass filters. However, the noise in signals is very difficult to remove. This stage will give a big impact on classification because the accuracy of signals is depending on the data EMG signals.

---

**TABLE II. CLASSIFICATION TECHNIQUES**

- **Techniques of classification**
- **Advantages**
- **Categorize**

**Support vector machine (SVM)**
- Works relatively well when there is a clear margin of separation between classes
- Multiple motions

**K-nearest neighbor (KNN)**
- Simple implementation
- Hand motion

**Multilayer perceptron (MLP)**
- Capable of prescribing nonlinear class boundaries
- Hand motion and forearm motion

**Artificial neural networks (ANN)**
- Suitable for modeling nonlinear data due can cover the distinctions
- Hand motion (left, right, up, and down)

**Fuzzy logic (FL)**
- Control techniques in biosignal processing
- Biosignal characteristics

---
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The root mean square voltage \( V_{\text{rms}} \) was measured instantaneously over time and the average values were taken for hand movement prediction. The average RMS voltage can be expressed as:

\[
V_{\text{rms}}(\text{avg}) = \frac{1}{T} \int_0^T V_{\text{rms}}(t) \, dt
\]

where

\[
V_{\text{rms}}(t) = \sqrt{\int_0^{f_{\text{max}}} S_x(t, f) \, df}
\]

where \( V_{\text{rms}}(t) \) is the instantaneous RMS voltage, \( S_x(t,f) \) is the time-frequency representation, and \( f_{\text{max}} \) is the maximum frequency of interest.

### D. Machine Learning

The information derived from the EMG signals will then be fed into the classifier to identify the different patterns and match them properly. Classifiers should be used to distinguish between different classes of features extracted. The obtained classifications will then be used as control commands for the controller in the next stage. Multiple methods are used to identify EMG information such as artificial neural networks (ANN), Bayesian classifier (BC), fuzzy logic (FL), multilayer perceptron (MLP), support vector machines (SVM), linear discriminant analysis (LDA), hidden Markov models (HMM) and K-nearest neighbor (KNN). Recently, several researchers have shown interest in effective ways to identify the origins of EMG signals.

The machine learning algorithm selected to determine the characteristics of the separation of the 10-finger movement in the EMG data signal after the signal processing phase. In this stage, the data EMG signals of \( V_{\text{rms}} \) have been separated according to each movement and electrode by each subject. The total \( V_{\text{rms}} \) data are 200 of 10 subjects with 10 movements for 2 electrodes. The total \( V_{\text{rms}} \) data of EMG signals will be separated into training and testing sets to evaluate the performance of data EMG signals. There are 80% of data for training and the other 20% of data for testing. The testing test is to train the machine before getting an accurate value for testing. Next, the data have been imported into apps classification learners to analyse the accuracy of classifiers with train the data. There have various types of classifier in classification learner and the wide classifier has been used is KNN and SVM. Therefore, the best selection of classifiers is depending on the percentage of accuracy classifier.

### IV. RESULTS AND DISCUSSIONS

The EMG signal data consist of ten classes of individual and combined fingers movement. Every subject completed six times of test for 10-finger movements and resting time between the tests is around 3 to 5 seconds. Four of the six-time test is training and two of that is testing. The raw data is obtained from 10 individual movements which are 5 tests for individual movement and 5 tests for combined movement with two electrodes. This part shows the results and discussions for all methods that have been used.

Results of the EMG signal was obtained from individual finger movement and combine finger movement. The EMG

---

**C. Time-Frequency Distribution**

In the field of signal processing, feature extraction plays a critical role throughout achieving better identification quality for the detection of movement patterns. Various signal processing methods are applied in raw EMG to achieve an accurate and actual EMG signal. This process involves the conversions of raw EMG signals into a feature vector. Besides that, the characteristics of the EMG signal analysis can be classified into three groups, which includes the time-domain feature, frequency-domain feature, and time-frequency domain feature. The amplitude of the signals depends on the type and state of the muscle during the analysis phase. Most of the research focuses on time-domain to keep the computational complexity low and this feature does not require additional signal transformation. Various signal processing techniques are used on raw EMG to produce a reliable EMG signal.

In this project, the time-frequency distribution (TFD) which is spectrogram is used in feature extraction. The spectrogram is a fundamental component of TFD in the analysis of signals, particularly for noise and artifact reduction. The spectrogram is used to overcome the limitation of time and frequency representation for the non-stationary EMG signal. It is defined as the squared magnitude of STFT as expressed in (1).

\[
S(t, f) = \left| \int_0^\infty x(\tau) \omega(\tau - t) e^{-j2\pi f \tau} \, d\tau \right|
\]

where \( S(t,f) \) is the time-frequency representation, \( x(\tau) \) is the EMG signal, and \( \omega(t) \) is the observation window.

TFD is preferred to obtain time and frequency information simultaneously. The spectrogram reveals the non-stationary existence of EMG signals in the time-frequency analysis. In TFD, the time and frequency resolution can be adjusted to obtain valuable signal details.

The parameter of the EMG signal was then estimated from the resulted time-frequency representation of the spectrogram.
signal data was run using the MATLAB software and the graph of the EMG signal is a voltage (V) versus time (s) and it is shown as the amplitude of EMG signal during the test.

There are different finger movements for individuals and combine finger movements. The individual finger movements are consisting of thumb (T), index (I), middle (M), ring (R), little (L). Then, for combined finger movements are consists of hand close (HC), thumb index (T-I), thumb little (T-L), thumb middle (T-M), and thumb ring (T-R). The different movements of the finger are shown as Fig. 4.

These results indicate that using two channels of electrodes during collected data for individual finger movement. It also shows the signal for both electrodes for each movement. From the signals, the electrode 1 is more informative than the electrode 2 for thumb finger movement. This is due to the location of the second electrode where the electrode mounted as shown in Fig. 2. The located of the second electrode is on the low contraction muscle during finger movement because of that the signal of the second electrode not more informative. The informative signal depends on the contraction or muscle movement during the test of the finger movements. The signal of EMG data during the test of thumb movement for the individual finger movement as shown in Fig. 5.

These results show the signal of combine finger movements and indicate two channels of electrodes during the test of finger movement. These signals are made up of two electrodes used during the test of combined finger movements. For 0.7 s of the signal shows the second electrode gives more information than the first electrode in hand close movement. This is due to the location of electrodes mounted during the test. However, after 0.7 s the signal of both electrodes shows the same or constants informative. In detail, contraction or muscle movement is higher on the location of the second electrode for 0.7 s, and the muscle movement almost the same after that. The EMG signal for hand close in combined finger movements as shown in Fig. 6.

In this part, the signals of EMG are based on the information given on the contraction or muscle movement during the test of finger movement for individual and combined movements. The location of the electrodes is important to collect the data during the test. This EMG signal needs to filter to reduce unnecessary noise before the signal processing stage. The filtering process has been done for each movement and separated by electrodes. The bandpass filter has been used with range 20 Hz to 450 Hz and the sampling rate is 4000 Hz. The signal only passes by the range of frequency and the other will discard. The graph shows the EMG signal before and after the filtering process for the middle finger movement for electrode 1. The filtered middle finger movement as shown in Fig. 7.

In signal processing, the TFD is selected as a fundamental component to analyse the EMG signal, especially for noise. From this, the time and frequency can be measured for RMS. In TFD, to obtain valuable signal details in the EMG signal it can adjust the time and frequency resolution. The extraction of instantaneous RMS voltage EMG signal for electrode 1 of hand close finger movement is shown in Fig. 8.

The average RMS voltage of the EMG signals for individual finger movement is shown in Fig. 9. In the figure, subject 4 shows the highest level for electrode 1 and electrode 2 compare to the other subject in the index finger movement. Thus, during the test of individual finger movement, the subject 4 get more information in signal due to contraction or muscle movement. Subject 4 gives the best signal to control or classify the EMG signal for individual finger movement.

The average RMS voltage of the EMG signals for combine finger movement is shown in Fig. 10. Based on the figure, subject 4 have the highest level of electrode 1 and electrode 2 for average combined finger movement compared to the other subject. From this, the contraction or muscle movement at the location of electrode mounted for subject 4 is higher during testing. The EMG signal for subject 4 has more information about the muscle movement for electrode 1 and electrode 2 in hand close finger movement.

Fig. 11 shows the average \( V_{rms} \) signals for each electrode from all subjects. The average of data EMG signals is to investigate the various levels of acceptance of the suggested. The figure shows the level of information in EMG signals based on the finger movement. The higher level of the graph means the more informative the EMG signals.
The final step in this project is to determine a suitable classifier for data EMG signal from different classes of finger movements. After getting an average of Vrms data for EMG signal, techniques classifiers are used in signal classification to analyse the best machine learning for data EMG signal. The techniques are typically used to avoid confusing the prosthetic controller with different classification decisions and to increase the efficiency of the classifier by avoiding unnecessary classification errors. There is the comparison of techniques classifier for 100% data EMG signal as shown in Table III.

The total Vrms data EMG signal will divide into two-part which is 80% for training and the other 20% for testing. The training data is to train the machine learning before taking the results for testing finger movements. There is the comparison data for 80% and 20% of Vrms EMG signal as shown in Table IV.

From the comparison results, the best classifier for Vrms data EMG signal is the k-nearest neighbor (KNN). This is because the percentage of the accuracy of the KNN classifier is 100% for training and testing which is more accurate from the other classifier. The accuracy of EMG classification is determined based on the percentage in classification learner and can be a plot by a scatter plot and confusion matrix. A scatter plot or scatter graph is displaying the values of two variables from a set of data and identify the type of relationship between variables. The scatter plot for 80% of Vrms data EMG signal as shown in Fig. 12 and the scatter plot for 20% of Vrms data EMG signal as shown in Fig. 13.

Next, the confusion matrix or table of confusion is showing the error matrix for data with predicted class and actual class. The confusion matrix can plot by true positive rates and false-negative rates. The confusion matrix for 80% of Vrms data EMG signal as shown in Fig. 14 and the confusion matrix for 20% of Vrms data EMG signal as shown in Fig. 15.

<table>
<thead>
<tr>
<th>Type of classifier</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM (fine gaussian SVM)</td>
<td>64 %</td>
</tr>
<tr>
<td>KNN (fine KNN)</td>
<td>100 %</td>
</tr>
<tr>
<td>ENSEMBLE CLASSIFIER (boosted trees)</td>
<td>73 %</td>
</tr>
</tbody>
</table>

Fig. 7. Raw and Filtered EMG Signal.

Fig. 8. Instantaneous RMS Voltage for Hand Close Finger Movement.

Fig. 9. Average RMS Voltage for Individual Finger Movement (Index).

Fig. 10. Average RMS Voltage for Combined Finger Movement (Hand Close).

Fig. 11. The Average Vrms EMG Signals for Each Electrode from All Subjects.

Fig. 12. Scatter Plot for 80% of Vrms Data EMG Signal.

Fig. 13. Scatter Plot for 20% of Vrms Data EMG Signal.
TABLE IV. THE COMPARISON OF 80% (TRAINING) AND 20% (TESTING) OF THE DATA EMG SIGNAL

<table>
<thead>
<tr>
<th>Classifier</th>
<th>80% of data</th>
<th>20% of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>75%</td>
<td>90%</td>
</tr>
<tr>
<td>KNN</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Ensemble Classifier</td>
<td>73%</td>
<td>100%</td>
</tr>
</tbody>
</table>

![Fig. 12. The Scatter Plot for 80% of V_{rms} Data EMG Signal (Training).](image)

![Fig. 13. The Scatter Plot for 20% of V_{rms} Data EMG Signal (Testing).](image)

![Fig. 14. The Confusion Matrix for 80% of V_{rms} Data EMG Signal (Testing).](image)

![Fig. 15. The Confusion Matrix for 20% of V_{rms} Data EMG Signal (Testing).](image)

As a result, significant increases in classification precision have been made. In the signal classification, three classifiers have been used to train the training and testing data of the $V_{rms}$ EMG signal. The most accurate for the $V_{rms}$ EMG signal is the KNN classifier with 100% accuracy for training and testing. This is because the KNN classifier is easy to implement.

V. CONCLUSIONS

As a conclusion, the research to analyze the surface EMG signals ($V_{rms}$) in finger movement by using the TFD have been presented. This analysis covered the analysis data of an individual and combined finger movements of EMG signals for prosthetic hand control. The EMG signals have been filtered by using the bandpass filter to overcome the unnecessary noise in signals with a range from 20 to 450 Hz. TFD is then used for the feature extraction to get the average of signal to classification.

In addition, this research classify the accuracy of individual and combine finger movement based on surface EMG signals towards improved prosthetic control. The three classifiers have been used to train all data EMG signal and the most accurate classifier have been chosen as machine learning to conduct the EMG signals. The data of EMG signals have been trained followed by each movement and each subject.

Finally, the performance of the KNN classifier has been compared with other classifiers. The data $V_{rms}$ EMG signals have divided into two parts which are training and testing. For instance, the training data is to train the machine learning to get accurate data for testing. The EMG datasets are belong to 10 different classes for individual and combined movements collected from 10 subjects by using two channels of electrodes and the accuracy of classifier in the range 64% to 100% with various types of classifiers of the data $V_{rms}$ EMG signals.
VI. Future Works

For future works, further studies about other finger movements for individual and combined finger movements is essential. It is to get data for other movements towards the prosthetic hand. Next, the EMG signal must be tested with prosthetic hand to make sure the classifier that has been chosen is suitable and can be integrated with the prosthetic hand. This is to ensure the accuracy of the classifier is accurate even after intergrating it with the prosthetic hand.
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Abstract—Autism spectrum disorder (ASD) is the disorder of communication and behavior that affects children and adults. It can be diagnosed at any stage of life. Most importantly, the first two years of life, regardless of ethnicity, race, or economic groups. There are different variations of ASD according to the severity and type of symptoms experienced by people. It is a lifelong disorder, but treatment and services can improve the symptoms. The literature focuses on one of the main methods used by physicians to diagnose ASD. Many types of research and medical reports have been reviewed; however, a few of them only give good medical results for the strong differentiation of ASD from healthy people. This paper focuses on using machine learning algorithms to predict an individual with specific ASD symptoms. The target is to predict an individual with specific ASD symptoms and finding the best machine learning model for diagnosis. Further, the paper aims to make the autism diagnosis faster to deliver the required treatment at an early stage of child development.
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I. INTRODUCTION

Artificial Intelligence has increasing importance in society. The main aim of the paper is to use artificial intelligence and machine-learning models that can help in medical fields by finding the optimal model that can recognize individuals with specific Autistic Spectrum Disorder symptoms [8]. The attention to the Artificial Intelligence field has been grown in the last few years [9]. This interest is not only motivated by the trend of designing models with human thoughts or behaviors, but also for the way of their use in real life [2,6]. The development of such models represents an ambitious and competitive task among many scientists and programmers [3].

The ability to harness artificial intelligence in medical matters has been an important topic since the beginning of this century [1]. Since then, devices and ideas have developed to facilitate the prediction and detection of specific diseases by refining machine education. Based on the importance of artificial intelligence, this paper aims to identify and implement the machine learning process that produces an algorithm capable of detecting whether a person has Autism Spectrum Disorder. Since early intervention affords the best opportunity to support healthy development and deliver benefits across the lifespan, this paper helps parents to recognize if their child has an ASD at an early age [4,7]. It also has a value in the health sector since there is no valid health reason for this disease. Based on autism speaks organization in USA, ASD diagnoses by applying behavioral exams or questionnaires, which require a lot of time and effort provided from parents and clinicians [12]. Therefore, this work shows the power of machine learning algorithms in detecting individuals with specific Autistic Spectrum Disorder symptoms [5].

Further, this paper aims toward making the diagnosis of autism a faster process that enables delivery of therapy at earlier and more impactful stages of child development using machine-learning algorithms. The introduction is the first section of this paper. It mainly gives a general overview of the autism spectrum disorder. It also represents the target group and the benefits to the community. The second section is the theoretical background concerning this paper. It focuses on Autism Spectrum Disorder diagnosing methods and comparing these methods to choose the optimal diagnosing method database. It also gives an overview of machine learning approaches and the evaluation of machine learning. The next section is the methodology, which fits the knowledge discovery process to the available ASD datasets. The fourth section is the results, which represent in detail the individual results for the entire applied machine learning models, in terms of the performance, and a comparison between them to find the optimal machine learning model. The last sections, which are a discussion and conclusion, summarize the work and a discussion about the research questions. Also, it gives an outlook for possible future papers and improvements on this topic.

II. THEORETICAL BACKGROUND

Various autism rating scales have been developed over the past 30 years to diagnose the autism spectrum disorder (ASD) at an earlier stage [1,10]. There are various tools and instruments developed by psychologists and neuroscientists to diagnose it at earlier stages [11]. Most of the tools focus on the diagnosis of users through screening methods [3].

A. Autism Behavior Checklist (ABC)

One of the methods is the autism behavior checklist (ABC) based on identifying ASD in children at early stages [4]. The benefit of the checklist utility is to evaluate the current autistic symptoms of the user with the help of parents in different situations and conditions. It provides a set of questions to evaluate the in-depth condition of the user [6]. The method combines different scales, such as language, object recognition, body, sensory, social, and daily use skills [10]. The item scores are mostly from 1-5 based on the impairment degree [2,5]. The ABC has been in use for more than 30 years as a rapid tool for diagnosing autism in early stages [7,13].
However, there is no general agreement to use the same values as a standard method [1,3,14].

B. Child Behavior Checklist (CBCL)

The Child Behavior Checklist (CBCL) is one of the oldest screening tools and most widely used standardized measures in child psychology for evaluating unusual behavioral and emotional problems [15]. The CBCL questionnaire focuses on internalizing and externalizing behaviors such as anxiety, over-control, aggression, and hyperactivity. There are two versions of The Child Behavior Checklist: a preschool version (aged 2 to 5) and a school-age version (aged 6 to 18). The preschool version questionnaire carries 100 questions with three scale responses ranging from 0-2, where 0 represents ‘Not True,’ and 2 indicates ‘Very True.’ The school-age version questionnaire carries 118 questions with the same rating scale responses [4, 9, 16].

C. Social Communication Questionnaire (SCQ)

The Social Communication Questionnaire (SCQ) is an ASD-screening tool used for age four and above. The SCQ consists of 40-items based on parent-report screening measures after a semistructured parent interview with a trained clinician or researcher that can be used for diagnostic ASD symptomatology. There are two different versions of the SCQ. The SCQ ‘Current’ asks a respondent to indicate whether behaviors have been present during the past three months. The other version is the SCQ ‘Lifetime’ references complete developmental history and asks respondents to indicate whether behaviors have ever been present [11, 17].

D. Autism Spectrum Quotient (AQ)

The Autism-Spectrum Quotient (AQ) is among the most widely used scales assessing autistic traits in the general population. The AQ is a self-administered questionnaire for measuring how adults with normal intelligence show autistic traits. It consists of 50 questions, with ten questions assessing five different domains relevant for autistic traits: social skill, attention switching, attention to detail, communication, and imagination. People with a clinical diagnosis tend to score above 32 out of 50 on the AQ [10].

E. Short Autism Quantitative (AQ-10)

In 2012, Allison et al. create a new version of Autism-Spectrum Quotient (AQ) for adults consisted of 10-items only to make it simpler and more timesaving. AQ-10 has a predictive power similar to the origin AQ version [5,18]. Later on, Allison created shorter versions for adolescents and children with ten items too. Score calculations for the adolescent and child short versions are different from the AQ adult short version. The diagnosis depends on the final questionnaire score in behaving with some genetic information [10, 20].

F. Comparison of ASD Diagnosing Methods

The paper evaluated different ASD diagnosing methods. Table I provides a comparison between the ASD screening methods discussed in the first section of this section. As noted, most ASD screening tools focus on infants, toddlers, and children. Almost all diagnosing methods used questionnaires to diagnose ASD behaviors [19]. CBCL has the maximum number of items in the questionnaire with 118 items, while the AQ-10 has the minimum number of questionnaire items with only ten items. Screening is valid if it detects most cases with the target disorder, which gives a high sensitivity rate and excludes most cases without the disorder, which gives a high specificity rate [21, 30].

In ASD screening methods, sensitivity refers to the true positive rate, which is the ability of the screening tool to identify a person with autism [29]. Specificity refers to the true negative rate, which is the power of the screening tool to identify a person who is control of autism. In terms of validity, almost all the screening methods have acceptable sensitivity rates, ranging from 70%-100% and specificity between 80% and 100% [6, 22]. As shown in Table I, AQ screening is the most efficient method with only ten questions, which require less time to complete than other methods. Further, AQ deals with many age segments, and each of them has a specific questionnaire, which will be discussed in detail in the methodology section [15, 23].

G. Knowledge Discovery in Database

Knowledge Discovery in Databases, KDD, is an exploratory analysis and modeling of big data. KDD is the organized process of identifying useful, valid, and meaningful patterns from big databases [29]. The core of the KDD process is data mining, which explores the unknown patterns of the algorithms to develop the models. The model uses for predicting new unknown instances [30,31]. There are nine iterative processes in KDD listed below:

1) Understanding the application domain: This process defines the goals of the end-user and the environment in which the KDD process will take place with a full understanding of what should do.

2) Creating the data set: This process checks the available data and then integrates it with additional obtained data into one data set for the knowledge discovery.

3) Preprocessing: The available data goes to the preprocessing step, which includes handling missing values
The objective of the support vector machine (SVM) consists of an alternation of decision nodes, without access to the class distances predicts. Usually, specific data mining tasks are traversed. A successful supervised machine learning model is the one that can predict the target label. The model with the found patterns is evaluated and interpreted concerning the goals mentioned in the first process. This step focuses on the usefulness and comprehensibility of the induced model.

Choosing the appropriate data mining task: The main goal of this process is to decide on which type of data Mining to use. Data mining types include clustering, classification, and regression, depending on the DM goal, either prediction or description.

Choosing the data mining algorithm: This step includes selecting the appropriate searching patterns to use. Each algorithm has parameters and tactics of machine learning.

Applying the Data Mining algorithm: To get a satisfying result in this process, it might require applying it several times.

Evaluation: The model with the found patterns is evaluated and interpreted concerning the goals mentioned in the first process. This step focuses on the usefulness and comprehensibility of the induced model.

Using the discovered knowledge: The final step is to try the knowledge into other systems for further action and make changes to the system and measure the effects.

H. Recent Machine Learning Research on ASD Screening and Diagnosis

With the fast growth in the big data field, Autism Spectrum Disorder research must benefit from this area as other searching fields. By looking at the available research about using machine learning in diagnosing ASD, it has been clear that there is a positive effect of using machine learning in diagnosing ASD with a database containing an ASD screening method with some genetic information. Machine learning can be sorted as unsupervised and supervised learning. ASD diagnosing is a supervised machine learning that has a dependent variable to be predicted, which is the result of the diagnosis [5, 24]. A successful supervised machine-learning model is the one that can predict the target correctly and generalize new instances predicts. Usually, model validation can be measured by accuracy, which has two subtypes, sensitivity and specificity. Another measurement for the model’s accuracy is the area under the receiver operating character curve, AUC [25]. The AUC shows how well a method makes positive and negative categorical distinctions between sensitivity and specificity. According to Kayleigh’s research, most of ASD diagnosing models used ADTree and SVM algorithms. ADTree is a classification machine-learning algorithm that consists of an alternation of decision nodes, which specify a predicate condition, and prediction nodes, which contain a single number. An ADTree classifies an instance by following all paths for which all decision nodes are true and summing any prediction nodes that are traversed [12, 26]. The objective of the support vector machine algorithm, SVM, is to find a hyperplane in N-dimensional space (N: the number of features) that distinctly classify the data points. [2, 5, 27] data, data mining, uses complex mathematical machine learning algorithms [28].

III. METHODOLOGY

This section starts by describing the paper’s technical framework and then identifies the data-mining goal of this paper. The following parts include describing the data collection processes, the specification of a DM approach and algorithm, the optimal machine learning models to be used with supervised cases, and how it will be evaluated. The predefined goal was to develop a model that can recognize an individual with specific ASD symptoms using specific machine-learning methods. The next practical working steps will take place in this paper are:

- Find the right datasets for paper use and apply data mining steps to find the appropriate machine learning models that can expect ASD symptoms.
- Apply several machine-learning algorithms to critically review, evaluate, and compare one another to choose the optimized prediction model.
- Provide a machine-learning algorithm with optimal prediction quality for identifying an individual with specific ASD symptoms without access to the class label.
- Introduce a proper framework for ranking the quality of the diagnosing models.

A significant limitation is that this work focuses on evaluating some ASD characteristics that may affect the diagnostic result, while the simple reasons and factors for having an Autistic Spectrum Disorder are still not clear all over the world.

A. Technical KDD Framework

The proposed Knowledge Discovery in Database framework of ASD detection traits is shown in Fig. 1. The Knowledge Discovery process (KDD) process starts with understanding the autism spectrum disorders symptoms and factors, which are discussed through the second section. The next three processes are related to data collection, data preprocessing, and data transformation.

![KDD Process in Database](image-url)
B. Data Collection

The data used in this paper is secondary data; the AQ-10 ASD data. Data was collected through a mobile application using the ASD AQ-10 diagnostic method, and healthcare professionals relied on the final diagnosis. The primary purpose of the app is to collect useful data about ASD cases. This data is stored in a MySQL database to understand the main features that may affect ASD diagnostics using data analysis. Also, the data was divided into three databases, since each age category has a specific diagnosing questionnaire.

C. Data Preprocessing

The collected data usually cannot be used directly in performing the analysis process. Therefore, the raw data needs to be cleaned and performed in a usable format. Cleaning the data includes replacing or removing missing values and discretization for certain continuous variables such as the age of individuals; this step is called the data pre-processing. Before using the available data, all the redundant or unnecessary variables must be removed from the Database. The Null values, the columns that do not have unique values, must be removed too. This process will improve the model’s prediction and raise the accuracy rate. The variables that have been removed in the ASD databases are as listed:

- Case number: the case number was added as a counter of all the cases that used the ASD screening.
- ASD Screening type: this variable was added to split the data into spirit databases based on age categories.
- Reasons for taking the screening: this variable contains texts, and it did not add any value to the data analysis. Also, it will negatively affect the prediction model results.
- Language: since the app is available for people worldwide, the diagnostic test is also available with the most common languages.
- User: this variable represents the person who answers the screening instead of the child.
- Used app before: the users were asked this question to avoid attribute duplication.

D. Data Transformation

On the other hand, data transformation includes customizing the data dimension by feature selection according to the model needs [31]. These two operations are mandatory to achieve better performance and accuracy in the Machine Learning prediction models. Data mining processes are the next step in the KDD processes that consists of applying data analysis and discovery algorithms that produce a particular enumeration of models over the data. In order to find the optimal machine-learning algorithm that gives the best ASD result prediction and discover stricter rules, the data mining type for the user database must be specified. The rule phase will be discovered by a classification system that will be used to predict the value of the unseen cases. All the possible machine-learning algorithms will be evaluated using the confusion metrics to find the accuracy, sensitivity, and specificity. The last process is sharing the discovered knowledge with the health professional so it can be used in a professional way to serve society and help parents to discover their kids’ status from an earlier age.

E. Data Description

In this paper, the used databases relating to specific age groups, which are infants, children, and adolescents. The datasets can be divided into ten behavioral questions for each age group, and several variables that influence the final evaluation of the condition are used in the diagnostic database. The influencing variables include age, gender, ethnicity, jaundice, and family history. Table II shows these variables with the data type and the description for each variable.

The next three Tables III, IV, and V show the ten variables details in the toddler, adolescent, and children screening methods. The three databases carry out ten symptoms to be answered with either yes or no. These ten questions are the most noticed symptoms in diagnosing individuals with ASD.

<table>
<thead>
<tr>
<th>TABLE II. VARIABLES USED FROM ASD DATABASE FOR DIAGNOSIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>A1 – A10</td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Gender</td>
</tr>
<tr>
<td>Ethnicity</td>
</tr>
<tr>
<td>Jaundice</td>
</tr>
<tr>
<td>Family history</td>
</tr>
<tr>
<td>Nationality</td>
</tr>
<tr>
<td>Target class</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. AQ-10 CHILDREN SCREEN FEATURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>A1</td>
</tr>
<tr>
<td>A2</td>
</tr>
<tr>
<td>A3</td>
</tr>
<tr>
<td>A4</td>
</tr>
<tr>
<td>A5</td>
</tr>
<tr>
<td>A6</td>
</tr>
<tr>
<td>A7</td>
</tr>
<tr>
<td>A8</td>
</tr>
<tr>
<td>A9</td>
</tr>
<tr>
<td>A10</td>
</tr>
</tbody>
</table>
models were applied for the given task, the results were analyzed and evaluated. Before applying these machine-learning models, the feature selection process must be applied to support the evaluation results and the models’ accuracy by removing the weak variables from the databases. The following feature selection techniques and supervised classification models were considered suitable for the ASD diagnosing task.

IV. RESULTS AND DISCUSSION

This section gives an overview of the achieved results, the experiment process to solve the research question, and visualization of those results. It focuses on feature selection techniques and results, the machine-learning model’s evaluation measures based on feature selection results, and the standard rules related to ASD detection that has been extracted by the best machine-learning model.

A. Simulation and Implementation

The simulations and operations evaluate the strength of the statistical procedure and identify the machine-learning model’s strengths and weaknesses using the confusion matrix that leads to the simulation result. In RStudio, a machine-learning model can give a confusion matrix as a model evaluation tool. Applying the model and extracting the matrix can be used to define a set of mathematical values to determine the efficiency of the model and choose the best model to anticipate the results of the database set. There are sets of values that are taken into account, and they are error rate, accuracy evaluation, sensitivity, specificity, and FN-value. The visualizations associated with these values were also constructed using the Tableau software.

B. Feature Selection Results and Analysis

As mentioned earlier in Section 3, the ASD databases’ prediction model is considered a classification-predicting problem that carries out a categorical label variable, with categorical input variables. The feature selecting algorithms mainly evaluate the relationship between ASD test results independently with each other variable in the database using two filter-based techniques: Chi-Squared and mutual information. The lines of code related to the mutual information techniques, which is the information gain method, and the Chi-Squared were applied to evaluate the autistic trait features in all the available datasets then compared the performance for each technique. All the databases have eight selected features. It shows the highest eight variables in performance for each database based on the result of the mutual information and the Chi-Squared techniques. Both feature selection techniques give the same result with a few differences in the order of the variables based on the efficiency in the toddler database. All databases relied on the AQ questions and showed a high correlation with the ASD diagnosing results. The variables in the feature selection techniques were the only variables used in the machine learning models to improve the model’s performance.

Both feature-selecting algorithms show that the A4 variable in the Child database has the highest correlation with the target class, resulting from the ASD test. Also, both show that the A6 variable in the Adolescent database has the highest

<table>
<thead>
<tr>
<th>Variable</th>
<th>Adolescent screening features</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>S/he notices patterns in things all the time</td>
</tr>
<tr>
<td>A2</td>
<td>S/he usually concentrates more on the whole picture rather than the small details</td>
</tr>
<tr>
<td>A3</td>
<td>In a social group, s/he can easily keep track of several different people’s conversations</td>
</tr>
<tr>
<td>A4</td>
<td>If there is an interruption, s/he can switch back to what s/he was doing very quickly</td>
</tr>
<tr>
<td>A5</td>
<td>S/he frequently finds that s/he doesn’t know how to keep a conversation going</td>
</tr>
<tr>
<td>A6</td>
<td>S/he is good at social chit-chat</td>
</tr>
<tr>
<td>A7</td>
<td>When s/he was younger, s/he used to enjoy playing games involving pretending with other children</td>
</tr>
<tr>
<td>A8</td>
<td>S/he finds it difficult to imagine what it would be like to be someone else</td>
</tr>
<tr>
<td>A9</td>
<td>S/he finds social situations easy</td>
</tr>
<tr>
<td>A10</td>
<td>S/he finds it hard to make new friends</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>Toddler screening features</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>S/he often looks at you when you call his/her name</td>
</tr>
<tr>
<td>A2</td>
<td>S/he often can easily get eye contact with you</td>
</tr>
<tr>
<td>A3</td>
<td>S/he can easily point to indicate that s/he wants something</td>
</tr>
<tr>
<td>A4</td>
<td>S/he can easily point to share interest with you</td>
</tr>
<tr>
<td>A5</td>
<td>S/he can easily pretend</td>
</tr>
<tr>
<td>A6</td>
<td>S/he is good at social chit-chat</td>
</tr>
<tr>
<td>A7</td>
<td>S/he can easily follow where you are looking</td>
</tr>
<tr>
<td>A8</td>
<td>When you or someone in the family is upset, s/he can show signs of wanting to comfort them</td>
</tr>
<tr>
<td>A9</td>
<td>S/he first words was typical ones</td>
</tr>
<tr>
<td>A10</td>
<td>S/he finds it easy to use simple gestures</td>
</tr>
</tbody>
</table>
correlation, which carries out the “S/he is good at social chitchat” questionnaire sentence. For the Toddler database, both techniques show that the A9 has the highest correlation with the label class. The A9 in the Toddler database carry out the “S/he first words were typical ones” questionnaire sentence.

C. Machine Learning Model Evaluation Measures based on Feature Selection

The evaluation techniques used in this paper are based on the result of the confusion matrix of each machine-learning model. The models’ performance can be evaluated by calculating the error rate, accuracy, sensitivity, and specificity.

D. Error Rate and Accuracy Evaluation

After applying all the machine learning models that fit the ASD classification problem in RStudio, the accuracy rate measurement is described in Table VI.

The above comparison shows that the Neural Network model has the highest accuracy rate measurement in each database compared with the other machine-learning models. The toddler database has the best accuracy results compared to the child and adolescent databases. The number of attributes in the toddler database is much higher than the other two databases, affecting the accuracy rate result. This result indicates that the toddler age group is the best age to diagnose if they have an ASD. Neural networks can learn complex and non-linear relationships. It can infer unseen relationships on unseen data and give the model the ability to generalize and predict unseen data. Fig. 2 depicts each database’s trends based on the error rate measurement in percentage and the applied machine-learning models. The color indicates the three databases: the Adolescent database, Child database, and Toddler database. Since the figure deals with the error rate, the lower the value, the better in results performance. It shows that the toddler database controls their error rates better than the other databases, with rates between 0.96% and 5.75%. The adolescent database shows the highest error rates, which may be due to the small size of the database compared to the rest. Also, the child’s psychological changes during the adolescent period may significantly affect the validity of expectations. In comparing the machine learning models used in this paper, the Neural Network model gives the lowest error rate measurements comparing with the rest models in all databases. This shows that the Neural Networks model does not perform well only on datasets with significant data attributes, such as the Toddler dataset, but also with datasets with a limited number of attributes, such as the Adolescent dataset.

E. Sensitivity and Specificity

Fig. 3 and 4 display the sensitivity rates and specificity rates derived by the SVM, Naïve Bayes, Neural Network, Random Forest, GBM, XgBoost, AdaBoost, and CV Boosting algorithms on the Child, Adolescent, and Toddler datasets. Both the sensitivity rates and specificity rates results generated by the considered algorithms on all the datasets have shown acceptable levels of performance.

Neural Networks Model has higher sensitivity and specificity rates than most of the remaining algorithms on all the available datasets. For the Child database, Neural Network Model achieved a 96.3% sensitivity rate and 97.2% specificity rates, while the adolescent database achieved 100% and 90.9% sensitivity rate and specificity rates. For the Toddler database, the sensitivity and specificity rates achieved 98.6% and 100%. As shown in the previous dashboards, some of the machine-learning models cannot perform well in small datasets, while the Neural Network Model shows outstanding sensitivity and specificity rates.

<table>
<thead>
<tr>
<th>TABLE VI. ACCURACY RESULTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML model</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>SVM</td>
</tr>
<tr>
<td>XgBoost</td>
</tr>
<tr>
<td>AdaBoost</td>
</tr>
<tr>
<td>CV Boosting</td>
</tr>
<tr>
<td>Neural Network</td>
</tr>
<tr>
<td>Random Forest</td>
</tr>
<tr>
<td>Naïve Bayes</td>
</tr>
<tr>
<td>Random Forest-GBM</td>
</tr>
</tbody>
</table>

Fig. 2. Error Rate Results.

Fig. 3. Sensitivity Rate Results.
Overall, the results reported higher performance for the Neural Network model on the datasets when compared with the considered machine-learning algorithms, and these results are consistent with the error rate produced earlier and can be attributed to the non-redundant rules sets generated by the Neural Network model that will be discussed in the next section.

F. False Negative Rate

In a binary classification medical test, false negative is an error in which the test result incorrectly indicates that there is no case, when present in reality. Overall, many models show good results in the FN rate in the three databases, as shown in Table VII. Neural Networks Model has the best FN rate in two databases and a good result in the third one, the adolescent database.

<table>
<thead>
<tr>
<th>ML model</th>
<th>Child-database</th>
<th>Adolescent-database</th>
<th>Toddler-database</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>1.8%</td>
<td>2.7%</td>
<td>0.3%</td>
</tr>
<tr>
<td>XgBoost</td>
<td>3.96%</td>
<td>24.5%</td>
<td>0.95%</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>2.6%</td>
<td>1.4%</td>
<td>2.1%</td>
</tr>
<tr>
<td>CV Boosting</td>
<td>4.1%</td>
<td>3.6%</td>
<td>2.6%</td>
</tr>
<tr>
<td>Neural Network</td>
<td>1.3%</td>
<td>3.9%</td>
<td>0%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>1.3%</td>
<td>2.5%</td>
<td>2.2%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>2.8%</td>
<td>1.2%</td>
<td>3.3%</td>
</tr>
<tr>
<td>Random Forest-GBM</td>
<td>1.3%</td>
<td>2.5%</td>
<td>0.6%</td>
</tr>
</tbody>
</table>

G. Association Rules Result based on Feature Selection

The Association Rule is a rule-based machine-learning technique that discovers interesting relations between variables in large databases. Since the number of founded rules using the apriori function can be controlled by the values of Support and Confidence parameters, fixing the generated parameters will give balanced rules results. Many variables have frequently appeared within the rules that cover specific ASD characteristics within the databases. Variables A4, A1, and A6 in the Child database strongly influence the class labels. Additionally, variables A3, A4, and A6 appeared in multiple rules in the Adolescent database, while items A2, A4, and A9 appeared in many rules in the Toddler database. The association rule shows that combining the results of two or three variables gives the best correlation between the variables and the diagnosing result, which is the class variable.

V. DISCUSSION

The paper’s primary aim was to provide the best machine-learning model that diagnoses individuals with specific Autistic Spectrum Disorder symptoms. Several processes were needed to select the best machine-learning model. It was necessary to choose the most efficient ASD questionnaire diagnosing method and collect a high-quality database for each age group, which was done by the help of previous research studies and surveys conducted among the health professionals. With the available datasets and the applied data mining algorithms, the most accurate model was selected as the best machine-learning model to diagnose ASD symptoms. The first part focused on Knowledge Discovery in Databases processes, which is the best way to predict an individual with specific Autistic Spectrum Disorder characteristics using machine-learning models. The Knowledge Discovery in Databases processes that had been followed in this paper is as the following:

- Understanding the application domain
- Creating the data set
- Preprocessing and Data transformation
- Choosing the appropriate Data Mining task
- Choosing and applying the Data Mining algorithm
- Evaluation
- Using the discovered knowledge

These seven processes were followed in this paper, starting by searching and reading about Autistic Spectrum Disorder symptoms and diagnosing methods to choose the most efficient ASD questionnaire diagnosing method. Collecting and processing a high-quality database for each age group are two essential success factors for any data-mining paper. The data was managing in cooperation with the health professionals to ensure that the diagnosing results in the database are correct. The feature selection process supports the evaluation results and the models’ accuracy by removing the weak variables from the databases.

After preparing the dataset, the data-mining task was set to a classification task, since the class label is categorical. Many suitable supervised models were applied for the given job, such as support vector machine, naïve Bayes, neural networks, and ensemble methods. The evolution process showed the result performance for each machine-learning models. All these processes answered the first research question, asking about how to use machine learning to diagnose individuals with specific Autistic Spectrum Disorder characteristics. The second part has been answered in the evaluation process in the Knowledge Discovery in Databases. They used machine-learning models were compared by the performance, which includes the accuracy rate, the sensitivity rate, and the
This comparison concluded that the neural networks model gives the best performance practice for the three databases.

VI. RESULTS COMPARISON

The results of this paper give a better performance comparing with the papers reviewed in Section 2. The available databases in this paper are considered one of the best available datasets those days, since it deals with each age group as a separate database, and contains a good number of attributes. The toddler database using the Neural Network model gives the best accuracy result, while adolescent and child databases using the Neural Network model also have excellent accuracy results compared with the other models.

VII. CONCLUSION AND FUTURE WORK

This paper aimed to provide useful and accurate ASD screening models to help parents and interested parties quickly diagnose their children’s condition. Unfortunately, some families and adult patients do not have sufficient knowledge of ASD symptoms, so cases of autism spectrum disorder are not dealt with early. Artificial intelligence and machine learning are used at this time in most living areas, and their use in the field of medical diagnosis contributes to a pioneering step in using the available data as a tool for development and progress. All the primary seven processes of the KDD was used and described in this paper. These processes contain data gathering and data preprocessing, choosing an appropriate data mining approach to find patterns among the data and interpret them. Finally, the results were used for further research. The empirical results on the used datasets related to children, adolescents, and toddlers show that the neural networks model yielded the highest performance results compared to the other machine learning models used in this paper concerning predictive power, sensitivity, and specificity.

The development of this paper into an application program will provide families with a quick and straightforward scan tool using the lowest set of elements related to ASD, which contributes to increased accessibility and early detection. In the future, it is possible to develop this paper for use in the health system of the Ministry of Health and Prevention, where data are available for all patients registered in all the hospitals affiliated with the Ministry in this system. It is also possible to provide the departments of schools, kindergartens, and nurseries with an easy-to-use system for this paper to be applied to children for early detection. Another potential area for further use of this study could be the application of machine education and artificial intelligence models in health systems that store patient data for a range of diseases and health symptoms to contribute to the early detection of potential diseases.
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Abstract—The curricular inclusion of topics, study plans, and teaching programs related to the study of Data Science has been trending mostly in higher-level education for the last years. However, the previous knowledge requirements for students to adequately assimilate these lessons are more specialised than the ones they obtain during secondary education. On the one hand, the interaction with complexes techniques and materials is needed, and on the other, tools to practice on-demand are required in the current learning. So, this is an excellent opportunity for the creation of data analysis tools for educational purpose that could be considered as a starting point of a broad area of application. This paper presents a pedagogical support tool aimed to facilitate the student approach to the basic knowledge of data mining through the practice of the analysis of online analytical processing (OLAP). It is a prototype that allows the visualisation of the multidimensional cubes generated with all possible combinations of the dimensions of the data set, as well as their storage in databases, the recovery operations for views, and the implementation of an algorithm for the selection of the optimal view set for materialising the set of records resulting from a search of the database, and computing the materialisation costs and total records recovered. The prototype also carries out and present recurrent patterns and association rules while considering factors such as support variables and reliability. All of this is steps are done explicitly to aid the students to comprehend the generation process of data cubes in the data mining discipline.

Keywords—Educational data mining; data cube; view materialization; educational software

I. INTRODUCTION

The extensive analysis of Big Data [1] comes from a branch on statistical analysis that companies used to identify spending trends, which is used to predict the consumer’s behaviour and to analyse commercial activities. From this initial idea, several data handling techniques have been created, such as Data Mining (DM) or Machine Learning (ML). They have been successfully applied to a range of human effort areas including detection of illness and mobile health [3, 4, 5, 6], environmental and pollution studies [7, 8, 9, 10], being these only examples of the many areas to which these techniques have been recently applied. In the educational field, there are different applications such as educational data mining and learning analytics [11, 12], whose purpose is oriented towards the designing of algorithms, methods, and models, that will allow exploring data from learning environments.

In order to study the data, there is a constant need for a data warehouse. Gathering data from a company or organisation in a single database helps analysts and managers to support their decisions or to find valuable data, but reduce the extraction time and cost are constant requirement [13, 14, 15]. Moreover, the design and construction of a data warehouse require the application of extraction, integration, transformation, and data cleaning processes [16]. So the data warehouse increases their dimension, and a multidimensional model is going to be required. This model is going to be described and defined along with the optimal view set to be materialised. The last process consists of determining the necessary tools for viewing data.

The most traditional tools for data mining and automated learning are becoming insufficient as the tendencies in technology progress, prompting the creation of new and increasingly powerful, complex solutions. In the academic sense, from the students’ point of view, the vast availability of these new tools and methods, and its many overlapping uses represents a challenge. An excess in variety makes selecting a study and comprehension strategy even harder than it usually is, especially in their primer approach.

This document is focused on the data preparation from a data warehouse, and it uses a software tool that automatically designs a multidimensional model and helps into the creation and storing of the data warehouse in a database. Once the outline and the hypercube materialisation through previous calculation are ready, the results of the information retrieval are sped up. Also, the optimal view set selection algorithm proposed by Harinarayan is applied in materialising [17]. In the last step, the tool can determine the frequent patterns present in data, and it also calculates the association rules, considering predetermined support and reliability.

Parameters about the performance of this tool, such as the effectiveness and time-saving in calculating, shows an improved performance over the manual method of the same procedure that it is commonly presented to the students in the courses about essential data mining topics.

II. LITERATURE REVIEW

Data analysis is the process of working on data in order to discover useful information for business decision making. Data Analytical Tools are software developed to perform data analysis tasks such as process and manipulate data, analysing
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relationships and correlations, as well as identifying patterns and trends for interpretation.

In recent years, a large variety of Data Analytical Tools have been created to carry out data science tasks. However, in this section, we will present some of the most used and accessible tools that are currently available for teaching this topic, all of them related to Educational Data Mining [18] or Learning Analytics [11][19] instead of the broader array of tools that could be used for the most modern statistics analysis, since these are complex for the beginner student.

Two characteristics that are commonly present in Data Analytical Tools on the educational field; they are the integration of the functionalities of data mining, and the application of techniques dedicated to data mining for didactic purposes [20]. Nevertheless, innovation in education has become relevant, so several projects appear to apply it. For example, the Hadoop Ecosystem has been designed to help researchers and students in all aspects of typical data analysis and automatic learning processes (Machine Learning) [21].

In the revision work by S. Slater et al. [22], there is an analysis of several didactic and research tools for educational data mining, classifying them as follows:

- Data Analytical Tools for the handling, cleaning, and formatting of the data, per example: Microsoft Excel and EDM Workbench.
- Data Analytical Tools for model selection and testing, also identification, mapping, exploration and analysis of relationships such as RapidMiner, Weka, KEEL, KNIME, Orange, and SPSS.
- Data Analytical Tools for visualisation of the structure of the tree methodology as Tableau, d3js, and InfoVis.

### A. Data Analytical Tools

S. Yadav and Urbina provide a list of analytical tools, and their descriptions, as well as the definition [2], [27]. In Table I, the most relevant characteristics are listed, and the tools that could be used to educational poipoises are identified.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WEKA*</td>
<td>Implements algorithms for data preprocessing, classification, regression, grouping, association rules, and viewing. It is free to use under the Public License GNU, and it contains a wide range of modelling and data processing techniques. [2].</td>
</tr>
<tr>
<td>Orange*</td>
<td>This software allows preprocessing, information filters, data modelling, evaluation, and exploration of modelling techniques.</td>
</tr>
<tr>
<td>Rapid Miner*</td>
<td>Predictive analysis tool. It is sturdy, easy to use, and has a broad open-source community where the users can integrate their self-made specialised algorithms. It provides the user with learning schemes, models, and algorithms from WEKA and R [2].</td>
</tr>
<tr>
<td>Rattle</td>
<td>Free, open-source data mining toolset that is written in the statistic language R. It presents visual and statistical data summaries [2].</td>
</tr>
<tr>
<td>Knime*</td>
<td>Integrative software allows data processing, analysis, and exploration as well as advanced prediction algorithms and machine learning.</td>
</tr>
<tr>
<td>CLUTO</td>
<td>This tool is for grouping high and low dimension data analysis. It has multiple classes of algorithms for grouping such as partition, agglomeration, and graphic-based partition, similarity/distance functions as Euclidian distance, cosine, correlation coefficient, extended Jaccard, and even self-defined functions [2].</td>
</tr>
<tr>
<td>Jaspersoft BI Suite</td>
<td>An open-source suite produces reports based on database columns, reducing the data from the sources to tables and interactive graphics.</td>
</tr>
<tr>
<td>Pentaho Business Analytics</td>
<td>Software platform that simplifies the information inclusion from the different sources</td>
</tr>
<tr>
<td>Talend Open Studio</td>
<td>Offers a development environment for linking Hadoop data processing works.</td>
</tr>
<tr>
<td>Splunk</td>
<td>This tool creates a data index such as a book’s structure or a text block.</td>
</tr>
<tr>
<td>Apache Storm</td>
<td>A distributed computing system that allows the user to process unlimited data in a reliable real-time way.</td>
</tr>
<tr>
<td>Apache Drill</td>
<td>It is an SQL search engine for Big Data exploration. It has been designed from scratch to allow high-performance analysis in semi-structured data.</td>
</tr>
<tr>
<td>Cassandra</td>
<td>It is used by large active data sets, coming from Netflix, Twitter.</td>
</tr>
<tr>
<td>HBase</td>
<td>A distributed database management system built upon the Hadoop file system and oriented towards columns format,</td>
</tr>
<tr>
<td>Neo4j</td>
<td>It is a native graphics database management system which uses the data relations as the first-class entities. It has upgraded performance in comparison to relational databases.</td>
</tr>
<tr>
<td>CouchDB</td>
<td>A database management system that is wholly dedicated to web applications, storing data in JSON files.</td>
</tr>
<tr>
<td>OrientDB</td>
<td>It combines the flexibility of file databases with graphic databases.</td>
</tr>
<tr>
<td>FlockDB</td>
<td>It is an open-source database management system that uses a wide but shallow network graphics. It was designed to store social graphics.</td>
</tr>
<tr>
<td>MOA (Massive Online Analysis)</td>
<td>It is a project designed in partnership with WEKA that offers flow analysis online for various WEKA algorithms and with the same user interface [24].</td>
</tr>
<tr>
<td>MADlib</td>
<td>It is a collection of SQL-based algorithms; it includes grouping, classification, regression and themed models as well as validation tools [23].</td>
</tr>
<tr>
<td>Dato, before GraphLab</td>
<td>It is an independent product that can be connected to Hadoop for graph analysis and machine learning tasks [25].</td>
</tr>
</tbody>
</table>

* For educational purpose. (Modified from Source: [2],[23],[24],[25])
In the literature review, some of the tools are focused on the learning-teaching area of data science. However, their focus is not entirely didactic for non-experienced users. Because they are for specialised tasks and depending on the data set type, a choice of tool is made. So, these tools have more complexity than required for a basic implementation. In many cases, these tools are developed for more experienced users or area professionals, what it offers an opportunity area for pedagogical tools in this field.

III. ARCHITECTURE AND DESIGN OF THE TOOL

The Data Analytical Tool presented in this paper is developed in Java, and it generates the multidimensional variant for Online Analytical Processing (OLAP) named multidimensional structure (MOLAP). For this purpose, it uses relational database modelling technology for the construction of the data warehouse (DW) in a MySQL system by reading a data source in CSV format separated by commas. In this way, the system creates a multidimensional model generated by a table for each dimension or column in the data source.

The Data Mining based on Lattice is a method to organise data in domains determined by combinations of the dimensions of a dataset [26]. These combinations can be determined by information retrieval with SQL structures named views. The system can calculate the views from the MySQL database and managing a cache memory file by making use of a linked list structure [27], and a modified B-Tree [28], where each node in the tree constitutes a view also named cuboid from the Lattice. This system generates both the logic and the visual representation of a data cube.

Materialised views are structures that improve data access time by precomputing intermediary results; an effective technique for improving query performance is using indexing [29]. In this sense, the algorithm proposed by Harinarayan [17],[30] is used to improve the efficiency of the model for determining the pre-calculated views to materialise, and his algorithm is implemented into the Data Analytical Tool. Given the educational approach of this development, the execution tests were carried out in a synthetically created data cube; that is, with data sources created by an additional computer program, and the measurements were randomly generated.

A. Architecture of the Data Analytical Tool

The general tool’s architecture is shown in Fig. 1, and the specific elements are described and detailed in the following paragraphs.

The data are obtained from an external data source in CSV format, which is used to fill out a database structured into tables, matching each file’s header with a field of the table. The cube is comprised of a vector (D_1, D_2, ..., D_N) with N dimensions corresponding to the attributes of the database. The generated cube or Lattice L contains a cartesian product of the N dimensions. Each cuboid represents a possible useful aggregation from structured language queries (SQL) known as views. The materialisation of these views and its efficiency is based on the Harinarayan algorithm implementation. In this work, queries and aggregations are optimised, first, by application of operations like slicing in OLAP that generates data columns corresponding to single values with at least one dimension. Then, it helps the visualisation and recompilation of information about a specific dimension. Finally, dice operation in OLAP is provided, which selects a subset of dimensions considering a specific values range in each dimension.

In the analysis of the patterns, the data source must be a binary matrix, this means that the columns constitute dimensions and the rows are corresponding with the records. So if a record has the dimension, the intersection is filled with a value 1, or 0 on the contrary case.

B. Lattice Construction

For the software implementation, making use of the modified B-Tree structure, each view is represented by a node, as shown in Fig. 2. In this case, dimensions, the node attribute is previously determined by the number of attributes of this node; ancestors are the previous nodes, and descendants are the subsequent nodes. Both last sets contain at least one shared dimension with the actual one.

For example, for the three-dimensional data source, N=3 and 2^N possible groupings (nodes) are generated. Their relationship can be appreciated in Fig. 3, and it is essential to note the complexity involved in that excepting the apex and base (Node 7), each node possesses various descendants and several ancestors at the same time.

![Fig. 1. The Architecture of the Proposed Tool).](image)

![Fig. 2. Node Structure.](image)

![Fig. 3. Three-Dimensional Lattice Structure.](image)
The information of the Lattice’s constitution is stored in each node as has been shown in Fig. 2. So apex is 0 dimension, Nodes 1,2, and 3, have one dimension and Node 4,5,6, have two dimensions associated. Node 7 is considered the base cuboid. In this example, Fig. 4 shows the structure of Node 5 as an example; it has two ancestors with dimensions D1 and D2, and its descendants that have its dimensions and D2.

The order of the interconnected node net structure described by the Lattice contains all views that can be used to get any query related to a business question, as well as materialising or to pre-calculating the cuboids. However, it is crucial to know the physical space limitations in the storage unit. It is also recommended to materialise the base cuboid (full detail, apex) as it can be used to respond to any question, and then move on to the less costly views, which results in less time and resources to obtain the desired answers. The generated structure allows the application of other algorithms, so the computational cost that is inverted is justified.

The pseudocode for the creation of the logical structure for the data cube is shown in Fig. 5.

```
// Creating a dimension list
for each dimension
ListDimensions <- name dimension

// Creation of apex node
create a new node Nodeactual
Nodeactual.dimensions <- apex
Nodeactual.ancestors <- null
Nodeactual.descendants <-null

// Creation of Nodes for storing one dimension cuboids
for each dimension in ListDimensions
create a new node Nodeactual
Nodeactual.dimensions <- name dimension
Nodeactual.ancestors <- apex
Nodeactual.descendants <-null

//Creation of nodes for storing cuboids of 2 or more dimensions
until all levels are covered
for each dimension in ListDimension
create new node Nodeactual
Nodeactual.descendants <-null
for all groups of n dimensions in ListDimensions
for all nodes in previous level
if dimension in Nodenivel - 1
   Add Nodenivel - 1 to the list of ancestors from the actual node
   Add Nodeactual to the list of ancestors from Nodenivel - 1

C. View Materialisation

The formulation of business questions can be carried out through structure query language expressions (SQL), based on the database previously stored. Furthermore, it is possible to use operators on numeric-type dimensions of the views resulting in answering expressions, for example:

```
SELECT field, Op field FROM table GROUP BY field
```

Where, field: is a subset of database attributes or dimensions D1, D2, …, DN and Op (field) is an operation in a numeric-type dimension, as COUNT, SUM, MAX, MIN.

The cost of generation of a view, represented by C(v) is associated to the computational cost of using a view considering that it decreases with the number of dependent relationships, thus, the calculation cost is divided between the total number of dependent relationships.

Therefore, the construction of the net is modified, as shown in Fig. 6.

An advantage of this new structure is to get a straightforward application of Harinayaray’s Greedy algorithm proposal [17]. An efficient view generation is done, as shown in the pseudocode in Fig. 7. After selecting a view set named S, the benefit of the view v, denoted by B (v, S) is calculated. B is the difference in cost of storing a descendant view and the cost of its ancestor view and then multiply the difference by the number of relationships dependent to view v. The only views that benefit from the materialisation of v are the ones that can be calculated from v, including the v itself. The list of these views is named as w.

Therefore, the total benefit is the sum of all the benefits from the w set. In Fig. 7, the pseudocode can be appreciated.

The for testing the of use of the developed Data Analytical Tool and its effectiveness in the classroom, it was used in production for the analysis of data from several experimental datasets, speeding up the obtaining of results for the respective case studies was reported. Then a follow session was done, and the results are presented in the next section.

```
Node
dimensions: D1,D3
ancestors: Nodo_1,Nodo_3
descendants: Nodo_7

Node_5
dimensions: D1,D3
ancestors: Nodo_1,Nodo_3
descendants: Nodo_7

cost: 15
```

Fig. 4. Representation of the Values of an Example Node.

Fig. 5. Multidimensional Cube Generation Pseudocode.

Fig. 6. Addition of the Cost Attribute to the Nodes.

```
S = {top view};
for i=1 to k do begin
   select that view v not in S such that B(v,S) is maximized;
   S = S union {v};
end;
resulting S is the greedy selection;
```

Fig. 7. Greedy Algorithm (Source: Harinayaray[17]).
IV. RESULTS

In this section are presented the efficiency of the tool to show the results about the calculus of the cuboid, definition of the association rules, and MOLAP visual representation using synthetic data as input.

The test data consists of a synthetic input composed of five dimensions named A, B, C, D and E respectively fulfilled with four records with random 1 and 0 numeric data values. The small size of the synthetic dataset was selected for display purposes as shown in Fig. 8, but the data capacity is limited by MySQL restrictions whose consists on the storage engine such as InnoDB that supports a maximum of 65,535 bytes per row limited by the data type that it hosts, that is approximate of 1.073,741,824 rows.

The corresponding lattice representation must look as shown in Fig. 9, where a labelled node represents each combination of dimension.

In the interface, this Lattice is represented by a button for each node. It replaces the names of the dimensions and respectively views by numbers, preventing dimension names from being longer, so the example lattice is shown in Fig. 10.

![Fig. 8. Test Synthetic Dataset.](image)

![Fig. 9. Lattice Representation.](image)

![Fig. 10. Lattice Representation of the Synthetic Dataset Created by the Tool.](image)

After the lattice generation, all the simple views whose consists of SQL sentences such as select a,b from table, are calculated automatically. Then, the visualisation of any view is obtained clicking on the button that represents the node of interest. A new window will appear showing the records that comply with the query. In Fig. 11, can be appreciated the result of clicking the button with numbers 0.1.2 that correspond to the node that relates the dimensions A, B and C.

Once, all the possible views to generate are available, the analysis of which ones are adequate for being materialised is carried out using the Harinarayan algorithm, the calculation provided by the tool is shown in Fig. 12 with N=4.

The result is the materialised view set as S = {V2, V4, V7, V5, V10, V6, V12, V3}, according to the employed method. In this output table, the student could analyse the procedure of optimisation whose manual calculations would have been complicated and time-consuming.

In data mining, the technique used to find item sets, subsequences, or substructures that appear in a data set requires the following definitions and operations.

Considering $I = \{I_1, I_2,..., I_n\}$ as a set of items or dimensions, D the task-relevant data, T a set of items such that $T \subseteq I$. Let A be a set of items, a transaction $T$ is said to contain A if and only if $A \subseteq T$. An association rule is an implication of the form $A \Rightarrow B$, where $A \subseteq I$, $B \subseteq I$, and $A \cap B = \phi$. The rule $A \Rightarrow B$ has confidence c in the transaction set D, where c is the percentage of transactions in D containing A that also contains B. It is taken to be the conditional probability, $P(B|A)$. Then

$\text{support}(A \Rightarrow B) = P(A \cup B)$

$\text{confidence}(A \Rightarrow B) = P(B|A)$

Rules are called strong when (1) and (2) are satisfied with a, a minimum support threshold (min sup) and a minimum confidence threshold (min conf). If the relative support of an itemset I satisfy a pre-specified minimum support threshold, then I is a frequent itemset [31].

To show this calculation by the program, the frequent patterns that comply with the minimum support requirements (i.e. min sup: 2) are highlighted with black buttons in the interface, as shown in Fig. 13, so the students could visualise the combination of frequent dimensions in the dataset.

From Equation (2), we have

$\text{confidence}(A \Rightarrow B) = \frac{\text{support}(A \cup B)}{\text{support}(A)}$

Equation (3) shows that the confidence of rule $A \Rightarrow B$ can be derived from the support counts of A and $A \cup B$, and it is straightforward to derive the corresponding association rules $A \Rightarrow B$ and $B \Rightarrow A$ [31]. Then, the association rule for a relation e.g. $\{A, D\}$, is calculated as follows: $\text{conf}(\{B\} \rightarrow \{A, D\})$ in the interface: $\text{conf}(\{1\} \rightarrow \{0, 3\}) = \text{supp}(\{0, 3\}) / \text{supp}(\{1\}) = 3 / 3 = 1.0$. At last, the association rules are determined for those who
complied the minimum confidence value (i.e. 60% or 0.60), and the interface displays the result, as shown in Fig. 14.

The students reported that the intuitive interface of the tool focused on concrete operations supported them not to spend extra time in software configurations or learning a complicated interface for the same purpose.

V. CONCLUSIONS

Among the tendencies that have been found in a revision of the techniques reported, they are not oriented toward the pedagogic aspect of teaching data science topics; on the contrary, they use data science as an automatic learning tool for other areas.

In the learning of data mining, the analysis of data cubes is a technique that has prevailed as an efficient form of data analysis. However, its manual design is a very challenging task to be carried out within large volumes of data, so that is why the automation of the processes through computational tools constitutes an excellent aid for the data analysts. In this sense, the presented tool helps automate the data cube tasks plus the storage model in vectors/matrixes. Usage of the tree structure gives a natural indexation and provides an efficient extraction of the data thanks to the pre-structuring of the added data. All the advantages of automated calculation can be explained in work out session with easy examples to explore the method in various cases as well as testing the solutions for exercises.

The visual presentation and the interaction with the consequence of the changes could improve the understanding of data mining because it constitutes a reinforcement to the constructivism approach in education, that is why the tool is developed with a visual interface focused on a data analysis task. Even though the implemented algorithms are not the only ones that can be used to perform these tasks, they are considered as the basis for a well understanding of more complex proposals. In this preliminary results with students, they could explore the system capabilities to analyse their dataset being able to obtain results in less time and effort than manually, as well as obtain a new data warehouse in MySQL for future tests.

VI. FUTURE WORK

Even though this tool is completely functional, some improvements could be made. Firstly, testing the tool in control and observation student groups to have feedback of the student and learn about the effect of this digital resources in a virtual class. Besides, adding more functions and embedding the description of the processes in the interface could make this tool a self-learning tool.

In the technical approach, if the memory is limited then, the structure’s baseload could be accelerated via data chunks, and it could improve the time consumption for large datasets. Moreover, a further study of alternative algorithms for the data cube creation algorithm using the tree structure could be implemented and could help the students to compare the performance in their practice in this learning tool.
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Abstract—Air pollution has a severe impact on human beings and one of the top risks facing human health. The data collection near pollution sources is difficult to obtain due to obstacles such as industrial and rural areas, where sensing usually fails to give enough information about the air quality. Unmanned Aerial Vehicles (UAVs) equipped with different sensors offer new approaches and opportunity to air pollution and atmospheric studies. Despite that, there are new challenges that emerged with using UAVs, in particular, the effect of wind-generated from UAVs propellers rotation on the efficiency and ability to sense and measure gas concentrations. The results of gas measurement are affected by the propellers rotation and the wind resistance. Thus, the effect of changing UAV speed and altitude on the gas measurement both vertically and horizontally need to be performed. The aims of this paper is to propose a new mobile-wireless air pollution system composed of UAV equipped with low-cost sensors using LoRa transmission. The proposed system is evaluated by studying the effect of changing altitude and speed on the measured gas concentrations CO, LPG, H2, and smoke when flying in horizontally and vertically directions. The results showed that our system is capable of measuring CO, LPG, H2, and smoke in the vertical mode in both hovering and deploying scenarios. While in horizontal mode the results showed that system can detect and measure gas concentrations at speeds less than or equal to 6 m/s. While at high speed of 8 and 10 m/s there will be an impact on its performance and accuracy to detect the targeted gases. Also, the results showed that the LoRa shield and Radio transmitter AT9S can successfully transmit up to 800 m horizontally and 400 feet vertically.
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I. INTRODUCTION

The continuous changes in ambient air that are associated with both natural and anthropogenic emissions (such as aerosols or gaseous pollutants) has a significant effect on air quality and consequently on human health [1]. Recent studies on the “Global Burden of Disease,” identified air pollution as one of the top 10 risks facing human beings. Many cities have consistently violated the recommended concentration ranges of air pollutants and the direct implication of this violation is several air pollutant-related premature deaths [2], [3].

Haze is one of the most common phenomena associated to air contamination which happens almost every year within the past decades in Southeast Asia including Malaysia due to the forest fires particularly in Sumatra and Kalimantan, Indonesia [4]. According to [5], Malaysian economic loss was around 4,471 USD per haze day and the study predicted in next 20 years, the losses will be from 1 million USD to 1.6 million USD per year. The biomass burning caucus serious air pollution and increases the haze condition [6], also considered as a major source of carbon monoxide (CO) [7]. The CO is one of the most hazardous air pollutants that causes severe health problems and more than 400 co-related deaths reported yearly in the U.S. [8].

However, the conventional air contamination monitoring systems (ACMS), despite being efficient and reliable for measuring a wide range of pollutants, still have some drawbacks in terms of their size, weight, and cost. One of the drawbacks is that the monitoring stations may not be able to cover all locations. Hence, there are several un-monitored locations need to be estimated [9]. These drawbacks necessitate the wide deployment of air monitoring stations [10]. Furthermore, the analysis of the data and its deployment in conventional ACMS is too slow. So, high spatial-temporal resolution with a real-time system is fundamental because of the restricted information accessibility and non-versatility of the traditional ACMS [9].

Low-cost sensors change the traditional way of measuring air pollutants [2], they can be used with higher spatial & temporal resolutions [11]. However, the detecting range of the low-cost sensors is much lower than the traditional observing tools due to the direct interaction of the sensor surface with a small volume of the chemical compounds. Hence, a stationary sensor network is not applicable in most cases from both economical and deployment-related perspectives [12]. As a result of that, many researches have been trying to utilize mobile objects in both ground and air [13]. Mobility can fill the gap between the traditional monitoring tools and the air quality measurement models, especially in the areas without monitoring stations where the data about pollution is achieved via air quality modeling or predictions [9].

Although the mobile ground objects offer some advantages, they still have limitations, such as in industrial and rural areas where sensing usually fails to give enough information to acquire sensible measurements with the required granularity level [13]. These concerns necessitate the use of UAVs to monitor such areas [14]. UAV technology has gradually gained popularity over the years [15], and a vast amount of information has been collected for air pollution that spread across scientific and non-scientific databases [16].
plays an essential role in many other fields such as food security that help to combat food insecurity due to the COVID-19 pandemic [17]. However, UAVs provide new challenges, in terms of payload capacity, power consumption and stability [10]. Also, the limitation on sensors selection which needs to be suitable and small enough to mount them on board UAVs and that may lead to select sensors with less sensitivity and selectivity [1]. Furthermore, data captured by low-cost sensors must be critically evaluated due to their heavy dependence on numerous factors, especially the impact of wind generated by the UAVs propellers rotation [10]. Also [18] shows that using UAVs for air pollution measurement can be only effective if the location point of the air sensor has been optimized. Moreover, the accurate results of gas measurement rely highly on the contribution of propellers rotation and wind resistance that need to be assessed.

In this study, we aimed to develop a mobile-wireless air pollution system to measure gases concentration such as CO, LPG, H2 and smoke by developing a detection system based on low-cost sensors (subsystem-1), and an affordable and open-source UAV (subsystem-2). The system is evaluated on the effect of changing altitude and speed on gas concentration when flying horizontally and vertically. The experiment conducted is also to assess the communication range of the system stations using LoRa Shield and Radio transmitter AT9S.

II. RELATED WORKS

The air pollution monitoring systems and low-cost sensors are presented in this section. The existing works are grouped into three categories based on the carriers of the low-cost sensor nodes. The disadvantages of each category are highlighted in each subsection. This section is organized as follows: i) the static low-cost sensors used for air pollution measurement; ii) low-cost sensors with mobile-ground objects; and iii) low-cost sensors with mobile flying objects.

A. Static Low-Cost Sensors

The study by [19], used a micro controller-based toxic gas to detect and alert the presence of hazardous gases like LPG and propane emission. When these gases exceed their safety level, an alarm is generated and send an SMS message through GSM modem to an authorized person. Their system consists of PIC 16F877 as a Micro controller and MQ-2 and MQ-6 gas sensors. The analog signal sensed from the sensors represents the concentration of the hazardous gases and converted to digital signals through ADC in their microcontroller. The system provides fast response with accurate results which leads to faster diffusion in emergency cases. The limitations of this system is its only applicable for indoor air quality monitoring and the sensor nodes are constantly on sleep mode as there is no updating of data in the same location continuously.

The author in [20] developed a WSN for outdoor monitoring of air pollution, the designed prototype was tested on a real-time basis. The sensors capture O2, NOx, CO, H2S pollution data while the sensed data is transmitted via GPRS to the server. Solar panel is used to provide power to the stationary sensor nodes. Customized mobile and web apps are provided for making the air pollution data available to the public. The challenges facing this system is in terms of temporal-resolution when the number of deployed stations increases. The increment override the low spatial-resolution that leads to congestion in a single cellular base station that serves a large number of monitoring stations.

Another research [11] developed a low-cost air quality system known as DiracSense to measure gas pollutants that are indexed by Malaysian ambient air quality standards. They used CO-AF, OX-AF, and NO2-AF sensors that are manufactured by Alphasense. The electrochemical sensors measure CO, O3, and NO2 gases. PTU300 sensor measures temperature, pressure, and relative humidity. Also, they used Raspberry Pi as a micro-controller. DiracSense collects, analyzes, and shares air quality data using wireless communication. An android mobile phone application was used to display the data of air quality. They calibrated the sensors by using laboratory and field test experiments. They used an adaptive neuro-fuzzy inference system (ANFIS) as the calibration model and used a multi-layer perceptron (MLP) to assess the capability of the ANFIS as the calibration model. The results showed that the ANFIS model is promising as a calibration tool due to its ability to enhance the accuracy and performance of the low-cost electrochemical sensors.

The study by [21] presented an air pollution and monitoring model that consists of Bluetooth micro controller for transferring the values of the sensors from ADC to a server, MOS (MQ-7, MQ-5) sensors, and server to save all the data collected. They also presented the ID3 algorithm to calculate the sensor values saved on the server based on probability. They proved that the model can predict the air pollution in some areas. Research [22] developed an air pollution measurement and prediction system for measuring CO and H2. Their system consists of Beagle bone Black as a micro controller, MOS (MQ-7, MQ-11) sensors, and GPS module for tracking the concentration of pollution. The data collected from the sensors are uploaded on Azure Cloud via Python SQL. They applied a machine learning service on the data saved in cloud for predicting the pollution. This study shows that the cloud data can be used for prediction of air pollution. The challenges facing these two systems is in terms of spatial-resolution that the number of node sensors should also be increased to cover a larger spatial resolution.

B. Low Cost Sensors in Ground-based Mobile Objects

Many researchers utilize mobile ground objects [13] for air pollution measurement to overcome drawbacks of facing static systems in terms of low spatial-temporal resolution, deployment of sensor nodes, maintenance and calibration obstacles.

In ground mobile objects, [23] presented a real-time WSN-based pollution monitoring. The sensors sense the concentration of CO, CO2, and O2 gases deployed on sensor nodes that have been calibrated. The project implementation was done in the industrial area of Hyderabad city. The study deployed a multi-hop data collection algorithm while the collected air pollutant data from the designed test beds are made available onto the internet through dedicated web interface. The developed system is capable of obtaining the
The author in [24] developed a system called Air-sense for air quality monitoring in both outdoor and indoor. Their system was designed with 4 layers. The first layer for collecting the data through the people carrying a portable Air Quality Monitoring Device (AQMD); the second for treating and formatting the data collected and transmitted through the first layer; third layer is responsible for communication between the cloud server and the smartphone and the fourth layer is responsible for analyzing and storing the data. Their AQMD consists of Arduino Pro Mini board as a microcontroller, MOS (MQ-7, MQ-135) for detecting CO, and monitoring air quality and Bluetooth module HC-05 for transmitting the data from AQMD to smartphones. The study concluded that this system will encourage the citizens to be part in the crowd sensing action, which could be a backbone of any smart city. The challenges facing this type of systems in terms of spatial-to-temporal resolution trade-off (higher spatial coverage at the expense of lower temporal resolution), also low data accuracy and reliability.

The author in [25] presented a low-cost system for air quality monitoring using a vehicular sensor network. This system processes the data collected by sensors located on public vehicles. The system consists of Arduino as a microcontroller connected to MOS sensors for detecting (NO2, CO2, CO, and Ozone), as well as to measure air quality. The acquired data is transferred to a server on Raspberry Pi board through Xbee-based Access Points installed on the road.

The author in [26], suggested a low-cost portable system for air pollution monitoring by using IoT to create awareness to the public about the air quality, enabling them to make better choices regarding traveling routes or purchasing of houses in a better area.

C. Low Cost Sensors in Flying-based Mobile Objects

Researchers have been trying to utilize mobile flying objects such as UAVs to overcome the drawbacks facing mobile-ground systems in terms of low spatial resolution. Also, it's proven that air pollution changes abruptly even at a small relative distance both horizontally and vertically [13].

In flying mobile objects, [10] presented an Air Pollutants Monitoring Using UAVs (ARIA) project, with the aim of finding a toll to measure air quality vertically at different heights. They presented an overview about their project and the low-cost air pollution measurement without the experimental results. For air pollution monitoring, they presented a system that consists of Raspberry Pi 3 as microcontroller, Alpha-sense Gas sensors, and Particulate and Volatile Organic Compounds (VOCs) sensors. They suggested placing the sensors inside the drone to avoid the airstream generated from the propeller rotation, with mention of the drawbacks of this configuration which can lead to losses of signal along the wires. They stored data on an On-Board storage control unit connected with the measurement system and when the drone land off, they can download the data from the board.

The author in [8] suggested an airborne WSN system called AIRWISE for automated measurement and monitoring of ambient air pollution. The system comprised of an unmanned aerial vehicles (UAVs) and a pollution-aware wireless sensor (PAWS) network. The system was designed for monitoring ambient air pollutants in 3D spaces without any form of human intervention. They suggested two schemes for autonomous monitoring of a 3D area of interest; their PAWS consist of Wasp mote node as a micro-controller, GPS module and integrated sensors for measuring gases concentration and air quality. The targeted gases were O2, NH3, CH4, and CO2.

The author in [27] presents a data acquisition system and its coupling into a UAV to facilitate air pollutants monitoring. The collected data is transmitted via RF to the ground station for processing. The results are displayed on a web page that can be accessed using any mobile device or computer. Their monitoring unit consists of UV S500 quadcopter with the pix-hawk flight computer, Arduino, Shield for Xbee antenna connection, Xbee PRO S2B Antenna, and DAQ with sensors to measure air quality. The sensors used in this system are MQ7 to measure Carbon monoxide, MQ8 for Hydrogen, MQ131 for Ozone, and MQ135 for Carbon dioxide. The ground station consists of a PC, Arduino, and Receiver antenna 3DR used for monitoring the behavior of variables. The flying was stable when the load was located in the center of its frame, but the flight time decreased from 13 to 10 minutes. The results show that there is no lost in communication or interference within the range of 203 meters.

III. PROPOSED SYSTEM

The system developed and evaluated in this study consists of two subsystems: the air pollution detection system (subsystem-1) and the UAV (subsystem-2). Fig. 1 illustrates the methodology in developing the system.
A. Air Pollution Detection System (Subsystem_1)

The proposed system consists of two subsystems. For subsystem_1, we used Arduino UNO over the other devices due to its power consumption and simple connectivity [1]. LoRa shield is used for data transmission since it offers a long-range transmission compared to other wireless transmission techniques as shown by [28-29], and MQ sensors due to their low cost, compatible with Arduino, and their ability to sense various chemical gases.

The subsystem_1 composed of two stations, the first station is the detection station (DS_subsystem_1) to detect and measure targeted gas concentrations. The second station is the monitoring station (MS_subsystem_1) to receive and display the targeted gas concentration measurements.

The DS_subsystem_1 composed of MQ2 sensor to sense smoke and CO, MQ6 to sense LPG, and MQ8 to sense hydrogen. The sensors were coupled to the Arduino UNO R3 micro-controller and RFM LoRa Shield to facilitate wireless communication.

The MS_subsystem_1 composed of Arduino UNO R3 board with RFM LoRa Shield, connected to a PC with Arduino IDE (Integrated Development Environment) system via a USB port for real-time visual monitoring.

B. Configuring the MOS sensor (MQ2, MQ6, and MQ8)

The As an analog sensor, the response values of the MOS gas sensor are the outputs of the analog-to-digital conversion (ADC). Based on the sensors datasheet, the resistance of the sensor (RS) will be calculate as follows [30]:

\[ R_s = \frac{V_c - V_{out}}{V_{out}} \times RL \]  

(1)

Where

\[ V_{out} = \frac{ADC \times V_c}{1023} \]  

(2)

where \( V_c \) is a micro-controller board voltage, \( V_{out} \) is the output voltage of the sensor in the sample space, RL is the sensor load resistance, ADC is analog-to-digital value conversion. And based on the provided chart in the MQ datasheet, \( R_s \) in clean air is constant under standard temperature & humidity. The Rs/R0 ratio in clean air is 9.8 as described in the datasheet. After calibrating the sensor by placing it in clean air and getting the R0 value by dividing it with the Rs/R0 value in clean air, the targeted gas can be sensed using the Rs/R0 ratio. To calculate the concentration of the targeted gas in ppm, the datasheets provided the sensitivity characteristics of each sensor with ppm (gas concentration) as x-axis and RS/R0 as y-axis. So the curve of the particular gas in the sensitivity characteristics of each sensor is used to calculate the slope [31] as follows:

\[ \text{Slope} = \frac{(Y2 - Y1)}{(X2 - X1)} \]  

(3)

Where \( X1 \) is the logarithm of the first point for targeted gas curve in x-axis (PPM), \( X2 \) is the logarithm of the last point for targeted gas curve in x-axis(PPM), \( Y1 \) is the logarithm of the first point for targeted gas curve in y-axis(RS/R0), and \( Y2 \) is the logarithm of the last point for aimed gas curve in y-axis(RS/R0). The slope of each MOS sensor (MQ2, MQ6, and MQ8) was calculated separately.

Then, we calculated the concentration of the targeted gas in ppm from:

\[ \text{Gas Concentration} = \frac{\left( \frac{R_s}{R_0} - Y1 \right)}{(\text{Slope} + X1)} \]  

(4)

C. Unmanned Aerial Vehicle (Subsystem_2)

Drones are built for mobile and data-gathering capability. It can be recognized as a flying robot, which can be flown autonomously without any human interaction via software-controlled flight plans or can be remotely controlled [32]. The flying mode makes it easier to reach nodes in a timely manner and also makes it easy to hover and collect data at specific nodes [10]. The Hexacopter drone is chosen in our design as it has a large payload capacity of more than 2 kilogram payload; it also has better manoeuvrability and in-flight stability in comparison to quadrotors. This made them ideal for UAVs and studies on air quality where there is a need to carry various sensors and sustain a fixed in-flight position.

Our subsystem_2 consists of two stations, Hexacopter drone (HD_subsystem_2) and UAV control station (CS_subsystem_2) as shown in Fig. 2. The purpose of the CS_subsystem_2 is for communicating wirelessly with the HS_subsystem_2 via a Radio Controller (RC) or a PC with a mission planner application connected to a Telemetry Radio. The UAV kits in this project are customized based on their functionalities and capabilities as shown in Table I. The UAV are self-assembled from scratch by studying all parts and communicating from the supplier of drone experts.
TABLE I. UAV KITS

<table>
<thead>
<tr>
<th>Model</th>
<th>Frame</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DH F550 frame</td>
<td></td>
<td>Hexacopter drone is strong enough to carry loads. They are built with an increased number of motors; hence, they are relatively stable in-flight, and safer with 6 motors at 120° apart, whereby flight can be maintained even if one fails.</td>
</tr>
<tr>
<td>Radiolink Pixhawk</td>
<td></td>
<td>PIXHAWK is an open source flight controller made by Radio link; it has less interference of inner components, less noise, safety while flying, more accurate compass, and supports various flight modes.</td>
</tr>
<tr>
<td>Radiolink M8N GPS SE100</td>
<td></td>
<td>Radiolink M8N GPS is compatible with all the open source flight controllers its accuracy is 50-centimeter position and positions 20 satellites within 6 seconds at open ground. It is capable of valley station-keeping; Max height is 50000 m and Max speed is 515m/s.</td>
</tr>
<tr>
<td>Radiolink AT9S Transmitter with R9DS Receiver</td>
<td></td>
<td>This is an affordable radio system with a range of 900 m on the ground and 1500 m in air (environment-dependent). It includes a 2.8 inches LCD screen that can show a real-time data telemetry, such as GPS, SPEED, voltage etc. and it is suitable for all multicopters, boats, and cars.</td>
</tr>
<tr>
<td>FPV Radio Telemetry</td>
<td></td>
<td>used to receive a Real-time data about drone while its flying into the mission planner software in pc.</td>
</tr>
<tr>
<td>(2212 900kv) Brushless Motor and “9” Propeller</td>
<td></td>
<td>Fig. 1. The feature of the motor is light weight, extreme torque, low current and low temperature</td>
</tr>
<tr>
<td>Hobbywing 20A ESC</td>
<td></td>
<td>The electronic speed controller for translating a pilot’s controls into specific instructions to be transmitted to the motors for movement control. Hobbywing 20A ESC is designed especially for multi-copters;It is compatible with various flight-control systems and lightly weight 14 g</td>
</tr>
<tr>
<td>Imax B6AC Charger</td>
<td></td>
<td>This is a versatile and fast battery charger, balancer, and discharger. It is compatible with different types of batteries. It is equipped with an internal independent Li-battery balancer for ensuring balanced charging &amp; discharging of 2–6 cells.</td>
</tr>
</tbody>
</table>

D. Integration of Subsystem 1 and Subsystem 2

The best location to place the DS_subsystem_1 is by considering the stability of the drone at the bottom of Hexacopter (HS_subsystem_2) as shown in Fig. 3. In order to achieve drone stability during flying and hovering mode, as well as to decrease the effect of the wind generated by the propellers, we placed it as far as possible from the propellers (28 cm from propellers) with an extension to 5 cm from the bottom of the Hexacopter drone. This is also to ensure safety of the DS_subsystem_1 by using landing skid in case of fall-down or land-off. By integrating both subsystems we achieved our first goal and developed a mobile wireless air pollution system which consist of two stations: mobile station (DS_subsystem_1 and HD_subsystem_2) and ground station (MS_subsystem_1 and CS_subsystem_2).

IV. SYSTEM EVALUATION

In this study, three types of experiments were conducted to evaluate the effect of changing altitude and speed on the system. It detected and measured identified gases and assessed the communication range of the system stations. The experiments were performed as follows: i) To measure the range of wireless communication between the system stations (mobile and ground stations). ii) To evaluate the performance of the mobile station to detect and measure identified gas in vertical mode. iii) To evaluate the performance of the mobile station to detect and measure identified gas in horizontal mode.

A. Range of Wireless Communication

We tested the range of wireless communication of the system by flying the mobile station in an open field to the allowable maximum range according to the safety guidelines. The experiment was conducted to:

1) Examine the horizontal and vertical range of the mobile station to communicate with the ground station manually by Radio transmitter AT9S (RC) and autopilot by Radio telemetry with mission planner software.
2) Examine the horizontal and vertical range of the mobile station to transmit (CO, H2, LPG, and smoke) readings by LoRa Shield.

B. Vertical Evaluation

The experiments were conducted to evaluate the effect of changing altitude and speed on the mobile station performance to detect and measure targeted gas, with the following scenarios:

1) Hovering mode, the first readings were taken at one identified spot at ground level. After recording a number of packets, we raised the mobile station to 5 m. Then the RC was changed into hovering mode to stabilize it at its position and altitude. Then the level was increased to 10 m and the measurements are recorded. The same steps are repeated on subsequent level as shown in Fig. 4.

2) Deploying mode, the initial same spot was used as described on previous experiment. The mobile station takes off from the ground to 20 m altitude at different speeds ranging (2-10) m/s with a 2 m/s step size as shown in Fig. 5.

C. Horizontal Evaluation

Experiments were carried out to evaluate the effect of changing speed on the mobile station performance to detect and measure identified gas. The experiments were set up by a flight plan installed to mobile station through the ground station (using mission planner and Radio telemetry). The flight plan was conducted by using 4 way-points as shown in Fig. 6. The way-points were as follows:

1) The first point was located above the ground station, for the mobile station to take off. After the mobile station took off at 15 m altitude, it flew at speed that was set through (WPNAV_SPEED in mission planner software) towards the second point.

2) The second point was located at distance of 150 m from the ground station. When the mobile station reaches this point, the drone hovered for 10 seconds. The gas readings received during these 10 seconds will be ignored in our measurements.

3) The third point had the same location as the second point. At this point, the "Do-change-speed "command was used; to change the mobile station speed to 2 m/s, then the mobile station flew towards the fourth point. The mobile station speed changed for the comparison purpose.

4) The fourth point was located at the ground station, where the mobile station landed.

The purpose of using this method was to ensure that the mobile station will fly at the same path in nearly same time at two different speeds, which were:

a) From first to second point, we tested different speeds ranging (2-10) m/s with a 2 m/s step size, to evaluate their impact on the mobile station performance to detect and measure targeted gas.

b) From third to fourth point, we used the fixed speed in the experiment (2 m/s).

V. RESULTS AND DISCUSSION

The results of testing the range of wireless communication for the system stations are shown in Table II. The GPS used in the mobile station was M8N GPS SE100 and each position is accurate within (1 to 2.5) m, and its speed is within (0.1 to 0.5) m/s.
TABLE II. \textbf{THE WIRELESS COMMUNICATION RANGE BETWEEN SYSTEM STATIONS}

<table>
<thead>
<tr>
<th>Communication method</th>
<th>Horizontal range</th>
<th>Vertical range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio transmitter AT9S (RC)</td>
<td>800 m horizontally</td>
<td>400 feet vertically</td>
</tr>
<tr>
<td>Radio telemetry with mission planner</td>
<td>100 m horizontally</td>
<td>100 feet vertically</td>
</tr>
<tr>
<td>LoRa Shield</td>
<td>800 m horizontally</td>
<td>400 feet vertically</td>
</tr>
</tbody>
</table>

The average of 15 readings were taken for each gas at each altitude in the experiments for hovering mode for vertical evaluation as shown in Fig. 7. The average of 10 readings were taken for each gas at each speed for the deploying mode in the experiments as shown in Fig. 8.

Finally, for the results of the horizontal evaluation, we took the average readings for each gas in each speed experiment as shown in Fig. 9.

Fig. 9 shows that there is a big change in average readings for each gas with respect to speed, especially for the CO gas at 8 and 10 m/s. We flew the mobile station at the same path at two different speeds. We compared the packets received at both speeds to ensure that changes in gases readings were due to changes in speed rather than the actual gas concentrations in that path. The results were as follows:

1) In the first case, the mobile station was taken from first to the second point at the following speed of 2, 4, 6 m/s respectively. Then, from third to the fourth point at 2 m/s. We compared the packets received at each point. The results indicated that both gas concentrations were almost in the same range.

2) In the second case, the mobile station was taken from first to the second point at 8 m/s. Then, from third to the fourth point at 2 m/s speed. We compared the packets received at each point as shown in Fig. 10. The results indicated a huge difference between packets received at each speed.

3) In the third case, the mobile station was taken from first to the second point at 10 m/s speed. Then from third to the fourth point at 2 m/s speed. We compared the packets received at each point as shown in Fig. 11. The results have indicated that there was a significant gap in gas concentrations.
detected and measuring the gases concentration. In horizontal mode, the results showed that the system is effective to detect and measure gas concentrations at speeds less than or equal to 6 m/s. While at high speed (8 and 10 m/s) there is an impact on its performance and accuracy to detect the gases. The ineffectiveness of the mobile station performance at high speed is due to the wind generated from the rotation of the propellers in horizontal-mode. The wind generated affects the air samples around the sensors. The low-range detection for the low-cost sensors needs direct exposure to the gases. The experiments indicated that LoRa shield and RC can successfully transmit up to 800 m horizontally and 400 feet vertically.

Our future work will focus on measuring the wind generated from the propeller's rotation at each speed especially at high speed (8 and 10) m/s and its effect to the air quality readings.
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Abstract—This paper proposes a new local descriptor of color, texture known as a Median Binary Pattern for color images (MBPC) and Median Binary Pattern of the Hue (MBPH). These suggested methods are extract discriminative features for the color image retrieval. In the surrounding region of a local window, the suggested descriptor classification uses a plane to a threshold that distinguish two classes of color pixels. The Median Binary Patterns of the hue features are derived in the color space from HIS, called MBPH to maximize the discriminatory power of the proposed MBPC operator. In addition to MBPC, MBPH are fused to extract the MBPC+MBPH resulting in an efficient image recovery method combined with color histogram (CH). The structure of the two suggested MBPC and MBPH descriptors are combined with the other fuzzyfied based color histogram descriptor that formed MBPC+MBPH+FCH to improve the performance of the suggested method. The proposed methods are applied on datasets Wang, Corel-5K, and Corel-10K. Experimental results depicted that results of proposed methods are better than existing method in terms of retrieved accuracy. The significant recognition accuracy obtained from the proposed methods which is 60.1 and 63.9 for Wang dataset, 41.88 and 42.47 for Corel-5K and 32.89 and 33.89 for Corel-10K dataset. This hybrid proposed method greatly deals with different textural patterns as well as able to grasp minute color details.

Keywords—Image retrieval; Binary pattern; feature extraction; Median Binary Pattern for Color (MBPC) image; Median Binary Pattern for Hue (MBPH)

I. INTRODUCTION

One of the demanding research domain in the context of intelligent system and computer vision is Content Based Image Retrieval (CBIR). In the past, with the explosion of digital technologies such as multimedia sharing platforms, social networks, and priceless technology available with at most every people that produces millions of images in different scenario and replicate via hosting services [1, 2].

The relevant information is possible only with searching and indexing the massive volume of accessible digital images [3, 4] is only possible with more-and-more likely information retrieval system. Now a days at the advancement of the research domains the CBIR system has paying attention towards various researchers to improve methods which gives high recovery proportion inside less recovery rate. In the last decade, CBIR frameworks were boosted on the grayscale images, at that point by methods for the broad utilization of color image over the various systems, that improvement of a color characteristics for acknowledgement and getting reason. Now it is being joined to upgrade the recovery framework. Therefore, designing precise and fast system has become demanding research domain in the field of recognition of pattern and AI. The CBIR system mainly work on two criteria: extraction of feature and matching feature. The key criteria is feature extraction as it requires with very small variation to be signified by vastly discriminated features from the image. These features discriminate within the class images and major variations between the other existing class images. Essentially building block of the CBIR framework gets request image as input from the expected user and for the purpose of feature extraction from the query image it utilizes a descriptor (may be combination of image content) [5,6]. Different indexing methods has been utilized and the query image highlights is contrasted and the arrangement of highlight vectors of various picture database. The retrieval of images based on most related images from an image database and delivered to the user.

Mainly researchers are focused the features extraction procedures according to the application requirement in different domains. The main goal is to extract distinct features in the viable time. Features extraction is an important task for any multimedia retrieval process. In recent years, characteristic of extraction has been thoroughly investigated [7,8,9,10]. Global characteristic include depiction of the contours in the image, the style definition, texture characteristics and local characteristics [11,12]. Some example of global descriptors are from matrices and invariant moments as well as histogram dependent gradients [13]. Some problem relates to occlusion, viewing and lighting changes and local characteristics of imaging are being dealt with by global methods due to their insufficiency.

The extraction methods through native region that extract features from the local region of the image are well adapted to these issues. Such regions may be as small as easy or chosen by key points as image portions. Texture and color offers knowledge of significance information form the development of efficient features by confirming the strong recovery system output. The classic texture characteristic was derived from the grayscale images. The scale-invariant features transform (SIFT) is more productive, viable and precise descriptor in a cutting edge acknowledgement and characterization framework, among the diverse nearby local descriptor for grayscale images [14]. In order to capture the texture from color images, several variants are available. The SIFT color was evaluated and found to outperform a number of color descriptors. However, the SIFT color is an intensive computation, particularly when scaling the image or the
In this paper suggested operators MBPC and MBPH for color images which extracts color image structures that imitate the gray-scale texture extracted by the LBP operator. A vector of m components is called a color pixel and we create a hyperplane for that reason. The hyperplane is used as a threshold boundary with two classes of dividing color pixels. The value is assigned 1 if it is on a plane or above and 0 if it is below a plane, in a 3 × 3 neighborhoods of the current pixels. These operators proposed thus establishes spatial relationships between color pixels, which represent local texture characteristics. In a manner that matches LBP operator histogram for gray images, that may calculate binary patterns from extracted color images. There are 256 histogram bins, while suggested operator’s uses eight color pixels in the neighborhood, as features reflecting local image texture patterns. Proposed method is based on the channel color histogram (CH) from the H-specific (HIS) model, which is fusion with MBPC + MBPH. Among the best color image descriptors, most researcher frequently chosen the color histogram. Thus the MBPC+MBPH+CH solutions proposes. Similarly, also suggested another solution MBPC + MBPH + FCH, where fuzzyfied color channel histogram [40] based on the H channel color histogram (CH) from the HSV color space is used. The purpose of this study to improve image retrieval rate of related images from each categories of different dataset efficiently.

Although the descriptor output is greatly interrelated in both settings, substantial discrepancies have to be taken into consideration while choosing the descriptors for large-scale jobs. For the best descriptors, a correlation review is given, indicating the best possible combination of its use.

This paper is categorized in the following way: In Section 2, given a color image description of those binary descriptors of the current state of art focused on the local trends. Section 3 derived the suggested MBPC and MBPH operator. In Section 4 one can consider the characteristics and the fusion of the MBPC and MBPH operator with the color histogram (CH) and fuzzyfied Color Histogram (FCH) respectively. Section 5 outlines the different dimension of similarity measurements and results used in applications of image retrieval. In Section 6 presented a comprehensive experimental analysis on different color image databases for their retrieval performance. In Section 7 the conclusion and future work are remarked finally.
operators have been concatenated. A high recognition tare is given by the method. Nevertheless, the vector size is too larger to decrease the recovery rate.

**D. Local Color Vector Binary Pattern for Face Recognition (LCVBP)**

In LCVBP method color angular patterns and color norm patterns are the two discriminative patterns [22].

\[
f_{cn}^P = \varphi_{cn}(h_{cn}^P) \quad \text{and} \quad f_{cai,j}^P = \varphi_{cai,j}(h_{cai,j}^P), \text{for } i < j
\]

\[
i = 1, \ldots, \ldots, K - 1, \text{and } j = 2, \ldots, \ldots, K.
\]

Similar calculations may be performed for lower-sized features \( f_{ci}^p \) and \( f_{cai,j}^p \) of \( h_{ci}^P \) and \( h_{cai,j}^P \). The lower dimension features of the LBP histogram are joint at feature level by concentrating the lower dimension features in column order respectively in the following order for the proposed LCVBP feature of \( \mathbf{P} \) and \( \mathbf{I}^p \).

\[
f_{LCVBP}^P = [(f_{ci}^P)^T (f_{cai}^P)^T \ldots (f_{cai,k}^P)^T]T \quad \text{and} \quad f_{LCVBP}^I = [(f_{ci}^I)^T (f_{cai}^I)^T \ldots (f_{cai,k}^I)^T]T
\]

**E. Quaternionic Local Ranking Binary Pattern (QLRBP)**

This is another descriptor for color image. A QLRBP was developed by Lan et al. [42] to integrate multi-spectral channel color knowledge in color pictures, and a local quaternionic rating binary pattern was adopted. The operator QLRBP extracts the quaternionic representation (QR) of color image. Without having to treat every color channel individually, the QLRBP may manage all color channel directly within the quaternionic field. The ranking function can be expressed as:

\[
R_{QLRBP}(q_m, q_n) = \delta_{CTQ(q_m, p_1)} - \delta_{CTQ(q_m, p_1)}
\]

\[
QLRBP^*_m = \sum_{n=0}^{H_{m-1}} h(R_{QLRBP}(q_m, q_n)) 2^n
\]

**F. Multichannel Decoded Local Binary Pattern (MDLBP)**

MDLBP based on decoder based local binary pattern \( mDLBP^p_{l2}(i,j) \) for pixel \((i,j)\) from multichannel decoder map [43] \( mDLBP^m_{l2}(i,j) \) and \( t_2 \) can be computed as:

\[
mdLBPl2(i,j) = \begin{cases} 1, & \text{if } mDLBP^m_{l2}(i,j) = (t_2 - 1) \\ 0, & \text{otherwise} \end{cases}
\]

For \( t_2 \in [1,2^c] \) and \( \forall n \in [1,N] \).

**G. Color Histogram Creation Method based on Fuzzyfication (FCH)**

A motivation behind picking up the HSV color space is that it is recognizably uniform and approximates how individuals perceives. The primary expiation, however, is that HSV color space has been discovered to be stronger than other color spaces in various retrieval experiments. The fuzzy link based approach is used to construct a histogram in the descriptor. More than one histogram output is specified by the term “fuzzy-linking” [40]. The input channels are described in the following fuzzy sets:

- The channel Hue(H) is divided into 10 fuzzy regions,
- The channel Saturation (S) is divided into 3 fuzzy regions,
- The channel Value (V) is divided into 3 fuzzy regions.

\[
\mu_{H}(x) = \begin{cases} \frac{x-t}{u-t}, & t \leq x \leq u \\ 1, & u \leq x \leq w \\ \frac{v-x}{v-w}, & w \leq x \leq v \end{cases}
\]

Where \( t \) is the lower limit, \( v \) is upper limit, \( u \) is lower support limit and \( w \) is upper support limit, also \( t < u < w < v \). The membership features are displayed in Fig. 1 to 3. For the H channel, the final fuzzy histogram includes only 10 bins out of the 12 bins. The prevailing hues in each image can promptly be taken note. As portrayed in the accompanying area, the histogram in the proposed framework has demonstrated to be an instrument for accurate image recovery.

Histogram bins that are shown in Fig. 1 to 3 is concerning:

- (1) Red, (2) Orange, (3) Yellow, (4) Light Green, (5) Green, (6) Spring Green, (7) Cyan, (8) Azure, (9) Blue, (10) Violet, (11) Magenta and (12) Rose Red for H Channel. Correspondingly, for S channel receptacles are: (1) Low, (2) Medium and (3) High Saturation. What’s more, for V Channel receptacles are: (1) Dark, (2) Light and (3) Bright.

![Fig. 1. Membership Function of Hue Color.](image1)

![Fig. 2. Membership Function of Saturation Channel.](image2)

![Fig. 3. Membership Function of Value Channel.](image3)
III. PROPOSED WORK

The Median Binary Pattern for color (MBPC) is first briefly described in this section.

A. Median Binary Pattern (MBP)

For gray scale images, the classic MBP [50] operator is described. For a circular symmetric neighbor group of P members, the common form of the operator is represent as: \( R(x_p,y_p) \) and median \((x_m,y_m)\), as defined by \(\text{MBP}_{\text{P},R}(x_m,y_m)\):

\[
\text{MBP}_{\text{P},R}(x_m,y_m) = \sum_{p=0}^{P-1} S \left( (x_p,y_p) - (x_m,y_m) \right) \times 2^p \tag{12}
\]

Where P is the quantity of neighbors and has the estimation of solidarity. The operator of the MBP is invariant with repetitive gray scale changes as the edge doesn’t rely upon the intensity. The example examined is the result of spatial associations in the specific area. On the off chance that a specific neighborhood has no correlation, it is known as a spot.

Where

\[
S \left( (x_p,y_p) - (x_m,y_m) \right) = f(x) = \\
1, \text{ if } (x_p,y_p) - (x_m,y_m) \geq 0 \\
0, \text{ otherwise,} \tag{13}
\]

and \(I(x_p,y_p)\) is a pixel location intensity \(x_p, y_p\). 8 neighborhood pixels at \((x,y)\) are called in their simplest form, i.e. \(P = 8\), and \(R = 1\). Here, the MBP operator divides the image into two classes of pixels based on the median value of the configuration. Note that MBP compares two levels of severity, which influence the structure locally as well. Such patterns constitute the fundamental element of proposed texture description. The MBP operator produces binary patterns called MBP patterns, which range from 0 to \(2^{P-1}\). For each pixel of an image, MBP patterns are obtained under histograms with MBP patterns. These histograms define the texture of an image with a gray scale. When the value of P is higher, than scale of histogram patterns will be greater.

In MBP the threshold directly does not depend on amount of pixel intensity therefore it is invariant to monotonic gray scale changes in the image. Through the spatial interfaces in the given locality as a result the pattern information has been detected. Fig. 4 shows the calculation of MBP.

![MBP](image)

Fig. 4. Showing MBP, the Median Value is 110.

B. The Suggested MBPC Operator

The suggested MBPC operator uses a hyperplane in the m dimensions for partitioning or thresholding of color pixels. As \(m=3\) in this case, 3D space is hyper-plan. Namely a hyper-ellipsoid or a hyper-cube, a hyper-sphere, are other threshold alternatives, they are, however, not as effective as a hyperplane. After extensive experiments with these threshold alternatives, this work came to this conclusion. The future challenge is to construct a thresholding in 3D color that is performed as follows. The color pixel elements of RGB color space is to represented by the vector \(I(x,y) = (r(x,y),g(x,y),b(x,y))\). Consequently, the color variable of \(m\) is 3. The local window \((2R+1) \times (2R+1)\) of size is defined as the corresponding color vector \((f_{R_m},g_{R_m},b_{R_m})\), \(R \geq 1\), median at pixel \(m\). Let \(I_p = (r_p,g_p,b_p)\) be a pixel \(p\) of the neighborhood. Within the color space, the color plane \(L\) is established. Through specifying the normal and a reference point in the color space a plane is derived. The level is inferred by characterizing the typical to the plane and a reference point in the color space. Let \(n = (n_1,n_2,n_3)\) be denoted as normal to the plane and \(R_0 = (r_{o_m},g_{o_m},b_{o_m})\) be the reference point.

At the point the condition of the level with the normal vector \(n\) and the reference point \(R_0\) is presented as:

\[
n \cdot (I_p - R_0) = 0. \tag{14}
\]

or,

\[
n_1(r - r_o) + n_2(g - g_0) + n_3(b - b_0) = 0. \tag{15}
\]

The consequence of the dot product between the vector \(n\) and the vector generated by joining in two classes \(R_o = (r_o,g_o,b_o)\) to \(I_p = (r_p,g_p,b_p)\) space. The vector \(I_p - R_o\) produces every pixel on or above the plane. The color plane separates the color into unique class and all the other pixels below the plane into another class. There are many ways to choose normal vector \(n\) but a line that joins the dark pixel \((0,0,0)\) and the pure white pixel \((1,1,1)\) is an evident choice. It reflects the gray line and all primary colors R, G and B are equally present. The median pixel \(I = (r_m,g_m,b_m)\) of the square neighborhood would be an obvious choice for the reference point. Color plane is defined, which is normal for line connections \((0,0,0)\) and \((1,1,1)\), with these values of the two parameter, and passes over \(R_o = I_p = (r_{o_m},g_{o_m},b_{o_m})\). It enables neighborhood pixel thresholding method \(I_p,p = 0,1,\ldots,P-1\) into two classes: those above or on the plane, and some below the plane. Here, \(P\) reflects the total number of neighborhood pixels. The following expression can be assessed for a decision to this effect.

\[
E_p (I_p) = E_p (r,g,b) = n_1 (r_p - r_c) + n_2 (g_p - g_c) + n_3 (b_p - b_c). \tag{16}
\]

The color pixel \(I_p = (r_p,g_p,b_p)\) is above or above the plane if \(E(I_p) \geq 0\) and below the plane if \(E(I_p) < 0\). Therefore the color pixels are divided into two groups with a clearly defined process in the median pixel neighborhood. An extension of binary patterns on local grayscale, which is obtained by restricting gray values to the gray value for a median pixel \((x_m,y_m)\) of the local window can be considered.

C. The Suggested MBPH Operator

MBP is a classical gray scale operator that cannot be further draw-out to color images since a color pixel represented a vector quantity of R, G, and B components and a scalar quantity was the gray scale pixel. Consequently, for
The proposed Median binary patterns of the hue (H) component (MBPH) from HSI model.

\[ MBPH_{p,q}(x_m, y_m) = \sum_{p,q=0}^{s-1} S \left( I(x^h_p, y^h_p) - I(x^h_m, y^h_m) \right) \times 2^p \]  \hspace{1cm} (17)

Where

\[ S \left( I(x^h_p, y^h_p) - I(x^h_m, y^h_m) \right) =
\begin{cases} 
1, & \text{if } I(x^h_p, y^h_p) - I(x^h_m, y^h_m) \geq 0 \\
0, & \text{otherwise}
\end{cases} \]  \hspace{1cm} (18)

The features of MBPH are computed as follows.

\[ H(i,j) = \begin{cases} 
\theta(i,j), & \text{if } b(i,j) \leq g(i,j) \\
2\pi - \theta, & \text{if } b(i,j) > g(i,j)
\end{cases} \]  \hspace{1cm} (19)

Where

\[ \theta(i,j) = \cos^{-1} \left( \frac{\frac{1}{2}[(r(i,j)-g(i,j)]+\frac{1}{2}[(r(i,j)-b(i,j)]}{[(r(i,j)-g(i,j)]^2+(r(i,j)-b(i,j)]}(g(i,j)-b(i,j))} \right)^{1/2} \]  \hspace{1cm} (20)

A gray scale image is treated as \( H(x, y) \) whose median binary patterns are in a manner identical to the median gray scale image binary patterns. Such features are called MBPH features. The features of MBPH is computed as follows.

\[ MBPH(x_m, y_m) = \sum_{p,q=0}^{s-1} F_m(Q_p) \times 2^p \]  \hspace{1cm} (21)

Where

\[ F_m(Q_p) = \begin{cases} 
1, & \text{if } H(x_p, y_p) \geq H(x_m, y_m) \\
0, & \text{otherwise}
\end{cases} \]  \hspace{1cm} (22)

Sometimes color histogram image descriptors especially useful. Fuzzy color histogram (FCH) is an extended version of CH descriptor.

Through separating them through image scale before their fusion, all histogram bins are normalized. The MBPC, MBPH and FCH are three feature vectors, of size \( s_c \), \( s_h \) and \( s \) correspondingly, are combined to create a single dimension vector of size \( s_c + s_h + s \) whose components are represented by.

\[ \{MBPC[0],MBPC[1],...,MBPC[s_c-1],MBPH[0],MBPH[1],...,MBPH[s_h-1],FCH[0],FCH[1],...,FCH[s-1]\}. \]  \hspace{1cm} (23)

IV. FUZZY COLOR HISTOGRAM (FCH) AND MEDIAN BINARY PATTERN OF THE HUE COMPONENT (MBPH) AND THEIR FUSION WITH MBPC FEATURES

Most of the time color features are dominant to identify objects as a whole from the image. The color texture may be obtained from colored image that represents in Hue (H) component of the HIS model. Therefore, the hue element is a normal option for segmenting an image dependent on color.

To fuse with different features, suggested method uses fuzzy color histogram (FCH), MBPC of a color image driven by RGB color color space, and MBP is driven by the hue component of HSI image, which is then called MBPH. By using the following color conversion function from a colour image inside the color space of the RGB, the component hue is achieved.

\[ \{19\} \]

A gray scale image is treated as whose median binary patterns are in a manner identical to the median gray scale image binary patterns. Such features are called MBPH features. The features of MBPH is computed as follows.

\[ \sum_{c=0}^{s-1} \left( FV_i^c - \mu_{db}^c \right)^2 \]  \hspace{1cm} (28)

V. SIMILARITY MEASURES AND ESTIMATION METRICS

A. SIMILARITY MEASURES

Various similarity measures have been suggested in the literature for image processing systems. Retrieval in the CBIR system, performance of retrieval not only depends on robust features but also measures through different similarity functions available in the literature. When work with histogram-based feature vectors, this dimension will underpin option of similarity tests. Four of these common parallels are Euclidean distance, chi-square, extended-Canberra and square-chord for histogram dependent function vectors.

Certain distance measurements widely employed, including histogram cross section, \( L_1 \)-norm, \( L_2 \)-norm, Jeffrey gap, cos-correlation, etc., are not as successful as the previous ones [53]. With respect to such a similarity metric, evaluate the performance comparison and try to find an effective distance measure which provides the finest total recovery outcomes. It provides the following descriptions of the distance measures.

**Euclidean Distance**

\[ \text{Distance}_{\text{Euclidean}} = \sqrt{\sum_{i=0}^{n} (|Q_i - D_i|)^2} \]  \hspace{1cm} (24)

**Extended-Canberra Distance**

\[ \text{Distance}_{\text{Extended-Canberra}}(q, db) = \sum_{c=0}^{s-1} \left( \frac{|FV_i^c - \mu_{db}^c|}{(FV_i^c + \mu_{db}^c)(FV_{db}^c + \mu_{db}^c)} \right)^2 \]  \hspace{1cm} (25)

**Chi-square**

\[ \text{Distance}_{\text{Chi}}(q, db) = \sum_{c=0}^{s-1} \left( \frac{(FV_i^c - \mu_{db}^c)^2}{FV_i^c + \mu_{db}^c} \right)^2 \]  \hspace{1cm} (26)

**Square – Chord distance**

\[ \text{Distance}_{\text{Square-Chord}}(q, db) = \sum_{c=0}^{s-1} \left( \sqrt{FV_i^c} - \sqrt{FV_{db}^c} \right)^2 \]  \hspace{1cm} (27)

B. ESTIMATION METRICS

All images in the experiments is used as a query image in the database. \( P(N) \) and \( R(N) \) precision can be used to measure the performance of the image retrieval. Top N images described in [54].

\[ P(N) = \frac{l_q}{N}; R(N) = \frac{l_q}{M} \]  \hspace{1cm} (28)
Where $M$ is the total number of images that are identical to query images in the dataset and $I_p$ is the total number of relevant images from higher index positions? The sum of all $P(n)$ exact values is the average precision of the single query \( \bar{P}(q) \), $n = 1, 2, ..., N, i.e.$

\[
\bar{P}(q) = \frac{1}{N} \sum_{n=1}^{N} P(n). 
\]  

(29)

For each queries $Q$, the mean average precision (mAP) is the mean of the average scores:

\[
\text{mAP} = \frac{1}{q} \sum_{q=1}^{Q} \bar{P}(q). 
\]  

(30)

If the number of the related images in each class differ, the graph $P - R$ is not a satisfactory indicator. The mAP measure is defined in [55].

VI. RESULTS AND DISCUSSIONS

This section presents multiple experimental results which demonstrate the effectiveness and comparison [52] of the suggested methods with those of the closely linked operators of color textures, such as local bilateral component image patterns, LCVBP, MSLBP, MDLBP and QLRBP. For MDLBP operators, the decoder operator performs better than the adder operator. Therefore, decoder operator is considered for the performance comparison. The LBP image components are essentially an extension of the LBP to the $R$, $G$ and $B$ components of the color image. Another effective global descriptor for texture feature extraction is a Gabor filter which has been applied to gray scale images for texture image retrieval [44-49].

A. Datasets

To analyzing the proposed method three datasets namely Wang, Corel-5K and Corel-10K are used. In the following, these datasets briefly explained [51].

Wang [53]: It comprises 1000 color images separated into 10 groups of 100 images each. It includes one of Corel's image databases. Every class includes 265 x 384 or 384 x 256 pixel resolution images. The 10 classes of Wang image database are: African tribe people, Bus, Dinosaur, Flower, Beach, Elephant, Buildings, Food, Horse and Glacier.

Corel-5K [55]: This dataset contains 50 groups of images and each group has image of size 128 x 192 or 192 x 128 pixels in JPEG format. Each group has 100 images, with different substance like mountain, tiger, fort, mushroom, car, ticket, ocean etc. in total 5000 images.

Corel-10K [55]: This dataset contains 100 groups of images and each group has image of size 128 x 192 or 192 x 128 pixels in JPEG format. Each category has 100 images of various substances like rose, sunset, cat, train, duck, fish, judo-karate, etc. in total 10,000 images.

B. Comparison with Existing Methods

In contrast with the following techniques, the findings of the suggested methods are compared: mean average precision (mAP) performance is based on LBP, ULBP, MSLBP, LCVBP, QLRBP, and MDLBP. The results also list the number of features used by all techniques. The methods proposed are also applied separately by fusion of their characteristics in two combinations. MBPH, FCH are separate processes, while MBP+MBPH+CH while MBP+MBPH+FCH are two variations. Such strategies are tested to determine their relative efficiencies and to define the best solutions for high precision and low recovery times. The benefit of speed is therefore that the feature vector with low dimensional dimensions does not cause a great deal of recovery precision. There is a similar trend with MBPH and FCH operators, which is described in the following experimental analysis. The results are comparable with the following approaches: LBP, ULBP, LCVBP, MSLBP, QLRBP, GABOR, MDLBP, MBPC+MBPH+CH, and MBPC+MBPH+FCH.

Proposed method is compared the following approaches. In order to evaluate output of a value of $N$, a deeper examination of the amount of the images obtained was conducted, and the results for $N=1$ to $12$ were given from 100 values of $N$, in Table I.

Table II shows the mAP values, attained by the several method includes top 100 image ($N=100$) of the Wang dataset. The images in all databases are used as images for queries. It is noted from the table that, with the square chord distance, the MBPC+MBPH+FCH solution proposes the highest mAP of 63.9. The efficiency of the resulting method is significantly improved when FCH features fuse with MBPC+MBPH to obtain the MBPC+MBPH+FCH method. Finally, the efficiency of the estimated square chord interval is better seen in the mAP values displayed in Table II. The values of precision versus recall are shown in Fig. 5 for 9 methods (7 existing, 2 proposed) that produce the overall results.

Euclidean, Chi-square, Extended Canberra and Square-Chord obtained average mAP value are 57.32%, 52.23%, 58.08%, and 63.9%, respectively.

The results shown by Table III is based on Corel-5K dataset. The proposed MBPC + MBPH + FCH method achieves a maximum mAP value of 42.47% followed by the MBPC + MBPH + CH method that results in a mAP of 41.88%. MDLBP, which uses Square-Chord, reaches the next largest mAP value. GABOR, which is 37.12 %, is the fourth largest mAP. The decreased mAP values of other existing methods performance is: LCVBP (36.4%), LBP (35.41), MSLBP (35.33), QLRBP (35.22), and ULBP (32.88%). The difference of mAP values from the proposed MBPC + MBPH + CH and MBPC + MBPH + FCH, which is insignificant, is only 0.59, whereas the size of feature vector differences in the proposed method is significant. The distance measured by Euclidean, Chi-square, Extended Canberra and Square-Chord obtained average mAP value are 36.35%, 31.05%, 37.9%, and 42.47%, respectively for method MBPC + MBPH + FCH. Fig. 6 plots the precision and recall values of existing and suggested approaches. The suggested methods are seen to outperform the conventional methods for all recall values.

The findings for Corel-10 K are shown in Table IV. The development for mAP values is closed to the development for datasets Wang and Corel-5k. The suggested MBPC + MBPH + FCH solution reaches the 33.89% highest value of mAP. It should be noted here that although the mAPs of these two
proposed methods vary slight difference by 1 percent. Although the second largest value is obtained by MDLBP, which is 33.23% with 2048 features size is higher than compared with the proposed methods. Therefore, the third largest value of mAP, is attained by MBPC+MBPH+CH that is 32.89% by using 1055 features. Precision versus recall values for N=100 is shown in Fig. 7.

### TABLE I. NUMBER OF SIMILAR IMAGES (IN PERCENT) OBTAINED FOR EACH CATEGORIES FROM WANG DATASET VALUE OF N(N = 1 to 12) BY THE SUGGESTED MBPC+MBPH+CH (METHOD X) AND BY MBPC+MBPH+FCH (METHOD Y)

<table>
<thead>
<tr>
<th>N</th>
<th>African</th>
<th>Beach</th>
<th>Building</th>
<th>Bus</th>
<th>Dinosaur</th>
<th>Elephant</th>
<th>Flower</th>
<th>Horse</th>
<th>Glacier</th>
<th>Food</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
<td>X</td>
<td>Y</td>
<td>X</td>
<td>Y</td>
<td>X</td>
<td>Y</td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>94</td>
<td>92</td>
<td>85</td>
<td>80</td>
<td>86</td>
<td>89</td>
<td>96</td>
<td>99</td>
<td>90</td>
<td>99</td>
</tr>
<tr>
<td>3</td>
<td>91</td>
<td>87</td>
<td>76</td>
<td>70</td>
<td>77</td>
<td>84</td>
<td>93</td>
<td>98</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>4</td>
<td>88</td>
<td>84</td>
<td>73</td>
<td>66</td>
<td>73</td>
<td>80</td>
<td>93</td>
<td>96</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>5</td>
<td>86</td>
<td>83</td>
<td>69</td>
<td>61</td>
<td>68</td>
<td>78</td>
<td>93</td>
<td>96</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>6</td>
<td>85</td>
<td>82</td>
<td>67</td>
<td>59</td>
<td>66</td>
<td>75</td>
<td>92</td>
<td>96</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>7</td>
<td>83</td>
<td>82</td>
<td>66</td>
<td>57</td>
<td>63</td>
<td>73</td>
<td>91</td>
<td>95</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>8</td>
<td>82</td>
<td>81</td>
<td>64</td>
<td>55</td>
<td>60</td>
<td>72</td>
<td>90</td>
<td>94</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>9</td>
<td>81</td>
<td>80</td>
<td>63</td>
<td>54</td>
<td>58</td>
<td>69</td>
<td>89</td>
<td>94</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>10</td>
<td>80</td>
<td>79</td>
<td>62</td>
<td>53</td>
<td>58</td>
<td>68</td>
<td>88</td>
<td>94</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>11</td>
<td>79</td>
<td>79</td>
<td>61</td>
<td>52</td>
<td>56</td>
<td>68</td>
<td>87</td>
<td>93</td>
<td>99</td>
<td>99</td>
</tr>
<tr>
<td>12</td>
<td>78</td>
<td>78</td>
<td>60</td>
<td>51</td>
<td>55</td>
<td>66</td>
<td>87</td>
<td>93</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

**TABLE II. MEAN AVERAGE PRECISION (MAP) IN PERCENT FOR N = 100 OBTAINED USING VARIOUS APPROACHES ON WANG DATASET**

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of features</th>
<th>Euclidean</th>
<th>Chi-square</th>
<th>Extended-Canberra</th>
<th>Square chord</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing LBP [15]</td>
<td>$3 \times 256 = 768$</td>
<td>45.94</td>
<td>55.28</td>
<td>56.93</td>
<td>55.33</td>
</tr>
<tr>
<td>ULBP [15]</td>
<td>$3 \times 59 = 177$</td>
<td>48.11</td>
<td>53.34</td>
<td>54.19</td>
<td>53.37</td>
</tr>
<tr>
<td>MSLBP [41]</td>
<td>$9 \times 256 = 2304$</td>
<td>50.20</td>
<td>59.86</td>
<td>60.62</td>
<td>59.86</td>
</tr>
<tr>
<td>LCVBP [22]</td>
<td>$4 \times 59 = 236$</td>
<td>47.21</td>
<td>53.52</td>
<td>56.83</td>
<td>53.44</td>
</tr>
<tr>
<td>QLRBP [42]</td>
<td>$3 \times 256 = 768$</td>
<td>45.18</td>
<td>53.47</td>
<td>56.03</td>
<td>53.50</td>
</tr>
<tr>
<td>GABOR [54]</td>
<td>96</td>
<td>49.10</td>
<td>58.86</td>
<td>59.53</td>
<td>58.91</td>
</tr>
<tr>
<td>MSLBP [43]</td>
<td>$8 \times 256 = 2048$</td>
<td>50.10</td>
<td>59.58</td>
<td>60.82</td>
<td>59.58</td>
</tr>
<tr>
<td>Proposed MBPC_MBPH_FCH</td>
<td>=1055</td>
<td>53.67</td>
<td>50.77</td>
<td>57.93</td>
<td>60.01</td>
</tr>
<tr>
<td>Proposed MBPC_MBPH_CH</td>
<td>=1631</td>
<td>57.32</td>
<td>52.23</td>
<td>58.08</td>
<td>63.90</td>
</tr>
</tbody>
</table>

Fig. 5. Precision-Recall Curve for Existing and Proposed Methods (MBPC + MBPH + FCH and MBPC + MBPH + CH) for N = 100 on Wang Dataset.
### TABLE III. MEAN AVERAGE PRECISION (MAP) IN PERCENT FOR N = 100 OBTAINED USING VARIOUS APPROACHES ON COREL-5K DATASET

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of features</th>
<th>Euclidean</th>
<th>Chi-square</th>
<th>Extended-Canberra</th>
<th>Square chord</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LBP [15]</td>
<td>3 × 256 = 768</td>
<td>27.43</td>
<td>35.38</td>
<td>35.75</td>
<td>35.41</td>
</tr>
<tr>
<td>ULBP [15]</td>
<td>3 × 59 = 177</td>
<td>27.21</td>
<td>32.87</td>
<td>34.26</td>
<td>32.88</td>
</tr>
<tr>
<td>MSLBP [41]</td>
<td>9 × 256 = 2304</td>
<td>28.1</td>
<td>35.53</td>
<td>39.95</td>
<td>35.33</td>
</tr>
<tr>
<td>LCVBP [22]</td>
<td>4 × 59 = 236</td>
<td>29.5</td>
<td>36.39</td>
<td>37.95</td>
<td>36.4</td>
</tr>
<tr>
<td>QLRBP [42]</td>
<td>3 × 256 = 768</td>
<td>28.12</td>
<td>35.31</td>
<td>36.54</td>
<td>35.22</td>
</tr>
<tr>
<td>GABOR [54]</td>
<td>96</td>
<td>29.48</td>
<td>37.18</td>
<td>36.95</td>
<td>37.12</td>
</tr>
<tr>
<td>MDLBP [43]</td>
<td>8 × 256 = 2048</td>
<td>29.56</td>
<td>37.89</td>
<td>39.99</td>
<td>38.08</td>
</tr>
<tr>
<td>Proposed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBPC_MBPH_CH</td>
<td>=1055</td>
<td>36.31</td>
<td>32.59</td>
<td>38.52</td>
<td>41.88</td>
</tr>
<tr>
<td>MBPC_MBPH_FCH</td>
<td>=1631</td>
<td>36.35</td>
<td>31.05</td>
<td>37.9</td>
<td>42.47</td>
</tr>
</tbody>
</table>

Fig. 6. Precision-Recall Curve for Existing and Proposed methods (MBPC + MBPH + FCH and MBPC + MBPH + CH) for N = 100 on Corel-5K Dataset.

### TABLE IV. MEAN AVERAGE PRECISION (MAP) IS PRESENT FOR N = 100 OBTAINED USING VARIOUS APPROACHES ON COREL-10K DATASET

<table>
<thead>
<tr>
<th>Method</th>
<th>No. of features</th>
<th>Chi-square</th>
<th>Extended-Canberra</th>
<th>Square chord</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSLBP [41]</td>
<td>9 × 256 = 2304</td>
<td>28.99</td>
<td>31.69</td>
<td>28.86</td>
</tr>
<tr>
<td>LCVBP [22]</td>
<td>4 × 59 = 236</td>
<td>29.25</td>
<td>29.72</td>
<td>29.26</td>
</tr>
<tr>
<td>QLRBP [42]</td>
<td>3 × 256 = 768</td>
<td>26.4</td>
<td>27.64</td>
<td>26.39</td>
</tr>
<tr>
<td>GABOR [54]</td>
<td>96</td>
<td>28.06</td>
<td>29.68</td>
<td>28.06</td>
</tr>
<tr>
<td>MDLBP [43]</td>
<td>8 × 256 = 2048</td>
<td>31.83</td>
<td>33.97</td>
<td>33.23</td>
</tr>
<tr>
<td>Proposed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBPC_MBPH_CH</td>
<td>=1055</td>
<td>25.16</td>
<td>31.19</td>
<td>32.89</td>
</tr>
<tr>
<td>MBPC_MBPH_FCH</td>
<td>=1631</td>
<td>23.89</td>
<td>31.30</td>
<td>33.89</td>
</tr>
</tbody>
</table>

Fig. 7. Precision-Recall Curve for Existing and Proposed Methods (MBPC + MBPH + FCH and MBPC + MBPH + CH) for N = 100 on Corel-10K Dataset.
VII. Conclusion and Future Work

In the Color Image Retrieval issue the suggested median binary patterns (MBPC) for color textures are relatively efficient. The precision of recovery is further improved by the derivation of local binary patterns of the HSI color space (H) variable, known as the MBPH. An effective color image descriptor is the Color Histogram (CH) and is used for improving recovery performance using the proposed methods. If such color descriptors have been combined, the output has been evaluated individually as well as in their mixture types. Since both methods are focused on standardized histograms it is a concatenation method that incorporates such functions. There are also strong variations in LBPC and LBPH. Exhaustive performance experimental analysis shows, compared with the significant available local texture based on color, the descriptor and multichannel decoded local binary pattern (MDLB) of the suggested MBPC+MBPH+FCH method reaches the most elevated estimation of mAP over all datasets. Compared to the strongest current MDLB system with a large function aspect (2048), it offers far more effective outcomes of recovery at low device costs. The experimental findings also demonstrate that Square chord distance calculation outperforms all the significant distance measurements to award certain approaches the maximum mAP values in all datasets. In future, other effective methods may also be combined to get efficient image retrieval. Feature selection method may also use to obtain a prominent feature subset to improve the retrieval performance.
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Abstract—In higher education, students face challenges when choosing elective courses in their study programmes. Most higher education institutions employ advisors to assist with this task. Recommender systems have their origins in commerce and are used in other sectors such as education. Recommender systems offer an alternative to the use of human advisors. This paper aims to examine the scope of recommender systems that assist students in choosing elective courses. To achieve this, a systematic literature review (SLR) on recommender systems corpus for choosing elective courses published from 2010–2019 was conducted. Of the 16 981 research articles initially identified, only 24 addressed recommender systems for choosing elective courses and were included in the final analysis. These articles show that several recommender systems approaches and data mining algorithms are used to achieve the task of recommending elective courses. This study identified gaps in current research on the use of recommender systems for choosing elective courses. Further work in several unexplored areas could be examined to enhance the effectiveness of recommender systems for elective courses. This study contributes to the body of literature on recommender systems, in particular those applied for assisting students in choosing elective courses within higher education.
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I. INTRODUCTION

Looking through the current lens, in and post COVID-19, it is clear that higher education institutions (HEIs) have to change the way they engage with students from the traditional methods to an online or a blended approach. Popenici and Kerr [1] propose that it is time for HEIs to reimagine their function and pedagogical models in a new paradigm with technology at the centre. This calls for increased application and adaptation of artificial intelligence, machine learning and data mining tools to equip the education sector [2].

Many degree programmes offer elective courses in addition to compulsory ones. The courses that students fail to complete include both compulsory and elective courses. Students chose by a student elective courses based on their interests. Predicting student grades in the courses, they will enroll for is useful for guiding students and allowing them to make informed choices regarding compulsory, and elective courses [3].

In higher education, students are faced with difficulties when choosing elective courses. A survey of first-year students at the University College Dublin showed that almost half of the students selected elective courses outside their major because they perceived the courses to be exciting. Some of the difficulties emanate from the limited capacity in some elective courses as well as timetable clashes with compulsory courses which make students choose other elective courses [4].

Finding the most suitable elective course from the available ones can be achieved by using recommender systems [5]. By analysing data on the courses that students completed, it is possible to categorize a student’s interests. The ability to predict student enrolment patterns for courses provides an opportunity for HEIs to be effective in allocating resources and providing a high-quality learning experience [6]. Predicting student grades in future courses before they take them is an essential tool that can be used to assist students with choosing elective courses [3].

The purpose of recommender systems is to recommend a product to a user that would possibly interest them based on the user profile [7]. A typical recommender system uses three elements: a user, item and rating. The recommender system attempts to predict a rating that a particular user would provide for unrated items [8]. Recommender systems use different types of input data which are placed in a matrix with one dimension representing users and the other one items of interest [9].

The rest of this paper is organised as follows: Section 2 provides a brief literature review; Section 3 discusses the methodology that was followed for the study; Section 4 presents the findings of the study and proposes work that needs to be considered in the field of recommender systems for choosing elective courses; Section 5 discusses the implications of the findings and suggests new trends in the field that can enhance recommender systems and Section 6 summarises the paper.

II. LITERATURE REVIEW

Laghari [10] warns that poor course selection can cause delays in completing a qualification because students have not completed prerequisite courses, or they have missed the minimum credit requirements for the qualification. Selecting the right elective course is vital for the student to complete their degree programme [11]. Choosing an elective course is influenced by several factors such as the student’s personal and academic interest as well as institutional regulations that govern when a particular elective course can be enrolled for [6].
O’Mahony and Smyth [4] identified the following factors that influence students’ choices of elective courses: interest and academic goals, career goals, course pre-requisites and co-requisites, ability to progress with their study, difficulty and format, of course, awareness options, availability of places, and timetable clashes. Other factors that influence the choice of elective courses include the number of compulsory and elective courses, the number of credits in a course and the maximum number of students that can be enrolled in a given course [6].

Machine learning tools and techniques have caused disruptive innovation in the way that most industries operate and education has not been spared. Artificial intelligence is defined as “computing systems that are able to engage in human-like processes such as learning, adapting, synthesizing, self-correction and the use of data for complex processing tasks” [1]. Machine learning is considered as a subfield of artificial intelligence. Machine learning involves the development of algorithms used to automatically make sense of data to adapt and learn from experience [12].

According to Gollapudi [7], there are many ways of grouping machine learning algorithms. One such method is the use of model-based grouping. In model-based grouping, machine learning algorithms can be classified into one of the following classes: association rule-based, Bayesian methods based, clustering methods based, deep learning-based, decision tree-based, dimensionality reduction based, ensemble method based, instance-based, kernel methods based and regression analysis based.

Data mining is an umbrella term for two separate processes: knowledge discovery and prediction. Knowledge discovery entails providing information in a form that can be understood by end-users and prediction allows the foretelling of future events [13]. Machine learning and data mining are different in that machine learning focus on using general knowledge, while data mining focuses on discovering new knowledge [7]. A sub-field of data mining with a focus on applying data mining tools and techniques is educational data mining (EDM). EDM can be defined as a process of applying computerised methods to identify patterns in educational data that are hard to detect because of the volume of data [14].

Recommender system techniques use different classifications based on the data that are used as input for the recommendation. There are four broad classifications of recommender systems: collaborative filtering (CF), content-based, knowledge-based and hybrid approaches [8] [12] [15].

A. Collaborative Filtering

CF is the most widely used recommendation technique because of its power and simplicity [12]. CF uses data about users and items. A recommendation is made by analysing relationships between users and interdependencies among items to identify new user-item associations [16]. CF techniques can be classified as memory-based and model-based. Memory-based refers to the use of user-based algorithms and item-based algorithms. User-based algorithms produce predictions for a given user by first identifying users with similar choices to the given user and then calculating the most frequently rated items that the given user has not seen [17]. In model-based algorithms, models are used to predict the ratings of unrated items by learning intricate patterns based on training data and using these patterns to make predictions [12].

B. Content-based Filtering

Content-based filtering techniques are based on the idea that users will prefer items that are similar to items that previously offered them enjoyment [12]. Content-based filtering depends on data about users and categories that have been assigned to the available item descriptions [16]. Content-based filtering allows for the creation of a profile for each user to characterise its nature. This enables an association between a user and matching categories to be made by calculating a set of items that are most similar to items already known by the current user [9] [16]. Content-based filtering has an architecture that consists of components, such as item representations, user-profiles and the ability to learn a user model [12].

C. Knowledge-based Filtering

Knowledge-based filtering use domain knowledge to generate recommendations. This knowledge is made up of rules, metrics and items. Depending on the given user requirements, rules are used to describe the best approach to use to make a recommendation [16].

D. Hybrid Techniques

Hybrid techniques combine the above-discussed approaches to create a unified model that possesses characteristics of all approaches. The use of the unified model helps to mitigate certain limitations of the above approaches [12]. Hybrid techniques are a common feature because they provide opportunities to achieve better accuracy than the techniques mentioned above [16].

E. Matrix Factorisation

Matrix factorisation (MF) techniques can overcome the problem of data sparsity by employing dimensionality reduction to improve the model’s ability to generalise [18]. MF can be used within CF recommender systems to achieve better levels of accuracy than those achieved by nearest neighbor techniques [9]. There are a variety of matrix factorization models and combinations in use today. These include singular value decomposition, PMF, non-negative MF, probabilistic sparse MF, Bayesian probabilistic MF and general probabilistic MF [18].

This paper aims to examine the scope of recommender systems for choosing elective courses. The study seeks to survey the landscape and determine the state of recommender systems for elective courses in higher education and to identify emerging technologies that could be explored to enhance recommender systems. To achieve this objective, a review of relevant literature on recommender systems for recommending elective courses was conducted.

III. METHODOLOGY

Kitchenham and Charters [19] define an SLR as “a means of evaluating and interpreting all available research relevant to
a particular research question, topic area, or phenomenon of interest. Systematic reviews aim to present a fair evaluation of a research topic by using a trustworthy, rigorous, and auditable methodology”. An SLR involves analysing relevant primary research studies by identifying, evaluating and interpreting corpus.

For this study, the SLR method proposed by guidelines of Kitchenham and Charters [19] is used together with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) principles for the selection of the articles [20]. This section outlines the three steps, followed in performing the SLR study. In the first step, the need for performing the SLR study is identified. Then, a review protocol for conducting the SLR study is developed. In the third step, the process followed in conducting the SLR is described. The reporting of the findings of the study is described in Section 4: Results.

A. The Need for a Systematic Literature Review

Recommender systems are gaining prominence in the education sector. The search of the literature revealed that researchers had conducted systematic literature reviews (SLR) on recommender systems. Iatrellis, Kameas and Fitsilis [21] conducted an SLR study on academic advising systems and its impact on education. This study covered work published between 2008 and 2017. The study found that academic advising systems were used for choosing programs/majors, selecting courses and long-term academic planning.

Rivera, Tapia-Leon and Lujan-Mora [22] conducted a literature review on recommender systems in education. The study revealed that recommender systems are used to address different challenges in education with the majority of studies focusing on academic choice. During the review, no SLR studies of recommender systems for elective courses were found. Thus the motivation for this study is to identify, evaluate and analyze relevant literature on recommender systems that recommend elective courses in higher education.

B. Development of a Review Protocol

Kitchenham [23] states that a review protocol is essential as it defines the method that will is to undertake the study. The following steps describe the development process for the review protocol for the study at hand.

1) Identify the research goals and research questions: The goal of this study was to conduct an SLR in selecting elective courses in higher education. The research sought to answer the following questions.
   a) Research question 1: What is the state of recommender systems for elective courses?
   b) Research question 2: What emerging trends in data mining should be explored to enhance recommender systems for elective courses?

2) Identify keywords: The literature search terms comprised of the following words and combinations: “recommender systems”, and “recommendation systems”. Kitchenham and Charters [19] proposed the use of Boolean operators such as “AND” and “OR” for refining the keyword search string. For this study, the logical operator ‘OR’ is used to join the identified keywords, and the ‘AND’ operator is used to combine the keywords in the phrase. The study used the following search string: [“recommender systems” OR “recommendation systems” AND “elective courses”].

   3) Identify the sources: Specific online databases and search engines for were searched for research articles related to recommender systems in higher education with a focus on assisting students in selecting elective courses. These included IEEE Xplore, ACM Digital Library, Science Direct, Emerald Insight, EBSCOhost and Google Scholar. The authors used these online databases and search engines because they assumed that these were the main sources for collecting relevant literature on recommender systems.

   4) Identify the inclusion criteria: The inclusion criteria for this study are as follows:
      a) Articles that satisfied the keyword conditions.
      b) Articles that are written in English.
      c) Articles published between 2010 and 2019.
      d) The articles focused on selecting elective courses.

   5) Study quality assessment: Kitchenham [23] asserts that it is critical to assess the quality of primary articles. The following questions were used to measure the quality of the articles to be included in the final list.
      a) Is the research article focussed on recommender systems for recommending elective courses?
      b) Is the research article a primary study?

   6) Identify the data extraction strategy: The data extraction strategy involved extracting the following information from each research article: author and year, name of journal or conference proceeding, the objective of the study, the size of dataset used, the recommender system approach employed, the data mining algorithm used and the results of the study.

C. Conducting the Review

In the first phase, the search string was applied to the online databases and search engines. The search string was applied on all metadata and obtained 16 981 research articles, as shown in Fig. 1.

Next, refined the search was refined to only the article titles, which yielded to 3 021 papers. Filters were then applied on the online databases and search engines to exclude articles not written in English, non-peer-reviewed articles, articles not published in journals and conference proceedings and articles that are not full access. A total of 2 897 articles were excluded leaving 124 articles that were analyzed for the subject matter, leading to further exclusion of 28 articles.
The references and abstracts for the remaining 96 articles were then uploaded to Rayyan (https://rayyan.qcri.org), a free web and mobile app for screening articles when conducting an SLR study. According to Ouzzani, Hammady, Fedorowicz and Elmagarmid [24], Rayyan is used to speed up the initial abstract/title screening of articles and also allows researchers to collaborate when performing SLR studies. It is easy to pick up duplicates in articles referenced in more than one database when using Rayyan. The titles and abstracts of the 96 articles were then analyzed on Rayyan and excluded 72 articles leaving 24 articles for analysis. These articles passed the quality assessment by having yes as the answer for both the quality assessment questions.

The 24 articles included for the final analysis were then uploaded into an online SLR software – SysRev (https://sysrev.com) to extract the necessary data. The following labels were created to extract data from each article – the year of publication, name of journal or conference, country, size of data set used for testing, recommender system technique used and data mining method used. Information about the objective of the article and the results obtained were also extracted. Table 1 contains the quality assessment results for the 24 reviewed articles.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Journal</th>
<th>The objective of the study</th>
<th>Size of the dataset used</th>
<th>Recommender System Approaches used</th>
<th>Data mining Algorithms used</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>International Journal of Information Intelligence Systems, Technology and Management</td>
<td>To develop a course recommendation system to help students choose elective courses.</td>
<td>255 student records, 25 courses</td>
<td>Not provided</td>
<td>Item and user-based CF</td>
<td>Both item and user-based CF methods achieved high prediction accuracy.</td>
</tr>
<tr>
<td>[26]</td>
<td>Athens Journal of Sciences</td>
<td>To recommend elective courses.</td>
<td>Not provided</td>
<td>Fuzzy clustering</td>
<td>Gustafson-Kessel clustering</td>
<td>The use of several clustering algorithms on students’ data provided better results.</td>
</tr>
<tr>
<td>[27]</td>
<td>2015 IEEE Frontiers in Education Conference</td>
<td>To develop a web-based recommender system that uses CF.</td>
<td>743 student records, 50 courses</td>
<td>CF</td>
<td>K-means algorithm clustering</td>
<td>The proposed system uses an intelligent advising component to provide a rough guideline to students on course selection and selection of majors.</td>
</tr>
<tr>
<td>[28]</td>
<td>2016 IEEE International Conference on Big Data</td>
<td>To recommend elective courses to students each semester based on courses taken previously.</td>
<td>37 392 student records</td>
<td>Markov-based CF</td>
<td>Not provided</td>
<td>The Skip Markov Model performed better than the other recommender models.</td>
</tr>
<tr>
<td>[29]</td>
<td>Proceeding of 8th International Conference on Knowledge and Systems Engineering (KSE)</td>
<td>To create a framework for building a course recommendation system.</td>
<td>4 017 student records, 353 courses</td>
<td>Biased MF</td>
<td>k-NN</td>
<td>The system allows students to choose elective courses, and the system would recommend the best courses.</td>
</tr>
<tr>
<td>[30]</td>
<td>Proceeding of 9th International Conference on Educational Data Mining</td>
<td>To recommend core and elective courses</td>
<td>1 444 student records</td>
<td>Not provided</td>
<td>Four custom algorithms</td>
<td>The systems could warn students about challenging courses and recommend courses a student could benefit from taking.</td>
</tr>
<tr>
<td></td>
<td>International Journal of Advanced Computer Science and Applications</td>
<td>To show students the available elective courses and make recommendations.</td>
<td>2 000 student records, 54 courses</td>
<td>CF</td>
<td>K-means Clustering, Association rule mining (ARM)</td>
<td>ARM can be used to recommend courses to a target student. The model achieved the highest precision rate of 90%.</td>
</tr>
<tr>
<td>[31]</td>
<td>Procedia Computer Science</td>
<td>To develop a hybrid recommender system to recommend courses.</td>
<td>300 courses, 5 programmes,</td>
<td>Ontology modelling, Hybrid techniques</td>
<td>Classification</td>
<td>The hybrid technique was much more effective in terms of accuracy.</td>
</tr>
<tr>
<td>[32]</td>
<td>IEEE Transactions on Signal Processing</td>
<td>To recommend courses adaptively based on the students’ background.</td>
<td>1 444 student records</td>
<td>Multi-armed Bandits (contextual)</td>
<td>Forward-Search Backward-Induction Algorithm</td>
<td>The recommender system outperforms systems that ignore personalized context information.</td>
</tr>
<tr>
<td>[33]</td>
<td>International Journal of Information Technology and Computer Science</td>
<td>To recommend courses to students based on their profile on Moodle</td>
<td>100 student records, 6 courses</td>
<td>Not provided</td>
<td>K-means algorithm clustering</td>
<td>Based on the performance of one course, the study was able to recommend the most appropriate elective courses.</td>
</tr>
<tr>
<td>[34]</td>
<td>Cybernetics and Information Technologies</td>
<td>To predict student performance in courses using a recommender-based approach and a regression-based approach.</td>
<td>1268 student records</td>
<td>MF</td>
<td>ANN, decision tree, SVM, logistic regression</td>
<td>The regression-based approach performed better than the recommender-based approach.</td>
</tr>
<tr>
<td>[35]</td>
<td>Procedia Computer Science</td>
<td>To recommend elective courses based on previous grades.</td>
<td>1 000 student records</td>
<td>Not provided</td>
<td>ARM</td>
<td>The system was tested on 100 students and achieved an efficiency of 90%.</td>
</tr>
<tr>
<td>[5]</td>
<td>Proceeding of 14th International Conference (Lecture Notes in Computer Science)</td>
<td>To broaden the range of elective courses that students are aware of by adding diversity to the recommendation process.</td>
<td>100 student records</td>
<td>Hybrid approach</td>
<td>Vector Space Model Content-based</td>
<td>The system improves recommendation diversity than content-based and hierarchical taxonomy systems as module descriptions make recommendations more meaningful.</td>
</tr>
<tr>
<td>[36]</td>
<td>Proceeding of 11th International Conference on Educational Data Mining</td>
<td>To recommend elective courses based on course orderings and grade predictions.</td>
<td>1 700 student records, 72 courses</td>
<td>Context-aware filtering</td>
<td>Not provided</td>
<td>Therefore, the course dependency graph seems to be more suitable for course recommendations.</td>
</tr>
<tr>
<td>[37]</td>
<td>International Journal of Scientific Research in Computer Science Applications and Management Studies</td>
<td>To predict final grades for students and recommend elective subjects</td>
<td>Not provided</td>
<td>Hybrid techniques</td>
<td>Ensemble (Pearson Algorithm and I to I)</td>
<td>The system recommends elective courses to the student to yield maximum grade.</td>
</tr>
<tr>
<td>[38]</td>
<td>International Journal on Future Revolution in Computer Science and Communication Engineering</td>
<td>To build a recommender system to recommend career paths for undergraduate students</td>
<td>Not provided</td>
<td>Rule-based learning system</td>
<td>k-NN</td>
<td>The new dataset was used to evaluate the system with an accuracy of 75%.</td>
</tr>
<tr>
<td>[39]</td>
<td>11th International Conference on Educational Data Mining</td>
<td>To determine the most relevant criteria for recommending courses.</td>
<td>1700 course ratings (survey), 63 courses</td>
<td>CF</td>
<td>Not provided</td>
<td>The study used different weights for each criterion to use the combination of multiple criteria which provided better results.</td>
</tr>
<tr>
<td>[40]</td>
<td>International Journal of AI and Data Mining</td>
<td>To design a course recommender model to assist decision-making for elective course selection.</td>
<td>798 student records</td>
<td>CF</td>
<td>Clustering, Fuzzy Association Rule</td>
<td>The system could recommend appropriate elective courses and predict the likely students’ grade.</td>
</tr>
<tr>
<td>[41]</td>
<td>International Journal of Data Science and Analysis</td>
<td>To assist students in choosing the most appropriate elective courses for better performance dynamically.</td>
<td>10 601 student records</td>
<td>Knowledge-based</td>
<td>k-NN</td>
<td>The results of these calculations prove that the model has a high level of accuracy. The model achieved an accuracy rate of 95.6%.</td>
</tr>
<tr>
<td>[42]</td>
<td>International Journal for Research Trends and Innovation</td>
<td>To predict student performance and to recommend elective courses</td>
<td>16 features</td>
<td>CF</td>
<td>MF, probabilistic MF (PMF) Gene Fuzzy model</td>
<td>The system classifies students into one of three categories – theory, testing and practical so that student can know what to focus on the following semester.</td>
</tr>
</tbody>
</table>
IV. RESULTS

In this study, an SLR is performed to ascertain the state of recommender systems for choosing elective courses and to identify emerging technologies for recommender systems. After the screening process using Rayyan, 24 primary studies were selected. Fig. 2 shows the topics and themes covered in the 24 articles reviewed. The size and the frequency of the topic or theme show its prevalence in the articles. The results of this SLR are structured according to the two research questions.

A. The State of Recommender Systems for Elective Courses

1) Publications per year: None of the reviewed articles was published in the years 2010 and between 2012 and 2014. The majority of the articles were published in the years 2016 to 2019, as shown in Table I. The steady increase in the number of articles in the years 2016–2019 shows that there is more interest in recommender systems for recommending elective courses from researchers. Fig. 3 shows the number of articles published each year.

2) Publications type: All 24 reviewed articles were published in different journals and conference proceedings. 67% of these articles were published in journals with the remainder being published in conference proceedings, as shown in Fig. 4. Interestingly, all the 24 reviewed articles were published in different conference proceedings, with only two articles being published by the same journal [31] [35]. The fact that research on recommender systems on elective courses is published in both journals and conference proceedings highlights the interest this subject has among researchers.

3) Objectives of the study: The analysis of the articles shows that there are a variety of ways of performing the task of recommending elective courses. These include making recommendations based on the student’s background and marks, broadening the range of elective courses available to students, and providing descriptions of the elective courses other than just the name of the course. The variety of ways of performing the task of recommending elective courses has increased over the years showing that this field is growing.

4) Dataset used: In terms of the datasets used, studies that used datasets that consisted of students and courses accounting for 37.5%. Another 37.5% of the articles used a dataset consisting of students and course data. Articles that used a dataset consisting of course data without providing student details accounted for 8.3%, and one article (4.2%) used 16 features which were not specified to be either relating to students or courses. Lastly, three articles, representing 12.5%, did not specify the size of the dataset used.

The analysis of the articles revealed that recommending elective courses can be done by using recommender system techniques, data mining techniques or both. 70.8% of the articles reviewed used a combination of recommender system techniques and data mining techniques. 16.7% used data mining techniques to make a recommendation, and 12.5% used recommender system techniques to make a recommendation. It was also interesting to note that all the reviewed articles published in 2019 utilised both recommender system techniques and data mining techniques.

<table>
<thead>
<tr>
<th>Publication</th>
<th>Description</th>
<th>Dataset</th>
<th>Technique</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>[43]</td>
<td>Proceedings of 9th International Conference on Learning Analytics and Knowledge</td>
<td>To personalize course pre-requisite inference for a goal-based recommendation based on adaptations of a recurrent neural network.</td>
<td>164 196 student records, 10 courses</td>
<td>Goal-based, Recurrent Neural Networks</td>
</tr>
<tr>
<td>[44]</td>
<td>International Journal of Computer Science and Information Technology</td>
<td>To recommend courses based on what other students have taken after applying the association rules algorithm on course data.</td>
<td>384 student records</td>
<td>ARM, k-NN</td>
</tr>
<tr>
<td>[45]</td>
<td>Journal of Theoretical and Applied Information Technology</td>
<td>To use a context-aware recommender system which recommends undergraduate programs to students based on academic performance.</td>
<td>3 421 student records</td>
<td>CF, Naïve Bayes, J48</td>
</tr>
</tbody>
</table>
5) **Recommender system approaches**: The analysis of the results shows that the most widely used recommender system technique is CF. of the 20 papers that utilised recommender systems, 45% used CF, 10% used the hybrid techniques, and 10% used MF. The rest of the articles used, ARM, fuzzy clustering, knowledge-based, rule-based and multi-armed bandits (contextual). Also, the results show that different and new techniques are being applied to recommender systems. These techniques include ontology modelling, context-aware filtering and goal-based.

6) **Data mining algorithms**: This review revealed that several data mining approaches were applied in the reviewed articles. These approaches include k-nearest neighbors (k-NN), k-means algorithm, MF, ARM, recurrent neural networks, multilayer perceptron, item and user-based CF, and ANN. Interestingly, some articles used custom algorithms.

The first research question was to show the state of recommender systems for recommending elective courses. This section has highlighted the state of recommender systems for recommending elective courses using these sections: publications per year, publications type, objectives of the study, size of dataset used, recommender system approaches and data mining algorithms used. The analysis shows that recommender systems are useful for recommending elective courses. In the research articles where empirical evidence is given, the efficiency, precision or accuracy rates are greater than 90%, indicating the effectiveness of these recommender systems.

**B. Emerging Technologies for Recommender Systems**

The second research question for the study sought to establish the emerging trends in data mining that can be explored to enhance recommender systems for elective courses. The following paragraphs discuss the emerging trends based on the analysis of the reviewed articles.

1) Most studies on recommending elective courses suffer from limitations related to the use of structured data. This SLR study has shown that several unexplored areas could enhance the effectiveness of recommender systems for elective courses.

2) Several studies reported on the fact that some students did not take the recommended elective courses. This could be due to acceptance or lack-of for recommendations drawn from recommender systems. Researchers could attempt to incorporate data from social media.

3) Another critical area that needs to be considered is the selection of the right programme or discipline before recommending the correct elective course. Recommender systems should start with guiding students on the qualification path based on their interests.

4) Schnabel, Bennett and Joachims [46] suggest that user feedback can increase the learning accuracy of recommender systems. Using the information foraging theory, the authors prove that foraging interventions are complementary to improving algorithms and result in more effective recommender systems. There is a need to consider allowing students to provide feedback on the recommendations made by the recommender systems. Such feedback could be solicited at the beginning of the semester and retrospectively at the end of the semester.

**V. DISCUSSION**

This study reports an SLR regarding recommender systems for elective courses. This study aimed to ascertain the state of recommender systems for elective courses. It also sought to establish the emerging trends in data mining that can be explored to enhance recommender systems that assist students in choosing elective courses. This study reviewed 24 articles on the corpus and reported the results using different themes. The results showed that research on recommender systems has been increasing with the majority of the articles published in journals. Also, recommender systems are used to address a myriad of challenges faced by HEIs. This finding is not surprising given the impact recommender systems are having in other fields such as commerce, medicine and entertainment. Currently, HEIs have at their disposal vast amounts of data, both structured data and unstructured data obtained from social media [12]. There are possibilities for the task of recommending elective courses to incorporate structured data and unstructured data. Another challenge that most recommender systems reviewed face is the assumption that past student performance is a determinant of future performance. This is not always the case as social factors could have influenced past performance. It could be useful if recommender systems could incorporate data from social media.

The results showed that a variety of datasets were used – datasets on courses, students and a combination of both. The size of the datasets ranges from small to large, with data sourced from institutional repositories and other data sourced from survey questionnaires. The analysis of these articles shows that there are papers focused on recommending elective courses and others focus on recommending courses and predicting grades that the student would likely obtain should they choose the recommended elective course. Thus, this development is considered vital as it addresses one of the challenges grappling higher education–student’s poor performance.
**VI. CONCLUSION**

Recommender systems employed to recommend elective courses to students are gaining traction. This growth can be attributed to the rise in the effectiveness of recommender systems that recommend products and services in sectors such as commerce and entertainment. In this paper, 24 articles on recommender systems aimed at recommending elective courses to students in higher education are reviewed. This review offers some insight into the state of recommender systems in this domain. Through this SLR, the recommender systems techniques and the data mining methods used in these papers to make recommendations were identified. The review revealed that several recommender systems approach and data mining algorithms are used to achieve the task of recommending elective courses. More importantly, this study has suggested emerging trends in the field that need to be explored by recommender systems to improve their effectiveness. These include the incorporation of acceptance models to increase the acceptance of recommendations, the effectiveness of user feedback. There is also a need to consider recommendation systems that begin with recommending the qualification path. This review is useful as it summarises current trends and makes suggestions on the future of this field of recommender systems for recommending elective models.
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Abstract—On 31 December 2019, WHO was alerted to several cases of pneumonia in Wuhan City, Hubei Province of China. The virus did not match any other known virus. This raised concern because when a virus is new, general behavior and how it affects, people do not know. Initial few cases reportedly had some link to a large seafood and animal market, suggesting animal-to-person spread. However, a growing number of patients reportedly have not had exposure to animal markets, indicating person-to-person spread is occurring. At this time, it’s unclear how easily or sustainably this virus is spreading between people. At any given time during a flu epidemic, firstly, should know the number of people who are infected. Second, to know the numbers who have been infected and have recovered, because these people now have immunity to the disease. Well established SIR modeling methodology is used to develop a predictive model in order to understand the key factors that impact the COVID-19 transmission.
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I. INTRODUCTION

In December 2019 World Health Organization alerted to several cases of pneumonia in Wuhan City, Hubei Province of China [1]. The virus did not match any other known virus. Novel Corona virus (2019-nCoV) is a virus (more specifically, a corona virus) identified as the cause of an outbreak of respiratory illness. Early on, many of the patients in the outbreak in Wuhan, China reportedly had some link to a large seafood and animal market, suggesting animal-to-person spread. However, a growing number of patients reportedly have not had exposure to animal markets, indicating person-to-person spread is occurring [2-8]. This raised concern because when a virus is new, does not know how it affects people. At this time, it’s unclear how easily or sustainably this virus is spreading between people [9]. Moreover, according to one study, presumed hospital-related transmission of SARS-CoV-2 was suspected in 41% of patients [8]. Based on the evidence of a rapidly increasing incidence of infections [11] and the possibility of transmission by asymptomatic carriers [12], SARS-CoV-2 can be transmitted effectively among humans and exhibits high potential for a pandemic [5, 10, 13]. It is very important to stay informed during this outbreak. Moreover, this novel virus is new to the scientific world and many features of the virus are still not understandable due to its new strains [14]. Hence, the worldwide researchers are now very active to explore the new insights of the virus in order to understand its biological character and mode of spreading. This real boost of research interest on the virus has actually started after the emergence of SARS and MARS, and subsequent COVID-19.

II. MATERIALS AND METHODS

In response to the COVID-19 pandemic, the White House and a coalition of leading research groups have prepared the COVID-19 Open Research Dataset (CORD-19). CORD-19 is a resource of over 200,000 scholarly articles, including over 90,000 with full text, about COVID-19, SARS-CoV-2, and related corona viruses. This freely available dataset is provided to the global research community to apply recent advances in natural language processing and other AI techniques to generate new insights in support of the ongoing fight against this infectious disease. [15].

III. EXPLORATORY DATA ANALYSIS (EDA)

The dataset covers 163 countries and almost 2 full months from 2020, which is enough data to get some clues about the pandemic. Let's see a few plots of the worldwide tendency in Fig. 1 to extract some insights:

Observations:

The global curve shows a rich fine structure, but these numbers are strongly affected by the vector zero country, China. Given that COVID-19 started there, during the initial expansion of the virus there was no reliable information about the real infected cases. In fact, the criteria to consider infection cases was modified around 2020-02-11, which strongly perturbed the curve as you can see from Fig. 1.

A. COVID-19 Behavior

Since China was the initial infected country, the COVID-19 behavior is different from the rest of the world. The medical system was not prepared for the pandemic; in fact no one was aware of the virus until several cases were reported.

Moreover, China government took strong contention measures in a considerable short period of time and, while the virus is widely spread, they have been able to control the increasing of the infections.
Observations:

a) Smoothness: Both plots are less smooth than theoretical simulations or the curve from the rest of the world cumulative.

b) Infected criteria: The moment in which the criteria to consider an infected case was changed is directly spotted.

c) Irregularities: There are some irregularities. I should check the literature in depth to look for evidences, but the reasons may be that both the resources spent to monitor the epidemic and the security measures that have been changing over time.

d) Plateaux: It looks like the curve has reached a plateaux, which would imply that China is on their maximum of contagion, which strongly perturbed the curve as you can see from Fig. 2.

B. Italy, Spain, UK and Singapore

Both Italy and Spain are experiencing the larger increase in COVID-19 positives in Europe. At the same time, UK is a unique case given that it's one of the most important countries in Europe but recently has left the European Union, which has create an effective barrier to human mobility from other countries. The fourth country studied in this section is Singapore, since it's an Asiatic island, is closer to China and its socio-economic conditions is different from the other three countries, which strongly perturbed the curve as you can see from Fig. 3.
As a fraction of the total population of each country, in order to compare the four countries, it's also interesting to see the evolution of the infections from the first confirmed case, which is plotted in Fig. 4.

Observations:

a) Italy. With almost 120,000 confirmed cases, Italy shows one of the most alarming scenarios of COVID-19. The infections curve is very steep, and more than 2% of population has been infected.

b) Spain. Spain has the same number of cumulative infected cases than Italy, near 120,000. However, Spain's total population is lower (around 42 millions) and hence the percentage of population that has been infected rises up to 3%.

c) United Kingdom. Despite not being very far from them, the UK shows less cases. This may be due to the number of tests performed, but it's soon to know for sure. The number of cases is around 40,000, this is, a 0.6 of the total population.

d) Singapore. Singapore is relatively isolated given that is an island, and the number of international travels is lower than for the other 3 countries. The number of cases is still very low (>1000), despite the general tendency is to increase. However, the infections started faster in the beginning, but the slope of the infections curve hasn't increased very much in the past weeks. A 0.2% of the population was infected.

IV. SIR MODEL

Some general behavior of the virus in aggregated data, for the country where the corona virus was originated and for four other interesting countries. The purpose of this study is to develop a predictive model in order to understand the key factors that impact the COVID-19 transmission. Let's move on to one of the most famous epidemiologic models: SIR, the workflow shown in Fig. 5.
SIR is a simple model that considers a population that belongs to one of the following states:

- **Susceptible (S).** The individual hasn’t contracted the disease, but she can be infected due to transmission from infected people.
- **Infected (I).** This person has contracted the disease.
- **Recovered/Deceased (R).** The disease may lead to one of two destinies: either the person survives, hence developing immunity to the disease, or the person is deceased.

There are many versions of this model, considering birth and death (SIRD with demography), with intermediate states, etc. However, since world is in the early stages of the COVID-19 expansion and interest is focused in the short term, will consider that people develops immunity (in the long term, immunity may be lost and the COVID-19 may come back within a certain seasonality like the common flu) and there is no transition from recovered to the remaining two states.

**A. Implementing the SIR Model**

SIR model can be implemented in many ways: from the differential equations governing the system, within a mean field approximation or running the dynamics in a social network (graph). For the sake of simplicity run a numerical method (Runge-Kutta) to solve the differential equations system.

In order to solve the differential equations system, a 4th order Runge-Kutta method is developed.

And finally, to obtain the evolution of the disease, simply define the initial conditions and call the Runge-Kutta method.

The number of infected cases increases for a certain time period, and then eventually decreases given that individuals recover/decease from the disease. The susceptible fraction of population decreases as the virus is transmitted, to eventually drop to the absorbent state 0, which is predicted in Fig. 6. The opposite happens for the recovered/deceased case. Notice that different initial conditions and parameter values will lead to other scenarios, feel free to play with these numbers to study the system.

**B. Fit SIR Parameters to Real Data**

The SIR model is purely theoretical, and interested in a real approximation of the COVID-19 expansion in order to extract insights and understand the transmission of the virus. Model needs to extract the $\beta$ and $\gamma$ parameters for each case to predict the evolution of the system.

**C. Data Enrichment**

Analyzing SIR simulations was meant to understand a model that approximately resembles the transmission mechanism of many viruses, including the COVID-19. However, there are alternative methods that may prove being equally useful both to predict and to understand the pandemic evolution. Many of these methods rely on having rich data to extract conclusions and allow algorithms to extrapolate patterns in data, and that is exactly what is going to be implemented.

**D. Main Workflow of this Section**

- Join data, filter dates and clean missing.
- Compute lags and trends.
- Add country details.

**Disclaimer:** This data enrichment is not mandatory and could end up without using all of the new features in the model. However, this is consider as a didactical step that will surely add some value, for example in an in-depth exploratory analysis.

1) **Join data, filter dates and clean missing:** First of all, let’s perform some pre-processing to prepare the dataset, consisting on:

- **Join data.** Join train/test to facilitate data transformations.
- **Filter dates.** According to the challenge conditions, remove Confirmed Cases and Fatalities post 2020-03-12. Create additional date columns.
- **Missing.** Analyze and fix missing values.

**Observations:**

a) "Confirmed Cases" and "Fatalities" are now only informed for dates previous to 2020-03-12.

b) The dataset includes all countries and dates, which is required for the lag/trend step.

c) Missing values for "Confirmed Cases" and "Fatalities" have been replaced by 0, which may be dangerous if it is not remembered at the end of the process. However,
since training is done only on dates previous to 2020-03-12, this won't impact the prediction algorithm.

d) A new column "Day" has been created, as a day counter starting from the first date.

2) Compute lags and trends: Enriching a dataset is a key to obtain good results. In this case, two different transformations are applied:

a) Lag. Lags are a way to compute the previous value of a column, so that the lag 1 for Confirmed Cases would inform the column from the previous day.

b) Trend. Transforming a column into its trend gives the natural tendency of this column, which is different from the raw value.

The backlog of lags is applied for 14 days, while for trends is for seven days.

3) Add country details: Variables like the total population of a country, the average age of citizens or the fraction of people living in cities may strongly impact on the COVID-19 transmission behavior. Hence, it's important to consider these factors. The dataset is based on Web Scrapping for this purpose.

4) Predictions for the early stages of the transmission: The objective in this section consists of predicting the evolution of the expansion from a data-centric perspective, like any other regression problem. To do so, remember that the challenge specifies that submissions on the public LB should only contain data previous to 2020-03-26.

a) Tools utilized: Previously published automated machine learning tool (https://automatedmachinelearning-gitamcse.shinyapps.io/MLPv3/) [16, 17] is utilized here for building multiple models on the imputed dataset. The natural advantage of the AMLT tool is to choose multiple train and test sets coupled with a suitable statistical algorithm to build the best models out of the available data. AMLT tool also does the test validation automatically, which will be helpful to understand the accuracy of each model.

b) Models to apply:
1) Linear Regression for one country
2) Linear Regression for all countries

V. LINEAR REGRESSION FOR ONE COUNTRY

Since we are interested into predicting the future time evolution of the pandemic, the first approach consists on a simple Linear Regression. However, remind that the evolution is not linear but exponential (only in the beginning of the infection), so that a preliminary log transformation is needed.

Visual comparison of both cases for Spain and with data from last 10 days informed, starting on March 1st is depicted in Fig. 7.

As you see, the log transformation results in a fancy straight-like line, which is awesome for Linear Regression. However, let me clarify two important points:

- This "roughly exponential behavior" is only true for the initial infection stages of the pandemic (the initial increasing of infections on the SIR model), but that's exactly the point where most countries are at the moment.

- Why do I only extract the last 10 days of data? For three reasons:

  1) In order to capture exactly the very short term component of the evolution

  2) To prevent the effects of certain variables that have been impacting the transmission speed (quarantine vs. free circulation)

  3) To prevent differences on criteria when confirming cases (remember that weird slope on the China plot?).
This first model is very simple, and only elemental features will be considered: Country/Region, date information, Long and Lat. Lags. Engineered columns like lags, trends and country details are not introduced as an input. Finally, the workflow for the Basic Linear Regression model is:

1) Features. Select features.
2) Dates. Filter train data from 2020-03-01 to 2020-03-18.
3) Log transformation. Apply log transformation to Confirmed Cases and Fatalities.
4) Infinites. Replace infinities from the logarithm with 0. Given the asymptotic behavior of the logarithm for log(0), this implies that when applying the inverse transformation (exponential) a 1 will be returned instead of a 0. This problem does not impact many countries, but still needs to be tackled sooner or later in order to obtain a clean solution.
5) Train/test split. Split into train/valid/test.
6) Prediction. Linear Regression, training country by country and joining data.
7) Submit. Submit results in the correct format, and applying exponential to reverse log transformation.

A. Linear Regression for All Countries

An alternative method to setting the number of days for the training step is to simply keep all data for each country since the first case was confirmed. However, since there are certain countries where the initial outbreak was very smooth (i.e. in Spain there was only one confirmed case for 7 days in a row), predictions maybe biased by these initial periods.

Final LMSE score for week 2, with training data prior to 2020-03-19 and measures on date 2020-04-01: 1.19681.

VI. Conclusion

A. Results

1) Parameters. Two full weeks of training used (from February 26th to March 11th), with their previous 30 lags.
2) Enough data. (Spain, Italy, Germany). For countries with several Confirmed Cases!=0 in the train dataset (prior to March 11th), predictions are very precise and similar to actual confirmed data.
3) Poor data. Countries with a small number of data points in the train dataset show a potentially disastrous prediction. Given the small number of cases, the log transformation followed by a Linear Regression is not able to capture the future behavior.
4) No data. When the number of confirmed cases in the train dataset is 0 or negligible, the model predicts always no infections.

B. Discussion

1) The objective of this work is to provide some insights about the COVID-19 transmission from a data-centric perspective in a didactical and simple way. Predicted results should not be considered in any way an affirmation of what will happen in the future. Observations obtained from data exploration are personal opinions.

2) Models tailored specifically for epidemic spreading (i.e. SIR and its versions) are designed to reproduce a certain phenomenology, in order to understand the underlying mechanics of a contagion process. On the other hand, the simple machine learning approaches I used aim to predict the short term evolution of the infection in the current regime. They might eventually help to find some features or parameters that are particularly important for the model’s fitting, but by no means should they be confused with scientific epidemic models.

3) The success of the current predictions is strongly dependent on the current spreading regime, in which the number of infections is still increasing exponentially for many countries. However, they cannot provide a reliable expected day by which the maximum contagion peak will be reached. Epidemic models are closer to obtaining such estimations, but there’s a large number of variables that need to be considered for this (quarantines, quality of the medical resources deployed, environmental measures...).

4) In order to achieve such results, a considerable amount of tuning is required. Filter how many previous dates should be used for the fitting step, when to use lags or not, and even missing replacements were very rough due to the log transformation.

C. Declaration

Predictive models can be used for several purposes, but they never (try to) substitute recommendations from experts.
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Abstract—Thorough and precise estrus detection plays a crucial role in the fertility of dairy cows. Farmers commonly used direct visual monitoring in recognizing estrus signs which demands time and effort and causes misinterpretations. The primary sign of estrus is the standing heat, where the dairy cows stand to be mounted by other cows for a few seconds. Through the years, researchers developed various detection methods, yet most of these methods involve contact and invasive approaches that affect the estrus behaviors of cows. So, the proponents developed a non-invasive and non-contact estrus detection system using image processing to detect standing heat behaviors. Through the TensorFlow Object Detection API, the proponents trained two custom neural network models capable of visualizing bounding boxes of the predicted cow objects on image frames. The proponents also developed an object overlapping algorithm that utilizes the bounding box corners to detect estrus activities. Based on the conducted tests, an estrus event occurs when the centroids of the detected objects measure a distance of less than 360px and have two interior angles with another fixed point of less than 25° and greater than 65° for Y and X axes, respectively. If the conditions are met, the program will save the image frame and will declare an estrus activity. Otherwise, it will restart its estrus detection and counting. The system observed 17 cows, a carabao, and a bull through the cameras installed atop of a cowshed, and detects the estrus events with an efficiency of 50%.

Keywords—Dairy cows; estrus detection; image processing; TensorFlow Object Detection API; custom neural network; object overlapping

I. INTRODUCTION

The estrus cycle of mammals, such as dairy cattle and water buffaloes, is the period from one estrus to the next. On a typical basis, the cycle has an average duration of 21 days. In the Philippines, farmers observe a period of between 18 and 24 days. Research shows that estrus usually lasts between 10 and 18 hours. Even so, recent studies show that modern dairy cows' cycles are about 8 hours shorter [1] [2]. A livestock requires thorough heat detection, and correct timing of artificial insemination. So, not being able to detect in-heat signatures of cattle may lead to low fertility. If the producers could not detect and differ the in-heat and non-heat signs of the cattle, the farm may suffer. Also, the extended calving intervals and semen expenses affect the farm's economic status.

Farmers and researchers have introduced various methods to determine in-heat signatures in livestock. Today, farmers commonly use visual observation of estrus signs of cows. But doing so may lead to misinterpretations as well. Meanwhile, some farmers track the roaming activities of the cows through a motion sensor on the cows' neck or leg. This method still varies depending on the efficiency and accuracy of the devices [3].

Several companies in America and Europe developed electronic products and services such as the AfiACT, the HeatWatch system, the MountCount, etc. to identify the cows' estrus behaviors [4]. But in Asia, there are few companies known to offer such products. And in the Philippines, companies offering these types of products and services are non-existent. These show how underdeveloped the cattle industry in the Philippines is. According to the Philippine Statistics Authority, the fourth reading of the total cattle production in 2018 is 0.33 percent lower than in 2017. The stock of cattle is also decreased by 0.73 percent, and the rate of slaughter is high and rising [5]. These statistics proved that the Philippines' performance in cattle production is slower than in other ASEAN countries. That is why farmers and researchers should develop new methods to meet the demands of the country.

As a solution to the problem, in this paper, the researchers proposed a non-invasive and non-contact estrus detection system that uses image processing and artificial intelligence through TensorFlow Object detection API to identify standing heat behaviors of Holstein-Friesian and Sahiwal crosses. The research specifically aims to: (1) develop an automated estrus detection system which visualizes bounding boxes of the cattle objects, and verifies if the overlapping instances are estrus activities through the surveillance system; and (2) conduct an evaluation and assessment on the system's functionality and reliability of detection in comparison with the manual visual inspection methods of the farmers.

The findings of the study will benefit small and large farms in the cattle industry, given the current lack of commercially available products and services, and advanced breeding methods. The implementation of the estrus detection system minimizes the workload of farmers through the real-time monitoring capabilities of the system and increases the dairy production and fertility rate of cows through immediate insemination. Such benefits consequently contribute to the economic growth of the farms.
This research paper is structured as follows: Section II pertains to the gaps and limitations of the related researches, Section III defines the materials and methods used by the researchers, Section IV explains the detection and database results of the study, Section V declares the conclusion and Section VI enumerates possible future works of the research.

II. RELATED WORKS

Researchers develop high-tech devices that helps farmers track the estrus signs of cows. Such technologies based its efficiency on the detection of physical activities, mounting behaviors, body temperature, etc. [6].

In [7], the researchers developed an estrus detection system based on the following behavior of the cows for a short time using IP cameras. The system implements a motion detection technique to identify probable mounting regions, and blob analysis on the said regions to detect changes on the image frames. By incorporating both methods, the proponents were able to accurately identify true estrus events on the surveillance feed.

Talukder et al. tested the effectiveness of implementing infrared thermography (IRT) in detecting estrus behaviors of dairy cattle. The proponents also incorporated a breeding indicator with IRT which resulted in a sensitive heat detector with false-positive results. The technology can only yield true estrus events only when the IRT was implemented during the ovulation phase of the subjects [8].

In [9], the researchers devised a cattle identifier based on Region Based Convolutional Neural Networks (R-CNN) in an open field setup using unmanned aerial vehicles (UAV) drones. The study has shown great results in detecting unique individual cow patterns through deep learning frameworks and end-to-end training of image datasets. However, false-positive results still occur due to the similarity of structures and features of some cows.

Yang et al. also proposed an estrus detection system based on the following and restless behaviors of the cows using infrared technology. The infrared cameras were able to monitor and detect estrus events at both daytime and nighttime with the aid of artificial lighting. Despite that, their experiments showed that the efficiency for detecting objects was greater in contrast to the visual observation considering good illumination in the area [10].

Meanwhile, Xia et al. constructed an estrus detection system based on the activities of the cows using pedometers and readers. Through the pedometers and the readers, the system was able to gather and analyze cow information to declare estrus and notify the end-users via text messages. The results proved the system’s accuracy, in which it can replace the conventional rectum identification of cows in detecting estrus [11].

In [12], the researchers also proposed an estrus detection system through geometric region analysis using fixed IP cameras. This system’s operability is similar to the aforementioned studies that filter the collected image frames and extracts the relevant features of the cows from the images to perform analysis and identification of estrus. Still, the proposed techniques in this research accurately recognized the mounting behaviors of the cows with minimal false-positive detection rates.

Table I shows the comparison framework of the related works in this research. Unlike with the aforementioned studies, this research performs estrus detection by detecting Holstein-Friesian and Sahiwal Crosses, a bull, and a water buffalo from the surveillance feed of three pan-tilt-zoom (PTZ) cameras (DH-SD22404T-GN Lite Series, 4 MP). The researchers also customized two neural network models using pre-trained frameworks from the TensorFlow Zoo for the object detection and utilized bounding box corners for the analysis of overlapping instances in the image sequences and declaration of estrus events.

III. METHODOLOGY

A. Research Locale - Barn

In this research, the estrus detection system is deployed in a small-scale commercial farm in the province of San Ildefonso, Bulacan, in the Philippines. The barn houses 17 Holstein-Friesian and Sahiwal crosses, a bull, and a water buffalo. Similarly with the research of Porto et al. [13], they have observed some delimiting factors in the barn that may affect the automated detection system, such as: high variation in illumination in areas near the open side of the barn; metal surfaces of stable crossbars; color indifferences of cows; and surface reflection caused by manure or dirt. The panoramic top-viewed images of the barn are crucial in to capture image frames which shows the true shape of cow’s body [13].

<table>
<thead>
<tr>
<th>Authors</th>
<th>Breed of Cow to be monitored</th>
<th>Materials and Methods</th>
<th>Sensors used</th>
<th>Techniques and Algorithms used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsai and Huang (2014) [7]</td>
<td>Holstein</td>
<td>IP Dome Camera</td>
<td>Motion Detection, Region Segmentation, Foreground Segmentation, and Blob Analysis</td>
<td></td>
</tr>
<tr>
<td>Talukder et al. (2014) [8]</td>
<td>Holstein-Friesian</td>
<td>Thermal Infrared Camera</td>
<td>Infrared Thermography</td>
<td></td>
</tr>
<tr>
<td>Andrew, Greatwood, and Burghardt (2017) [9]</td>
<td>Holstein-Friesian</td>
<td>UAV integrated camera</td>
<td>R-CNN Localization, and Tracking</td>
<td></td>
</tr>
<tr>
<td>Xia et al. (2017) [12]</td>
<td>Holstein</td>
<td>Pedometer and reader</td>
<td>Motion Analysis</td>
<td></td>
</tr>
</tbody>
</table>
capture the panoramic top-view images, three 4 Megapixel Pan-tilt-zoom (PTZ) Network Cameras, as in [13], were installed at a height of 3.78m. Each camera monitors an area for about 4.87 m x 3.97 m with a separation distance of approximately 2.98 m apart atop the cowshed, as shown in Fig. 1 and Fig. 2.

B. TensorFlow Object Detection API

TensorFlow Object Detection API is a framework that is currently being utilized today to resolve object detection problems. With this, deploying accurate machine learning models that can localize and identify multiple objects in an image frame is easier, as in. Within the models, the feature extraction and the classification processes play vital roles in the cow pattern recognition, as in [14].

According to Huang et al., there will be trade-offs between speed and accuracy in constructing an object detection architecture that depends on the application and platform [15]. In their repository, the user can modify the model to satisfy his/her requirements and platform. The TensorFlow Object Detection API library comprises of object detection structures, such as Single Shot Detector (SSD), Faster Region-based Convolutional Neural Network (Faster R-CNN), etc.

Feature extractors such as Inception, MobileNet [16] and Resnet play critical roles in the speed and accuracy trade-off of the framework. Even with the recent studies of various researchers, constructing convolutional networks from scratch requires a great volume of image datasets and a long period of training and testing time. That is why transfer learning is more applicable with pre-trained models like the TensorFlow API [17]. Transfer learning is a technique in which a model is reprocessed as a starting point for a second function model [18] [19].

In this research, two (custom) object detection frameworks using TensorFlow CPU and the pre-trained Faster R-CNN [20] and SSD [21] models were developed and integrated as its core architectures from the TensorFlow Zoo.

C. Data Acquisition and Pre-Processing

In this research, all of the cows, including the bull and the water buffalo, are pre-identified with a corresponding ID. In building the dataset, a total of 1400 images for each defining class for the Faster R-CNN model, and a total of 21,912 images of cows for the SSD model were used. By accessing the playback videos from the Network Video Recorder, and using image processing techniques through OpenCV, the image frames were obtained at a rate of 1 frame per second.

To provide the necessary supervised learning for the detection system, the researchers used a label annotator, as in [19]. For the Faster R-CNN model, each cow object on every image frame were annotated as: “BULL”; “CARACOW”; “COW A”; “COW B”; “COW C”; “COW D”; “COW E”; “COW F”; “COW G”; “COW H”; “COW I”; “COW J”; “COW K”; “COW L”; “COW M”; “COW N”; “COW O”; “COW P”; and “COW Q” in accordance to its COW ID whereas, for the SSD model, all objects were labeled as “COW”. The annotations will be saved as Extensible Markup Language data files (XML) and will be processed after the data slicing. Next, the image datasets were divided into the training and the testing data. The partition used for data slicing is 90:10 wherein 90% is for the training data while the 10% is for the testing data, as in [9] [17] [22] [23].

Afterwards, two label maps for each model were created, in which 19 labels were listed for the Faster R-CNN model but only 1 label for the SSD model. From the XML data files, TensorFlow Records in “RECORD” format will be generated. These records contain the filename, the labels (classes), the height and width of the images, and the bounding box corners (xmin, ymin, xmax, and ymax), as in [9] [24].

D. Configuring the Pipeline

In selecting a pre-trained model, the performance, speed, and mean Average Precision (mAP) that define the accuracy of the detector were considered, as in [16] [18]. According to the analysis of Huang et al. [15], the Faster R-CNN model with Inception V2 and SSD model with Inception V2 yields a mAP of 28 and 24, respectively, which requires a speed of at least 58 ms and 42 ms per image, respectively. To configure the pipeline, the researchers utilized two of the pre-trained models provided by TensorFlow Zoo. The speed and mAP of the given pre-trained models were considered, and the Faster R-CNN and the SSD with Inception V2 models will be implemented.

The pipeline configurations given in Fig. 3 and Fig. 4 only show the changes made from the pre-configured models.
Adjusting some of the parameters does not necessarily give similar results on other applications.

E. Training the Networks

In training the custom neural network models, it is expected to obtain a minimum TotalLoss value of 1.0 or less. The training job for both the Faster R-CNN and SSD with Inception V2 models can be monitored using the TensorBoard. Once the optimal range of TotalLoss is observed, the training job can be interrupted. Also, checkpoints that represent the training steps are being saved in the system unit as the training progresses. These checkpoints will be used in visualizing the training performance. The training for both networks took approximately 387 hours.

Fig. 5 depicts the TotalLoss graph obtained from training the Faster R-CNN with Inception V2 model while Table II shows the model’s training metrics having TotalLoss between approximately 0.04 and 0.14.

Fig. 6 depicts the TotalLoss graph obtained from training the SSD with Inception V2 model while Table III shows the model’s training metrics having TotalLoss between approximately 1.7 and 2.0.

Once the training jobs are complete, trained inference graphs will be generated to be integrated into the object detection program.

F. Estrus Detection Criteria

According to the research done by Tsai et al., an estrus event in images projects an object with a size of about 2-cows which will change into roughly 1.5-cows during the activity. Furthermore, based on the blob analysis and segmentation approach, if the distance between two centroids of the cows exhibiting “following” behavior is equal to or less than the distance threshold for more than 2 seconds or exactly equal to 4 seconds, the system will declare an estrus activity [7]. By adapting this research with the abovementioned study, the researchers were able to construct a similar detection rule for identifying the standing-heat activities of cows. The researchers initially hypothesized that in a panoramic top-viewed image depicting a standing-heat activity, the mounting (top) cow’s head and half body overlaps the other (bottom) cow’s half body. Consequently, having both objects stand very close to each other, an estrus activity can be declared.

In the numerical and photographic perspective, if the cow’s head and half of its body is treated as 0.5-cow while it mounts the other cow’s body (1.0-cow) on the prescribed time, the total length will eventually be equivalent to roughly 1.5-cows, giving the idea that the cow’s features in pixels will be in the same range of value with the latter. Also, if the distance and the angles between their centroids meets a certain threshold, an estrus activity can be declared while taking all into account that the objects are highlighted by bounding boxes through the TensorFlow Object Detection API.

<table>
<thead>
<tr>
<th>Faster R-CNN Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> training and testing TFRecord files, and a label map file of the subjects</td>
</tr>
<tr>
<td><strong>Output:</strong> configuration file for training</td>
</tr>
<tr>
<td>1: num_classes = [19];</td>
</tr>
<tr>
<td>2: feature_extractor;</td>
</tr>
<tr>
<td>3: type = {faster_rcnn_inception_v2};</td>
</tr>
<tr>
<td>4: second_stage_post_processing;</td>
</tr>
<tr>
<td>5: batch_non_max_suppression;</td>
</tr>
<tr>
<td>6: scales = [0.25, 0.5, 1.0, 2.0];</td>
</tr>
<tr>
<td>7: aspect_ratios = [0.5, 1.0, 2.0];</td>
</tr>
<tr>
<td>8: first_stage_nms_iou_threshold = {0.7};</td>
</tr>
<tr>
<td>9: second_stage_post_processing;</td>
</tr>
<tr>
<td>10: batch_non_max_suppression;</td>
</tr>
<tr>
<td>11: score_threshold = [0.0];</td>
</tr>
<tr>
<td>12: iou_threshold = [0.75];</td>
</tr>
<tr>
<td>13: max_detections_per_class = {1};</td>
</tr>
<tr>
<td>14: max_total_detections = {300};</td>
</tr>
<tr>
<td>15: train_config;</td>
</tr>
<tr>
<td>16: batch_size = [1];</td>
</tr>
<tr>
<td>17: learning_rate = [0.0002, 0.00002, 0.000002];</td>
</tr>
<tr>
<td>18: num_steps = [200,000];</td>
</tr>
<tr>
<td>19: data_augmentation_options = {autoaugment_image};</td>
</tr>
<tr>
<td>20: eval_config;</td>
</tr>
<tr>
<td>21: num_examples = [26,600];</td>
</tr>
</tbody>
</table>

Fig. 3. Pipeline Configuration for the Faster R-CNN Model.

<table>
<thead>
<tr>
<th>SSD Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> training and testing TFRecord files, and a label map file of the subjects</td>
</tr>
<tr>
<td><strong>Output:</strong> configuration file for training</td>
</tr>
<tr>
<td>1: num_classes = [1];</td>
</tr>
<tr>
<td>2: feature_extractor;</td>
</tr>
<tr>
<td>3: type = {ssd_inception_v2};</td>
</tr>
<tr>
<td>4: anchor_generator;</td>
</tr>
<tr>
<td>5: ssd_anchor_generator;</td>
</tr>
<tr>
<td>6: aspect_ratios = [0.333, 0.5, 1.0, 2.0];</td>
</tr>
<tr>
<td>7: loss;</td>
</tr>
<tr>
<td>8: hard_example_miner;</td>
</tr>
<tr>
<td>9: iou_threshold = [0.99];</td>
</tr>
<tr>
<td>10: num_steps = [200,000];</td>
</tr>
<tr>
<td>11: data_augmentation_options = {random_rotate_90, random_horizontal_flip, random_vertical_flip, ssd_random_crop};</td>
</tr>
<tr>
<td>12: eval_config;</td>
</tr>
<tr>
<td>13: post_processing;</td>
</tr>
<tr>
<td>14: batch_non_max_suppression;</td>
</tr>
<tr>
<td>15: score_threshold = [0.0];</td>
</tr>
<tr>
<td>16: iou_threshold = [0.75];</td>
</tr>
<tr>
<td>17: max_detection_per_class = [19];</td>
</tr>
<tr>
<td>18: max_total_detections = [19];</td>
</tr>
<tr>
<td>19: train_config;</td>
</tr>
<tr>
<td>20: batch_size = [4];</td>
</tr>
<tr>
<td>21: learning_rate = [0.0002, 0.00002, 0.000002];</td>
</tr>
<tr>
<td>22: num_steps = [200,000];</td>
</tr>
<tr>
<td>23: data_augmentation_options = {random_rotate_90, random_horizontal_flip, random_vertical_flip, ssd_random_crop};</td>
</tr>
<tr>
<td>24: eval_config;</td>
</tr>
<tr>
<td>25: num_examples = [21912];</td>
</tr>
</tbody>
</table>

Fig. 4. Pipeline Configuration for the SSD Model.
TABLE II. TRAINING METRICS OF THE FASTER R-CNN MODEL

<table>
<thead>
<tr>
<th>Steps</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>45616</td>
<td>0.040272284</td>
</tr>
<tr>
<td>45672</td>
<td>0.431099415</td>
</tr>
<tr>
<td>45699</td>
<td>0.083715603</td>
</tr>
<tr>
<td>45727</td>
<td>0.708893716</td>
</tr>
<tr>
<td>45755</td>
<td>0.06934201</td>
</tr>
<tr>
<td>45783</td>
<td>0.584971786</td>
</tr>
<tr>
<td>45810</td>
<td>0.254837424</td>
</tr>
<tr>
<td>45866</td>
<td>0.302880734</td>
</tr>
<tr>
<td>45894</td>
<td>0.229811206</td>
</tr>
<tr>
<td>45977</td>
<td>0.143239096</td>
</tr>
</tbody>
</table>

The formula for the Euclidean distance, as in [25], (1) and the interior angles between centroid (2 and 3) are as follows:

\[ D = \sqrt{((x_2 - x_1)^2 + (y_2 - y_1)^2)} \]  

(1)

\[ \theta_y = \sin^{-1}\left(\frac{(y_2-y_1)/D}{180^\circ/\pi}\right) \]  

(2)

\[ \theta_x = \sin^{-1}\left(\frac{(x_2-x_1)/D}{180^\circ/\pi}\right) \]  

(3)

TABLE III. TRAINING METRICS OF THE SSD MODEL

<table>
<thead>
<tr>
<th>Steps</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>140129</td>
<td>1.688523769</td>
</tr>
<tr>
<td>140171</td>
<td>1.409463882</td>
</tr>
<tr>
<td>140213</td>
<td>2.607795238</td>
</tr>
<tr>
<td>140467</td>
<td>1.906678438</td>
</tr>
<tr>
<td>140764</td>
<td>1.774537325</td>
</tr>
<tr>
<td>140978</td>
<td>3.171329737</td>
</tr>
<tr>
<td>141275</td>
<td>3.082624435</td>
</tr>
<tr>
<td>141445</td>
<td>1.949746</td>
</tr>
</tbody>
</table>

where \( D \) is the Euclidean distance between two centroids in pixels, \( x_1 \) is the centroid of the first object in x-axis, \( x_2 \) is the centroid of the second object in x-axis, \( y_1 \) is the centroid of the first object in y-axis, \( y_2 \) is the centroid of the second object in y-axis, \( \theta_y \) is the interior angle between centroids in y-axis, and \( \theta_x \) is the interior angle between centroids in x-axis.

G. Overall Structure of the System

In the input section, the program will load the necessary packages, the label map, and the frozen inference graph that is generated and trained. Consequently, the camera will process the image frames through the VideoCapture objects of the program. In the image processing section, the SSD-based neural network will visualize “COW” predictions and identify object overlapping activities through bounding box corner analysis in real-time. As in [24], if the prediction score exceeds seventy percent, the program will also generate data frames [23] to contain information such as the Cow Name, ID, box coordinates and angles, and date and time of detection, considering there is only one class to be predicted in the image. If the data frames contain more than one detection, the program will filter out the prediction and will calculate the distances between two centroids of object instances and the interior angles between the two centroids and a point connecting it. After meeting the criteria, the program will iteratively count for the overlapping of object instances from 2 to 8 frames per second. If an overlapping of object instances occurred, as in [9] [24], then a copy of the frame will be directed to the Faster RCNN model, which will be initialized to perform image classification and object detection. The model will also be generating data frames to contain the Cow Names, IDs, box coordinates and angles, and date and time of detection of the nineteen classes predicted in the image. If the similar conditions are met in the Faster R-CNN model, an object overlapping or estrus activity will be declared, and the current image frame and record will be locally saved. Subsequently, the program will restart its counter and will continue to perform object detection. A flowchart represents the program flow of the automated estrus detection system using TensorFlow object detection API is illustrated in Fig. 7.
IV. RESULTS AND DISCUSSION

A. Object Detection Results

The researchers deployed the system and operated locally in the barn for 4 months, with 10 hours of daylight and artificial light exposure in the barn. The system unit can execute the program at 30 fps and 1fps for image frame recognition with the SSD and the Faster R-CNN models, respectively.

Based on the results obtained, the system reported only two confirmed estrus events for 19 subjects in the trials, as shown in Fig. 8 and Fig. 9. Even after attaining acceptable and low TotalLoss values from the training of the Faster R-CNN model, the system still produced inaccurate cow predictions with 50% detection efficiency. According to the cow caretaker, the estrus activity depicted in Fig. 8 between “COW H” and “CARACOW” is validated. But in Fig. 9, the event is misidentified since it should be in-between the “BULL” and “COW Q”, but not in-between “COW P” and “COW N”, respectively.

Moreover, the confidence scores of the model for “COW N” and “COW P” are 71% and 75%, whereas, the confidence scores for “COW H” and “CARACOW” are 96% and 97%, respectively. Nevertheless, the SSD model effectively visualized “COW” objects with confidence scores of 94%, as shown in Fig. 10. These results suggest additional training time, dataset acquisition, and data cleaning to attain higher prediction scores for both models.

B. Database Results

Table III represents the validity of the results in monitoring the standing-heat of cattle. Based on the verification of the cow caretaker from the locally saved dataframes and images, the detected event in-between “CARACOW” and “COW H” is “TRUE” while the detected event in-between “COW N” and “COW P” is “FALSE due to the misidentification of the Faster R-CNN model which led to the 50% detection efficiency.

Fig. 7. The Line Graph Representation of the TotalLoss for the SSD Model.
As shown in Fig. 11, there are a total of 4 app-detections of standing-heat, 4 manually detected standing-heat signs, and 2 “True Positive” and “False Positive” detections from the program. As represented in Table IV, the end-user stated “FALSE” due to the incorrect detection of the system with “COW N” and “COW P” as in-heat cows, which instead should be the “BULL” and “COW Q”. Still, the system initially and correctly detected 4 standing-heat signs, but with 2 false predictions and identifications leading to 2 “True Positive” and 2 “False Positive” results, attaining a 50% detection efficiency.

C. Performance Assessment with other Related Works

Table V represents the summarized comparison framework between the proposed method and other relevant researchers in estrus detection. As abovementioned, this research deals with the detection of mounting behaviors of Holstein-Friesian and Sahiwal crosses, a bull, and a water buffalo. In contrast with the papers [7], [10]-[12], the proponents integrated a cattle identifier using customized neural network frameworks with a detection efficiency of approximately 90% and 50% for the Faster R-CNN and SSD models, respectively. Besides, most of the formulated methods do not include cattle identifiers since the researchers and the cow caretakers employ manual inspection of the cow tags after the process of standing-heat detection, by which, in this case, the system automatically identifies the cows and declares the estrus event at the same time.

The system also calculated a detection efficiency of 50% as a subsequent effect from the system's image classifier or cattle identifier. These results suggest the integration of other machine learning algorithms such as Foreground segmentation, background subtraction, support vector machine, and more within the deep learning framework, or the application of unsupervised learning in the detection system.

<table>
<thead>
<tr>
<th>Cow ID</th>
<th>Date of Detection</th>
<th>Time of Detection</th>
<th>Estrus validity</th>
<th>Inseminated</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>January 11, 2020</td>
<td>2:37:22 PM</td>
<td>TRUE</td>
<td>NO</td>
</tr>
<tr>
<td>1229-1</td>
<td>January 11, 2020</td>
<td>2:37:22 PM</td>
<td>TRUE</td>
<td>YES</td>
</tr>
<tr>
<td>257-2b</td>
<td>April 2, 2020</td>
<td>06:24:13 AM</td>
<td>FALSE</td>
<td>NO</td>
</tr>
<tr>
<td>67</td>
<td>April 2, 2020</td>
<td>06:24:13 AM</td>
<td>FALSE</td>
<td>NO</td>
</tr>
</tbody>
</table>
Fig. 11. Summarized Graphical Representation of Database Result for the Frequency of Standing-heat from January to December.

TABLE V. COMPARISON FRAMEWORK OF THE PROPOSED METHOD WITH OTHER RELEVANT WORKS IN TERMS OF PERFORMANCE AND ACCURACY

<table>
<thead>
<tr>
<th>Author</th>
<th>Cattle Breed</th>
<th>Sensors used</th>
<th>Algorithm</th>
<th>Output</th>
<th>Accuracy in object (cattle) detection</th>
<th>Accuracy in estrus detection</th>
<th>Limitations</th>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsai and Huang [7]</td>
<td>Holstein</td>
<td>IP Dome Camera</td>
<td>Motion Detection, Region Segmentation, Foreground Segmentation, and Blob Analysis</td>
<td>Image</td>
<td>-</td>
<td>100% (TP) 0.333% (FP)</td>
<td>Only at daytime, Indoor setup</td>
<td>Lameness detection</td>
</tr>
<tr>
<td>Andrew, Greatwood, and Burghardt [9]</td>
<td>Holstein-Friesian</td>
<td>UAV integrated camera</td>
<td>R-CNN Localization, and Tracking</td>
<td>Image</td>
<td>98.13%</td>
<td></td>
<td>Only at daytime, Not suitable for marker-less cattle</td>
<td>Larger herd identification</td>
</tr>
<tr>
<td>Yang, Lin, and Peng [10]</td>
<td>Holstein</td>
<td>Infrared Camera</td>
<td>Motion Detection, Region Segmentation, Foreground Segmentation.</td>
<td>Image</td>
<td>-</td>
<td>91.86%</td>
<td>Shadow appearances</td>
<td>Changing type of camera, Cattle identification</td>
</tr>
<tr>
<td>Xia et al. [11]</td>
<td>Holstein</td>
<td>Pedometer and reader</td>
<td>Motion Analysis</td>
<td>Steps</td>
<td>-</td>
<td>90.9% (TP) 4.2% (FP)</td>
<td>Indoor setup Lack of cattle identification</td>
<td>None</td>
</tr>
<tr>
<td>Guo, Zhang, He, Niu, and Tan [12]</td>
<td>Holstein</td>
<td>Fixed IP Camera</td>
<td>BSCTF, SVM, Geometric and Optical Flow Feature extraction</td>
<td>Image</td>
<td>98.3%</td>
<td>50% (TP) 50% (FP)</td>
<td>Indoor setup Lack of cattle identification</td>
<td>None</td>
</tr>
<tr>
<td>Proposed work</td>
<td>Holstein-Friesian, Sahiwal</td>
<td>PTZ Camera</td>
<td>Faster R-CNN and SSD Localization and Tracking</td>
<td>Image, Printed message</td>
<td>94% (SSD), 50% (FRCNN)</td>
<td></td>
<td>Lack of cattle identification for marker-less cattle</td>
<td>Integrate other machine learning algorithms, implement unsupervised learning in the framework</td>
</tr>
</tbody>
</table>

Accuracy in object (cattle) detection: TP = True Positive, FP = False Positive

Accuracy in estrus detection: TP = True Positive, FP = False Positive
V. CONCLUSION

In this study, the researchers presented a novel way of detecting estrus for dairy cattle, specifically the Holstein-Friesian and Sahiwal crosses, using the TensorFlow Object Detection API and its pre-trained models such as the Faster R-CNN and Single Shot Detector models with the Inception V2 as the feature extractor. Based on the obtained results, it can be concluded that (1) the Single Shot Detector (SSD) with Inception V2 proved to be effective in visualizing bounding boxes on the single class objects (e.g., “COW”) with confidence scores of more than 90%, and (2) the Faster R-CNN with Inception V2 proved to be inaccurate in identifying objects with color indifferences between the subjects and the surface area of the barn obtaining a detection efficiency of 50%. Despite the inaccuracy, the proposed system can detect mounting behaviors of dairy cattle, given that the system will classify only one class (e.g., “COW”) as shown in Fig. 8.

VI. FUTURE WORK

This research aims to report the preliminary attempt and provide learnings for other researchers to devise a system which classifies the dairy cattle subjects as well. The researchers also recommend to: (1) implement unsupervised learning techniques and machine learning algorithms within the deep learning framework that enhances the efficiency of cow classification and estrus detection without the aid of cowhide patterns, (2) develop a system that can monitor and detect mounting behaviors of cows on an outdoor setup, (3) define other suitable estrus detection criteria that maximize the camera’s performance and line-of-sight, and (4) integrate a notification subsystem to immediately inform the end-users of the estrus events and initiate insemination on the cows.
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Abstract—Mobile Ad-hoc networks is an ascertaining domain with promising advancements, attracting researchers with a scope of enhancements and evolutions. These networks lack a definite structure and are autonomous with dynamic nature. The strength of the Ad-hoc network lies in the routing protocols making it an apt choice for transmission. With several types of routing protocols available our focus is on LGF (Location-based Geo-casting and Forwarding) protocol that falls in Position based category. LGF assures to grab the attention with its feature of low bandwidth consumption and routing overhead at the cost of unvolunteered attacks resulting in compromising the security of data. In our approach, we present a technique to overcome the profound attacks like Wormhole and Blackhole by aggregating LGF with k++ Means Clustering aiming at route optimization and promoting security services. The proposed mechanism is evaluated against QoS factors like End to End delay, Delivery Ratio, Load balancing of LGF using Simulator NS3.2 which envisioned drastic performance acceleration in the aforementioned model.
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I. INTRODUCTION

MANETs, a group of nodes that provide communication through wireless links without a predefined infrastructure and exhibiting dynamic nature has been the choice of practitioners and researchers for two long decades. The Ad-hoc feature of MANETS makes it a favorable choice in several applications like Vehicular communication handling various disaster scenarios, defense, Security, and Online meetings. These applications depend on information exchange between nodes that play a vital in the process of Communication. The Crucial component acting as the backbone for node elucidation and improving the strength of MANETS are routing protocols. It is a syntactic rule for defining a methodology to be undertaken by routers for transmission of data.

Based on the consideration surveyed by various researchers these protocols are classified as Topology based and Position-based. The former protocols rely on the respective structure of the network, whereas the latter originate with the location information of nodes. Topology based routing protocols fall into three well-known models like Proactive, Reactive, and Hybrid. Proactive protocols as the name reflect works based on prior information stored in the table in contrast reactive build a route on-demand when a request triggers. Bridging the gaps among both Hybrid protocols intersects the characteristics of Proactive and Reactive [24]. Few well-known protocols falling on the Proactive side are DSDV, FSR, OLSR, and reactive are AODV, DSR, and TORA. ZRP, ZHLS, CEDAR are occupied under hybrid Class [23]. These protocols fail to outperform when the network turns to be densely populated with a huge number of nodes resulting in large network sizes, thereby lowering performance [20]. To leverage and sustain the network efficiency even with dense networks, MANETS impend on position-based routing protocols with urging requirement of security features [15]. Few protocols of interest are namely LAR, LGF, and Landmark. SLAR is also proposed to provide security against different attacks [16]. These protocols ensure efficient performance when clustered into zones [4]. Position based class mainly emphasizes the position of the node in the network and their performance is analyzed based on qualitative characteristics like Loop free, Decentralized operations, Path strategy, Performance metrics, Scalability, Reliable Delivery service, and Robustness. These Protocols support few strategies in packet forwarding namely Greedy Forwarding, Constrained directional flooding, and additionally Hierarchical or multilevel methods [2]. The greedy method of forwarding works by using optimization criteria for selecting the next node for the transmission of messages [22]. With directional flooding sender floods, packets to nodes toward the direction of destination satisfying predefined constraints and the Hierarchical method works when huge network scaling is on-demand [26].

Among several position-based routing protocols, our focus is on LGF that targets the reduction of routing overhead and bandwidth. In LGF the neighboring nodes in the forwarding zone perform rebroadcasting route request packet and acknowledge the source with route reply. Unlike all routing protocols, LGF is also vulnerable to serious attacks like Wormhole and Blackhole attack. These attacks exhibit an adverse impact on the performance of location-based ad-hoc networks [8].

Our paper enlightens all the fore-mentioned issues and proposes an enhanced approach based on the K++ Clustering technique to overcome attacks in LGF.

II. RELATED WORK

Ahmad, Hameed, & Ikram, 2019, analyzed Ad-hoc networks and came up with a unique cluster-based algorithm for a reduction in the size of the routing algorithm. Al-Shrugan, Ghazali, & Hassan, 2012, gave a qualitative comparison of the position-based protocol in the context of the

III. EXISTING APPROACH

LGF: LGF with its beneficiary factors like lowering bandwidth and packet dropping rises to be the best choice for leveraging performance about measuring concerns like efficient packet forwarding in MANET’s. Steps involved in LGF include path discovery and message forwarding [13, 22].

- The process initiates from a source with a multicast PREQ packet to all neighboring nodes based on the IP address of the destination. The protocol limits its range within a predefined distance.
- RREQ packet is forwarded to all the neighboring nodes with a distance less than the source node to the destination.
- The process repeats until the RREQ packet reaches the destination that further acknowledges the path to the source node from various intermediate nodes.
- Finally, the optimal shortest path is captured, and intended packets are transferred among source and destination.

Despite limitations with LGF when the range increases, it also suffers from a Wormhole attack that targets the shortest path with an illusion perspective. To handle this perturbation our algorithm fuses LGF with a clustering approach resulting in a secure, reliable transmission.

A. Attacks on ad-hoc Networks

An attack aims at compromising the security of transmission innumerable ways like Interruption, Interception, modification, Fabrication, or denial of service. A Wireless network is mainly prone to such type of attacks due to their dynamic nature [22]. Based on the method of disrupting security services [11], attacks are characterized by direct manipulation to the transmitted data, conversely passive as eavesdropping the communication between the parties [12]. Many attacks are figuring out, of which Wormhole attack and Black hole are considered [13,7].

B. Impact of Wormhole Attack

Limited availability of resources dispenses Ad-hoc network to attacks. An unauthorized entity with high power supply, memory, and computational capability is successful in introducing malicious attacks over MANET’s [6].

A Wormhole attack is one worth enough to affect the network without revealing the cryptographic mechanisms embedded [9]. This attack has two variations that are hidden and exposed [29, 18].

1) Hidden wormhole attack: In this scenario the attacker succeeds in hiding the identity of the nodes between source and destination, creating an illusion of source and destination as one-hop neighbors [25].

2) Exposed wormhole attack: Here the attackers introduce themselves into the network with route discovery technique,
thereby exposing Wormhole nodes and hiding liable nodes between source and destination [28]. Based on these modes different forms of Wormhole attacks are-encapsulated packet-based, Wormhole attack, out-of-band path, relaying of packets, and Protocol manipulation wormhole attack [21].

C. Black Hole Attack

A serious problem endeavoring wireless sensor networks is the Blackhole attack characterized to absorb everything that comes on the way thereby decreasing the performance of the network [17]. In this attack, a malicious node or attacker node announces that it indexes the shortest path to the destination resulting in packet loss. It succeeds in communication failure among wireless networks and base stations. This attack results in topology modification including packet damage with forged routing information [23,10].

IV. PROPOSED APPROACH

A. Lfg with Clustering Approach

As LGF is prone to several attacks discussed and even restricted with range constraints. We propose a variation of LGF in combination with the clustering technique to handle the demerits of LGF. K++ Clustering is embedded in our proposed mechanism to strengthen the LGF for overriding the deficiencies [11].

K++ Means: This algorithm aims at clustering the given dataset into clusters and mainly focuses on seed or initial value selection, as an input to k-means. It overcomes the poor Clustering results of K-means which is an NP-hard problem. K-means gives the worst results for super polynomials in input and bad approximation of objective function in comparison with optimal clustering [5] that is overridden in k++ by the defined procedure to initial Clusters [1,3].

Step by Step Procedure for k++ is given as:

1) Select a data point C randomly.
2) For every data point P, Calculate the distance d(p) between P and C.
3) Pick a new data point based on weighted probability distribution with n proportional to d(p)².
4) Iterate steps 2 and 3 until optimal k centers are selected.
5) Continue with k-Means Clustering after the initial seed value is selected [27].

Position Based Protocols by virtue depends on the location of the node which ascertains performance assurance. These Protocols rely on three main sources to identify the exact location of the nodes, namely, based on signal strength, coordinates between nodes, and GPS based node location. Our approach uses the coordinates to locate the point of the node which helps in identifying malicious node location that promotes traffic bypassing within the network.

B. Phases in Proposed Approach:

Phase1: The network is divided into clusters using the k++ Clustering technique, resulting in k value. The source node initiates the RREQ packet for route discovery when a communication link is needed. This RREQ packet is forwarded to the nearest neighbors with the shortest Euclidean distance.

Phase 2: In this Phase Destination Node acknowledges the RREQ packet with RREP through the shortest path opted. The legitimacy of the RREP packet is judged or evaluated based on the predefined threshold value of RREP packets permitted.

Phase 3: Here a node is considered malicious once it violates the threshold value constraint of the RREP packet. The path the malicious node resides is excluded from the transmission path for forwarding packets. This phase also checks the hop count in the routing table to identify the path established by the hidden malicious node.

Our procedure succeeds in overcoming the Range constraint using k++ and Node Authentication by considering the location of the node as criteria using coordinates for calculating the Euclidean distance. Euclidean distance also adds to overcome the shortest path illusion injected by Wormhole and Black attacker nodes with the help of the RREP packet threshold value.

C. Algorithm for Clustering enhanced LGF

There are some descriptions as given below to recover a safe RREP Packet through intermediate nodes.

Assume source node value = 1 and 2.
Intermediate nodes value = 1, 2.
Hop count node value = 3.
If (source node value == intermediate nodes value 1and 2)
{ Accept the RREP packet to the source node.
} Else
{ The Source node discards the RREP packet because it is malicious node paths.
} 3. With this condition as benchmark source node waits and checks for safe route reply RREP packet through the intermediate nodes.

// location selection of node using k++ means

Require: k++meansFunction(cluster : list)
for k++meansFunction(cluster : list)
do Xk ← Xk + cluster.X
Yk ← yk + cluster.y
end for

// selection of cluster (based on the location of a node)

Require: k++meansFunction(cluster : list)
for (from 1 to long(Cluster))
do X ← Cluster.X
Y ← Cluster.Y
distance = sqrt((Xk - X) * (Xk - X) + (Yk - Y) * (Yk - Y))
if (distance < distance(min) then
distance_min=distance end if end return (distance(min))
V. PERFORMANCE EVALUATION AND ANALYSIS

To implement the proposed approach using NS3.2, the simulation parameters are initialized as shown in Table I. The performance of LGF with K++ Means is evaluated by considering the parameters like Load Balancing, End to End Delay, and Delivery ratio.

1) End to End delay: End to End delay is defined as the time incurred to travel from source to destination [19].

2) Packet delivery ratio: This is the ratio of the number of packets delivered to the number of packets sent by the source node [14].

3) Load Balancing: A parameter that defines an efficient distribution of transmission load during transmission in a network.

Fig. 1 shows a clear comparison of the reduced End to End delay factor proposed in comparison to the existing system. Here proposed system is indicated as lgfc-delay with a green spike.

Fig. 2 shows a comparison of the Delivery ratio which shows the packet loss of the Proposed and Existing system. Here proposed system promises a reduced packet loss with a green spike.

Table I. Simulation Parameters

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>VALUES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
<td>NS 3.2</td>
</tr>
<tr>
<td>Simulator Time</td>
<td>120 s</td>
</tr>
<tr>
<td>Simulation Area</td>
<td>1000*1000 m</td>
</tr>
<tr>
<td>Proposed Protocol</td>
<td>LGF-C(hybrid approach)</td>
</tr>
<tr>
<td>Initial Energy of nodes</td>
<td>1J</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>22</td>
</tr>
<tr>
<td>Bit Rate</td>
<td>1Mb/sec</td>
</tr>
<tr>
<td>Packet Length</td>
<td>600 byte</td>
</tr>
</tbody>
</table>

Fig. 3 shows a comparison of the load balancing factor which projects a better performance by the proposed system of lgfc indicated with a green spike.

Hence the simulation results of the proposed protocol outperform in terms of End to end delay, load Balancing, and in the reduction of Packet Loss by providing node authentication, Reliability and stability thereby leveraging the performance of the network in Position-Based Routing Protocols.

VI. CONCLUSION

This paper aimed to discuss the importance of MANETS and concentrated on the adverse effects of Wormhole and Blackhole attacks in the position-based routing protocol. LGF Protocol is studied for various setbacks related to delivery, avoiding Attacks, and providing Authentication of nodes with Location as a constraint. Our approach is considered a clustering-based method to overcome the Prior mentioned issues in LGF with enhanced K++ Mean’s supporting attack free and secure packet transmission in Wireless Ad-hoc Networks.
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Abstract—User requirements are the highest level of requirements. Flawed user requirements document can cause defects in the software being built—aspects of applications that were not presented in the user requirements document to cause a defect. In learning applications for children, there are aspects of pedagogy that need to be well documented. This aspect is not available in the general user requirements document, so it is often not well presented. The learning style and thinking skills level is crucial to be well presented in the user requirements document. That was because the children's persona cannot be compared at every range criteria of developmental age. That factor will undoubtedly affect the specifications of the software to be built. Users' viewpoints about different requirements can also make developers wrong in determining requirements. Applying requirements prioritization in the user requirements document can help resolve the problem. Measurement of document quality was also performed using parameters in measuring the quality of the user requirements document. The results of measuring the quality of the user requirements document found that it is reliable for use.
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I. INTRODUCTION

Requirement documents are needed to verify and validate software requirements [1], [2]. A requirements document was also made to facilitate a series of requirements engineering activities. Changing requirements in the requirements engineering process often cause chaos [3]. The required documents' existence is a medium for communication between the team and stakeholders [4]. Software requirements specifications (SRS) need to be known by application developers and users through a document [5]. Therefore, requirements documents that could present in detail and as required. That matter was needed to achieve the objectives and quality of the application being built.

Software requirements were divided into three parts: user requirements, business requirements, and software requirements specifications [6], [1]. User requirements are the highest level in the requirements and were obtained from the results of the user's point of view. Failure to document requirements may occur presented in natural language [7]. Natural language is often used in user requirements because it can be the primary means of communication between stakeholders and developers [1]. However, problems such as misunderstanding, inaccuracy, ambiguity, and inconsistency are the causes of failure [8]. Activities in requirements elicitation need documents to make requirements prioritization easier for the development team [8]. The process of requirements elicitation to produce valid software requirements specifications is not easy [9]. Requirements document are often misinterpreted, misunderstood, and not well documented [10]. That can happen due to the unavailability of components from specific aspects of the type of application that will be built on the general requirements document template.

User requirements for certain types of applications will certainly be different. These differences can occur when the application domain to be built specific aspect [11]. In the learning application, the particular aspects were a pedagogy aspect. Pedagogical aspects need to be present, and each attribute value must be written clearly. These aspects will have different values because they were influenced by the user's persona, such as in adult and child users. The two types of users have different characteristics that can be expressed in persona. Persona influences the value of pedagogical aspects, especially on learning style. Children have more diverse characteristics because they were influenced by the range criteria of their development age. While for adults, there are no range criteria of age. These differences will affect the learning style. In addition to learning styles, children's level thinking skills also need to be considered based on the range criteria of the age of development. That is because children in each range criteria of developmental age have different cognitive abilities.

The different pedagogical aspects need to be well presented in the user requirements document [11]. These aspects were needed so that learning outcomes from learning were achieved. In the application of children's learning, positive, psychomotor, and emotional aspects need to be well defined, and the range criteria of the children's development [12]. Various forms of learning applications will undoubtedly affect the document structure of user requirements. The problem is how to present a user requirements document that matches the characteristics and type of a children's learning application. Compilation of user requirements documents for children's learning applications was expected to guide the elicitation team in exploring the needed aspects. The quality of user document requirements needs to be measured so that the document's legibility was fulfilled. There are often defects in
the presentation of the user requirements document [13]. That condition caused the resulting application does not match the expectations of the application user. The next problem is how to measure the quality of the user requirements documents created. Quality measurements were carried out so that documents can be understood by application developers clearly and correctly.

Based on these problems, the research will focus on how to provide a guide regarding user requirements documents (URD) for children's learning applications. The URD was expected to make it easier for the elicitation of the child learning apps team to define a set of user requirements. The URD also presents a collection of aspects that need to be determined when building children's learning applications. The URD gives requirements prioritization so that it can reduce conflicts when requirements were made. The validity of the URD also needs to be measured to determine the legibility and clarity documents.

II. RELATED WORK

A. User requirements Document (URD)

User requirements were often referred to as user needs. Describe what the user does with the system. User requirements were proper if they were obtained directly from the user and state the domain's properties generated by introducing a new system [13]. The user requirements document is an artifact that contains a set of requirements obtained based on the views of the user [14]. In the requirements engineering phase, the requirements document preparation process is carried out [15]. The goal is that the developer gets clear information regarding the system requirements to be built. The user requirements document contains specifications of the application software requirements to be built. Software Specification Requirements are possible to develop due to the type of software project. The change occurred because of the inaccuracies and shortcomings of the SRS [16].

User requirements documents were generally written using natural language[8]. This language often makes documents present ambiguous, inaccurate, and unclear information [8]. These conditions cause differences in understanding between the requirements engineering team and the application development team [14]. Other problems, it is crucial to consider the presentation of the requirements prioritization in the user requirements document. Requirements prioritization can be taking into several variables, including time, staff, and costs [17].

B. Children’s Learning Application (CLA) vs. Adult’s Learning Application (ALA)

In learning applications, pedagogical aspects need to be well defined, such as learning outcomes and learning styles [18]. How to learn in each individual has a difference. That difference occurs because it was influenced by the personality of each individual and influences the learning process. In adults and children, the difference is noticeable. Children who have this range of criteria of age development cannot be equated at every age level. Different range criteria positively affect aspects of pedagogy, such as learning styles and thinking skills level. According to experts in children’s learning and literature review, learning styles for children need to be in the form of visuals, audio, read/write, and kinesthetic (VARK) [18], [19]. While in adults, there is no type of age. Learning style differences are formed based on their experience in learning. The concept of andragogy was often used as a reference for determining adult learning styles [20], [21].

The differences between a children’s learning application and an adult's learning application can be distinguished based on the persona. According to Piaget’s, children have four range of criteria of developmental age [22]. The Psychomotor, cognitive, and emotional development of children who are different in each range criteria of age development becomes something to consider in building learning applications[23]. The pedagogical aspects that significantly influence children's learning are learning style and thinking skills level. The reason is that the child is in developmental age and does not have experience in the learning process. In addition to learning style, thinking skills level in children's learning needs to be considered. Limitations of cognitive abilities at every range of criteria of development affect children's level of thinking skills. In the learning process, children also need to be given an award. Appreciation is the basis for children's motivation to learn[24]. While in adults, the range of age is not a measure to determine of learning style. Learning experiences that affect learning behavior in adults. It also affects the learning style of adults. Andragogy is a learning style that is suitable for adults [20] because adult learning aims to enrich their knowledge to solve their problems.

The differences in the persona, which is influenced by the value of pedagogical aspects in children and adults, is the reason for differences in learning application. The difference in learning styles will affect the implementation aspects. Children's cognitive limitations also affect the way children can quickly receive information. The presentation of objects in the application needs to be adjusted by the range criteria of the development age. Children's learning application was made to help children in the learning process [25]. There are two types of applications that tend to be made for children's learning applications based on interviews with five child education application developers. That type of application is in the form of a game and simulation (non-game). Both types of applications have different characteristics and approaches to the development process. That has an impact on the aspect requirements that need to be controlled.

In adult learning applications, a feature of material selection and material source selection needs to be provided. That is because adults do learn to solve problems. Although there are differences in the three aspects' value, there are slices in the two learning applications. Aspects of generic environment issues need to be defined, for example, Platform applications. That is because children still have limitations in psychomotor. In children’s and adult learning applications, learning outcomes need to be determined. That attribute also needs to be in the user requirements document. That is because the learning outcome is exposure to the form of the content presented in the application. Fig. 1 is a Venn diagram of the differences between CLA and ALA.
C. Quality of user Requirements Document

The cause of an application failure is due to a defect in the collection and identification of user requirements [26]. The quality of the user requirements document needs to be considered so that the application developer clearly understands it. Measurements should be taken so that the document is reliable for use. Cronbach's Alpha will be used to measure reliability. Quantitative measurement is done by taking into account the quality aspects of the software requirements specification (SRS), namely, (i) Requirements Sentences Quality (RSQ) and (ii) Requirements Document Quality (RDQ) [15]. The RSQ aspect was measured to see the syntactic quality of a single sentence considered separately. RDQ is measured to determine the quality of sentences considered in the context of all the requirements documents.

Each goal property is measured using properties, as can be seen in Table I. RSQ's goal properties have non-ambiguity, completeness, and understandability properties. In contrast, RDQ has completeness and understandability properties. The following is an explanation of each RSQ properties:

- Non-Ambiguity: the ability of a Requirement to have a unique interpretation.
- Completeness: the ability of each requirement to make references to precisely identified entities.
- Understandable: the ability of each requirement to be fully understood when used to develop software.

That is an explanation for the properties of RDQ:
- Completeness: Requirements Specification document can avoid potential or actual differences.
- Understandable: Requirements Specification document can be fully understood when read by the user.
- The Quality Model Goal Properties and the Related Properties.

III. RESEARCH METHOD

The methodology used in proposing the URD was divided into two stages. The first stage is structuring the URD for children's learning applications, and the second stage is to measure the quality of the proposed URD.

- In the first stage, the preparation of the URD was carried out. The first stage is the stage carried out to answer RQ1. An analysis of the URD for general application and characteristics of learning applications for children. The analysis is done by looking at aspects of the requirements that need to be present from the application of children's learning using literature review and interviews with an expert. Then after that was found, the URD structure is made. URD Structure was made based on aspects of user requirements and learning applications for children. Then, the URD was implemented in an elicitation application. The app is an application to assist the elicitation team in gathering needs. The formed URD also presents requirements prioritization for each aspect using ranking methods.

- The second stage is a stage to answer RQ2. They made appropriate measuring tools to carry out URD quality measurement in measuring the quality of user requirements. In compiling the measuring instrument, an approach was made using the user requirements document's quality aspect. When the measuring instrument has been formed, then the reliability test is performed using Cronbach's Alpha. If the reliability has been fulfilled, the next step is to measure the URD generated from the requirements elicitation process using interval analysis. Based on the goal, properties, and properties, a measuring instrument was made in the form of a questionnaire. Measurements were made on all aspects of the URD in Table III, measured based on each property. In the game application, 17 questions were represented by variable questions P1 through P17. Meanwhile, the non-game application questionnaire consisted of 20 items (P1-P20). The rating of each property was done by using Likert 1-5. Cronbach's Alpha was conducted for the reliability test of the questionnaire created. While the result of data from filling out the questionnaire was processed using interval analysis with the range of values listed in Table II.

<table>
<thead>
<tr>
<th>Interval Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0% - 19.99%</td>
<td>Very Bad</td>
</tr>
<tr>
<td>20% - 39.99%</td>
<td>Bad</td>
</tr>
<tr>
<td>40% - 59.99%</td>
<td>Neutral</td>
</tr>
<tr>
<td>60% - 79.99%</td>
<td>Good</td>
</tr>
<tr>
<td>80% - 100%</td>
<td>Very good</td>
</tr>
</tbody>
</table>
IV. RESULTS AND DISCUSSION

A. User Requirements Document of Children’s Learning Application

User requirements were needed as a step to compile the system requirements so that they can be described in detail how the system must be run [1], [27]. Different user points of view need to be recorded to be modeled in the system correctly and accurately. User requirements describe the user class and what users need [26], [13]. User class describes the user's profile or persona, such as age, gender, user experience. The user needs to explain what the user needs from the application to be made. In the case of learning applications, users can convey related forms of learning that need to be in the app—for example, the material presented and the learning style in the application. User requirements document presented in natural language will be challenging to show a different user perspective [7]. Understanding child learning application developers of application requirements that need to be explored also becomes an obstacle to the quality of user requirements document.

Based on interviews with learning application developers, children's learning applications can be made in games and simulations. The kind of application was determined based on the type of learning material to be delivered in the app. A simulation was used when the material to be presented. That is conveying the conditions of the situation in the real world [28]. The form was considered to provide considerable learning potential because it is more effective and interactive [29] for the kind of games made in serious games. Serious games are tools that are considered useful in the learning process [30], [31]. Serious games for a child can be used for several things, including increasing motivation to learn, stimulating physical activity, solving behavioral problems, and helping with therapy-related to health problems [18]. Both forms of application have a different structure of requirements aspect. The difference in aspects structure will undoubtedly have an impact on the user requirements document. The user requirements document will be adjusted according to the aspects structure of the application formed. Table III explains the structures of aspect requirements for game learning and non-game applications. Each aspect has attributes that can provide a detailed description of the learning application's user requirements to be built. Each aspect's attributes contain one or more values that were translated into user requirements. Each aspect's attributes can be seen in Table IV for game learning applications [18] and Table V non-game learning applications [32].

Requirements of user-profiles and application platform preferences are fundamental attributes that need to be explored from the user. The values of several attributes have been presented in the elicitation application. It is making it easier for the elicitation team and participants to define requirements. The value of some attributes has been determined based on established by the conditions—for example, the learning style attribute's value. The attributes of the learning style and thinking skills level need to be elaborated on pedagogical aspects. A learning style must determine the children's preference for how the learning material was presented [33]. Knowing the learning style will make it easier for developers to design learning applications. The thinking skills level was created to limit the cognitive level, adjusted to the range criteria of the child development [23], [34]. Thinking skills level was also used to direct in achieving learning objectives. The application's thinking skills level was based on cognitive processes that refer to taxonomy blooms [35].

The attributes of the two aspects of the application are presented in table form and filled with several user points of view as participants in the requirements elicitation process. The structure was to accommodate a set of requirements from many users. That form also facilitates the readability of the information presented. Fig. 2 is an example display of the database structure of the elicitation application that was built. The elicitation application was created as a tool to assist the elicitation team.

The team can be used the apps when collecting elicitation requirements and automatically generating user requirements documents. The app also makes it easy for the elicitation team to change requirements quickly. The change also directly occurred in the requirements document. Thus, the agile concept can be applied in technical terms and in the user requirements document. The aspect parts of the results of filling each of these attributes were then made requirements prioritization.

The requirements prioritization generated are then written down on each aspect of the user requirements document's requirements. Simultaneously, the data collection results were stored in an attachment to the user requirements document. Requirements prioritization formed using a formula that was combined from several attributes. Then in each aspect, Requirements prioritization is done using ranking techniques tailored to their attributes [36]. For example, platform applications in the context of use ranking will be made to get requirements prioritization. The requirements prioritization displayed in the user requirements document were performed to display the required requirements based on the user's point of view without causing conflicts [37]. Fig. 3 is an example of a user requirements document for the context of use. In this aspect, the results of processing requirements prioritization were explained from the results of data collection. Fig. 4 is a flowchart for requirements prioritization for the context of use using ranking methods.

The proposed URD for children's learning applications has been made. When the developer uses the URD, that question can be answered by looking at Fig. 4. Fig. 4 explained that the URD could be suitably used when the application to be built is a learning application. Besides the type of learning application, it needs to be seen for whom the application was made. If the user is a child, the proposed URD can be used. Nevertheless, if the user is an adult, it is better to use URD for adult learning applications. The same thing also applies when the application to be made is not a learning application, so it better used the standard URD.
### TABLE II. THE RELATIONSHIP BETWEEN EACH ASPECT

<table>
<thead>
<tr>
<th>User Requirements</th>
<th>Description</th>
<th>The aspect of Game Application</th>
<th>The aspect of Non-Game Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>User class</td>
<td>It was related to the user group of the application to be built. This section will describe the user's profile or persona.</td>
<td>User aspect</td>
<td>Generic environment issues</td>
</tr>
<tr>
<td>User need</td>
<td>Related to user needs for the type of application to be built. A set of requirements that user needs in the application need to be described and made based on user preferences</td>
<td>Context of use</td>
<td>Learning context</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pedagogical aspect</td>
<td>Learning experience</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Game aspect</td>
<td>Learning objective</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Implementation aspect</td>
<td>Design Issues</td>
</tr>
</tbody>
</table>

### TABLE III. STRUCTURE ASPECT OF A GAME APPLICATION

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Description</th>
<th>Attribute</th>
</tr>
</thead>
</table>
| User aspect             | The user aspect is the initial stage, aiming to determine the user's characteristics, especially those related to the learning process. | - Name  
- Age  
- Sex  
- Education level  
- A course like and unlike |
| Context of use          | The context of use describes the specifications of the application platform. | - Platform application |
| Pedagogical aspect      | The pedagogical aspect contains information about learning patterns to be able to achieve the objectives of learning. | - Learning outcome  
- Detail learning outcome  
- Thinking skills level  
- Difficulty  
- Learning Mechanics |
| Game aspect             | The game aspect was explained related to issues related to develop game applications. | - Game genre  
- Game mechanics  
- Game format  
- Game form |
| Implementation aspect   | Implementation aspects describe essential aspects needed in the implementation of application | - Implementation element |

### TABLE IV. STRUCTURE ASPECT OF A NON-GAME APPLICATION

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Description</th>
<th>Attribute</th>
</tr>
</thead>
</table>
| Generic environment issues   | Generic environment issues explain matters related to user-profiles and the use of the digital platform. | - Name  
- Age  
- Sex  
- Education level  
- A course like and unlike  
- Platform application |
| Learning context             | Learning context explains learning activities, learning facilities, and collaboration. | - Learning outcome  
- Learning Objective |
| Learning experience          | Learning experience explains related to the learning experience that will be provided to users. | - Learning content  
- Result and feedback on learning  
- Aim and target of learning  
- Representation/storyline  
- Social interaction |
| Learning objective           | Learning objectives explain the purpose of learning, whether to improve abilities or add new abilities. | - Learning activity  
- Learning facility  
- Collaboration |
| Design Issues                | Design Issues aims to determine child preferences related to objects, colors, text, navigation, and multimedia presentation to help design the learning application interface that will be built. | - Interface design object  
- Interface design color  
- Interface design type of text  
- Interface design navigation  
- Interface design voice |
B. Experiment and Results

1) Participant: As respondents involved in this study, participants were divided into two types, namely, child participants as users and application practitioner participants. The child participant is required to convey the requirements of the learning application to be built. There are 32 children aged 6-8 years who will express their wishes through the elicitation application that will be built. Practitioner application participants are participants who are involved in measuring document quality. Participants consisted of 37 respondents who had experience in building children's learning applications.

2) Materials: In this study, there are materials used to assist in experiments. The materials used in the experiment are:

- Elicitation apps. This application was built to facilitate the elicitation team in communicating with children. The application was built in the form of mobile-based applications. The use of mobile technology has the effectiveness of interacting with children [36], and does not require a considerable cost [37]. Applications were built according to the characteristics of the child. Children also feel fun and joy when conveying their desires by using a mobile-based app [38]. Applications were also made to facilitate the elicitation team in documenting requirements.

- Questionnaires were used to measure the quality of the resulting URD.

3) Case study: Two cases were used in measuring URD. The aim is to produce URD game and non-game applications. The case for game applications is about introducing types of vegetables and fruits. While for the example of a non-game is about the introduction of rain. In the elicitation application, material choices were given for each instance with evaluation questions included. The material was presented with four learning styles: visual, audio, read/write, and kinesthetic. The thinking skills level gave evaluation questions.

Requirements elicitation process doing with 32 children with a span of about one month. Each child respondent expresses their needs through interaction through elicitation applications. After the elicitation process, the requirements were carried out, and then the URD processing is done through the app. The output of the use is URD by presenting information related to user requirements based on user preferences. Fig. 3 is an example of URD results of game applications. In the aspect of the context of use, the requirements prioritization for the application platform attribute are smartphones.

4) Results: The URD that has been generated from the application was then distributed to the app practitioner participants. A total of 37 respondents then studied URD from both types of applications and conducted an assessment through the quality questionnaire URD prepared. The questionnaire was filled in online. Respondents were asked to rate the URD according to the type of application. The assessment was done according to each goal properties for each aspect of the application type.

Questionnaire data processing was performed using Cronbach's Alpha. The results of data processing for game type applications obtained a questionnaire reliability test of 0.923. With this value, it can be concluded that the questionnaire has reliability. URD quality assessment for game applications found that most aspects have answer values in 80%-85% (very good). There are five aspects, namely, P3, P7, P14, P16, and P17, to answer value results in the range of
ethics values. Questions P3, P4, and P7 are questions that are in the RSQ goal properties. That means that the sentences of the three attributes have a good understanding of each sentence. While for P16 and P17 are questions in the RDQ goal properties. Both of these questions state in terms of the document as a whole is complete and well understood. The value of the answer from each aspect can be seen in Fig. 5. Based on that result, it can be concluded that the URD's general for game applications is perfect. That means that application developers can understand the user requirements for the children's learning application to be built.

Questionnaire data processing was performed using Cronbach's Alpha. The results of data processing for non-game type applications obtained a questionnaire reliability test of 0.946. With this value, it can be concluded that the questionnaire has reliability. As for the interval analysis results, it was found that 19 aspects had an answer value in the range of 80% - 85% (perfect), and only one aspect, namely P10, had a value of 79% (excellent).

Based on these results, it can be concluded that the sentence in every aspect of the URD for the non-game application can be understood very well. That means that the presentation of data that combines sentences in the form of natural language and tables helps the developer understand user requirements. The availability of prioritization requirements also makes it easy for developers to decide on user requirements. However, the learning experience attribute assessment has an excellent rating (P10), the resulting general URD. The value of the answer from each aspect can be seen in Fig. 6.

V. CONCLUSION

The conclusions of the research activities that have been carried out are as follows:

- The document's pedagogical aspects in detail help the development team when design learning applications from the user's point of view.
- The availability of requirements prioritization in documents also helps to reduce conflicts when developing the system.
- URD quality measuring instruments compiled have the reliability to be used in measuring document quality. That was evidenced by Cronbach’s alpha measurements for games that are 0.923 and non-games is 0.946.
- URD measurement results for both types of children's learning applications are generally excellent. That was proof from each variable gives an average value range of 80-85%. In other words, URD can be understood by application developers.

The future work was to complete the URD by adding a form of notation for several attributes. The aim is that all attributes are understood very well by a child’s learning application developers.
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Abstract—System on chip (SoC) technology is widely used for high speed and efficient embedded systems in various computing applications. To perform this task, Application Specific IC (ASIC) based system on chips are generally used till now by spending maximum amount of research, development time and money. However, this is not a comfortable choice for low and medium-level capacity industries. The reason is, with ASIC or standard IC design implementation, it is very difficult task where quick time to market, upgradability and flexibility are required. Therefore, better solution to this problem is design with reconfigurable SoCs. Therefore, FPGAs can be replaced in the place of ASICs where we can have more flexible and reconfigurable platform than ASIC. In the embedded world, in many applications, accessing and controlling are the two important tasks. There are several ways of accessing the data and the corresponding data acquisition systems are available in the market. For defence, avionics, aerospace and automobile applications, high performance and accurate data acquisition systems are desirable. Therefore, an attempt is made in the proposed work, and it has been discussed that how a reconfigurable SoC based data acquisition system with high performance is designed and implemented. It is a semicustom design implemented with Zynq processing system IP, reconfigurable 7-series FPGA used as programmable logic, hygro, ambient light sensor and OLEDrgb peripheral module IPs. All these sensor and display peripheral modules are interfaced with processing unit via AXI-interconnect. The proposed system is a reconfigurable SoC meant for high-speed data acquisition system with an operating frequency of 100MHz. Such system is perfectly suitable for high speed and economic real time embedded systems.

Keywords—Application Specific Integrated Circuit (ASIC); Advanced eXtensible Interface (AXI); data acquisition system; Field Programmable Gate Array (FPGA); Peripheral Module (PMOD); System on Chip (SoC)

I. INTRODUCTION

Many cases, the term ‘SoC’ was referred as an Application Specific Integrated Circuit (ASIC). The best example of an ASIC based application is mobile phone. Complex circuitry with multiple functions with high speed logic, interfacing of many peripherals including memory is implemented on single chip meant for specific application is known as application specific integrated circuit. The solution with SoC gives low cost with bulk volume production and enables high speed data transfers between the various system blocks [1].

The data acquisition is an integral part of any measurement and control systems used in various applications. The principle of data acquisition is to acquire real world physical parameters such as temperature, light intensity, pressure, sound etc. through appropriate sensors that are connected through multiple channel data selectors using time division multiplexing with serial peripheral interface technique or parallel processing technique [2]. The real and physical data which is in analog nature has to be converted in to digital representation using digitization. The process of conversion of analog signal into digital signal is known as digitization. After digitization, the digital data is read by the processor and process the data in readable format and then it will be sent to the display devices if standalone measurement is required. Otherwise, the data can be accessed remotely by using web-based data acquisition techniques using WiFi network.

Development time, cost and lack of flexibility are the major drawbacks of ASIC based SoCs [1]. These are appropriate choice for bulk volume production and where there are no requirements for upcoming enhancements. Because of this reason, low or medium volume market industries depends on a convenient solution, system on a programmable IC, an exact essence of system on reconfigurable device [1], [2]. This can be done with FPGAs which are reconfigurable and flexible than ASIC based SoCs. It is a better solution that using an FPGA for applications where system enhancements are desired [3]. The technical details of peripheral modules, Hygro, ALS and OLEDrgb are referred from [4], [5] and [6], respectively.

The earlier researchers were implemented FPGA based data acquisition designs using ISE software and Spartan 3, Spartan 6 FPGAs respectively. Daniel Roggow et al explained a laboratory workstation configuration with ZedBoard. They have demonstrated workstation setups for MP-1: Quadcopter Interface, MP-2: Digital Camera, MP-3: Target Acquisition and MP-4: UAV Control and they have received a good feedback from the students [7].

It is to be noted in [8], described about the system with three modules named as signal processing, data acquisition
with FPGA and data storage. It was designed by VHDL and simulated with ISE.

FPGA based high speed ADC with a sampling rate of 80 Mega samples and used DMA without loss of data and DDR3 memory was used for manipulations of data was discussed in [9]. The design was implemented with VHDL.

DAQ with Network Control Module using FPGA was discussed in [11]. LabView software tool was used to design and development of their design and tested with National Instruments data acquisition and FPGA devices.

In [12], a 32 channel DAQ system for medical imaging and clinical application was presented. It was developed with FPGA, NI’s PXI, ADC, signal generator, timing and synchronization modules. FFT-hardware was implemented in FPGA for the purpose of high frame rates, demodulation of the signal and higher order harmonics spectral characteristics.

In [13], Satellite tracking data with respect to the humidity, temperature and light data measurements with Zynq processor based reconfigurable SoC discussed efficiently.

Smart monitoring of automobile data logger design and prototype implementation with Zed Board and Xilinx platform was explained in [14].

The FPGA based processor designs, verifications of various applications are referred from [15], [16], [17], [18], [19] and [20].

As per the present survey of history in related work, the majority of the research work methodology is conventional FPGA front end flow designs using CAD tools. Therefore, the corresponding technology and performance of the designs are restricted within the technology scope of hardware and software tools used. Definitely, there is a requirement in the performance-based enhancements in the SoC based designs. Therefore, by adding today’s technology towards SoC designs, especially in the design of high-speed real time embedded system-based applications, an attempt is made to design and develop the high-performance based data acquisition system in Zynq-7000 architecture platform.

II. DESIGN OF SOC BASED DATA ACQUISITION SYSTEM

A. Methodology

The proposed system methodology is a semicustom SoC block design using multiple IP integration using front end CAD tool, Xilinx Vivado System Design Suite and SDK software. The proposed system architecture consists of Zynq processing system interfaced with hygro, ALS and OLEDrgb via AXI interconnect. The hardware part of the design is loaded in to the Artix7 FPGA, which acts as a programmable logic device. The data processing and controlling part is implemented with application software with SDK and ARM9 processor, acts as processing system. The hardware used for verification are Artix 7 FPGA and the multiple sensors interfaced with FPGA. The results can be monitored by either standalone system or remote system through WiFi network. In the proposed system, peripheral modules, Hygro and ALS are used to access temperature, humidity and ambient light intensity. These parameters are displayed on OLEDrgb display and hyper terminal. The complete procedural flow with respect to CAD tool is illustrated in Fig. 1.

B. Design Procedure

The proposed research work is based on FPGA based SoC using Zynq processor. It provides a perfect stage for the implementation of flexible system on chips. Because, Zynq is a sandwich of a processing-system (PS) and programmable-logic (PL) [1], [3]. The PS is prepared with a dual-core ARM processor (ARM Cortex-A9). And the Artix 7 FPGA is used as programmable logic.

In the proposed work, Zed board is used that consists of Zynq architecture, integrated memory, a various number of peripherals, general purpose ports and high-speed interfacing ports for communication. The Programmable Logic is used for design and implementation of logic with high speed. And the processing system cares about software routines, operating systems, and provides the communication between software and hardware [2]. To meet this need, Xilinx high level synthesis tool, Artix 7 FPGA and ARM processor are used.

In the proposed architectural design of data acquisition system, AXI peripheral interconnect block is used to interface Zynq processing system with all peripheral interfaces as shown in Fig. 2.

![Fig. 1. Design and Implementation flow of SoC based DAS.](image-url)
In this design, three peripheral modules are used, that are Hygro, ALS and OLEDrgb. The Hygro PMOD consists of temperature and humidity sensors. Hence, in order to select these parameters, one interrupt signal is used. And this interrupt is connected through Concat block. We can observe from Fig. 2, an interrupt-IRQ (Interrupt Request) is connected to output of Concat block and the input of Concat is connected to I2C Interrupt from PMOD Hygro. This Hygro PMOD is connected to port Ja of the Zed board. The other PMOD, ALS is connected to port Jb. To display the acquired and processed data, OLEDrgb is used which is connected to port Jc. In order to reset the system, one reset block, ‘Processor System Reset’ is used.

In the proposed system, we can view these parameters, in the hyper terminal. Hence, in its Peripheral I/O pins, one UART peripheral is enabled.

After completion of the block level design, validate it and make sure there will be no errors in the design. Then, generate HDL wrapper for the design, after that synthesize and implementation processes has to be done. Once if implementation is to be done successfully, then bit stream can be generated.

Next process is exporting the hardware including bitstream and launch software design kit (SDK) software to create and build the application project. Application project in the proposed system is developed using C. Here, the zed board consists of programmable logic (PL) and processing system (PS) are sandwiched in single IC. The created design will be loaded in PL, which is an ARTIX 7 FPGA. The control process, that is accepting the input data, processes it and displays the appropriate results at the display devices will be done by software logic instructed to processing system.

III. HARDWARE INTERFACE

Once, application project is ready, then make sure we have to interface PMOD Hygro to output connector A, ALS to connector B and OLEDrgb is connected to the output connector C as we have created our design in Fig. 2. The peripheral modules, hardware connectivity with zed board are shown in Fig. 3.

As there are three PMODs used in the proposed system, as illustrated in Fig. 4, their specifications and interface configuration details are explained as follows.

A. HYGRO Interface

The HYGRO PMOD consists of T1 HDC1080, which is an integrated digital temperature and humidity sensors. It provides accurate measurement with low power. It operates in a range of 2.7 V to 5.5 V supply. It is more economical and suitable for wide range of low power applications. The temperature and humidity sensors are calibrated with ±0.2°C (typical) and ±2% accuracy.

Fig. 5 illustrates the interfacing of HYGRO PMOD with Zynq Processor. It has dual modes of operations known as measurement mode and sleep mode. After power up, it will be in sleep mode and waits for I2C input and commands. The commands are used to trigger and read measurements, check the status condition of the battery and configure the timing conversions. Whenever it obtains a command to trigger a measurement, it switches to measurement mode from sleep mode. If it completes the measurement, it will return to sleep mode. The default mode of this device is, first it will measure temperature and then humidity. The bit pattern of the 16-bit temperature register is, first it will hold 14-bit acquisition value and the two least significant bits are always zero.

The result accuracy depends on the time conversion. The temperature and relative humidity can be calculated using equations 1 and 2, respectively [3].

Temperature \( (^\circ C) = \frac{\text{Temperature}[15:00]}{2^{16}} \times 165^\circ C - 40^\circ C \quad (1) \)

Relative Humidity (%RH) = \( \frac{\text{Humidity}[15:00]}{2^{16}} \times 100\%R \quad (2) \)
To complete the measurement of humidity and temperature, it is required to organize the register address to 0x02. We have to configure logic HIGH to Bit-12 to measure both humidity and temperature parameters. In order to set the resolution of a temperature, configure logic LOW to Bit-10 for 14-bit resolution or set it to logic HIGH for resolution of 11-bit.

In order to set the desired humidity measurement resolution, set the bits 9 and 8 of configuration register to 00 to achieve 14-bit resolution, or set to 01 to achieve 11-bit resolution or set to 10 to achieve 8-bit resolution. The measurements are triggered by setting an address pointer to 0x00 then, measurements waiting period will be completed, depending on the time conversion and read the output data [3]. Fig. 6 shows the timing signals under read operation when data is ready.

**B. ALS Interface**

The peripheral module ALS is a single ambient light sensor. When the ALS is exposed with light, it will convert the light into voltage signal. This analog voltage signal is converted into 8-bits of digital data by the analog to digital converter. The range of values from 0 to 255 indicates low light level to a high light level [4].

The pin configuration of ALS [4], Pin.1 is Chip Select (CS), Pin.2 is no connection (NC), Pin.3 is Serial Data Out (SDO), Pin.4 is Serial Clock (SCK), Pin.5 is ground pin, and Pin.6 is Power Supply, VCC (3.3V/5V). The operating voltage range of this ALS is 2.7V to 5.25V. However, the proposed work requires 3.3V.

**C. OLEDrgb Interface**

There are six ports are used between the peripheral module, OLEDrgb to Zynq processing system via AXI interconnect. AXI_LITE_GPIO is connected to M03_AXI, AXI_LITE_SPI is connected to M04_AXI. Because, it is connected through SPI protocol. The input clock to this module is, ext_spi_clk, driven by the processing system through FCLK_clk0. s_axi_aclk of Hygro and s_axi_aclk of ALS are connected to s_axi_aclk and s_axi_aclk2 of OLEDrgb to have the communication appropriately.

The reset signal is generated from the processor reset block to all the peripheral modules including AXI interconnect as shown in the Fig. 2. The output port is connected to jC in order to interface the OLEDrgb to Zed Board as illustrated in Fig. 8.

**IV. DEVELOPMENT OF APPLICATION SOFTWARE**

The process, export the created project into the software development kit using the Vivado software, will create “Hardware Base system” or “Hardware Platform”. Once, the hardware platform is created, software system is used or developed to complete the real time application. This software system is in the form of three layers over the hardware system base [10] as illustrated in Fig. 7. The second layer is board support package layer, which will set functions and drivers of low level that are needed by following layer over the board support package layer to communicate with hardware used. Application software is created with C or C++ and it will run over the operating system and it is the highest level of abstraction from the bottom hardware [1], [10].
V. RESULTS AND DISCUSSION

The Xilinx software development kit is used to create our data acquisition application. Compilation and debugging processes are also done within this tool. In the proposed application, we have connected three peripheral modules: Hygro, ALS and OLEDrgb as illustrated in Fig. 3. The application software is developed to read the temperature and humidity from Hygro Pmod and ambient light intensity from ALS Pmods respectively. These three data values are processed and displayed on OLEDrgb display Pmod as shown in Fig. 8.

The area of the proposed design occupied in the Artix 7 FPGA is represented in Table I. The LUT area for total DAC is 3.77%. Slice registers occupy 2.38%, total Slices occupy 5.59%. The detailed utilization report for LUT, Slice Registers, Muxes and Slices are illustrated in Table I(A). LUT as Logic, Memory and FlipFlop Pairs reports are specified in Table I(B). The number of input and output blocks and input logic and output logics are illustrated in Table I(C).

Table I (B). LUT as Logic, Memory and FlipFlop Pairs

<table>
<thead>
<tr>
<th>Name</th>
<th>LUT as Logic (53200)</th>
<th>LUT as Memory (17400)</th>
<th>LUT Flip Flop Pairs (53200)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAC_i</td>
<td>1901</td>
<td>106</td>
<td>1130</td>
</tr>
<tr>
<td>PmodALS_0</td>
<td>370</td>
<td>17</td>
<td>265</td>
</tr>
<tr>
<td>PmodHYGRO_0</td>
<td>570</td>
<td>10</td>
<td>273</td>
</tr>
<tr>
<td>PmodOLEDrgb_0</td>
<td>414</td>
<td>17</td>
<td>300</td>
</tr>
<tr>
<td>PS7_Axi_peripheral</td>
<td>532</td>
<td>61</td>
<td>272</td>
</tr>
<tr>
<td>Rst_ps7_0_100M</td>
<td>17</td>
<td>1</td>
<td>15</td>
</tr>
</tbody>
</table>

The proposed design, timing constraints are met satisfactorily as specified in the Table II. All the worst negative slacks for setup, hold and pulse widths are positive. There are zero negative slacks for setup, hold and pulse widths. Numbers of Failing end points are also zero. There were total 5636 end points for each setup and hold. And for pulse width, total end points are 2687.

The comparison of proposed system that is Reconfigurable data acquisition with respect to ASIC based data acquisition systems are illustrated in Table III and Fig. 9. Therefore, the summarized advantages of Reconfigurable data acquisition systems are listed as follows.

1) The existed data acquisition systems are implemented with ASIC (Application Specific Integrated Circuit) based, which does not include the enhancement facility in increasing the number of channels and the corresponding data acquisition and signal conditioning circuitry enhancement. The non-recurring engineering cost and time to market is very high. Whereas the proposed system is implemented with Reconfigurable device, and the corresponding cost and development time is very less. Hence, it is best suitable for low and medium industrial applications and even academic institutions can develop such systems.

Table I (C). IOBs and Logic utilization

<table>
<thead>
<tr>
<th>Name</th>
<th>Bonded IOB (200)</th>
<th>Bonded IOPADS (130)</th>
<th>ILOGIC (200)</th>
<th>OLOGIC (200)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAC_i</td>
<td>1901</td>
<td>106</td>
<td>1130</td>
<td>2</td>
</tr>
<tr>
<td>PmodALS_0</td>
<td>370</td>
<td>17</td>
<td>265</td>
<td>1</td>
</tr>
<tr>
<td>PmodHYGRO_0</td>
<td>570</td>
<td>10</td>
<td>273</td>
<td>0</td>
</tr>
<tr>
<td>PmodOLEDrgb_0</td>
<td>414</td>
<td>17</td>
<td>300</td>
<td>1</td>
</tr>
<tr>
<td>PS7_Axi_peripheral</td>
<td>532</td>
<td>61</td>
<td>272</td>
<td>0</td>
</tr>
<tr>
<td>Rst_ps7_0_100M</td>
<td>17</td>
<td>1</td>
<td>15</td>
<td>0</td>
</tr>
</tbody>
</table>
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2) The software and hardware used in the proposed system is suitable for low powered and high-speed applications which can meet with ASIC based designs.

3) Many embedded systems used LCD, LED or monitors for data acquisition purpose. Whereas in the proposed system, OLEDrgb is used for display of results which is a tiny, clarity colour display of 94 X 64 pixels [5].

### Table II. DESIGN TIMING SUMMARY REPORT

<table>
<thead>
<tr>
<th>Setup</th>
<th>Hold</th>
<th>Pulse Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst Negative Slack (WNS): 2.417ns</td>
<td>Worst Hold Slack (WHS): 0.026ns</td>
<td>Worst Pulse Width Slack (WPWS): 3.750ns</td>
</tr>
<tr>
<td>Total Negative Slack (TNS): 0.00ns</td>
<td>Total Slack (TNS): 0.00ns</td>
<td>Total Negative Slack (WPNS): 0.00ns</td>
</tr>
<tr>
<td>Number of Failing Endpoints: 0</td>
<td>Number of Failing Endpoints: 0</td>
<td>Number of Failing Endpoints: 0</td>
</tr>
<tr>
<td>Total Number of Endpoints: 5636</td>
<td>Total Number of Endpoints: 5636</td>
<td>Total Number of Endpoints: 2687</td>
</tr>
</tbody>
</table>

---

VI. CONCLUSION

The Reconfigurable SoC based data acquisition system is designed, implemented and made successfully functional using Xilinx Vivado System Design Suite 2018.1. Xilinx Software Development Kit (SDK), Zed development board, and three peripheral modules. Advantages of this proposed system has been clearly discussed with the comparison analysis of Reconfigurable data acquisition with respect to ASIC based data acquisition system. It is a cost effective, low powered and high accurate Reconfigurable embedded application.

ACKNOWLEDGMENT

This work has been carried out by using the equipment sanctioned by TEQIP Phase-III sponsored fund from the JNTUH. Therefore, the authors of this paper acknowledge the funding source, JNTUH, Kukatpalli and the supporting institute, Sreenidhi Institute of Science and Technology for giving the encouraging and providing facilities to do research and development activities.

REFERENCES


GAIT based Behavioral Authentication using Hybrid Swarm based Feed Forward Neural Network

Gogineni Krishna Chaitanya1*, Krovi Raja Sekhar2
Department of Computer Science and Engineering
Koneru Lakshmaiah Education Foundation
Vaddeswaram, 522502, Andhra Pradesh
India

Abstract—Authentication of appropriate users for accessing the liable gadgets exists as one among the prime theme in security models. Illegal access of gadgets such as smart phones, laptops comes with an uninvited consequences, such as data theft, privacy breakage and a lot more. Straight forward approaches like pattern based security, password and pin based security are quite expensive in terms of memory where the user has to keep remembering the passwords and in case of any security issue risen then the password has to be changed and one be again keep remembering the recent one. To avoid these issues, in this paper an effective GAIT based model is proposed with the hybridization of Artificial Neural Network model namely Feedforward Neural Network Model with Swarm based algorithm namely Krill Herd optimization algorithm (KH). The task of KH is to optimize the weight factor of FNN which leads to the convergence of optimal solution at the end of the run. The proposed model is examined with 6 different performance measures and compared with four different existing classification model. The performance analysis shows the significance of proposed model when compared with the existing algorithms.
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I. INTRODUCTION

For the verification of identity one of the most trustworthy and effective approach is Biometric method [1]. Its advancements in the recent years are more significant than any other models due to its uniqueness in recognition [2]. One among the significance of biometric is, it has the tendency to connect with the authenticated user in a straightforward manner rather than linking the originality through a third-party mediator such as keywords or tokens [3]. From the other perspective of biometric, there exits GAIT recognition [4] in which the person can be identified by their gesture such as walk, running, etc. [5]. The uniqueness of a person gesture is often carried out in a more effective manner than when it compared with recognition through keywords or patterns. The verification of GAIT is carried out by any of the three forms through video mode, wearable and floor sensor [6]. The authentication of user is the first step for reducing the access of illegal persons [7]. The process is done through the verification of the given identity by the user. The other way of recognizing the authenticated user apart from biometric is through knowledge-based verification [8]. The knowledge-based verification is the process of information which is given by the authenticated user to verify the genuine of the person.

Example methods of knowledge-based verification are pattern, pin, passwords, etc. [9]. The disadvantage of this knowledge-based system is forgotten schema and stolen. To overcome this disadvantage an additional feature is added in mobile phones which is the recognition of users through fingerprint biometric [10]. This helps the equipment to verify the users which further gives another step of verification [11].

The recognition of human movements and their biometrics has reached a greater level of importance in the sectors such as military, airport, banks [12]. In some of the regions, authentication of users through a password are pin numbers are often leading to tedious process or it is sometimes recognized as less defense particularly is some of the assaults listed in [13]. Sometimes the catchy words of passwords are often easily predicted. On the other side if non-dictionary words are kept as passwords there is a high possibility of easy forgotten scenario [14]. One more way of authentication of authenticated users is proposed namely Speech recognition. However, the background noise is often making the system to be confused in recognizing the authenticate user. Also, it has the probability to be hacked [15]. Even in biometric recognition pattern also if there exists face-based recognition and if the face is unclear it also may lead to difficulty [16].

Sometimes after the usage of authenticated person there is a possibility of leaving the gadget without any lock and hence the probability of accessing it by an unauthenticated user is also high till the gadget gets locked [17]. Hence GAIT type of recognition is proposed to address their problems in smart phones. In this model, the embedded sensor with the device [18] observes the movement of user. If it matches with the authenticated user’s movement then the phone will be unlocked. Through this model the user need not any other secondary verification activity to access the gadget. In this model, the unauthenticated user cannot access it since the sensor completely observes the user’s motion and if it does not match it will be locked [19]. An optimal FNN network is used to classify the authenticated user and unauthenticated user [20]. The proposed model holds Krill Herd algorithm for optimizing the weights of FNN.

Thus, the rest of the paper is organized as follows: Section 2 deals with the literature study. Section 3 discusses the problem statement. Section 4 discusses the FNN and Krill herd algorithm. Section 5 holds the experimental evaluation of the proposed model and the last section concludes the paper.

*Corresponding Author
II. RELATED WORKS

The entry check point of a gadget often not secured enough, and it is open for data theft by any way means. In the year 2019, author Praveen kumar Rayani proposed a model [21] using Naïve Bayes classifier for effective verification of authenticated users using GAIT behavioral pattern recognition. The input for the proposed model is Boolean based banner model. Using this model, the authorization of intended data theft is being identified which improves the security of data in mobile devices. Sometimes the smart locks in the mobile device’s issues certain kinds of problems such as holding on something for quite some time for being able to approve the authenticity. To address this issue Author Kazhuki, et al. [22] proposed a model that recognizes the walking gesture with the help of sensors in the mobile devices. Another model using key based arrangement model [23] which was proposed by Arne Brusch, et al. to reduce the imperfection in recognition of GAIT based behavior. To prove the significance of the proposed model an effective power based attacking mechanism is used to test the integrity of the model. The output shows the consistency and the integrity of the proposed model by recognizing the GAIT based behavior in mobile device.

Answering based author authentication was proposed by the author Burriora [24] which is used to record thousands of GAIT movement to propose an effective plan using behavioral pattern in GAIT. The other models include [25] waiving of hand gesture etc. in this paper the contributions are listed as follows:

- An effective FNN hybridized with Swarm based Krill Herd Algorithm is developed for effective classification of authenticated and unauthenticated users [29].
- For the background subtraction from videos Kernel Compactness approximation is used to improvise the quality of the frames.
- The proposed model is implemented and evaluated under suitable testbed.
- The performance of the proposed model is examined and proved its significance by comparing with the existing models.

III. PROBLEM STATEMENT

One among the popular electric device is smartphone. Since it received a significant number of users worldwide, the problems such as hacking, phishing are also become common in nature for smart devices. One such mode of authentication is password or pattern lock or pin number. As it is discussed in the introduction section, these become void due to the restrictions it holds. To address this issue a mechanism called GAIT behavioral authentication system is proposed. Fig. 1 shows the model of normal authentication models such as key, face and pin-based authentication process.

In this plan, if the secret word space of the subsequent stage is distinguishable or arranged to parody, at that point it experiences in interior assault. This plan sets aside some additional effort for verification. To defeat interior assaults and data robbery, a potential arrangement is recognized through social biometrics of cell phone since the personal conduct standards of the individual client are indistinguishable.

A. Information Gathering

The information for the recognition of authentication of users is collected using the sensors namely Gyroscope along with the accelerometer of the mobile devices and it collects the information such as the users style and gestures of running, sitting, walking and standing. The collected information are then sent to the model in the mobile device. The model is developed with the identification module of authenticated and unauthenticated users. In case if any illegal access is done on the gadget then the model identifies the irregularating and denote it to the user’s knowledge.

B. Pre-Processing

The preprocessing phase will remove the unwanted low-quality pixels for conducting the experiment in most effective way. The performance of the model can be well evaluated when the input is with less error values. It is removed using the pixilation model for reducing the unwanted pixels in the frames of the video.

C. Feature Reduction using Kernel Compactness Approximation

The behavior recognition with the help of sensors lead to recognizing the actions of the users in 3D form. The input should be read in a 3-dimensional proforma so that it is effective to read the entire walking sitting or running model of the user [30]. The mode we used to generate all the key pairs that are useful for generating the Gram metric where the complexity to solve is in quadratic form.
The kernel module of a frame can be shown in the form of $k$ and it is represented in the following as:

$$k(m, n) = \int \beta_p \theta_p(m) \theta_p^*(n)$$

where $\beta_p$ is the value of eigen and $\theta_p$ is the eigen vector in normalized form.

$$T_r f = \int k(m)f(m)d\mu(m)$$

where $f(m)$ denotes the features that are selected for user authentication purpose, the above equation is used for verification process.

IV. WORKING PRINCIPLE MULTI-LAYER PERCEPTRON IN FNN

The Feedforward Neural Network model is shown the Fig. 2. The number of input layer in any FNN will be 1. There may be more than one number of input variables in the input layer. In Fig. 1, the input value ranges from 1 to n. The next layer is the hidden layer. Unlike input layer the hidden layer may range between any number of positive integer values and the number of neurons in the hidden layer is also not restricted. In general, the total number of hidden layers are between the range 3 and 6. The total number of output neurons should be at least one.

Each layer in FNN have certain input and output. In the input layer the input values depend on the problem. This will generate the input for the hidden layer and the output of the hidden layer will be calculated using Eq. (1).

$$s_j = \sum_{i=1}^{n} (W_{ij} \times X_i) - \theta_j$$

(1)

And the output of the hidden layer will be gone through Equation (2) which is given below:

$$S_j = \frac{1}{1 + \exp(-s_j)}$$

(2)

The variable $j$ denotes the number of neurons in the hidden layer. The output computation is done using Eq. (3).

$$o_k = \sum_{j=1}^{k} (W_{jk} \times S_j) - \theta_k$$

(3)

And finally, the output value is given to the activation function Eq. (4) and it is given as.

$$O_k = \frac{1}{1 + \exp(-o_k)}$$

(4)

In the above model the weights ($W$) and the bias values ($\theta$) are random in general which ranges between 0 and 1. This often leads to non-optimal model construction. This can be eradicated by proposing the algorithm for handling the values such as weights and bias.

A. Krill Herd Algorithm

Krill herd algorithm has the potential to search for an optimal solution in the given stamp of time. It is inspired from the Krills concept. There are three processes which holds the search process in krills.

1) Movements imposed by other krills
2) Foraging
3) Random diffusion

And the combined solution can be represented as

$$\frac{dx_i}{dt} = N_i + F_i + D_i$$

(5)

The calculation of $N, F$ and $D$ are computed as follows:

The induction of movement by other solutions (Krills) can be computed as.

$$N_{new} = N_{max} \alpha_i + \omega_i N_{old}$$

(6)

And the value of $\alpha$ is computed as

$$\alpha_i = \alpha_{i_{local}} + \alpha_{i_target}$$

(7)

Every Krill has its own foraging behavior which can be computed as follows:

$$F_i = V_i \beta_i + \omega_i F_{i_{old}}$$

(8)

The computation of $\beta_i$ is given as follows:

$$\beta_i = \beta_{i_{food}} + \beta_{i_{best}}$$

(9)

The generation of new solutions can be done using Diffusion factor as follows:

$$D_i = D_{max} \left(1 - \frac{l}{l_{max}}\right)$$

(10)

The Pseudo code of the Krill Herd algorithm is given in Algorithm 1 and the flowchart is shown in Fig. 3.
Krill Herd Algorithm for Tuning weight parameters

Begin
Step 1: Initialize \( \text{Iter} \leftarrow 1, i \leftarrow 0, k \leftarrow 0 \)
Step 2: for each \( KH\text{Indiv} \in KHS\text{izedo} \)
\[ \text{Pop}_{KH\text{Indiv}} \leftarrow \text{LB} + (\text{UB} - \text{LB}) \times \text{rand}() \]
end for
Step 3: for each \( KH\text{Indiv} \in KHS\text{izedo} \)
\[ \text{Fit}(\text{Pop}_{KH\text{Indiv}}) \leftarrow f(\text{Pop}_{KH\text{Indiv}}) \]
end for
Step 4: Repeat through Step 8 Until \( \text{Max}_I \leq \text{Iter} \), then go to Step 9
Step 5: Movement Induced by other Krill’s
Step 5.1: Repeat through Step 5.3 Until \( i < \text{KHS} \)
\[ \alpha_i = \alpha_i^{local} + \alpha_i^{target} \]
Step 5.3: \( N_i^{new} = N_i^{max} \alpha_i + \omega_n N_i^{old} \)
Step 6: Foraging motion of individual Krill’s without Swarm colonial behavior
Step 6.1: Repeat through Step 5.3 Until \( i < \text{KHS} \)
\[ \beta_i = \beta_i^{food} + \beta_i^{best} \]
Step 6.3: \( F_i = V_i \beta_i + \omega_F F_i^{old} \)
Step 7: Individual movement of Krill Herd in a random manner
Step 7.1: Repeat through Step 7.2 Until \( i < \text{KHS} \)
\[ D_i = D_i^{max} \left( 1 - \frac{i}{i_{max}} \right) \delta \]
Step 7.2: \( dX_i = N_i + F_i + D_i \)
Step 8: Repeat through Step 8.2 Until \( i < \text{KHS} \)
\[ dX_i \frac{dt}{dt} = N_i + F_i + D_i \]
Step 8.2: \( \Delta t = C_t \sum_{j=1}^{N} (UB_j - LB_j) \)
Step 8.3: \( X_i(t + \Delta t) = X_i(t) + \Delta t \frac{dX_i}{dt} \)
Step 9: Return \( \text{min}(\text{Fit}(\text{Pop}_{KH\text{Indiv}})) \)
End
Output: \( \text{min}(\text{Fit}(\text{Pop}_{KH\text{Indiv}})) \)

V. EXPERIMENTAL EVALUATION

The proposed model is implemented in Python 3.7 with the system configuration Windows 10 Pro, with Intel core i7 processor speed 3.2GHz, with 16 GB primary storage and 1TB secondary storage. The proposed model identifies the user authentication with the help of GAIT based behavioral pattern recognition. To prove the significance of the proposed model, effective classification algorithms are used for evaluation on the same information which is gathered through sensors.

A. Case Study

The verification model of users is given in Fig. 4. The flow of identification between authenticated and unauthenticated is clearly given for better understanding of the proposed model.
Initially the authenticated behavior will be recorded based on the sensors to provide the training using legible users for the smart device. Later the unauthenticated behaviors are also recorded and given as input for training to find the illegal access. Once the training phase is over, the model will be ready for deployment of identifying the legal and illegal access and the users.

B. Performance Measures

The prove the performance of the proposed model 4 different classification algorithms are chosen namely Naïve Bayes classifier [21], Decision Forest-Decision jungle [26], Random forest [27] and SVM [28]. The different performance measures include Accuracy, Precision, Recall, F-Measure, False Accept Rate and False Reject Rate.

The confusion matrix useful for the interpretation of results is shown in Fig. 5.

1) Accuracy: The accuracy denotes the ratio between sum of true positive and true negative to the sum of all true positive, true negative, false positive and false negative value. Table I shows the overall percentage acquired by all algorithms along with the proposed algorithm.

\[
\text{Accuracy} = \frac{\text{True Positive} + \text{True Negative}}{\text{True Positive} + \text{True Negative} + \text{False Positive} + \text{False Negative}}
\]

From the Fig. 6, on comparing the results of accuracy with existing algorithms, our proposed model proves its significance in terms of percentage over NB with 4%, DF-DJ with 15%, RF with 9% and SVM with 10%.

2) Precision: Precision denotes the ratio between total number of identified correct answers with the total number of actual correct classification. The formula for calculation of precision from the confusion matrix is given in Table II and depicted as graph in Fig. 7.

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

On comparing the results of accuracy with existing algorithms, our proposed model proves its significance in terms of percentage over NB with 4%, DF-DJ with 15%, RF with 9% and SVM with 10%.

3) Recall: The performance measure recall denotes the ratio between actual positive values to the overall identification of positive values from the dataset. The formula for calculation of recall from the confusion matrix is given in Table III and depicted as graph in Fig. 8.

\[
\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}
\]

The confusion matrix useful for the interpretation of results is shown in Fig. 5.

**Fig. 4. GAIT Verification Process.**

**TABLE I. COMPARISON OF ACCURACY OF FNN-KL WITH EXISTING ALGORITHMS**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes classifier</td>
<td>98.08</td>
</tr>
<tr>
<td>Decision Forest-Decision jungle</td>
<td>91.92</td>
</tr>
<tr>
<td>Random forest</td>
<td>97.16</td>
</tr>
<tr>
<td>SVM</td>
<td>97.11</td>
</tr>
<tr>
<td>FNN-KL</td>
<td>99.12</td>
</tr>
</tbody>
</table>

**Fig. 5. Confusion Matrix.**

**TABLE II. COMPARISON OF PRECISION OF FNN-KL WITH EXISTING ALGORITHMS**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes classifier</td>
<td>95.53</td>
</tr>
<tr>
<td>Decision Forest-Decision jungle</td>
<td>84.44</td>
</tr>
<tr>
<td>Random forest</td>
<td>89.65</td>
</tr>
<tr>
<td>SVM</td>
<td>88.65</td>
</tr>
<tr>
<td>FNN-KL</td>
<td>99.58</td>
</tr>
</tbody>
</table>

**Fig. 6. Comparison Chart on Accuracy (%).**
On comparing the results of accuracy with existing algorithms, our proposed model proves its significance in terms of percentage over NB with 9%, DF-DJ with 5%, RF with 15% and SVM with 16%.

4) **F-Measure**: The F-score is a meta measurement taken from precision and recall. The mathematical model of calculating F-Score is given in Table IV and depicted as graph in Fig. 9.

\[
F - Score = 2 \times \frac{Precision \times Recall}{Precision + Recall}
\]

On comparing the results of accuracy with existing algorithms shown in Fig. 9, our proposed model proves its significance in terms of percentage over NB with 1%, DF-DJ with 1%, RF with 1% and SVM with 2%.

5) **False Accept Rate**: False accept rate for the given model is computed based on the number of unauthenticated users used the gadget. The values for the model are given in Table V. It shows that the proposed model significantly shows less error rate when compared with existing systems.

On comparing the results of accuracy with existing algorithms shown in Fig. 10, our proposed model proves its significance in terms of percentage over NB with 81%, DF-DJ with 76%, RF with 87% and SVM with 86%.

6) **False Reject Rate**: False reject rate is the identification of unauthenticated users to access the gadget and it lies as the ratio between the two models is given in Table VI.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes classifier</td>
<td>93.27</td>
</tr>
<tr>
<td>Decision Forest-Decision jungle</td>
<td>81.73</td>
</tr>
<tr>
<td>Random forest</td>
<td>92.50</td>
</tr>
<tr>
<td>SVM</td>
<td>94.48</td>
</tr>
<tr>
<td>FNN-KL</td>
<td>95.12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>FAR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes classifier</td>
<td>3.93</td>
</tr>
<tr>
<td>Decision Forest-Decision jungle</td>
<td>1.33</td>
</tr>
<tr>
<td>Random forest</td>
<td>2.31</td>
</tr>
<tr>
<td>SVM</td>
<td>1.38</td>
</tr>
<tr>
<td>FNN-KL</td>
<td>1.35</td>
</tr>
</tbody>
</table>
The proposed model comprises of FNN for classification of authenticated and unauthenticated users and KH algorithm for tuning the weight and bias values in FNN. The performance of the proposed model is compared with four existing classification algorithms. The performance measures of the proposed model indicate the significance of FNN-KL when compared with other existing algorithms. The future work of this model can be extended with reducing the time complexity of processing the input frames.

### TABLE VI. COMPARISON OF FALSE REJECT RATE OF FNN-KL WITH EXISTING ALGORITHMS

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>FRR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes classifier</td>
<td>3.26</td>
</tr>
<tr>
<td>Decision Forest-Decision jungle</td>
<td>2.22</td>
</tr>
<tr>
<td>Random forest</td>
<td>2.20</td>
</tr>
<tr>
<td>SVM</td>
<td>2.41</td>
</tr>
<tr>
<td>FNN-KL</td>
<td>6.85</td>
</tr>
</tbody>
</table>

![Fig. 10. Comparison Chart on FAR (%).](chart1.png)

![Fig. 11. Comparison Chart on FRR (%).](chart2.png)

On comparing the results of accuracy with existing algorithms shown in Fig. 11, our proposed model proves its significance in terms of percentage over NB with 86%, DF-DJ with 79%, RF with 79% and SVM with 81%.

### VI. CONCLUSION

In this paper, an GIA based behavioral pattern recognition namely Feedforward Neural Network-Krill Herd (FNN-HL) is proposed for solving recognition of user for accessing the gadget. The proposed model comprises of FNN for classification of authenticated and unauthenticated users and KH algorithm for tuning the weight and bias values in FNN. The performance of the proposed model is compared with four existing classification algorithms. The performance measures of the proposed model indicate the significance of FNN-KL when compared with other existing algorithms. The future work of this model can be extended with reducing the time complexity of processing the input frames.
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Abstract—Electricity cost plays a vital role due to the immense increase in power utilization, rise in energy rates and alarms about the variations and impact on the environment which ultimately affects electricity cost. We claim that electrical power utilization data became more beneficial if it is presented to the customers along with the prediction of power consumption, prediction of energy prices and prediction of its expected electricity cost. It will assist the residents to alter their power utilization behavior, and thus will have an optimistic influence on the electricity production companies, dissemination network and electricity grid. In this study, we present a residential area power cost prediction by applying the Autoregressive Integrated Moving Average (ARIMA) technique in Korean apartments. We have investigated the energy utilization data on the foundation of daily, weekly and monthly power utilization. The accumulated data constructed on daily, weekly and monthly utilization are selected. Then we predict the maximum and average power consumption cost for each of the predicted daily, weekly and monthly power consumption. The power consumption and general price (General Electricity Price in Korea) data of Korea are used to analyze the efficiency of the prediction algorithm. The accuracy of the power cost prediction using the ARIMA model is verified using the absolute error.

Keywords—Electricity price; electricity cost; Autoregressive Integrated Moving Average (ARIMA); prediction; energy consumption

I. INTRODUCTION

Power cost prediction and forecasting have become one of the main areas of interest to the researchers and experts in energy markets due to the fluctuation of electricity cost. This leads to the requirement of accurate and efficient electricity cost prediction methodology. All the stakeholders of energy including, energy market players and electricity price regulators now think to give attention to the cost prediction and its evolution process. Similar to price prediction, market electricity cost estimation is vital information to organize bidding policies and increased their profits in electricity the market. Furthermore, it can also support customers to reduce their electricity expenses by appropriate consumption of power and the smart grid will be operated smoothly and efficiently with the satisfactory level of consumers’ needs and power generation companies.

In the literature there are many approaches to price prediction that can be extended to the cost prediction. These techniques can be generally categorized into two classes. The first one is Artificial Neural Networks (ANNs) techniques. The second kind of price forecasting method is the time series approaches. ANN’s techniques that possess outstanding strength and error clemency are the finest way to address the multi-layered nonlinear problems. ANN has acknowledged the responsiveness of investigators due to its rich modeling process, ease of implementation and decent performance in resolving linear and nonlinear problems. Until now it is effective to formulize and predicts variations in complicated power system using ANN techniques. Variates ANN-based techniques have been presented to estimate energy prices in almost all energy markets [1–6].

To intensify the forecasting correctness, it has been employed based on supervised neural learning methodologies [7, 8]. These studies repeatedly applied neural network approaches, which comprises several attributes. These attributes are uninterruptedly examined by knowledge, and the approaches become hard to be established properly [9]. Moreover, it has been apparent that while the ANN models give minor inaccuracy throughout training the input data patterns, the inaccuracy in testing these patterns is typical of a greater order [10], in other ways we can say that this technique when applied to systems in the real world, the prediction accuracy is compromised to an unacceptable level. Moreover, this method is required to convert the characters of all the glitches into quantities and alter all the implications into the arithmetic calculation. Yet, it will certainly result in the loss of important data which will degrade the prediction accuracy.

The non-stationary time series approaches like Autoregressive Integrated Moving Average (ARIMA) [11], stationary time series models like autoregressive (AR) [12], Dynamic Regression (DR) and Transfer Function (TF) [13] are formulated previously for prediction of energy price. Stationary time series methods can be extended for forecasting of power costs. In the modest electricity power marketplaces, the series of electricity costs describes features like: great occurrence, non-constant average and adjustment, every day, weekly, monthly and seasonable schedule outcome on holidays and community vacations; great instability and a great proportion of infrequent power consumption cost [14]. It is not simple to forecast electricity costs precisely, consequently, it requires exceptional dealing in case of predicting electricity cost changes. A hybrid technique to estimate day-ahead electricity price is presented in [15]. The technique is constructed on wavelet transform, ARIMA method and Radial Basis Function Neural Networks (RBFN).
The price estimating model for electric energy market stakeholders to minimize the danger of price volatility is proposed in [16]. The method integrates the Enhanced Probability Neural Network (EPNN), Probability Neural Network (PNN) and Orthogonal Experimental Design (OED). Another work described the fusion of feature selection method which is constructed on common information technique and wavelet transformation [17].

Some evolutionary algorithms are used for estimation in different fields of study which can also be used for electricity price and cost prediction. For example, a technique called sunflower optimization algorithm is used for prediction of circuit-based model known as proton exchange membrane fuel cell (PEMFC) [18]. The model is used to reduce the error of sum of squared of predicted and real output voltage. Another method proposed for the reduction of sum of the squared error for PEMFC is presented in [19]. Both models achieved acceptable results and minimized the gap between actual parameters and predicted parameters. A cost optimization model for hybrid energy system is presented in [20]. The model achieved better results as compared to existing methodologies. A multi-objective optimization algorithm for heat pump problem is proposed in [21]. The model produces better results.

In this paper we proposed electricity cost prediction methodology using ARIMA model in republic of Korea. The power consumption in Korean apartments and general electricity price are considered to evaluate the cost and its prediction accuracy. The prediction results of ARIMA (0, 1, 1) model are evaluated using the absolute error (AE).

The rest of the paper is structured as follows. Section II describes the power consumption and cost prediction model. Section III explains the ARIMA-base cost prediction in detail. Section IV describes the case study of price prediction in Korea. Section V puts light on the analysis and result discussion and Section VI concludes the paper.

II. POWER CONSUMPTION SCENARIO AND COST PREDICTION MODEL

The power consumption scenario which is adopted for cost prediction is based on the different electricity power consumption of the day, week and month for the apartments of Hwasung building number 417. We considered hourly power consumption data for the daily electricity cost prediction. For weekly basis cost prediction we considered power consumption on each day of the week and divided each day in three slots each of 8 hours. Then we calculated the maximum and average power consumption for each slot of the day. For monthly basis cost prediction we considered daily basis power consumption and calculated the maximum and average power consumption for each day of the month. The flow chart of the power consumption scenarios and power prediction model is shown in Fig. 1. The flow chart consists of several components. Smart meters are used to record the power consumption data of the building. The collected consumed power and price statistics are stored in database for further processing. The energy consumption and price data are loaded to the program for power cost prediction. After reading the data in the program, first the data is analyzed with respect to the duplication and if there is any duplicated data found we simply remove it by averaging technique. For each of the daily, weekly and monthly basis cost prediction we did not merely considered power consumption for one specific day, or week but we considered all the data of 30 days power consumption for each of the daily and weekly basis cost prediction.

![Flow Chart](image-url)
For example, for daily basis power cost prediction we choose a representative daily basis power consumption patterns for the month of January 2010. The representative day is the average power consumption for that particular month against each hour of the whole month for all of the Hwaung building number 417. Each corresponding hour of the day is considered and then we took the average of that hour for whole month. At the end we get a representative daily basis power consumption pattern for the month of January 2010.

Similarly, for weekly basis power consumption we considered daily basis power consumptions for all of the 30 days. The month is divided in to 4 weeks appropriately. Then we got one representative week for January 2010 by taking the average of each corresponding day of the week. At the end each day of the representative week is divided in to three slots as described in the start of this section. For monthly basis power cost prediction, we considered January 2010 data and then find the maximum and average power consumption during each day of the month.

III. COST PREDICTION USING ARIMA

ARIMA (0, 1, 1) forecasting method is one of the modified version of the ARIMA (p, d, q) model. The ARIMA (p, d, q) prediction method is the mutual category of modeling for predicting time series data. The model can be made static by using some kind of alterations like differencing and logging. In reality, one of the coolest method to talk regarding ARIMA technique is as fine-tuned kinds of random-walk and random-trend technique. The fine-tuning contains adding lags of the differentiated series and lags of the predicted errors to the forecasting equation as mandatory to remove any preceding touches of autocorrelation from the predicted errors. In ARIMA (p, d, q) model, p is the number of autoregressive terms, d is the number of non-seasonal variances, and q is the number of lagged predicted error in the forecasting equation.

\[ Z_{t+k} = \mu + Z_{t+k-1} - \beta \varepsilon_{t+k-1} \]  
\[ \mu = Z - Z_{t-1} \]  
\[ \beta = 1 - \varepsilon \]  

Where \( Z_{t+k} \) is the estimation, \( \beta \) is the coefficient of the lagged estimation error, \( \varepsilon_{t+k} \) represents the error at time epoch \( t+k \), \( \varepsilon \) rate varies within limit \([0, 1]\). To get optimal predicted values, we ran ARIMA (0, 1, 1) technique twenty times for each 24-hours of the day and then took the average of the twenty points.

IV. A CASE STUDY IN REPUBLIC OF KOREA

The proposed ARIMA (0, 1, 1) based prediction is verified using a case study of predicting electricity cost on one day, one week and on monthly basis. The electricity price and power consumption data are collected on an hourly basis for a one month of January 2010 and then took an average of each corresponding hour to get one sample day of 24 hours. The cost for each hour is calculated. The unit of price is in Korean WON. Fig. 2 and 3 shows the 24 points of each hour for one day price and energy consumption, respectively. In this work, as an example we have shown only electricity price and power consumption data values of one day to calculate and then predict hourly basis one day power cost. In order to perform sufficiently and to show the flexibility and reliability of the ARIMA (0, 1, 1) model for electricity cost prediction, section V shows that the ARIMA algorithm perform well when we consider maximum and average power consumption during each slot of the day on different week days. The hourly electricity cost values have been estimated based on the ARIMA (0, 1, 1) model.

Fig. 2. General Electricity (Actual/Original) Prices, on (01/01/2010).

Fig. 3. Power/Electricity Consumption on (01/01/2010).

V. ANALYSIS AND RESULT DISCUSSION

In this section we are evaluating ARIMA (0, 1, 1) model performance with respect to electricity cost prediction. In the literature many objective functions exist to assess the prediction algorithm. We used absolute error (AE) method as the evaluation criteria. Like other objective functions, estimation performance of AE is much improved when the objective function value is minor. Equation (4) below describes the (AE) objective function.

\[ \text{AE} = |p_t - a_p| \]  

In equation (4) \( a_p \) means real time original/actual electricity cost, \( p_t \) means predicted electricity cost.

Fig. 4 shows the daily basis actual cost and predicted cost based on the ARIMA (0, 1, 1) technique for Hwasung building number 417. Each hour of the day represents the average power cost of all homes of building number 417. We have considered the experimental investigation of the electricity cost data by applying ARIMA (0, 1, 1) method. In Fig. 4 there are three lines. Sky color line described electricity cost based on the general price in Korea during one representative day of January 2010. Indian red color shows the cost prediction line using ARIMA (0, 1, 1) technique and yellow green color represents the absolute error for ARIMA (0, 1, 1) technique. From the Fig. 4 we can see that the prediction based on the ARIMA (0, 1, 1) almost follows the actual cost line. If we see
the absolute error line, then we can say that the absolute error line some time approaching to zero during some hours of the day, which means that the prediction of cost using proposed ARIMA (0, 1, 1) method in this case up-to somehow follows the actual electricity cost line. As the prediction accuracy between actual and predicted cost increase, the absolute error decreases.

Fig. 5 shows the efficiency of the proposed ARIMA (0, 1, 1) model based on the weekly and monthly power consumption scenario as shown in Fig. 1.

The aim of testing ARIMA model on different power consumption scenarios is to authenticate the efficiency of the prediction algorithm. In order to estimate daily electricity cost for each day of the week and month, the general electricity price and power consumption data are collected for one month of January 2010. From the Fig. 5 we can see that (AE) for weekly basis electricity cost prediction is very less except for the hour 4 & 5. The performance of the ARIMA model for the maximum and average weekly electricity cost prediction is good.

Fig. 5 also shows the efficiency of the proposed ARIMA (0, 1, 1) model based on the monthly power consumption scenario. The (AE) values in Fig. 5 also describe the efficiency of the proposed algorithm for prediction of electricity cost on monthly basis. The maximum and average monthly electricity predicted cost is very good by looking into (AE) values. The AE values are much near to zero which means the error between actual cost and predicted cost is less and almost zero.

So the bottom line is that proposed ARIMA (0, 1, 1) model effectively predicted the electricity cost using different power consumption scenarios.

VI. CONCLUSIONS

The management of energy system depends on the good knowledge of the electricity cost due to the deregulation of the energy market prices and cost. In the literature a number of different simulation and prediction methodologies have been proposed and applied for a number of times to forecast the electricity prices. These methodologies can also be used for power cost prediction. The Autoregressive Integrated Moving Average (ARIMA) method is an optimal prediction technique and has been established and used successfully previously in other fields for prediction. In this paper we proposed it for electricity cost prediction. The prediction results of the ARIMA (0, 1, 1) model is satisfactory. The efficiency and reliability of the ARIMA (0, 1, 1) method is verified using a case study in Republic of Korea. The proposed methodology has many benefits with respect to electricity cost. The proposed technique validates the effectiveness of ARIMA (0, 1, 1) approach for electricity cost prediction.

Electricity cost of Republic of Korea reveal periodicity and time-varying uncertainty credited to the non-storability of electricity, insignificant costs and potential for electricity power market. Our aim is to propose and evaluate a technique to separate periodicity that could be effortlessly reasonable in application. The proposed ARIMA (0, 1, 1) technique also produced good results which are reasonably acceptable for current research. The proposed ARIMA (0, 1, 1) technique takes into account the periodicity of the electricity cost data and up-to somehow can successfully solve the prediction issue along with periodicity. The proposed model is essentially simple, typical and do not need to make tough variations and judgments concerning the clear form of the model for different trends of the power cost.

The proposed prediction technique using ARIMA (0, 1, 1) model results in minimum AE. Finally based on the results above arguments we can say that the ARIMA (0, 1, 1)
prediction technique performs satisfactory up to some level. From the above discussions, it is vibrant that the proposed ARIMA (0, 1, 1) model is effective for electricity cost prediction.

There is limitation of ARIMA model to predict electricity cost and price. If there is various kind of non-linearity in the data and there is no specific patterns in the data, then AE values getting increases which affects the accuracy rate.
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Abstract—Stuttering is a neuro-development disorder during which normal speech flow is not fluent. Traditionally Speech-Language Pathologists used to assess the extent of stuttering by counting the speech disfluencies manually. Such sorts of stuttering assessments are arbitrary, incoherent, lengthy, and error-prone. The present study focused on objective assessment to speech disfluencies such as prolongation and syllable, word, and phrase repetition. The proposed method is based on the Weighted Mel Frequency Cepstral Coefficient feature extraction algorithm and deep-learning Bidirectional Long-Short term Memory neural network for classification of stuttered events. The work has utilized the UCLASS stuttering dataset for analysis. The speech samples of the database are initially pre-processed, manually segmented, and labeled as a type of disfluency. The labeled speech samples are parameterized to Weighted MFCC feature vectors. Then extracted features are inputted to the Bidirectional-LSTM network for training and testing of the model. The effect of different hyper-parameters on classification results is examined. The test results show that the proposed method reaches the best accuracy of 96.67%, as compared to the LSTM model. The promising recognition accuracy of 97.33%, 98.67%, 97.5%, 97.19%, and 97.67% was achieved for the detection of fluent, prolongation, syllable, word, and phrase repetition, respectively.

Keyword—Speech; stuttering; deep learning; WMFCC; Bi-LSTM

I. INTRODUCTION

For communication between human beings, speech proves to be the most habitually and widely used verbal means to precise feelings, ideas, and thought. Not all human beings are blessed with normal means of speech. The potency of speech in delivering data during communication depends on fluency. Fluency is defined by normal speech flow, which connects different phonemes to make a message [1]. Speech is fluent if continuity among semantic units, rhythm, speed, and energy applied for flow is normal. Any kind of disruption in fluency is known as dysfluency. Stuttering is a complex type of dysfluency. In stuttering, there is a disturbance in continuity and rhythm due to pauses and blocks, the rate is much slower, and efforts are higher than normal. Researchers have categorized the factors that lead to stuttering as of three types, namely, development, neurogenic, and psychogenic.

People who stutter (PWS) may have three sorts of disfluencies: repetition of a sound, syllable, word or phrase, sound prolongation during which a sound is sustained for a markedly more extended period that may be traditional and silent blocks at starting of vocalization or word or within the middle of a word. Johnson [2] introduced this classification for the first time. It has been used by clinicians and researchers ever since.

Even though stuttering may not be considered as a disability by many people, it incites a speech constraint. People who stutter loses not only their confidence but also generate a negative attitude towards their communication skills. Furthermore, it ruins their self-confidence, relationship with others, employment opportunities, and opinions of others about them [3]. Stuttering influence individuals of all ages, culture, and races irrespective of their intelligence and financial status. Many pieces of research have stated that stuttering affects approximately 1% of the world population and is more common in males as compared to females [4]. Therefore, this area is mainly a knowledge base field of analysis for different domains like speech pathology, psychology, speech physiology, acoustics, and signal analysis.

Stuttering is one of the intense issues found in speech pathology. Speech-Language Pathologists (SLP) diagnoses the individual who stutters and measures the fluency to gauge the response of the stutterer throughout the treatment process. Traditionally SLPs used to assess the extent of stuttering manually. They counted and divided the frequency of stuttered events with total spoken words. Such sorts of stuttering assessments are arbitrary, incoherent, lengthy, and error-prone. Over the past two decades, SLPs gave great attention to objective assessment techniques for assessing the stuttered events, as discussed in our previous work [5].

Automatic evaluation of stuttered speech is therefore necessary, to automate the count and classification of stuttered events. The proposed work has employed Weighted Mel Frequency Cepstral Coefficients (WMFCC) feature extraction method and deep-learning-based classification method Bi-directional Long-Short Term Memory (Bi-LSTM) for the automatic assessment of four forms of disfluency prolongation and syllable, word, and phrase repetition. The efficacy of the Bi-LSTM model is assessed as compared to other
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classification models, based on the accuracy of the classification of stuttered events.

In this paper, the University College London Archive of Stuttered Speech (UCLASS) database is utilized for analysis. The experimental analysis in this study reveals that WMFCC and Bi-LSTM based proposed method performs more efficiently as compared to other models.

The results elucidate that the model proposed has improved performance and advantages compared with other models. This study makes two significant contributions.

- Firstly, it uses WMFCC instead of traditional MFCC for feature extraction. WMFCC includes the dynamic information of the speech samples, which increases the detection accuracy of stuttered events; and also reduces the computational overhead to the classification stage.

- Secondly, it employs Bi-LSTM rather than traditional RNN and LSTM. Bi-LSTM provides the solution for gradient disappearance in RNN, as well as overcomes the unidirectional flow of information of LSTM.

The paper is structured according to the following. Section 2 reviews the work related to automatic detection of stuttering speech disorders. Section 3 elaborates on the framework for the system proposed. It also includes brief descriptions of the database used, feature extraction, and classification techniques applied. Section 4 consists of experimental results and a comparative analysis of the classification model. Section 5 provides a conclusion.

II. RELATED WORKS

This section reviews work relating to recognition systems designed to detect or classify stuttering speech disorders; previous research has presented various methods and algorithms that have been applied to recognizing stuttering events from speech signals. Table 1 displays a comprehensive comparative analysis of various feature extraction and classification methods based on the dataset used, type of disfluency, and accuracy. The previous works conducted signifies the importance of feature extraction and classification methods in the stuttered events detection.

Traditional machine learning techniques are being gradually replaced by Deep learning technology. Deep learning provides a more accurate representation of objects and can automatically obtain objects features from a vast amount of data [26]. These are progressively used to further refine computers' capacities in order to understand what humans can do, including speech recognition. Deep structured learning models based on these functional attributes include convolutional neural network (CNN) [27], recurrent neural network (RNN) [28][24], and long-short term memory (LSTM) [25]. The conventional machine learning techniques for recognition employed shallow structured architectures such as hidden Markov model (HMM), Support Vector Machines (SVM), Artificial Neural Network (ANN), and linear and non-linear dynamical system [29]. These architectures are ideally suited for simple or constrained problems, since their limited capabilities can cause problems in complicated large-scale real-world problems [30]. Such real-world problems involve human speech, language recognition, and visual scenes, requiring a more profound and layered architecture to extract the complex information.

Tian Swee et al. [6] and Thiang and Wanto [9] trained Hidden Markov Model (HMM) model to classify speech samples as fluent and non-fluent. The HMM model determines the likelihood of being in a state depends on its prior state at (t-1) while disregarding all other dependence. It also requires a large number of parameters and data for building and training the model [31]. In [8] and [14], Ravikumar et al. and Hariharan et al. discussed the classification of extracted features through Support Vector Machines (SVM). However, SVM deals with only fixed-size input are not efficient for large databases as well as its computational cost is directly proportional to the number of classes to be classified. Savin et al. [19] employed an ANN for classification. ANN does not have structured methodology as well as time-consuming for large networks [32].

The deep learning technique CNN performs very well on non-sequential data while fails in interpreting temporal information. However, the RNN is good at modeling the temporal data but suffers from the problem of short-term memory caused by vanishing gradient [33][34][35]. Thus, LSTM was created as a solution to short-term memory [36]. They are capable of learning long term dependencies [37]. Based on the above considerations, this paper applies Bi-LSTM for the classification of a vast amount of speech data [38]. Bi-LSTM model processes the information in two directions and links them to obtain the output class of stuttering.
### TABLE I.  COMPREHENSIVE ANALYSIS OF VARIOUS ON RESEARCH ACTIVITIES ON STUTTERING DETECTION, DESCRIBING THE FEATURES USED, CLASSIFIER EMPLOYED, NUMBER OF SUBJECTS, TYPE OF CLASSIFICATION AND EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th>Year</th>
<th>Feature Used</th>
<th>Classifier Used</th>
<th>Dataset Used</th>
<th>Type of Classification</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009 [7]</td>
<td>Kohonen Network</td>
<td>Multi-layer Perceptron and RBF</td>
<td>59 800ms samples of 8 stuttering Polish speakers</td>
<td>Repetition and Prolongation</td>
<td>MLP- 92%, RBF- 91%</td>
</tr>
<tr>
<td>2009 [8]</td>
<td>MFCC</td>
<td>SVM</td>
<td>12 training and 3 testing samples of 15 adults who stutter</td>
<td>Syllable Repetition</td>
<td>94.35%</td>
</tr>
<tr>
<td>2010 [9]</td>
<td>LPC</td>
<td>HMM</td>
<td>5, 10, 15, 20 samples per command and 40-50 observation symbols of HMM</td>
<td>-</td>
<td>5 samples-93.75%, 10- 98.75%, 15- 100% and 20-97.5%</td>
</tr>
<tr>
<td>2010 [10]</td>
<td>MFCC</td>
<td>KNN and LDA</td>
<td>10 samples of 8 males and 2 females (11 to 20 years) from UCLASS</td>
<td>Repetition and Prolongation</td>
<td>90%</td>
</tr>
<tr>
<td>2010 [11]</td>
<td>LPC</td>
<td>KNN and LDA</td>
<td>10 samples of 8 males and 2 females (11 to 20 years) from UCLASS</td>
<td>Repetition and Prolongation</td>
<td>88.05%</td>
</tr>
<tr>
<td>2011 [12]</td>
<td>12, 13, 26 and 39 Dimensional MFCC</td>
<td>DTW</td>
<td>8 training and 2 testing samples</td>
<td>Repetition</td>
<td>12 D- 80.69%, 13 D- 68.4%, 26 D- 84.01%, 39 D- 84.58%,</td>
</tr>
<tr>
<td>2012 [14]</td>
<td>Spectral Entropy using Bark, Mel and Erb Scale</td>
<td>SVM</td>
<td>UCLASS database</td>
<td>Repetition and Prolongation</td>
<td>Average accuracy- 96%. Beat result of 96.84% in Erb scale</td>
</tr>
<tr>
<td>2013 [15]</td>
<td>MFCC, PLP, and LPC</td>
<td>KNN, LDA, and SVM</td>
<td>UCLASS database</td>
<td>Repetition and Prolongation</td>
<td>Best average classification accuracy is given by SVM using the WLPC, PLP, and MFCC features- 95%</td>
</tr>
<tr>
<td>2013 [16]</td>
<td>SOM</td>
<td>Hierarchal ANN, MLP</td>
<td>153 recordings of 19 PWS</td>
<td>Blocks, syllable repetition and syllable initial prolongation</td>
<td>Blocks- 96% Syllable Repetition- 84% and Prolongation-99%</td>
</tr>
<tr>
<td>2014 [17]</td>
<td>MFCC</td>
<td>SVM</td>
<td>UCLASS database</td>
<td>Repetition and Prolongation</td>
<td>97.6%</td>
</tr>
<tr>
<td>2015 [18]</td>
<td>MFCC</td>
<td>KNN</td>
<td>80 speech samples for training and 20 for testing</td>
<td>Repetition with 0dB to 10dB babble noise</td>
<td>60-95% depending on the sound used</td>
</tr>
<tr>
<td>2016 [19]</td>
<td>MFCC, Formant, Pitch, ZCR, and Energy</td>
<td>ANN</td>
<td>78 recordings of 4 PWS (25-40 years)</td>
<td>Repetition and Prolongation</td>
<td>88.29%</td>
</tr>
<tr>
<td>2016 [20]</td>
<td>MFCC, Formant and Shimmer</td>
<td>DTW</td>
<td>50 repetition events</td>
<td>Repetition</td>
<td>94%</td>
</tr>
<tr>
<td>2016 [21]</td>
<td>MACV</td>
<td>Thresholding</td>
<td>5 Stuttering person speech samples from UCLASS database</td>
<td>Repetition and Prolongation</td>
<td>73.29%</td>
</tr>
<tr>
<td>2016 [22]</td>
<td>MFCC and PLP</td>
<td>Cross-correlation, Euclidean distance using Morphological Image Processing</td>
<td>UCLASS database</td>
<td>Prolongation, word repetition, and phrase repetition</td>
<td>Prolongation- 99.84%, Word repetition- 98.07% and Phrase repetition- 99.87%</td>
</tr>
<tr>
<td>2017 [23]</td>
<td>MFCC</td>
<td>I-Vector</td>
<td>1380 segments of 18 PWS from UCLASS, 80% used for training and 20% for testing</td>
<td>Repetition, Prolongation, and Repetition-Prolongation</td>
<td>Normal- 52.43%, Repetition-69.56%, Prolongation- 40%, Rep-Pro- 50%</td>
</tr>
<tr>
<td>2020 [25]</td>
<td>MFCC</td>
<td>LSTM</td>
<td>UCLASS database</td>
<td>Prolongation, Blocks, and Repetition</td>
<td>4% and 6% higher than ANN and SVM</td>
</tr>
</tbody>
</table>
III. CONSTRUCTION OF MODEL

The proposed work has employed the WMFCC feature extraction method and deep-learning-based classification method Bi-directional Long-Short Term Memory (Bi-LSTM) for the automatic assessment of four forms of disfluency prolongation and syllable, word, and phrase repetition. The process for detection of repetition and prolongation in stammered speech is split into five stages: signal pre-processing, disfluent speech sample segmentation and labeling, labeled sample splitting into training, validation and test sets, feature extraction and classification using network training and model (Fig. 1). The University College London Archive of Stuttered Speech (UCLASS) database is utilized for analysis [39]. The study evaluates the efficacy of Bi-LSTM model, based on the accuracy of the classification of stammered events.

A. Signal Pre-Processing

A signal is pre-processed by removing the silence regions [40][41]. There is no excitation in the vocal tract during the silence region, hence no speech production. Thus, pre-processing reduces not only the amount of processing but also enhances the overall efficiency and accuracy of the system proposed. The combination of two widely known approaches, namely Short Time Energy (STE) and Zeros Crossing Rate (ZCR) (Fig. 2), has been used in this work [42][43]. It is a fast and straightforward approach and gives a better result of classifying the speech into voiced/unvoiced.

The short-term energy is the energy-related to short term region of speech [41]. The total energy of a speech frame is determined by the following (1).

\[ E(n) = \sum_{m=-\infty}^{\infty} |w(m) w(n-m)|^2 \]  

(1)

Where \( w(n) \) represents the windowing function, and \( n \) is the shift in the number of samples. The voiced region energy is high in comparison with the unvoiced region. The silent region displays marginal energy content.

Zero-Crossing Rate specifies the number of zero crossings in a given signal [41]. The zero-crossing rate of a stationary signal is calculated by (2):

\[ ZCR = \sum_{n=-\infty}^{\infty} |sgn(s(n)) - sgn(s(n-1))| \]  

(2)

Where \( sgn(s(n)) \) is a signum function and is described as by the (3).

\[ sgn(s(n)) = \begin{cases} 1 & \text{if } s(n) \geq 0 \\ -1 & \text{if } s(n) < 0 \end{cases} \]  

(3)

The zero-crossing rates in unvoiced sounds are comparatively high as compared to the voiced sounds. The combination of these two features overcome the issue of categorizing the speech into a voiced/unvoiced signal (Fig. 3).

B. Disfluent Speech Sample Segmentation and Labeling

The disfluent speech signals are obtained from the University College London Archive of Stuttered Speech (UCLASS) [39]. It is released in version 1 and version 2, consisting of three types of recording: monologues, reading, and spontaneous conversation. Version 1 has 138 “monologue” recordings contributed by 81 speakers. The database used in this work refers to 20 samples of speech for experimentation [44]. It comprises two female speakers and 18 male speakers aged 7 years 8 months to 17 years 9 months. The selection of speech signals aims at covering a wide variety of stammering rate and age. The samples provided with text script are only included in the database.

This paper investigates only four forms of disfluencies, prolongation, and syllable, word, and phrase repetition. They are easily detectable in monosyllabic words. After pre-processing the selected speech samples, disfluent speech samples were marked and segmented manually by listening to the pre-processed signals. The segmented samples were labeled as five classes, namely, Fluent, Prolongation, Syllable Repetition, Word Repetition, and Phrase Repetition (Fig. 4).
D. WMFCC Feature Extraction

The extraction of speech features is a sort of dimension reduction technique that is employed to minimize the data that is giant to be processed by an algorithm. The key objective of feature extraction is to upbraid the speech signal into the various acoustically recognizable elements and to get the feature vectors with a nominal amendment to keep the processing efficient. In our previous work [45], a comparative analysis of extensions of MFCC feature extraction techniques [46], namely Delta MFCC, Delta-delta MFCC, and Weighted MFCC [47] was conducted. Its experimental results displayed, WMFCC slightly outperforms Delta-delta MFCC and significantly outperforms Delta MFCC and MFCC in all situations of frame length, alpha values, and frame overlap percentage [45]. The proposed work has applied frequency-domain based Weighted Mel Frequency Cepstral Coefficients. WMFCC is a fusion of MFCC and its derivatives delta and delta-delta. The resultant vector contains both static as well as dynamic information of the signal. Moreover, the feature vector is of size 14; thus, incur less computational overhead to the classification stage. Table III describes the WMFCC feature extraction algorithm, and the results of the algorithm are displayed in Fig. 5.

TABLE III. ALGORITHM OF WMFCC FEATURE EXTRACTION

<table>
<thead>
<tr>
<th>Input: Pre-processed and labeled speech samples dataset T_train, T_valid, and T_test.</th>
<th>Output: WMFCC feature vector of T_train, T_valid, and T_test datasets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Load the datasets T_train, T_valid, and T_test.</td>
<td>1. Initialize the parameters of the WMFCC feature extraction method.</td>
</tr>
<tr>
<td>2. End for.</td>
<td>2. For each labeled sample S ∈ T_train, T_valid, and T_test.</td>
</tr>
<tr>
<td>3. Divide the samples into frames of 30msec.</td>
<td>3. Pre-emphasize S using a filter as 0.98.</td>
</tr>
<tr>
<td>4. For each frame f ∈ S</td>
<td>4. Divide the sample into 30msec frames with an overlapping percentage of 75%.</td>
</tr>
<tr>
<td>5. Calculate STE and ZCR of frame f.</td>
<td>5. For each frame f ∈ S</td>
</tr>
<tr>
<td>6. Append the frame f to new pre-processed sample ∈ S_preprocess</td>
<td>6. Apply the Hamming window function to frame f.</td>
</tr>
<tr>
<td>else discard the frame.</td>
<td>7. Calculate the power spectrum of the windowed signal using FFT.</td>
</tr>
<tr>
<td>7. End for.</td>
<td>8. Calculate the Mel spectrum by passing the power spectrum through 20 Mel filters.</td>
</tr>
<tr>
<td>8. End for.</td>
<td>9. Calculate the log-energy of each filter bank part.</td>
</tr>
<tr>
<td>9. The set of pre-processed samples T_preprocess is derived.</td>
<td>10. Calculate MFCC by applying energies to DCT.</td>
</tr>
<tr>
<td>10. For each sample S ∈ T_preprocess</td>
<td>11. Compute Delta MFCC as:</td>
</tr>
<tr>
<td>11. Manually divide the speech sample into a set of segments T_untabeled</td>
<td>[ \Delta c_t = \frac{\sum_{k=-1}^{M} (c_{t+k} - c_{t-k})}{2 \sum_{k=-1}^{M} k^2} ]</td>
</tr>
<tr>
<td>12. For each segment S_t ∈ T_untabeled</td>
<td>13. Compute Delta-Delta MFCC as:</td>
</tr>
<tr>
<td>13. Identify and label the segment as fluent, prolongation, syllable repetition, word repetition, or phrase repetition.</td>
<td>[ \Delta \Delta c_t = \frac{\sum_{k=-1}^{M} (\Delta c_{t+k} - \Delta c_{t-k})}{2 \sum_{k=-1}^{M} k^2} ]</td>
</tr>
<tr>
<td>14. End for.</td>
<td>14. Compute 14-dimensional WMFCC as:</td>
</tr>
<tr>
<td>15. End for.</td>
<td>[ w_c = c_t + p \cdot \Delta c_t + q \cdot \Delta \Delta c_t, \quad q &lt; p &lt; 1 ]</td>
</tr>
<tr>
<td>16. The set of labeled samples T_labeled is derived.</td>
<td>17. Split the set T_labeled into training T_train, validation T_valid, and testing T_test datasets in the ratio 60%, 20% and 20% respectively.</td>
</tr>
</tbody>
</table>
The value of gates and cell state can be determined by using specific neural networks that determine which information is valuable information across the entire sequence. The gates are short-term memory, caused by vanishing gradient problem. To mitigate this problem, LSTM has a hidden layer known as the cell state. LSTM cells are built with various gates and cell state that can regulate the flow of information. Like RNNs, at each time iteration, the LSTM cell has the layer input, \( x_t \), and the previous cell output state, \( h_{t-1} \). LSTM architecture has three gates, namely, forget, input, and output gate denoted as \( f_t \), \( i_t \), and \( o_t \), respectively.

The cell state act as the network memory, conveying valuable information across the entire sequence. The gates are specific neural networks that determine which information is permitted on the cell state. Throughout the training, the gates will learn which information is essential to retain or forget. The value of gates and cell state can be determined by using the following (4) to (7):

\[
\begin{align*}
    f_t &= \sigma(W_f x_t + U_f h_{t-1} + b_f) \\
    i_t &= \sigma(W_i x_t + U_i h_{t-1} + b_i) \\
    o_t &= \sigma(W_o x_t + U_o h_{t-1} + b_o) \\
    \hat{c}_t &= \tanh(W_c x_t + U_c h_{t-1} + b_c)
\end{align*}
\]

where \( W_f, W_i, W_o, \) and \( W_c \) are the weights connecting the hidden layer input to all the gates and input cell state. The \( U_f, U_i, U_o, \) and \( U_c \) are the weight matrices mapping previous cell output state to all the gates and input cell state. The \( b_f, b_i, b_o, \) and \( b_c \) are bias vectors. The \( \sigma \) and \( \tanh \) are the sigmoid and tanh activation function, respectively. The cell output state, \( C_t \), and the layer output, \( h_t \), at each time iteration \( t \), can be calculated as in (8)-(9):

\[
\begin{align*}
    \hat{C}_t &= f_t \ast C_{t-1} + i_t \ast \hat{c}_t \\
    h_t &= o_t \ast \tanh(C_t)
\end{align*}
\]

The result of the LSTM layer should be a vector of all the outputs, represented as \( Y_T = [h_{T-n}, ..., h_{T-1}] \).

2) Bidirectional LSTM: The Bi-LSTM are originated from bidirectional RNN [50]. It processes sequential data with two different hidden layers, in both forward and backward directions, and links them to the same output layer. Across certain areas, bidirectional networks are considerably stronger than unidirectional ones, such as speech recognition [51].

Fig. 7 represents an unfolded Bi-LSTM layer structure containing a forward and a backward LSTM layer [52]. The output sequence of the forward layer, \( \hat{h}_f \), is determined iteratively using inputs in a definite sequence, while the output sequence of backward layer, \( \hat{h}_b \), is determined using the reversed input. The forward and backward layer outputs are computed using standard LSTM by (4) - (9). The Bi-LSTM layer produces an output vector, \( Y_T \), which defines each element by the following Equation (10).

\[
y_t = \sigma'h(t, \hat{h}_t)
\]
where $\sigma$ function combines the two output sequences. It can be a summation function, a multiplication function, a concatenating function, or an average function. Similar to the LSTM layer, a vector, $Y_T = [h_T, ..., h_T-1]$, represents the final output of a Bi-LSTM layer.

F. **Bi-LSTM Model Training and Testing**

Although LSTM can acquire long speech sequence information but only takes one direction into consideration. It assumes that only previous frame affects the current frame. But not considers that the next frame is also related to current state. This signifies that there is a two-way relationship and the next speech frame should also be considered. Bi-LSTM provides the solution for this problem (Fig. 8).

Bi-LSTM is capable of solving the relationship between two speech frames. It also strengthens the two-way relationship between the current and next speech frame. Due to the bi-directional time structure of Bi-LSTM, it captures more structural information. Hence gives better classification accuracy as compared to one-way LSTM [53].

From Fig. 8, it can be seen that speech features vectors are obtained through the WMFCC feature extraction technique, and then the feature sequences are passed through Bi-LSTM for training and testing. The Bi-LSTM links the output of the feature extraction module to the further layers. Table IV describes the complete training and testing algorithm.

1) **Sort data for padding:** During training, the training feature vectors are split into mini-batches. The training data is padded so that they all have the same length. However, a large amount of padding degrades network performance. In order to prevent too much padding in the training process, the training data is sorted by sequence length.

2) **Define Bi-LSTM network:** Bi-LSTM network is a layered architecture shown in Fig. 8. The first layer embedding layer is also called as the sequence input layer. It takes the sorted 14-dimensional WMFCC feature vector as input. The second and third layers are the hidden forward and backward LSTM, forming the Bi-LSTM layer with 100 hidden units. Due to these two layers, the current input is related to the previous and next sequence. The input sequence reaches the model in both directions through the hidden layer. After the processing of the hidden layers, the outputs are combined to obtain the final output of the Bi-LSTM layer. The output from both the LSTM layers can be computed by the following (11):

$$h_t = \alpha h^f_t + \beta h^b_t$$

where $h^f_t$ and $h^b_t$ represents the output of forward and backward LSTM layer, when it takes sequence from $x_t$ and $x_T$ as input. $\alpha$ and $\beta$ are to control the factors of Bi-LSTM. $h_t$ is the sum of two unidirectional LSTM elements at time $t$.

The output of the Bi-LSTM layer is the input to the fully connected layer of size equal to the number of classes, i.e., five. This layer links each piece of input feature information with a piece of output information for classification by the next layers.

Finally, the softmax and classification layers categorize speech frames into various disfluencies classes such as prolongation, syllable repetition, word repetition, and phrase repetition. The softmax layer applies the softmax function as an activation function that converts the real vector values into a vector with values between 0 and 1, so it can be interpreted as probabilities. The probability of classifying $x$ into class $k$ in the softmax regression [54] can be defined by (12).

$$P(y^{(i)} = k | x; \theta) = \frac{\exp(\theta(k)x)}{\sum_{j=1}^{K} \exp(\theta(j)x)}$$

where $K$ represents the number of classes and $\theta$ are the model parameters.

In the classification layer, the model receives the values from the softmax function and assigns each input to one of the classes using the cross-entropy function (13).

$$loss = -\sum_{i=1}^{N} \sum_{j=1}^{K} t_{ij} \ln y_{ij}$$

where $N$ represents the number of samples, $K$ is the number of classes, $t_{ij}$ indicates that $ith$ sample belongs to $jth$ class and $y_{ij}$ represents the value obtained from the softmax function.
3) Initializing the hyper-parameters of the network: Once the network is defined, the hyper-parameters of the network are initialized. Model hyper-parameters are properties on which the entire training process depends [55]. They are divided into two categories: Optimizer and model-specific hyper-parameters. The optimization parameters determine how the network is trained and is more related to optimization, such as the number of epochs, batch size, and learning rate. In contrast, the model-specific parameters are variables that determine the model structure, such as the number of hidden units and hidden layers. These parameters should be defined before training.

Hyper-parameter directly controls the training algorithm’s behavior and thus have a significant difference in improving model performance [55]. Therefore, choosing appropriate parameters is an integral part of the optimization of the learned model. The process of selecting good hyper-parameters involves a large number of experiments, which is a time-consuming and tedious task. Most researchers rely on their experience of selecting appropriate parameters for a deep neural network.

In order to determine appropriate hyper-parameters, the classification accuracy of the validation set is used for evaluation. This work applies a diagnostic approach, in which various hyperparameters performance is investigated on both training and validation datasets. The analysis determines how a given configuration performs and how to be adjusted to obtain better performance. The hyper-parameters such as learning rate, batch size, number of epochs, and number of hidden units are taken into consideration for analysis.

4) Training and testing of the datasets: Once the Bi-LSTM model and its hyper-parameters are defined, the model is trained by using the training dataset. After the training process is over, the model is validated through the validation dataset. If the classification accuracy of the model is optimized, then its performance is tested; otherwise, the model hyper-parameters are reconfigured. The parameters such as learning rate, batch size, number of epochs, and number of hidden units are considered for reconfiguration. These parameters are tested for various ranges of values. The process of reconfiguration of hyper-parameters is repeated until the model is optimized, as represented in Fig. 9.

The classification performance of the optimized model is compared with the traditional LSTM model using the testing dataset. After the testing process is over, the process of performance evaluation is carried out. If the results of the evaluation are optimal, then the process is stopped; otherwise, the complete model is redefined, and the complete training process is repeated until the model is optimized.

IV. EXPERIMENTS AND RESULTS

This section discusses the efficacy and performance of the proposed algorithm based on WMFCC feature extraction and Bi-LSTM classification for four forms of disfluencies. This study evaluates the stuttered events recognition model using the stuttered samples obtained from the UCLASS database. The dataset used in this work refers to 20 samples of speech from UCLASS for experimentation. It comprises two female speakers and 18 male speakers aged 7 years 8 months to 17 years 9 months. The stuttered speech samples are manually identified and segmented from the selected speech samples. The segmented samples were labeled as five classes, namely, Fluent, Prolongation, Syllable Repetition, Word Repetition, and Phrase Repetition. The speech samples were split into training testing and validation datasets. Firstly, the signals are pre-processed by removing the silent regions from the samples using the combination of STE and ZCR techniques. Then 14-dimensional acoustic features were extracted from the

---

**TABLE IV. ALGORITHM OF BI-LSTM CLASSIFICATION**

<table>
<thead>
<tr>
<th>Input: WMFCC feature vector of ( T_{train} ), ( T_{valid} ), and ( T_{test} ) datasets.</th>
<th>Output: Stuttered events classification accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Load the training ( T_{train} ) and validation ( T_{valid} ) dataset.</td>
<td></td>
</tr>
<tr>
<td>2. Sort the datasets by sequence length.</td>
<td></td>
</tr>
<tr>
<td>3. Build the Bi-LSTM network.</td>
<td></td>
</tr>
<tr>
<td>4. Initialize the Bi-LSTM training hyper-parameters.</td>
<td></td>
</tr>
<tr>
<td>5. Specify the training options.</td>
<td></td>
</tr>
<tr>
<td>6. Train the Bi-LSTM network with ( T_{train} ) dataset.</td>
<td></td>
</tr>
<tr>
<td>7. Validate the Bi-LSTM network with ( T_{valid} ) dataset.</td>
<td></td>
</tr>
<tr>
<td>8. If Bi-LSTM network is not optimized then reinitialize the hyperparameters from step 4.</td>
<td></td>
</tr>
<tr>
<td>9. Load the testing dataset ( T_{test} ).</td>
<td></td>
</tr>
<tr>
<td>10. Classify the ( T_{test} ) samples using a trained Bi-LSTM model.</td>
<td></td>
</tr>
<tr>
<td>11. Match the similarity between the test labels and predicted labels.</td>
<td></td>
</tr>
<tr>
<td>12. Evaluate the stuttered events classification accuracy of the model.</td>
<td></td>
</tr>
<tr>
<td>13. If classification accuracy is optimal then output classification accuracy else rebuild the model from step 3.</td>
<td></td>
</tr>
</tbody>
</table>
segmented samples using the WMFCC feature extraction algorithm. Finally, the extracted feature vectors are input to the deep learning Bi-LSTM model. The Bi-LSTM model is trained and optimized through training and validation sets by reconfiguring the hyperparameters. The performance of the proposed model is compared with the traditional LSTM model by using the test set.

A. Adjustments of Parameters

In the training model, various hyperparameters of deep learning classification such as learning rate, batch size, number of epochs, and number of hidden units, also play a vital role in the performance of the learned model.

When training the Bi-LSTM network, these parameters are tuned, and their accuracy on the validation set is observed. The experiments were performed based on the hyperparameters’ configuration tabulated in Table V.

For the first experiment, the best value of the initial learning rate was determined while fixing the typical values for mini batch-size as 16, the number of epochs as 100, and the number of hidden units as 100. The learning rate was varied from 10^{-3} to 10^{-4} for analysis, and the result is presented in Fig. 10. It can be seen that 10^{-2} as the initial learning rate, generated better classification accuracy of 86.67% for available stuttered data.

In the second experiment, the effect of batch-size values 4,8,16 and 32 was determined by fixing the initial learning rate to the best value obtained in the last experiment while the other two with their typical values. The average classification accuracy versus batch size is represented in Fig. 11. The experiment showed that the model produced the highest classification accuracy of 96.67% for the value of mini batch-size as 8.

The effect of the number of epochs was analyzed in the third observational study by fixing the learning rate and batch size as their best values while the typical value for the number of hidden units. The study discussed the effect of different values of epochs, such as 5, 10, 30, 50, and 100. The results are presented in Fig. 12. It can be figured out that number of epochs as 50 outputs best recognition accuracy of speech disfluencies with a value of 96.67%.

Finally, the last experiment was carried out to determine the effect of the various number of hidden units by using the best parameters obtained from the last three experiments. The number of hidden units was varied from 50 to 200 for analysis, and the result is presented in Fig. 13. It can be seen that hidden units as 100 generated better classification accuracy of 96.67%.

From the experiments, it was determined that the optimal value for learning rate, batch size, number of epochs, and number of hidden units was 10^{-2}, 8, 50, and 100, respectively.

![Accuracy vs. Learning Rate](image1)

**Fig. 10. Changes between Learning Rates and Accuracy.**

![Accuracy vs. Batch Size](image2)

**Fig. 11. Changes between Batch Size and Accuracy.**

![Accuracy vs. Epochs](image3)

**Fig. 12. Changes between Epochs and Accuracy.**

![Accuracy vs. Hidden Units](image4)

**Fig. 13. Changes between the Hidden units and Accuracy.**

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Learning Rate</th>
<th>Batch-Size</th>
<th>Epochs</th>
<th>Hidden Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>10^{-3} to 10^{-4}</td>
<td>16</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Batch-Size</td>
<td>10^{-2}</td>
<td>4 to 16</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Epochs</td>
<td>10^{-2}</td>
<td>8</td>
<td>5 to 100</td>
<td>100</td>
</tr>
<tr>
<td>Hidden Units</td>
<td>10^{-2}</td>
<td>8</td>
<td>50</td>
<td>100</td>
</tr>
</tbody>
</table>

**TABLE V. EXPERIMENTS OF HYPER-PARAMETERS CONFIGURATION**
B. Analysis of Experimental Results

The classification efficiency of the proposed WMFCC and Bi-LSTM based model is verified by carrying out the comparison experiments of the proposed model and unidirectional LSTM. During the experiment, the dimension of the WMFCC feature vector was 14, the frame length was 30ms with overlapping of 75%, the pre-emphasis factor alpha was 0.98, the single Bi-LSTM layer with 100 hidden units, the activation function was Adam, the epochs was 50, the batch-size was 8, and the learning rate was set to $10^{-2}$.

The accuracy and loss function of Bi-LSTM and LSTM is represented in Fig. 14 and 15. From Fig. 14, it can be observed that the Bi-LSTM model has slow convergence speed and high accuracy as compared to the LSTM model. From Fig.15, it can be seen that the Bi-LSTM model decreases the loss value to a shallow stable value as compared to LSTM. Thus, it is concluded that the proposed model accomplished a stronger convergence effect.

The complete illustration of the validity of the proposed model can be performed by using the evaluation indicators of relevant experiments such as precision, recall, specificity, and F measure according to the confusion matrix, on test datasets.

The comparison of the LSTM model and the proposed Bi-LSTM model is displayed in Table VI. The results elucidated that WMFCC and Bi-LSTM based model proposed in this work provides the best and efficient performance and the average overall classification accuracy as 96.67%.

Table VII displays the accuracy, sensitivity and specificity of various disfluency classes. In terms of detecting stuttered events, prolongation detection, and phrase detection displayed the highest sensitivity of 97.5%. Classification of word repetition samples gave the best specificity of 99.37%. The prolongation detection achieved the highest accuracy of 98.67%.

From the analysis of the above results, it is concluded that the proposed model performs better than other models, thus determining the effectiveness of long term and bidirectional dependence on information for stuttered speech analysis. Further, the feature extraction of WMFCC includes the dynamic information of the speech samples, which increases the detection accuracy of stuttered events; and also reduces the computational overhead to the classification stage.

![Fig. 14. Accuracy Comparison of LSTM and Bi-LSTM Models.](image)

![Fig. 15. Loss Comparison of LSTM and Bi-LSTM Models.](image)

<table>
<thead>
<tr>
<th>Disfluency type</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluent</td>
<td>97.33</td>
<td>90</td>
<td>98.75</td>
</tr>
<tr>
<td>Prolongation</td>
<td>98.67</td>
<td>97.5</td>
<td>98.12</td>
</tr>
<tr>
<td>Syllable Repetition</td>
<td>97.5</td>
<td>92.5</td>
<td>98.12</td>
</tr>
<tr>
<td>Word Repetition</td>
<td>97.19</td>
<td>87.5</td>
<td>99.37</td>
</tr>
<tr>
<td>Phrase repetition</td>
<td>97.67</td>
<td>97.5</td>
<td>96.87</td>
</tr>
</tbody>
</table>

The result summary of this study (Table VII) and previous works results in Table I give comparable results. However, a direct comparison cannot be made due to different languages, different classifiers, and different types, size, and categorical distribution of stuttered speech database, as well as ways of segmentation of database for gathering, stuttered speech samples.

V. Conclusion

The present research proposed an automated and efficient method based on the WMFCC feature extraction algorithm and deep-learning Bi-LSTM network for automatic assessment of the stuttered speech. The disfluencies such as prolongation and syllable, word, and phrase repetition are accurately detectable using this method. The speech samples are parameterized into 14-dimensional WMFCC feature vectors. This model can extract static as well as dynamic acoustic features by using WMFCC, which enhances the detection accuracy of stuttered events; and also reduces the computational overhead to the classification stage. The feature vectors are modeled by Bi-LSTM in both forward and backward directions and capable of learning the long dependencies, taking full account of disfluency patterns in speech frames. Experiments show that when the hyper-parameters are reconfigured during the training of the model, results in an optimal configuration of parameters and leads to a highly accurate model. The optimally configured model proposed in this study is compared with the unidirectional
LSTM model. The disfluency classification accuracy of the proposed model has a better classification accuracy of 96.67% than the LSTM model. It can be concluded that the WMFCC and Bi-LSTM based proposed model effectively improves the recognition accuracy of stuttered events.

In the future study, other feature extraction and classification techniques may be applied for improving the process of detection of speech disfluencies.
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Abstract—The article proposes a method for software implementation of floating-point computations on a graphics processing unit (GPU) with an increased accuracy, which eliminates sharp increase in rounding errors when performing arithmetic operations of addition, subtraction or multiplication with numbers that are significantly different from each other in magnitude. The method is based on the representation of floating-point numbers in the form of decimal fractions that have uniform distribution within a range and the use of redundant signed-digit numeral system to speed up calculations. The results of computational experiments for evaluating the effectiveness of the proposed approach are presented. The effect of accelerating computations is obtained for the problems of calculating the sum of an array of numbers and determining the dot product of vectors. The proposed approach is also applicable to the discrete Fourier transform.
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I. INTRODUCTION

Most computer calculations are carried out in floating-point format and double precision computer calculations are sufficient for solving many computational problems.

However, there are a number of problems, for example, in computational geometry and other areas where double precision floating-point arithmetic is not sufficient [1]. To solve such problems, the well-known libraries of high-precision computations are used, such as ZREAL (Russia), MPARITH (Germany), GMP (USA), which implement floating-point calculations at the software level with a mantissa length set by the user [2, 3, 6, 7, 8, 9, 10].

But these libraries have the property of sharply increasing the calculation time with the increasing in the length of the mantissa and the number of arithmetic operations. In addition, they have the inherent disadvantages of the floating-point format itself, which does not always guarantee an accurate result of computer calculations.

One of such disadvantages is the uneven distribution of floating-point numbers. Fig. 1 below shows the uneven distribution of normalized floating-point numbers with the mantissa length of 3 binary digits and the order from 0 to 4 [4].

As an example of the loss of accuracy in computer calculations consider the problem of determining the dot product of two vectors with following coordinates:

\[
\vec{x} = (10^\alpha, 1223, 10^{\alpha+1}, 10^{\alpha+2}, 3, -10^{\alpha-5}),
\]

\[
\vec{y} = (10^\beta, 2, -10^{\beta+1}, 10^\beta, 2111110^{\beta+3}),
\]

where \(\alpha, \beta\) are given parameters.

The true result is 8779. The dot product was calculated in the single precision format, the relative error was calculated with the constant value of \(\alpha = 1\) and \(\beta\) ranging from 1 to 21.

The relative error of the dot product was calculated using the formula:

\[
\delta = \frac{|(x, y) - 8779|}{8779} \cdot 100
\]

The dependence of the relative error of the dot product of vectors on the parameter \(\beta\) in single precision floating-point format is presented in the graph shown in Fig. 2.

Fig. 2 shows that for significantly different values of \(\alpha\) and \(\beta\), starting from the value 18 for \(\beta\), there is a sharp loss in the accuracy of the dot product results, which is due to the fact that calculations are performed with numbers that differ greatly from each other in magnitude.

Using double precision floating-point format, the increase in the relative error occurs at larger values of \(\beta\) compared to the single precision format.
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Consider the following example that demonstrates the loss of precision in floating-point calculations associated with the discrete Fourier transform.

Let a vector \( \mathbf{x} = (x_1, x_2, x_3, \ldots, x_n) \) be given with coordinates defined as follows:

\[
x_i = \begin{cases} 
\frac{i}{10}, & \text{if } i \text{ is odd} \\
\frac{i}{10} + \alpha, & \text{if } i \text{ is even}
\end{cases}
\]

\( i = 1, \ldots, n, \alpha > 0 \) \hfill (2)

The discrete Fourier transform of a vector \( \mathbf{x} \) into a vector \( \mathbf{y} \) is performed using the following formula:

\[
y_k = \frac{1}{n} \sum_{j=0}^{n-1} x_j \left[ \cos \frac{2 \cdot \pi \cdot j \cdot k}{n} - i \cdot \sin \frac{2 \cdot \pi \cdot j \cdot k}{n} \right],
\]

\( 0 \leq k \leq n-1 \) \hfill (3)

The inverse Fourier transform is performed using the following formula:

\[
x_k = \sum_{j=0}^{n-1} y_j \left[ \cos \frac{2 \cdot \pi \cdot j \cdot k}{n} + i \cdot \sin \frac{2 \cdot \pi \cdot j \cdot k}{n} \right],
\]

\( 0 \leq k \leq n-1 \) \hfill (4)

Obviously, if we carry out the direct discrete Fourier transform, then the inverse Fourier transform of the vector.

\[
\mathbf{x} = (x_1, x_2, x_3, \ldots, x_n)
\]

we get the vector

\[
\mathbf{x}^* = (x_1^*, x_2^*, x_3^*, \ldots, x_n^*)
\]

which should approximately coincide with \( \mathbf{x} \), and the maximum relative error of the transformations can be estimated using the formula:

\[
\delta = \max_i \left( \frac{|x_i^* - x_i|}{x_i} \cdot 100 \right)
\]

(5)

Fig. 3 also demonstrates the loss of accuracy of the floating-point calculations with increasing \( \alpha \).

The first goal of this work is to eliminate the sharp loss of accuracy in calculations with numbers that differ greatly from each other in magnitude. The second goal is to speed up computations by parallelizing them.

The first goal is achieved by moving from floating-point representation to decimal representation that is evenly distributed within the range, as shown in Fig. 4, for example for decimal fractions of the first degree.

The second goal is achieved through the use of a redundant signed-digit numeral system, in which redundant negative digits are introduced into the system of bases in such a way that the propagation of the carry when adding is not allowed further than one digit \([4,5]\). Due to this, the arithmetic operations of addition, subtraction and multiplication are parallelized, which leads to their acceleration, especially when the number of digits increases. The time required for addition or subtraction of numbers does not depend on the digit capacity of the numbers.
Consider the sum of numbers of the form:

\[ S = K_1 \cdot q^{t_1} + K_2 \cdot q^{t_2} + \ldots + K_n \cdot q^{t_n} \]  

(8)

Suppose \( t_S = \min(t_1, t_2, \ldots, t_n) \) then:

\[ S = q^{t_S} \left( K_1 \cdot q^{t_1-t_S} + K_2 \cdot q^{t_2-t_S} + \ldots + K_n \cdot q^{t_n-t_S} \right) = K_s \cdot q^{t_S} \]

(9)

where

\[ K_s = K_1 \cdot q^{t_1-t_S} + \ldots + K_n \cdot q^{t_n-t_S} \]

Let us estimate the maximum number of digits required to describe the result of the sum (9). Using Table I, we have:

\[ |K_s| \leq q^{n_f+k_f} + \ldots + q^{n_f+k_f} = n \cdot q^{n_f+k_f} \]

(10)

If \( q = 10 \), the maximum number of digits required to describe the sum will be equal to:

\[ \lfloor \log n + n_f + k_f \rfloor \]

From the last expression it can be seen that to implement the addition of groups of numbers in floating-point format calculations with large numbers are required.

Consider the format for representing floating-point numbers (6) in the signed-digit numeral system as follows:

\[ A = \left[ (\alpha_1, \alpha_2, \ldots, \alpha_i, \ldots, \alpha_n), t \right] \]

(11)

where

\[ \alpha_i \] are the digits of the signed-digit representation.

This format will be referred to as the floating-point signed-digit format.

Consider the rule for adding two numbers and a group of numbers in this format.

<table>
<thead>
<tr>
<th>TABLE I. MAXIMUM AND MINIMUM POSITIVE AND NEGATIVE NUMBERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum positive</td>
</tr>
<tr>
<td>Minimum positive</td>
</tr>
<tr>
<td>Minimum negative</td>
</tr>
<tr>
<td>Maximum negative</td>
</tr>
</tbody>
</table>
III. RULES FOR PERFORMING ARITHMETIC OPERATIONS IN 
SIGNED-DIGIT FLOATING-POINT FORMAT

Let there be given two floating-point numbers of the form
(11).

\[ A_1 = \left[ \left( \alpha_1, \alpha_2, \ldots, \alpha_i, \ldots, \alpha_n \right), t_1 \right], \]
\[ A_2 = \left[ \left( \beta_1, \beta_2, \ldots, \beta_i, \ldots, \beta_n \right), s_1 \right] \]

Calculating the sum \[ A_1 + A_2 \]
\[ A_4 = A_1 + A_2 \]

Suppose \( S_1 > t_1 \). This does not change the generality of reasoning. Then:

\[ A_1 \pm A_2 = K_1 \cdot q^i \pm K_2 \cdot q^i = q^i \left( K_1 \pm q^{i-h_i} \cdot K_2 \right) = \]
\[ = \left[ \delta_1, \delta_2, \ldots, \delta_n \right], t_1 \] \hspace{1cm} (12)

Let \( -6, -5, \ldots, 0, \ldots, 6 \) be the digits of the signed-digit numeral system.

The time required for adding numbers does not depend on the number of digits. The addition is performed using the following steps:

1. Calculation of the sum \( \mu_i = x_i + y_i - 10[\delta_i] \), where
   \[ c = \begin{cases} 
   1, \text{if } (x_i + y_i) > 6 \\
   -1, \text{if } (x_i + y_i) < -6 \\
   0, \text{otherwise}
   \end{cases} \]

2. Calculation of the final result \( \delta_i = u_i + c\delta_{i-1} \)

Product of numbers \( A_1 \cdot A_2 \) is calculated by the formula:

\[ A_3 = A_1 \cdot A_2 = \left[ \left( \chi_1, \chi_2, \ldots, \chi_i, \ldots, \chi_n \right), t_1 + s_1 \right] \]
\hspace{1cm} (13)

where coefficients \( \chi_1, \chi_2, \ldots, \chi_i, \ldots, \chi_n \) are determined according to the rules for multiplying numbers in the signed-digit numeral system.

In the next section, the first and second methods of summing a group of numbers are considered.

IV. METHODS OF SUMMING GROUPS OF NUMBERS

The first method of summing groups of numbers is carried out according to the formula (12) using the addition rule presented in Section III in redundant signed-digit arithmetic in parallel over the digits and sequentially for each number of the group. This method, when implemented on GPU, requires a large number of synchronizations between cores. In Section V the results of experimental study of the effectiveness of this method are presented.

Consider the second method of summation with fewer synchronizations.

Let the number of digits of the summed numbers equal \( d \), and the maximum possible number of digits required to describe the sum equal \( \max d \).

Let a set of numbers for summation be given:

\[ \begin{align*}
1^{\text{st}} \text{ number}: & \ a_1^1 a_2^1 \ldots a_d^1 \\
2^{\text{nd}} \text{ number}: & \ a_1^2 a_2^2 \ldots a_d^2 \\
k^{\text{th}} \text{ number}: & \ a_1^k a_2^k \ldots a_d^k
\end{align*} \]

Let us denote their sum by \( S \).

Let us add these numbers to the left with zeros to the maximum possible number of digits \( \max d \), getting the following:

\[ \begin{align*}
0 & \ldots 0 a_1^1 \ldots a_d^1 \\
0 & \ldots 0 a_1^2 \ldots a_d^2 \\
0 & \ldots 0 a_1^3 \ldots a_d^3 \\
0 & \ldots 0 a_1^4 \ldots a_d^4 \\
0 & \ldots 0 a_1^k \ldots a_d^k
\end{align*} \]

Summation is carried out as follows:

1. Each one of \( \max d \) threads in parallel and independently calculates the sums of the numbers of the corresponding column, for example, thread number \( \max d \) calculates the sum of the numbers:

\[ S \max d = \sum_{i=1}^{k} a_d^i \]

thread number \( \max d - 1 \) calculates the sum of the numbers:

\[ S \max d - 1 = \sum_{i=1}^{k} a_{d-1}^i \]

2. At the end of the first step, the calculations are synchronized.

3. By definition the value \( S \) equals:

\[ S = S_{\max d - d} 10^{d-1} + \ldots + S_{\max d - 3} 10^3 + S_{\max d - 2} 10^2 + S_{\max d - 1} \]  
\hspace{1cm} (14)
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Each thread extracts digits from its result, for example, thread number $max \, d - 1$ finds digits: $i_1, i_2, i_3$, thread number $max \, d - 2$ finds digits: $j_1, j_2, j_3$.

4. Each thread forms numbers of the form:

\[
0 \ldots 0 \ i_1 \ i_2 \ i_3 \\
0 \ldots \ j_1 \ j_2 \ j_3 \ 0 \\
0 \ldots \ldots \ldots \ \ldots \ldots
\]

Thread number $max \, d - 1$ forms the first line, thread number $max \, d - 2$ forms the second line etc.

5. These numbers are summed sequentially one after another bit-parallel in the signed-digit numeral system.

6. The final result is transferred from the GPU to the CPU.

Such summation method requires $d - 1$ synchronizations in the process of summing this array.

Consider an example.

Suppose $d = 3$, $max \, d = 5$, $k = 3$.

Numbers for the summation:

\[
\begin{align*}
&5 \quad 5 \quad 6 \\
&1 \quad 7 \quad 9 \\
&9 \quad 7 \quad 9
\end{align*}
\]

Calculated sums:

\[
\begin{align*}
S4 &= 24 \\
S3 &= 19 \\
S2 &= 15 \\
S1 &= 0 \\
S0 &= 0
\end{align*}
\]

Each thread forms one of the following numbers:

\[
\begin{align*}
&0 \quad 0 \quad 0 \quad 2 \quad 4 \\
&0 \quad 0 \quad 1 \quad 9 \quad 0 \\
&0 \quad 1 \quad 5 \quad 0 \quad 0
\end{align*}
\]

Then these numbers are summed sequentially one after another bit-parallel in the signed-digit numeral system according to the first method.

Next section considers the results of experimental studies of the efficiency of summation of groups of numbers.

V. EXPERIMENTAL STUDY OF THE EFFICIENCY OF HIGH-PRECISION SUMMATION OF GROUPS OF NUMBERS IN THE SIGNED-DIGIT NUMERAL SYSTEM

Numerical experiments were carried out on the addition of groups of integers of different magnitudes, with the number of integers $k = 10000, 100000, 1000000$. The addition was carried out according to the rules of traditional arithmetic on the CPU bitwise each number of the group sequentially and using the first method on the Nvidia GPU (1.78 GHz, 1280 cores) bit-parallel and sequentially for each number of the group.

GPU calculations were performed as follows:

1) Initial data were generated randomly, integers of fixed length were generated and stored in arrays.
2) Arrays were transferred to the GPU.
3) A number of threads were created matching the number of digits. Each thread carried out sequential summation of the array numbers in its corresponding digit in parallel and independently.
4) The result of the summation was transferred from the GPU to the CPU.

The time required for summation of numbers on the CPU and the GPU was calculated, considering the transfer of data to the GPU and in the opposite direction to the CPU. On the basis of these calculations, the absolute acceleration coefficients were determined for different numbers of digits and values of $k$ by the formulas:

\[
K_{abs} = \frac{T_{cpu}}{T_{gpu}}
\]  

Fig. 5 shows the dependence of this coefficient on the number of digits.

Fig. 5 shows that the acceleration effect provided by the first method is insignificant and is achieved for numbers exceeding 400 decimal digits.

Experiments showed that data transfer from CPU to GPU and from GPU to CPU was very fast and did not lead to delays in the computation process. One of the main reasons for the low efficiency of the first method of summation on the GPU in the signed-digit numeral system is associated with the need for synchronization after addition of each pair of numbers in the group, which slows down the computation. If the array contains $k$ numbers, then this summation method requires $k-1$ synchronizations in the process of summing this array.

![Dependence of Kabs on the number of digits](image)

**Fig. 5.** Dependence of the Absolute Acceleration Coefficient on the Number of Digits for the First Summation Method.
Experiments on summing the same groups of numbers using the second method have shown that it is more efficient than the first method. For the second method the computation times on the CPU and the GPU were calculated, on the basis of which the absolute acceleration coefficient was determined by the formula (15) for different values of $k$.

Fig. 6 shows the dependence of the absolute acceleration coefficient on the number of digits for this summation method.

Fig. 6 shows that using the second summation method on the GPU with numbers comprising of 800 to 900 digits speeds up the computation 3 to 4 times in comparison with summation on the CPU. With further increase in value of $k$ and the number of digits, the acceleration is supposed to be even greater.

Next section considers a method for multiplying numbers based on redundant signed-digit arithmetic.

VI. METHOD FOR MULTIPLYING NUMBERS

Let the number of digits required to represent initial data equal $d$, and the maximum possible number of digits required to represent the result of multiplication equal $\max d$.

Let two numbers be given:

1st number: $\underline{a_1^{1}} \underline{a_2^{1}} \ldots \underline{a_d^{1}}$

2nd number: $\underline{a_1^{2}} \underline{a_2^{2}} \ldots \underline{a_d^{2}}$

Let us add these numbers to the left with zeros to the maximum possible number of digits $\max d$, getting the following:

0 ... 0 $\underline{a_1^{1}}$ ... $\underline{a_d^{1}}$

0 ... 0 $\underline{a_1^{2}}$ ... $\underline{a_d^{2}}$

Multiplication process on the GPU involves $d$ threads.

Thread number 1 forms the results (partial products):

0 ... 0 $a_1^{1} \cdot a_d^{1} \cdot a_2^{2} \cdot a_d^{2} \ldots a_1^{1} \cdot a_d^{2}$

Thread number 2 forms the results:

0 ... $a_1^{1} \cdot a_d^{1} \cdot \underline{a_2^{2}} \cdot a_d^{1} \cdot a_1^{2} \ldots a_1^{1} \cdot a_d^{2} \ldots$ 0

Thread number $d$ forms the results:

$0 \ldots a_1^{1} \cdot a_d^{1} \ldots , a_1^{1} \cdot a_2^{2} \ldots a_1^{1} \cdot a_d^{2} \ldots 0$

The results are formed in parallel and independently by each thread for each product of two numbers.

Then they are summed up in parallel on the second method described in Section IV.

Next section considers the results of experimental studies of the efficiency of calculating the dot product of vectors.

VII. EXPERIMENTAL STUDY OF THE EFFICIENCY OF HIGH-PRECISION CALCULATION OF THE DOT PRODUCT OF VECTORS IN SIGNED-DIGIT NUMERICAL SYSTEM

The dot product of vectors $(x, y)$, where $x = (x_1, x_2, \ldots, x_k)$, $y = (y_1, y_2, \ldots, y_k)$, is calculated as follows:

1) The values of arrays $x$, $y$ are transferred to the GPU.
2) For each pair $x_i$ and $y_i$ partial products (24-26) are calculated in parallel and independently on the GPU.
3) Next, the summation of the obtained partial products is carried out using the second method.
4) The result of the dot product is transferred to the CPU.

Numerical experiments were carried out to calculate the dot product of vectors with different numbers of coordinates $k = 10000$, 100000, 1000000. The coordinates were integers with the length of 50 decimal digits. The dot product was calculated according to the rules of traditional integer arithmetic on the CPU and in redundant signed-digit arithmetic bit-parallel on the GPU.

The results of the experiments are presented on the graph in Fig. 7.

The graph shows that with the increase of the number of digits required to represent initial data $d$ and the maximum possible number of digits required to represent the result of the dot product $\max d$ the proposed method provides greater acceleration of the computation process.
VIII. CONCLUSION

This article proposes an approach to software implementation of computations on a GPU, which prevents sharp loss of precision in calculations with numbers that differ greatly from each other in magnitude. The approach is based on representation of floating-point numbers in the form of decimal fractions and the use of a redundant signed-digit numeral system to speed up computations with them on the GPU.

The effect of accelerating computations was obtained and proven experimentally for the operations of summation of an array of numbers on the GPU and calculating the dot product of vectors.

The proposed approach is also applicable for the discrete Fourier transform, for the case presented in the article as well as in other cases.
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Abstract—Traditional current-mirror circuits require buck converter to deal with one fixed current load. This paper deals with improved self-adjustable current-mirror methods that can address different LED loads under different conditions with the help of one buck converter. The operating principle revolves around a dynamic and self-configurable combinational circuit of transistor and op-amp based current balancing circuit, along with their op-amp based dimming circuits. The proposed circuit guarantees uniformity in the outputs of the circuit. This scheme of current-balancing circuits omitted the need for separate power supply to control the load currents through different kinds of LEDs, i.e. RGB LEDs. The proposed methods are identical and modular, which can be scaled to any number of parallel current sources. The principle methodology has been successfully tested in Simulink environment to verify the current balancing of parallel LED strings.
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I. INTRODUCTION

With the invention of visible phenomenon known as light-emitting diodes (LEDs), which is about a half-a-century old, they have now come into prominence for the past few years. Nowadays, LEDs are preferred choices since they are energy efficient and reliable [1]. The trend of utilizing LEDs is growing day by day and it is becoming the vital mandatory parts in some applications [2]. This has attracted the attention of many researchers, to study its applications. A lot of research has been going on to address various issued of LEDs, and one of the main issues is related to the imbalances of currents in parallel LED strings have drawn attention in recent years as LED technology is perceived as an emerging technology for replacing incandescent and fluorescent lamps. A most conventional method of current balancing is to connect each individual LED string [3] with resistor in series, which the power loss may lower the system efficiency. Various passive methods have been implemented with higher capacitors impedance to dominate the load impedance to achieve the current balancing [3] – [11]. In [12] – [18], implementing the combined methods to obtain the current balancing; however, the designed circuit contributed to the complicated ones.

In most approach, driving RGB LED arrays, need three converters, with their allied inductors. This causes the number of counts and increases the cost significantly [19]. As observed in [20], the RGB LED driver has been treated as a single input multi-output (SIMO), which is operated by a single inductor with different controllers for running RGB LED modules, to decrease the counts’ numbers and to decrease the cost. SIMO drives RGB LEDs in a sequential scanning color scheme display (SCD) to reduce power consumption with fast response.

In [21], whenever the load varies suddenly, inductor current increases to get a new balance. Such the phenomenon is not considered suitable for the other converter of the system since the earlier converter takes time to get new balance and impact the output of other converters, which is in sequence. It eventually produces delay in the other converter’s output and creates problems in getting uniform illumination of RGB LED modules. It is generally desired, to have a high degree of color stability for high-end applications like medical or museum lighting [22].
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Meanwhile, [23] proposed the constant current sources for each load to energize the LEDs, i.e., a LED or string of LEDs. This method sounds easy, but it is costly and needs more components to the driver circuit, which creates the whole system complex. To address the issue, the current mirror (CM) is employed to remove imbalances in the currents of the strings. This solution requires very few components and is also less expensive in solution in comparison to using only current sources. The CM driver has been recommended to be used for LED applications, where there is less likelihood of high value of current [24] and enhances the circuit response time and reduces complexity [25].

Dimming is an essential factor in the effective control of lighting and in saving energy, but it faces various challenges [26]. According to [21], while implementing analog dimming it is tough to maintain higher efficiency throughout the operation of wide range of dimming. Contrary to this, PWM dimming approach has been used, and it is possible to utilize the full dimming range, since it has been observed that the color scheme of RGB LEDs can be controlled by changing the ratio of pulse width modulation (PWM) [27]. As stated in [20], there are three techniques available to control dimming phenomenon on system-level, and two techniques are available to control the dimming operation on string level. These methods need three different controllers as well as specific techniques like instant-duty-restoration (IDR), which makes the system costly and complicated.

Therefore, this article is meant to develop a CM circuit that facilitates different kinds of current controllers to be used efficiently. It also improves the time response of the entire system, under new desire output of dimming phenomenon. Secondly, to develop the RGB LED driver with single controller and inductor, which could overcome the issues related to the cross regulations. Thirdly, to build dimming circuit to exploit the full range with the technique of random PWM without using the method of IDR on string level as well as on the system level. This paper mainly discusses self-configurable CM methods for improving current imbalance in different parallel loads of color LEDs. The design method does not require a separate power supply for powering the CM circuit as well as their associate’s circuits. Simulations have been conducted in the environment of Matlab/Simulink, to validate the proposed RGB LED driver.

II. CIRCUIT DESCRIPTION

The circuit configuration is for driving three string loads, in which each string connecting nine LEDs in parallel for red, green and blue LEDs. The loads have been designed to operate with buck converter, with the intent to provide PWM signals for the LED loads. The proposed particular LED driver system consists of a DC-DC buck converter or current generator, current mirror, LED loads and current regulator as depicted in Fig. 1.

The modified super diode in [28] for CM circuit is employed, while by applying some modifications i.e. diode of the super diode circuit with a resistor, along with the combination of op-amp based circuit for dimming with a properly biased transistor, to reduce power losses across transistor. The load arrays of RGB LEDs, along with their associates’ circuits are shown in Fig. 2.

The proposed approach has a dynamic and self-configurable current-balancing circuit structure that allows the best current source (i.e., the smallest current source in the case of current balancing of parallel LED strings) to be selected. The proposed CM based current balancing circuit (refer Fig. 2) not requires 1) external power supply and 2) associated control circuit. Three parallel loads (LED strings, consisting of red, green, and blue LEDs) are connected to a self-configurable CM circuit. The transistors Q1 to Q3 (also called Q-transistors) represent the transistors used in a proposed CM circuit, such as the one shown in Fig. 2. Extra resistors that may be required for proper biasing of the circuit’s transistors are not shown in Fig. 2 for the sake of simplicity.

Three transistor-based differential circuits are required along with super diode circuits for three difference loads connected in parallel as shown in Fig. 2. The differential circuit, which has the lowest load current, is selected as a current reference in a CM circuit to prevent the saturation of the transistors in the remaining differential circuits.

In analysis purposes, for the sake of simplicity, all the transistors are considered matched with the same current gain, β, and same resistive loads. If the current imbalances among the parallel current sources are not too significant (i.e., current inequality has been reduced), the transistor of the red LED with the smallest $V_{CE}$, drives the bases transistors of other differential circuits through current mirrors, forcing all the associated transistors with the super diode to work linearly.

Furthermore, the CM make changes in $V_{CES}$ and $V_{CE2}$ to reduce $I_1$ and $I_2$ to follow the current reference $I_f$. This operating mode is based on the CM concept, except that there is a newness of a self-configurable feature that allows the best current source to be dynamically chosen as the reference current source for the CM operation.

![Block Diagram of the Proposed LED Driver.](image)

![Self-Configurable RGB LED Current Mirror Circuit.](image)
Using the assumption of \( I_1 > I_2 > I_3 \), and \( V_{CE1} > V_{CE2} > V_{CE3} \), the self-configurable principle can be illustrated with the aid of Fig. 2. The \( V_{CE3} \) being the smallest voltage across Q3 and the critical conducting path is highlighted with the bolded line in Fig. 2.

III. DIMMING CONTROL MECHANISM-A HYBRID FUSION OF VOLTAGE DIVIDER BIAS CIRCUIT AND COLLECTOR FEEDBACK RESISTOR

A proper biasing is mandatory to operate transistor and to prevent it from going into saturation mode. It is a phenomenon related to the arrangement of dc collector current at a specific dc voltage by setting up an appropriate quiescent point. The biasing scheme is adopted by putting the base resistor \( R_B \) in between the collector and the base terminals of the transistor as shown in Fig. 3. The resistor \( R_A \) is connected between the emitter and the base terminals of the transistor, for sufficient biasing condition provided by the voltage drop across \( R_A \). To lessen the losses, the kind of virtual resistance is proposed, which is not presented physically between the dimming circuit and the rest of the biasing circuit of the transistor. The dimming circuit is set to create different ground voltage references for the flow of load current from the biased transistor. Thus, by varying different voltage ground references, it becomes possible to create a kind of virtual resistance in the path of flow of load current, without having a real physical resistance over there.

All these LEDs need an individual dimming system. The applied dimming frequency to the dimming switching circuit is 4Khz. The switching phenomenon has been implemented in each leg of the CM circuit, as shown in Fig. 4 and completed three string dimming is shown in Fig. 5.

IV. MATHEMATICAL ANALYSIS FOR LED PARAMETER

The total load consists of three loads i.e., the string of red LEDs, string of green LEDs and the string of blue LEDs. The parameters of RGB LEDs have been taken from [19]. The \( R_{EQU} \) represents the equivalent resistance of the red LED, with respect to its rated forward voltage and load current, whereas \( R_{OUT} \) shows the parallel combination of the nine parallel-connected red LEDs in equation (2), same calculations have been done with respect to blue or green LEDs in equation (4). In the proposed scheme, there exists a total of three parallel strings, each individual string carries the load of parallel connected LEDS with respect to their associated colors i.e. red, green and blue. The DC equivalent resistance \( (R_{EQU}) \) of the red LED has been found at their DC operating points [19] as follows:

\[
R_{EQU} = \frac{V_{FWD}}{I_{LED}} = \frac{1.9}{20\times10^{-3}} = 95 \, \Omega \tag{1}
\]

\[
R_{OUT} = R_{EQU1} // R_{EQU2} // R_{EQU9} = 10.56 \, \Omega \tag{2}
\]

The currents forward voltages of the green and blue LEDs are similar. Their DC equivalent resistances of the green and blue LED can be found at their DC operating points as follows:

\[
R_{EQU} = \frac{V_{FWD}}{I_{LED}} = \frac{3.2}{20\times10^{-3}} = 160 \, \Omega \tag{3}
\]

\[
R_{OUT} = R_{EQU1} // R_{EQU2} // R_{EQU9} = 17.78 \, \Omega \tag{4}
\]

Where, the \( V_{FWD} \) denoted a forward voltage of LED, \( I_{LED} \) is the current pass through the LED string and \( R_{OUT} \) is represented the total resistance of 9 LEDs in each string. It is noted that the red LED consumed less resistive than green and blue LEDs.

In the proposed dimming control circuit, it can introduce a new dimming level across a single and whole load array of LEDs. In principle, when dimming, the associated transistor of the string reduces the quantity of current through the load by raising the emitter’s voltage, which eventually increases the collector’s voltage of the transistor. It gives a freedom to LED running with a constant source of voltage with emitter coupled logic (ECL) topology, whereas avoiding transistors go to saturation. In which, the ECL is also known to be high speed integrated bipolar transistor logic. Hence, the combinational circuit of super diode, ECL topology and dimming control.
circuit provide a kind of controlling mechanism in providing a constant load current.

Refer to Fig. 5, $R_e$ is added in the designed as thermal runaway resistor, which has a small value to reduce the conduction losses and omitting the thermal runaway of transistors. The dimming on system level can be done easily while activating all the dimming circuits, which the $R_i$ is used to change the output voltage of op-amp of super diode to current. Meanwhile, the $R_b$ and $R_c$ are the feedback resistors and biasing resistors that used to reduce the power losses across the transistor. The efficiency ($\eta$) of the LED driver can be computed by the ratio of the power dissipated by the LED to the total power dissipated in the string [29] as in following equation.

$$\eta = \frac{P_{LED}}{P_{LED} + P_{comp} + P_{trans}} \times 100$$ (5)

A. Biasing Scheme

In this approach, a proper biasing scheme is needed to do dimming uniformly throughout the whole system comprises of different resistances. The red LED has different resistive nature as compared to the green and blue LEDs, which leads to a differences of load current in red LED string. To make the system efficient, the load of red LED needs to be equal with other loads string, which can be made possible by adding external resistance (compensating resistance) in series with total red LEDs. However, such arrangements, contribute certain power losses as well as degrading the factor of efficiency $\eta$ as stated in equation (5).

To make the system comparatively efficient, a proper biasing scheme is needed. The biasing scheme adopted to all transistors $Q_1$, $Q_2$ and $Q_3$ using dual feedback transistor biasing scheme, as shown in Fig. 6. This sort of biasing method is beta ($\beta$) dependent. The resistor $R_b$ is utilized for the collector to base feedback configuration to ensure transistor to always remain biased in the active region regardless of any value of the beta ($\beta$) factor. The base bias voltage is dependent on the collector voltage, thus ensures good stability. $R_x$ has been added to the system to improve stability even more with respect to variations in beta ($\beta$) by increasing the current flowing through the base biasing resistors. Thus, it increases the possibilities of a wide range of dimming spectrum.

A modification for biasing circuit of $Q_3$ transistor is carried out due to difference resistive load of red LED, by putting a base limiting resistance ($R_B$) to limit the base signal of $Q_3$ transistor (refer Fig. 6). The purpose of its introduction in the circuit is to improve the stability of the overall system by making $Q_3$ less responsive as compared to the response behavior of the other two $Q_2$ and $Q_1$ transistors by making beta ($\beta$) of $Q_3$ less sensitive as compared to the transistors of other loads. Thus, the load current flowing through the $Q_3$, becomes almost identical to the load currents flowing through the transistors $Q_2$ and $Q_1$.

V. VALIDATION

A dimming approach for RGB LED driver has been set up to evaluate the performance of the self-configurable CM circuits. A DC-DC buck converter circuit has been set up to act as a current source for the proposed circuit.

A. Self-Configurable Current-Mirror Circuit

Since the red LED has less resistive value than other color LEDs, the modification of the dimming circuit is proposed so that the dimming can be conducted for all three consecutive string of RGB LEDs as shown in Fig. 5 and the designed parameters is depicted in Table I. The power of each string is always operated under the full load condition when the LED string is turned on, and no-load condition when LED string off. A SIMO driver for RGB LED with PWM dimming mechanism producing a relatively constant power efficiency at any dimming ratio, but in practice, there exists a small variation in their values as shown in the sets of calculations with references to Table II.

It has been observed that in a situation, where $R_{BL}$ is kept equal to $3\Omega$, and alternately turning on and off of red, green and blue LEDs. It is found that a significant differences of load current red and blue/green LEDs as shown in Fig. 6 to Fig. 8. The efficiency of the red LED drop significantly and return increasing when rising the $R_{BL}$. However, the load current increases accordingly as listed in Table II.

![Fig. 5. Modified Self-Configurable RGB LED Current Mirror Circuit.](image)

<table>
<thead>
<tr>
<th>TABLE I. DESIGN SPECIFICATIONS OF AN OFF-LINE SIMO LED DRIVER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>Input voltage (Vg)</td>
</tr>
<tr>
<td>Maximum current</td>
</tr>
<tr>
<td>Minimum current</td>
</tr>
<tr>
<td>Main switching frequency</td>
</tr>
<tr>
<td>Dimming frequency</td>
</tr>
<tr>
<td>Inductor load current</td>
</tr>
<tr>
<td>$R$</td>
</tr>
<tr>
<td>$R_A$</td>
</tr>
<tr>
<td>$R_x$</td>
</tr>
<tr>
<td>$R_B$</td>
</tr>
<tr>
<td>$R_{BL}$</td>
</tr>
<tr>
<td>$R_f$</td>
</tr>
<tr>
<td>$R_d$</td>
</tr>
</tbody>
</table>
TABLE II. DESIGN SPECIFICATIONS OF AN OFF-LINE SIMO LED DRIVER

<table>
<thead>
<tr>
<th>( R_{\text{R}} )</th>
<th>Load Current through Red LED</th>
<th>Load Current through Green/Blue LED</th>
<th>( \Delta ) Current Red LED ( \eta )</th>
<th>Blue/Blue/Blue LED ( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 3 ( \Omega )</td>
<td>210 mA</td>
<td>220.4 mA</td>
<td>10.4</td>
<td>21%</td>
</tr>
<tr>
<td>2. 50 ( \Omega )</td>
<td>221.5 mA</td>
<td>211.5 mA</td>
<td>10</td>
<td>45%</td>
</tr>
<tr>
<td>3. 100 ( \Omega )</td>
<td>222.4 mA</td>
<td>210.8 mA</td>
<td>11.6</td>
<td>48%</td>
</tr>
<tr>
<td>4. 200 ( \Omega )</td>
<td>222.9 mA</td>
<td>210.5 mA</td>
<td>12.4</td>
<td>52%</td>
</tr>
<tr>
<td>5. 500 ( \Omega )</td>
<td>223.2 mA</td>
<td>210.5 mA</td>
<td>12.7</td>
<td>52%</td>
</tr>
<tr>
<td>6. 1000 ( \Omega )</td>
<td>223.5 mA</td>
<td>210.5 mA</td>
<td>13</td>
<td>52%</td>
</tr>
</tbody>
</table>

VI. DIMMING

There are two options of dimming available for the LEDs, based on the operations of the dimming circuits, associated with their LED loads. First is associated with the dimming available for every individual LED load, which is by controlling their associated dimming circuits. Second option is to facilitate the user to do dimming operations simultaneously for all string. The proposed LED driver has a 5V DC voltage from Buck DC-DC converter. At first, the validation is carried out through the circuit simulation.

A. String-Level Dimming Evaluation

In this dimming mode, the technique of employing super diode along with its dimming circuit is purposed to evaluate the circuit ability for controlling three separate independent different load currents. The load currents of \( I_1 \), \( I_2 \), \( I_3 \) and dimming gate signal are shown in Fig. 6. The dimming signal is set from 10% to 90% of range. Fig. 6 to Fig. 8 show the current waveforms (\( I_1 \), \( I_2 \) and \( I_3 \)), as well as the corresponding gate signals for the dimming circuits, associated with their load currents. The reference output currents for the three LED strings are respectively set at 210 mA, 220 mA and 220 mA, and the dimming duty cycles is set at 10%. For further analysis, the 10% dimming signal is equal to on-state while 90% dimming signal is off-state.

The result showed that during the on-state, the output currents are regulated to the reference. In comparison, the three LED strings are set identical of dimming parameters, i.e., the same on-state current references and dimming ratios frequency. The dimming operation is generated at differences timing for showing the robustness of the system. These waveforms are almost identical to the voltage drops across their associated loads. The behaviors waveforms show that the loads are operating according to their power ratings.

In Fig. 6, illustrating the red LED behavior of load current, voltage across the load and dimming signal, respectively. It is clearly visible that the voltage across the red LEDs following the load current. Referring to dimming signal, the on and off states are implemented. For 10% of dimming, the maximum amount of current is found approximately to 210 mA, while during 90% of dimming, the minimum amount of current is found drop to around 25 mA. The loading effects could be seen during off-state for the individual LEDs, which is not more than 2% of the full load current. For others string, the green and blue LEDs are shown in Fig. 7 and 8, respectively. It is clearly seen that the signal behavior comparable with red LED load. During 10% dimming, the current flow comparable to the reference of 220 mA while during off-state drop to around 25 mA and 30 mA for green and blue respectively. The loading effects also could be seen at off-state period.

On the other hand, through the proposed dimming mechanism, the buck dc-dc converter does not require closed-loop control to control the dimming mechanism as shown in Fig. 9. As a result, the range of the dimming signals could be extended from 10% up to 90% dimming, which is almost to the full range dimming.
Second scenario, the combinational circuits of super diode and dimming circuit for all the load strings are analyzed. Simultaneously operating in the range of 10% to 90% of dimming signal is implemented. In Fig. 10, showing the results for load current, voltage across the load and dimming signal respectively. The behavior is comparable according to the on and off states conditions. Nevertheless, in the system level dimming, all the loads take current spontaneously and share their currents with other loads. Since the current at green and blue LEDs are slightly more than red LEDs, hence the surplus current goes to the red LEDs due to the proposed circuit act to balance current through the string with differences loads. As the result, the load current at red LEDs increases significantly. It is showed the effectiveness of the proposed mirroring circuit in managing the current sharing. It is different with the string level dimming, which is the green and blue LEDs are not activated when the red LEDs on. The process same with other LEDs string turning on. Thus, avoiding the phenomenon of current balancing from other string LEDs.

In Tables III and IV, listing the computed power losses through the LED string loads (i.e.; red, green and blue LEDs). The condition is activating the dimming simultaneously for three string LEDs loads to figure out the efficiency. Through the measurement, the maximum load currents for red and green/blue LEDs are 221.8 mA and 219.0 mA respectively. For red LEDs, the measured voltage drop across the transistor and current flow through the transistor are 2.111 V and 229.6 mA, respectively. Meanwhile, 0.56 V and 243.7 mA are measured through green/blue LEDs. Hence, the power losses through transistor for red and green/blue LEDs could be computed accordingly as shown in Tables III and IV.

Fig. 7. Waveforms of the Output with PWM Dimming of 10% and 90% (a) Load Current Response of Green LEDs (b) Voltage across the Green LEDs (c) Close-up view of the widths of the PWM Signals For turning off and on the Green LEDs.

Fig. 8. Waveforms of the Output with PWM Dimming of 10% and 90% (a) Load Current Response of Blue LEDs (b) Voltage Across the Blue LEDs (c) Close-up view of the widths of the PWM Signals for Turning off and on the Blue LEDs.

Fig. 9. Inductor's Load Current Variations Corresponding to the Turning off and on of the LEDs through Dimming Circuits.

B. System Level Dimming Evaluation

Second scenario, the combinational circuits of super diode and dimming circuit for all the load strings are analyzed. Simultaneously operating in the range of 10% to 90% of dimming signal is implemented. In Fig. 10, showing the results for load current, voltage across the load and dimming signal respectively. The behavior is comparable according to the on and off states conditions. Nevertheless, in the system level dimming, all the loads take current spontaneously and share their currents with other loads. Since the current at green and blue LEDs are slightly more than red LEDs, hence the surplus current goes to the red LEDs due to the proposed circuit act to balance current through the string with differences loads. As the result, the load current at red LEDs increases significantly. It is showed the effectiveness of the proposed mirroring circuit in managing the current sharing. It is different with the string level dimming, which is the green and blue LEDs are not activated when the red LEDs on. The process same with other LEDs string turning on. Thus, avoiding the phenomenon of current balancing from other string LEDs.

In Tables III and IV, listing the computed power losses through the LED string loads (i.e.; red, green and blue LEDs). The condition is activating the dimming simultaneously for three string LEDs loads to figure out the efficiency. Through the measurement, the maximum load currents for red and green/blue LEDs are 221.8 mA and 219.0 mA respectively. For red LEDs, the measured voltage drop across the transistor and current flow through the transistor are 2.111 V and 229.6 mA, respectively. Meanwhile, 0.56 V and 243.7 mA are measured through green/blue LEDs. Hence, the power losses through transistor for red and green/blue LEDs could be computed accordingly as shown in Tables III and IV.
Thus, the computation efficiency for red ($\eta_{r, \text{max}}$) LEDs is 52%, and 86% efficiency ($\eta_{gb, \text{max}}$) for green/blue LEDs.

On the other hand, the measurement of power losses at minimum load currents for red and green/blue LEDs are 24.58 mA and 24.27 mA. In red LEDs string, the measured transistor voltage drops and current pass through the transistor are 0.234 V and 25.44 mA respectively. Meanwhile, for green/blue LEDs string, 62.04 mV and 27.0 mA are measured for voltage drop and current through the transistor. Thus, the power losses can be estimated as listed in Tables V and VI.

Therefore, the estimation efficiency at minimum load current for red ($\eta_{r, \text{min}}$) LEDs is 52%, and for green/blue ($\eta_{gb, \text{min}}$) LEDs is 85%.

VII. CONCLUSION

In this paper, an investigation has been carried out to determine the effectiveness of the current mirroring circuit to regulate the different LED loads, while keeping and regulating the minimum power losses through the string module. Though green and blue LEDs have same resistive in nature, which is slightly difference with red LED, the current mirror has successfully managed to bring identical currents passing through the loads. The proposed circuit could be implementing two option of dimming, which are individual string level and system level dimming. It is show flexibility of the dimming purposes. Another advantage, it has found that, the analyses has done the measurement of precisely dimming from 10% to 90% of dimming range. It is showed the effectiveness of the proposed LED driver and dimming circuit for color LED string.
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Abstract—A Clinical Decision Support-based information systems to monitor the vital signs of the neonate’s conditions in prematurely born babies placed in infant incubators of Neonatal Intensive Care Unit (NICU) is developed in this work. A DMS was developed consisting of a supervisory microcomputer and sensitive sensors for measuring the vital signs. The Conventional Monitoring System (CMS) was used simultaneously with the DMS to collect the vital sign readings of thirty (30) neonates, over a period of one week. Fuzzy Inference System CDSS (FIS-CDSS) was developed for the three inputs: Temperature, Heart rate and Respiration rate (THR) based on their membership functions’ value (low, medium, high) and twenty-seven (27) IF-THEN fuzzy rules using fuzzy logic toolbox in Matrix Laboratory 8.1 (R2014a). The FIS-CDSS maps the THR to an output status (Normal, Abnormal and Critical). The performance of the FIS-CDSS was evaluated using confusion matrix. The results showed that the system yielded sensitivity ranges of 90 - 100, 80 - 89, 70 - 79, 60 - 69 and 50 - 59% for five, eleven, seven, six and one neonates, respectively with an average sensitivity of 77.92%. The specificity of the system ranged from 5.00 to 66.67% with an associated average specificity of 35.10%. The accuracy of the FIS-CDSS ranged from 70 to 100, 60 to 69, 50 to 59 and 0 to 49% for nine, nine, eight and four neonates, respectively with an average accuracy of 60.94%. The developed system provides adequate and accurate information for on-the-spot assessment of neonates for decision making that improves the mortality rate and recovery period of neonates.

General Terms: Neonatal Monitoring

Keywords—Clinical Decision Supports Systems (CDSS); Fuzzy Inference System (FIS); Neonatal Intensive Care Unit (NICU); vital signs; neonates

I. INTRODUCTION

Decision Support Systems (DSS) are increasing in coverage of different sections of life which includes academic, engineering, business, military and medicine [1]. Any automated program that helps specialists in settling on clinical choice is categorized as Clinical Decision Support Systems (CDSS) [2]. CDSS provide clinicians, staff, patients and other individuals with knowledge and person-specific information, wisely separated and displayed at proper times, to upgrade wellbeing, medicinal services and reduce medical errors [3][4][5]. CDSS does not decide; It just gives direction to provide current and pertinent knowledge to clinicians to aid patient care at the exact time of care delivery [6][7] It is a major technology application to make the right decision at the right time which aids in building an intelligent system for monitoring neonatal vital parameters [8]. The CDS Systems are computer-based information systems used to integrate clinical and patient information to provide support for decision-making in patient care. A category of such patients are the prematurely born babies, which are placed in infant incubators of Neonatal Intensive Care Unit (NICU) for continuous monitoring of their vital signs (temperature, heart rate and respiration). [19].

Neonates born before thirty-seven (37) weeks gestation are considered premature and are usually in a fragile condition and may be at risk of complications, such babies therefore require special monitoring and intensive care involving treatment in an incubator at an NICU [9][10][11]. Neonatal monitoring refers to the monitoring of vital physiological parameters of premature infants [12]. The survival rate of premature infants is dependent on the continuous monitoring of vital signs; this provides a lot of information about a baby’s state of health [18].

In the last decades the advances in sensor technologies and wireless communications technologies have resulted in the possibility of developing intelligent systems for monitoring neonatal vital parameters [13]. Technology therefore provides easy data collection from the neonates monitoring system and aids the neonatologists’ in taking appropriate decision.

However, the quality of neonatal care provided by Nigerian hospitals is not uniform and mostly manual, which creates difficulty of interpretation for inexperienced staff [14][15][16] More so, despite the impact of CDSS applications in various sectors of the health system, its application to monitoring of vital signs of preterm babies in the NICU is limited [5], [17].

This paper therefore developed a CDSS that can be used to efficiently monitor the neonate’s condition in the incubators of NICU. The paper has five (5) sections in all. Section I is the introduction to the work. Section II gives the architectural framework of CDS systems. The methodology adopted in this work is discussed under Section III. Results obtained in this work are discussed under Section IV while the conclusion is given under Section VI.
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II. THE CDSS-BASED ARCHITECTURAL FRAMEWORK

The CDSS architectural framework is made up of three components (knowledge base, inference engine and interface) as shown in Fig. 1. This is made up of a set of functional and informational units. The functional unit is divided into the reasoning engine and the connection component. The informational unit comprises the data source and the knowledge base. The knowledge base consists of decision rules, low, medium and high boundary values, diagnosis terms, and clinical recommendation contents. The reasoning engine takes the readings of the vital signs as its data source. After the execution of the decision rules on the data source, the reasoning engine generates the output result, which is displayed on the monitor of the CDSS system and printed from the CDS located at the nursing stand. The clinicians take informed, on the spot decision based on the printed results. This enhances decision making and general performance as the manual routine checks by the nurses is no more the only basis of attending to neonates.

III. METHODOLOGY

The Fuzzy Inference System (FIS) was developed using MATLAB R2014a to implement the CDSS architectural framework. The FIS uses fuzzy logic to map the vital signals Temperature, Heart rate and Respiration rate (THR) to a status (Normal, Abnormal and Critical). The output is used to decide on the appropriate treatment for a particular preterm. The FIS decisions are made by the use of membership function and If-Then rules. FIS performs fuzzification on the inputs and defuzzification of the result of fuzzy logic rule to determine the output. Aggregation is used to combine the output of all the rules into a single fuzzy set. The developed FIS takes the vital signs as the inputs and gives "Normal", "Abnormal" or "Critical" as the output. It also consists of the membership functions (MF), antecedents (or premise), consequents (conclusion), weight and connective. A membership function defines the degree to which the value of a vital sign falls within a boundary (or degree of membership). Antecedents are the MF values of the inputs while the consequents are the MF values of the output. A weight determines the level of importance of a rule relative to the others, and the maximum weight a rule can take is 1. A connective takes either “AND” or “OR”. The connective “AND” implies that the values of two antecedents determine the consequents while the connective “OR” implies that any of the antecedents can determine the consequents. The Graphics User Interface (GUI) of the developed FIS is shown in Fig. 2.

A. Design of the Membership Function

Three linguistic terms (Low, Medium and High) were used to define the membership function of each of the input variables Temperature, Heart Rate and Respiration rate (THR).

Similarly, three linguistic values Normal (N), Abnormal (A) and Critical (C) were used to define the membership function of the Status or Output (Out) of the inference engine. The value range of the vital signs readings used in the Children Intensive Care Unit (CICU) of Ladoke Akintola Teaching Hospital (LAUTECH) Osogbo, were used to set the range used in the FIS and were classified as Low for readings below the normal range, medium for normal range and high for readings above the normal range, this is discussed below.

Temperature: The normal range for Temperature is 36.5-37.5°C; if the input temperature value is more than this range then its MF is High, and if it is below this range then its MF is Low. The classification of Temperature is presented in Table I(A). The MF for the fuzzy set for Temperature (Tmp) is defined as:

\[
Low(T_{mp}) = \begin{cases} 
\frac{1}{38 - T_{mp}} & T_{mp} \leq 32.5 \\
\frac{T_{mp} - 32.5}{32.5 < T_{mp} < 36.5} & 35 < T_{mp} < 37.5 \\
\frac{1}{38 - T_{mp}} & T_{mp} = 37
\end{cases}
\]

Medium (T_{mp}) = \begin{cases} 
\frac{1}{38 - T_{mp}} & 37 < T_{mp} < 38
\end{cases}
\]
Heart Rate: The normal range for Heart Rate (Hr) is 130-160 bpm; if the input heartbeat rate value is more than this range then its MF is High, and if it is below this range then its MF is Low. The classification of Heart Rate is presented in Table I(B). The MF for the fuzzy set for heart rate is:

\[
\text{Low} (H_r) = \begin{cases} 
1 & H_r < 125 \\
\frac{125 - H_r}{7} & 125 < H_r < 132 \\
\end{cases} 
\]

\[
\text{Medium} (H_r) = \begin{cases} 
\frac{H_r - 128}{17} & 128 < H_r < 145 \\
1 & H_r = 145 \\
\frac{162 - H_r}{17} & 145 < H_r < 162 \\
\end{cases} 
\]

\[
\text{High} (H_r) = \begin{cases} 
\frac{H_r - 158}{12} & 158 < H_r < 170 \\
1 & H_r \geq 170 \\
\end{cases} 
\]

Respiration Rate: The normal range for Respiration Rate (Rr) is 40-60 cm; if the input heartbeat rate value is more than this range then its MF is High, and if it is below this range then its MF is Low. The classification of Heart Rate is presented in Table I(C). The MF for the fuzzy set for respiration is:

\[
\text{Low} (R_r) = \begin{cases} 
1 & R_r \leq 35 \\
\frac{35 - R_r}{7} & 35 < R_r < 42 \\
\end{cases} 
\]

\[
\text{Medium} (R_r) = \begin{cases} 
\frac{R_r - 38}{12} & 38 \leq R_r < 50 \\
1 & R_r = 50 \\
\frac{62 - R_r}{12} & 50 < R_r < 62 \\
\end{cases} 
\]

\[
\text{High} (R_r) = \begin{cases} 
\frac{R_r - 60}{10} & 60 \leq R_r < 70 \\
1 & R_r \geq 70 \\
\end{cases} 
\]

Status: This is the output variable of the FIS. The normal range for Status (Out) is 4-6; if the output value is more than this range then its MF is Critical, and if it is below this range then its MF is Abnormal. The classification of Status is presented in Table I(D).

\[
\text{Abnormal} (Out) = \begin{cases} 
\frac{1}{0.5} & \text{Out} \leq 3.5 \\
\frac{0.5}{\text{Out}} & 0.5 < \text{Out} < 5 \\
\end{cases} 
\]

\[
\text{Normal} (Out) = \begin{cases} 
\frac{\text{Out} - 3.8}{1.2} & 3.8 \leq \text{Out} < 5 \\
\frac{1}{\text{Out}} & \text{Out} = 5 \\
\frac{6.2 - \text{Out}}{1.2} & 5 < \text{Out} < 6.2 \\
\end{cases} 
\]

\[
\text{Critical} (Out) = \begin{cases} 
\frac{\text{Out} - 6}{0.2} & 6 \leq \text{Out} < 6.2 \\
\frac{1}{\text{Out}} & \text{Out} \geq 6.2 \\
\end{cases} 
\]

The MF plots for Temperature, Respiration rate, Heart rate and Status are shown in Fig. 3 to Fig. 6.

---

**Table I. A: Classification of Temperature**

<table>
<thead>
<tr>
<th>Vital Sign</th>
<th>Range</th>
<th>Linguistic Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>&lt; 36.5</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>36.5 – 37.5</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>&gt; 37.5</td>
<td>High</td>
</tr>
</tbody>
</table>

**Table I(B): Classification of Heart Rate**

<table>
<thead>
<tr>
<th>Vital Sign</th>
<th>Range</th>
<th>Linguistic Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart Rate</td>
<td>&lt; 130</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>130 – 160</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>&gt; 160</td>
<td>High</td>
</tr>
</tbody>
</table>

**Table I(C): Classification of Respiration Rate**

<table>
<thead>
<tr>
<th>Vital Sign</th>
<th>Range</th>
<th>Linguistic Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiration Rate</td>
<td>&lt; 40</td>
<td>Low</td>
</tr>
<tr>
<td></td>
<td>40 – 60</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>&gt; 60</td>
<td>High</td>
</tr>
</tbody>
</table>

**Table I(D): Classification of Status**

<table>
<thead>
<tr>
<th>Output</th>
<th>Range</th>
<th>Linguistic Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status</td>
<td>&lt; 4</td>
<td>Abnormal</td>
</tr>
<tr>
<td></td>
<td>4 – 6</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>&gt; 6</td>
<td>Critical</td>
</tr>
</tbody>
</table>

Fig. 3. Membership Functions for Temperature.
IV. RESULTS AND DISCUSSION

An interactive Graphic User Interface (GUI) application was developed using MATLAB R2014a as the frontend and MYSQL 5.1 as the backend to implement the CDSS architectural framework. The developed system named Fuzzy Inference System Clinical Decision Support System (FIS-CDSS) was copied in a folder into the Clinical Database Server (CDS) with a Matlab file (FIS-CDSS_gui.m); the CDS contains database of the vital signs readings collected from the measuring sensors attached to each neonate. The FIS-CDSS GUI window (Fig. 7) appeared as the filename was executed. The vital signs (Temperature, Heart rate and Respiration) readings from the DMS were loaded into the developed FIS-CDSS as shown in Fig. 8. The loaded readings were run through the FIS-CDSS for classification as shown in Fig. 9 and Fig. 10. The CDSS_FIS classified the status of the baby (developed system prediction) as Normal, Abnormal or Critical based on the readings and the fuzzy logic rules in the knowledge base of the system; this is shown in Fig. 11, the developed system's prediction can be saved into the CDS as shown in Fig. 12.
The predictions of the developed system for the thirty (30) neonates was taken 4 times daily (6:00am, 10:00am, 2:00pm and 6:00pm) for seven (7) days, giving a total of twenty-eight (28) predictions per neonate as shown in Table II.

<table>
<thead>
<tr>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
</tr>
<tr>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
</tr>
</tbody>
</table>

**TABLE II.** Predictions made for a neonate by the developed system (FIS-CDSS)

<table>
<thead>
<tr>
<th>PERIOD</th>
<th>FIS-CDSS Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Normal</td>
</tr>
<tr>
<td>2</td>
<td>Abnormal</td>
</tr>
<tr>
<td>3</td>
<td>Normal</td>
</tr>
<tr>
<td>4</td>
<td>Normal</td>
</tr>
<tr>
<td>5</td>
<td>Normal</td>
</tr>
<tr>
<td>6</td>
<td>Abnormal</td>
</tr>
<tr>
<td>7</td>
<td>Normal</td>
</tr>
<tr>
<td>8</td>
<td>Normal</td>
</tr>
<tr>
<td>9</td>
<td>Normal</td>
</tr>
<tr>
<td>10</td>
<td>Normal</td>
</tr>
<tr>
<td>11</td>
<td>Normal</td>
</tr>
<tr>
<td>12</td>
<td>Normal</td>
</tr>
<tr>
<td>13</td>
<td>Normal</td>
</tr>
<tr>
<td>14</td>
<td>Normal</td>
</tr>
<tr>
<td>15</td>
<td>Normal</td>
</tr>
<tr>
<td>16</td>
<td>Normal</td>
</tr>
<tr>
<td>17</td>
<td>Abnormal</td>
</tr>
<tr>
<td>18</td>
<td>Normal</td>
</tr>
<tr>
<td>19</td>
<td>Normal</td>
</tr>
<tr>
<td>20</td>
<td>Normal</td>
</tr>
<tr>
<td>21</td>
<td>Normal</td>
</tr>
<tr>
<td>22</td>
<td>Normal</td>
</tr>
<tr>
<td>23</td>
<td>Normal</td>
</tr>
<tr>
<td>24</td>
<td>Abnormal</td>
</tr>
<tr>
<td>25</td>
<td>Abnormal</td>
</tr>
<tr>
<td>26</td>
<td>Normal</td>
</tr>
<tr>
<td>27</td>
<td>Normal</td>
</tr>
<tr>
<td>28</td>
<td>Abnormal</td>
</tr>
</tbody>
</table>
V. CONCLUSION AND FURTHER WORK

In this research, a CDSS based architecture for monitoring neonates in the NICU has been implemented. The developed system collects readings of the vital signs of neonates from measuring sensors attached to the wrist of the neonates. Fuzzy Inference System CDSS (FIS-CDSS) was developed for the three inputs: Temperature, Heart rate and Respiration rate (THR) based on their membership functions’ value (low, medium, high) and twenty-seven (27) IF-THEN fuzzy rules using fuzzy logic toolbox. The FIS-CDSS maps the THR to an output status (Normal, Abnormal and Critical). The vital signs’ readings were fed into the FIS-CDSS, which fuzzifies them and outputs the health status of the neonates.

The research work could be extended to measure or include more factors than the three basic vital signs temperature, heart beat rate and respiration. Other factors being observed by the specialist nurses such as transient clinical death, feeding rate and wavering weather could be included. The research work could also be extended to cover adults and other areas of health could be monitored and remotely reported to the physicians anywhere, anytime.
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I. INTRODUCTION

Phishing Attacks are the most common ways of attack in the digital world these days. Any method of communication can be used to target an individual to trick them into leaking confidential data in a fake environment, which can later be used to harm the sole victim or even an entire business depending on the attacker's intent and the type of data leaked.

Phishing attacks, while dangerous, can be avoided by simply creating awareness and developing habits of staying alert and continuously being on the lookout when surfing through the internet and only clicking links after verifying if the source of the links is trustworthy at all. There are also tools such as browser extensions that notify users when they have entered their credentials on a fake site, possibly having their credentials transferred to a user with malicious intent. Other tools can also allow networks to lock down everything and allow access to whitelisted sites to provide extra security while compromising some convenience on the user side [1].

In a related study, five main reasons have been stated behind users falling into traps of phishing attack schemes:

- Lack of knowledge about URLs.
- Lack of knowledge about trusted websites.
- Lack of visibility of full web addresses due to the redirection or hidden URLs.

- Lack of time for analyzing URLs, and accidental entries of some web pages.
- Lack of capability of telling phishing web pages apart from legitimate ones.

One example of such an attack would be the attack in 2016, known as the Bangladesh Bank Cyber Heist. Security Hackers issued thirty-five fraudulent instructions via the SWIFT network to illegally transfer almost 1 billion US dollars from the Federal Reserve Bank of New York account that belonged to Bangladesh Bank. Out of these 35 instructions, 5 of them successfully transferred 101 million dollars, with 20 million traced to Sri Lanka and 81 million traced to the Philippines. Fortunately, the Federal Reserve Bank of New York was able to block the remaining thirty transactions. Without this block, another 850 million dollars would have been lost. And it was possible all thanks to noticing a misspelled instruction that raised suspicions among the authorities.

The method of this attack has been suspected to be a Dridex malware. It specializes in stealing bank credentials by using macros set up in a Word or Excel document. Windows users can fall victim to such an attack if they open email attachments in Word or Excel, containing such a macro, which once activated on opening these documents, begin downloading Dridex, which then infects computers and sets up the stage for a banking theft. A knowledgeable and alert employee or a software aiding in detecting such an attack would have helped immensely in this event [3].

Machine learning algorithms are widely used to detect hidden patterns in the dataset. The most common algorithms are K-nearest neighbor, decision trees, random forest, and support vector machine [4]. In addition, belief rule-based expert system can mine rules from the dataset [5] [6].

In this paper, we focus on training machine learning models that can detect phishing web pages apart from real web pages. We analyze each of these models and state our findings and research in this paper to allow for others to have a clear understanding of the performance of these models when trained for this purpose. Of course, data preprocessing is very crucial for the models to work as they did in our case, and that is an essential part of the procedure. Papers from other researchers contributed immensely to our research, and we hope our paper will do the same by providing a collection of our findings regarding Phishing Detection using Machine Learning in this paper.
The remaining of the paper is organized as follows. In Section II, we reviewed the literature, followed by presenting the proposed methodology in Section III. The empirical results of the proposed approach are explained in Section IV, followed by Section V where a conclusion and further research scopes are discussed.

II. LITERATURE REVIEW

A. Types of Phishing Attacks

1) Algorithm-Based phishing: Attackers access sensitive information from a website's database by employing different algorithms V. Shree ram, M. Suban, P. Shanthi, K. Manjula proposed an anti-phishing detection method that would detect phishing hyperlinks with the help of the rule-based system that is formulated from the genetic algorithm (GA). A phishing link is detected if it matches the ruleset that is created by GA, which is stored in a database [7].

2) Deceptive phishing: This technique involves supplying clients with malicious links via emails and redirecting them to malicious websites where they are likely to enter sensitive information. Huajun Huang, Junshan Tan, Lingxi Liu gives a thorough overview of a deceptive phishing attack and different anti-phishing techniques. They present the different methods used by phishers and the advantages and disadvantages of the different countermeasures used [8].

3) URL phising: Hackers can inject hidden links that redirect to malicious pages into the URL, where one may not expect to find one. Mohammed Nazim Feroz, Susan Mengel propose a method to detect URL phising with URL ranking. They classify the URLs by their lexical and host-based features and categorizes and rank the URLs using the online URL reputation services [9].

4) Hosts file poisoning: Replacing hostnames in the host records can override the usual process of DNS servers trying to retrieve actual IP addresses from beyond the network. This technique can poison the records and allow valid URLs that are meant to lead to secure sites lead to malicious pages instead, due to compromised IP associations in the server. Saeed Abu-Nimeh, Suku Nair, proposes a new attack that can bypass security toolbars and phishing filters by using DNS poisoning. They use spoofed DNS cache entries to create fake results and successfully attack four renowned security toolbars and the phishing filters of three popular browsers without being detected [10].

5) Content injection phising: Data collection is achieved in this technique by concatenation of malicious sections within a real website. Jussi-Pekka Erkkil presents the different methods by which phishing techniques can trick a person. A list of several strategies is listed that can detect phishing. The paper proposes that the company adapt effective protocols to keep their security features up to date [11].

6) Clone phising: Duplicating already sent emails and attaching a malicious link into it can allow for a successful attack on an unsuspecting user. Ahmad Alamgir Khan proposed a new method where websites use One Time Password and User-machine Identification system to combat phishing attacks. Webservers will send a one time password to a user by SMS or email and create an encrypted token for the device after the user inputs the password [12].

B. Phishing Website Detection Techniques

1) Blacklist filter: Blacklists can be maintained to block recorded unwanted sites from reaching the client's machine. These filters can be applied in different security measures like DNS servers, firewalls, email servers, etc. A blacklist filter maintains a list of elements like IP addresses, domains, IP netblocks that are commonly used by phishers. Adam Oest, Yeganeh Safaei, Adam Doupé, Gail-Jo on Ahn, Brad Wardman, Kevin Tyers uses a scalable framework to test the effectiveness of browser blacklist filters. Their study concluded that most blacklist filters in mobile browsers failed to combat phishing attacks and are more vulnerable [13]. Mohsen Sharifi, Seyed Hossein Siadati, proposes a new method that will create a blacklist generator and keep a timely track of phishing website blacklists. Their techniques yield an accuracy of 91% and 100% in detecting real pages and phishing websites, respectively [14].

2) Whitelist filter: Unlike a Blacklist, Whitelist filters allow recorded website URLs, schemes, or domains to make it through to the client machine and block all other unrecorded sites. A whitelist, contrary to a blacklist, maintains a list of all legitimate websites. A. Belabeled, E. Aïmeur, A. Chikh proposes a method that combines the whitelist approach with machine learning. A support vector classifier is used to filter further the websites that are not blocked by the whitelist filter [15]. Linfeng Li, Marko Helenius, and Eleni Berki conducted tests that compared the effectiveness of blacklist and whitelist anti-phishing toolbars. Their study did not find a significant difference in performance between both toolbars but encourages that toolbars be more instructive in helping users identify phishing websites [16].

3) Pattern matching filter: Checks whether or not individual tokens or sequences of data is contained within a given list of data by using a pattern matching technique. Rahamathunnisa Usuff, N. Manikandan, U.S. Kumaran, and C. Niveditha propose a method that uses pattern matching to detect phishing websites. A database of blacklist and whitelist that contains malicious URL patterns and original URL patterns is used to match with the user requested URL [17].

C. Machine Learning-Based Methods

1) Malicious domain detection: Machine Learning models are being trained to optimize their capabilities of detecting Phishing pages, one of the most common forms of cyberattacks. Nitay Hason, Amit Dvir, and Chen Hajaj propose a robust feature selection mechanism that creates better malicious domain detection models. All of the data are collected from 5000 legitimate URLs and 1350 harmful URLs. The models created are robust to different malicious abnormalities and show the effectiveness of models trained on features [18]. Hossein Shirazi, Bruhadshwar Bezwada,
Indrakshi Ray shows concern about the large number of training features and types of datasets used and suggests that the domain name is much better and useful detecting phishing websites. Their learning model detects unknown live phishing URLs with an accuracy of 99.7% [19]. Krzysztof Lasota, Adam Kozakiewicz proposes a study that shows the similarity of different malicious domain name creations. The main task for detecting malicious behaviors was to detect similarity based on sets of domain names, URL names, and hostnames [20].

2) Email spam filtering: Emails are screened through various scoring techniques based on thousands of rules set to predict their probability of being an actual spam email. If the evaluated probability is beyond the acceptable range, then the email is blocked via the spam filter. Phishers use spam emails to direct a client to their malicious webpage and steal data. Andronicus A. Akinyelu1 and Aderemi O. Adewumi research about the effectiveness and use of random forest classifier in developing a phishing email classifier by extracting pertinent phishing email features from a dataset of 2000 phishing and ham emails. The proposed machine learning models show a classification accuracy of 99.7% with low false positives and negatives [21]. Tushaar Gangavaraapu, C.D. Jaidhar, and Bhavesh Chanduka focus on the proper ways of extracting features from spam email content and behavior-based features, the features necessary in detecting spam emails, and on the selection of an important feature set. Their proposed machine learning model based on their selected features yields a constant accuracy of 99% in spam emails [22]. Table I illustrate the advantages and limitations of existing phishing detection researches. In Table I, we observed that most of the researches consider a small number of features and datasets. In this research, we try to overcome the limitations observed from Table I by increasing the number of features and dataset volume.

<table>
<thead>
<tr>
<th>Description</th>
<th>Pros</th>
<th>Cons</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detects phishing attacks by using a whitelist filter.</td>
<td>* Pages that bypass the whitelist filter are filtered again by Support Vector Machines.</td>
<td>* Limited dataset of 850 pages. * High False positive rate.</td>
<td>[23]</td>
</tr>
<tr>
<td>Implement a comment spam detection mechanism that can be used as a browser plugin and remove spam comments.</td>
<td>* Balances dataset by applying WEKA filters to get the best suitable features. * Spam detection classifier can accommodate new features and detect new classes of spam content.</td>
<td>* Does not do well with a random dataset without applying a supervised resample filter.</td>
<td>[24]</td>
</tr>
<tr>
<td>Proposes a machine learning-based method that can detect whether a web page exhibits phishing attacks.</td>
<td>* Proposed method is based on an easy to acquire feature vector that does not require additional computation.</td>
<td>* Only uses 10 features for detection. * Limited dataset of 1353 instances.</td>
<td>[25]</td>
</tr>
<tr>
<td>Uses feature selection to identify important features that categorize phishing and legitimate websites.</td>
<td>* Feature selection highly improves the accuracy score after implementation. * Use of feature selection reduces computational time.</td>
<td>* 14 features. * Limited dataset (200 legitimate URL and 1400 phishing URL) * May not work properly with datasets of equal URLs of legitimate and phishing web pages.</td>
<td>[26]</td>
</tr>
<tr>
<td>Builds a system using machine learning that can classify websites using URLs.</td>
<td>* Can be used to build a rule-based system with associative rules to classify URLs.</td>
<td>* 9 features for each URL. * All features are discrete. * Limited dataset (1353 URLs).</td>
<td>[27]</td>
</tr>
<tr>
<td>Proposes a learning-based aggregation analysis mechanism to decide page layout similarity, which is used to detect phishing pages.</td>
<td>* Automatically trains classifiers to determine web page similarity from CSS layout features, which does not require human expertise.</td>
<td>* Method is lightweight as it only takes one class of features, CSS structure. * Limited by the size of the dataset and distribution of samples.</td>
<td>[28]</td>
</tr>
<tr>
<td>This research uses a new attribute called the “domain top page similarity” to improve the efficiency of a machine learning-based phishing detection model.</td>
<td>* Increases f-measure and reduces the error rate. * Proves that with better features, the detection rate is much higher and can be implemented in future works.</td>
<td>* The model is highly dependent on the accuracy of the features.</td>
<td>[29]</td>
</tr>
<tr>
<td>This paper proposes a real-time anti-phishing system that uses seven classification algorithms and natural language processing-based features (NLP)</td>
<td>* Independence from language and third party services. * Huge dataset of legitimate and phishing data. * Real-time execution. * Can detect new websites because of NLP features.</td>
<td>* Machine learning-based systems cannot correctly utilize such a vast dataset.</td>
<td>[30]</td>
</tr>
<tr>
<td>Performs an extensive measurement of squatting phishing, where the phishing pages impersonate target brands at both the domain and content level.</td>
<td>* Uses features from visual analysis and optical character recognition. * Open sourced tool. * Uses evasive behaviors of phishing pages to build classifiers.</td>
<td>* Unable to detect phishing pages that use cloaking. * Only focuses on popular brands. * The classifier cannot be compared with other phishing tools like CANTINA and CANTINA+.</td>
<td>[31]</td>
</tr>
<tr>
<td>Uses features from HTML content, JavaScript code and URLs to build a classifier that can detect malicious web pages and threat types.</td>
<td>* Diverse features. * High accuracy score. * Highlights features that are necessary to extract.</td>
<td>* Limited dataset (2500 URLs). * Classifier may not do well with large datasets.</td>
<td>[32]</td>
</tr>
</tbody>
</table>
III. PHISHING WEBSITE DETECTION

In this section, we explain our proposed data-driven phishing website detection system—the dataset obtained from the online repository of Mendeley. Parallel coordinates, pearson and shapiro ranking, and principal component analysis are used for feature extraction. We use KNN, decision trees, random forest, SVM, and logistic regression to detect phishing websites.

A. Dataset

The phishing webpage dataset contains 48 features that are obtained from the online repository of Mendeley. The total number of websites is 1000, where 5000 phishing and 5000 legitimate websites. The class label 0 indicates a phishing website and 1 a legitimate website.

B. Feature Extraction and uses

For feature extraction, we used parallel coordinates, pearson and shapiro ranking, and principal component analysis. We used parallel coordinates to visualize and analyze our dataset and PCA to reduce the dimensionality of our dataset. We have explained our features in Table I, Table III, and Table IV. In Table II, a total number of 27 lexical features are described like NumDots, SubdomainLevel, PathLevel, and so on. A total number of 15 host-based features are explained in Table III. In Table IV, a set of 8 correlation features are shown with data types and description.

C. Classifiers

We deploy KNN, decision tree, random forest, extra trees, SVM, and logistic regression in our system.

1) K-Nearest Neighbors (KNN): We calculated the distance using the Euclidean method from equation (1),

\[ d(x, x') = \sqrt{(x_1 - x'_1)^2 + \cdots + (x_n - x'_n)^2} \]  

Our KNN model is based on equation (2),

\[ P(y = j | X = x) = \frac{1}{K} \sum_{i=1}^{K} I(y(i) = j) \]  

Our dataset has 48 features and a Class label where 0 indicates a phishing website, and 1 indicates a legitimate website. When given an unknown sample, KNN will first measure the distance of the unknown sample with its neighbors by using Euclidean distance. The number of neighbors that it will check will be the value of K that can be chosen by setting the value of "n_neighbors." The distances will be measured by taking in the features of the samples that are in the dataset. The majority class of the neighbors that are the closest will be then assigned to the unknown sample.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NumDots</td>
<td>Numeric</td>
<td>The number of dots in the URL.</td>
</tr>
<tr>
<td>SubdomainLevel</td>
<td>Numeric</td>
<td>Determines the number of subdomain levels.</td>
</tr>
<tr>
<td>PathLevel</td>
<td>Numeric</td>
<td>Determining the level of the path in the URL.</td>
</tr>
<tr>
<td>UrlLength</td>
<td>Numeric</td>
<td>Length of each URL used in the dataset.</td>
</tr>
<tr>
<td>NumDashInHostname</td>
<td>Numeric</td>
<td>Total number of dash in a URL.</td>
</tr>
<tr>
<td>NumDashInHostname</td>
<td>Numeric</td>
<td>The number of dashes in a hostname</td>
</tr>
<tr>
<td>AtSymbol</td>
<td>Boolean</td>
<td>Total number of '@' symbol in the URL.</td>
</tr>
<tr>
<td>TildeSymbol</td>
<td>Boolean</td>
<td>Total number of tild <code>~</code> symbol in the URL.</td>
</tr>
<tr>
<td>NumUnderscore</td>
<td>Numeric</td>
<td>Number of underscores '_-' used in the URL.</td>
</tr>
<tr>
<td>NumPercent</td>
<td>Numeric</td>
<td>Total number of percent symbol present in the URL.</td>
</tr>
<tr>
<td>NumQueryComponents</td>
<td>Numeric</td>
<td>Total number of query components.</td>
</tr>
<tr>
<td>NumAmpersand</td>
<td>Numeric</td>
<td>Total number of <code>&amp;</code> character.</td>
</tr>
<tr>
<td>NumHash</td>
<td>Numeric</td>
<td>Total number of <code>#</code> character.</td>
</tr>
<tr>
<td>NumNumericChars</td>
<td>Numeric</td>
<td>The total number of numeric characters.</td>
</tr>
<tr>
<td>NoHttps</td>
<td>Boolean</td>
<td>Check if there is a HTTPS in the URL.</td>
</tr>
<tr>
<td>RandomString</td>
<td>String</td>
<td>Set of Characters that are random.</td>
</tr>
<tr>
<td>IPAddress</td>
<td>Boolean</td>
<td>Check if the hostname of the URL uses the IP address.</td>
</tr>
<tr>
<td>DomainsInSubDomains</td>
<td>Boolean</td>
<td>Determines if TLD or CCTLD is in the subdomain of URL.</td>
</tr>
<tr>
<td>DomainsInPaths</td>
<td>Boolean</td>
<td>Determines if the website link has used TLD or CCTLD.</td>
</tr>
<tr>
<td>HttpsInHostname</td>
<td>Boolean</td>
<td>Determines if HTTPS is disorderly in the hostname of the URL.</td>
</tr>
<tr>
<td>HostnameLength</td>
<td>Numeric</td>
<td>Length of hostname which includes all the characters and symbols.</td>
</tr>
<tr>
<td>PathLength</td>
<td>Numeric</td>
<td>Length of all paths in each URL.</td>
</tr>
<tr>
<td>QueryLength</td>
<td>Numeric</td>
<td>Length of query in the URL.</td>
</tr>
<tr>
<td>DoubleSlashInPath</td>
<td>Boolean</td>
<td>Checks if there is a double slash in the path.</td>
</tr>
<tr>
<td>NumSensitiveWords</td>
<td>Numeric</td>
<td>Checks if there are any sensitive words like secure, sign in, login, etc.</td>
</tr>
<tr>
<td>EmbeddedBrandName</td>
<td>Boolean</td>
<td>Checks if there is the name of a brand in the domain.</td>
</tr>
<tr>
<td>PctExtHyperLinks</td>
<td>Float</td>
<td>Checks the percentage of external hyperlinks in the source code.</td>
</tr>
</tbody>
</table>

TABLE II. LIST OF URL FEATURES IN LEXICAL FEATURE GROUP
Random forest differs from decision trees because it uses a method called Feature Randomness. This means that when it comes to choosing a root node for a random tree forest will only allow the trees to choose a root node from a subset of features. The Gini impurity is measured among these subsets of features, and the lowest score will be used as the root node, and the different subsequent nodes are chosen in the same way. After creating the trees, the random forest classifier is ready to make predictions. It will take an unknown sample from our test dataset and run the sample among all of the trees. All of the individual trees give a class prediction, and the class that has the most votes will be the class of the unknown sample. One of the main reasons random forest classifier does well with large datasets is that it can handle large numbers of features. As the number of features increases, the Gini impurity decreases, and the number of features that are used to split the data also increases. This makes the random forest classifier more robust to noise and outliers than traditional decision trees.
datasets is because it maintains diversity between models by using bootstrap aggregation and feature randomness.

3) Support vector machines: We used the equation (7) to calculate the loss function for our support vector machine,

\[
\min_w \lambda \| w \|^2 + \sum_{i=1}^{m} (1 - y_i(x_i, w))^+ \tag{7}
\]

For calculating gradients, we used the equation (8),

\[
\frac{\partial}{\partial w_k} (1 - y_i(x_i, w))^+ = \begin{cases} 0, & \text{if } y_i(x_i, w) \geq 1 \\ -y_i x_k, & \text{else} \end{cases} \tag{8}
\]

By using SVM, we plot each data item as a point in n-dimensional space (where n is the number of features and in our dataset it is 48) with the value of each feature being a value of a specific coordinate. After that SVM finds a hyperplane or a decision boundary that can properly differentiate between the classes. An optimal hyperplane is one where it has equal and maximum distance between two data points, which are considered as support vectors. SVM is very easy to apply when the data points can be easily divided by a linear line, but it is rare to find such datasets in the real world. This is where the kernel trick of SVM comes to work. One of the reasons why SVM works well with our large dataset is that it can work in infinite dimensions. The best part is that the kernel does not necessarily generate the infinite dimensions but simulates the lower dimension data as if they are working in infinite dimensions. The kernel is very useful here because it can make a non-separable problem into a separable problem by adding more dimensions to it, and the number of dimensions depends on the number of features each sample has; some of the kernels that we found compelling are Linear Kernel, Polynomial Kernel, and the Radial Basis Function (RBF) kernel.

4) Logistic regression: Logistic regression is based on the linear regression, where a line is plotted its axes for a given dataset.

The conditional probability function we used gives a binary output for the variable Y as a function of X. Any unknown parameters in the function are estimated by maximum likelihood. The conditional probability is calculated by using equation (9).

\[
\Pr(Y = 1 | X = x) = \log \frac{p(x)}{1-p(x)} = \beta_0 + x \cdot \beta \tag{9}
\]

We also used equation (10) for the sigmoid function,

\[
S(x) = \frac{e^x}{1 + e^x} \tag{10}
\]

Equation (11) is the cost function,

\[
-\frac{1}{m} \sum_{i=1}^{m} y_i \log h(x^{(i)}) + (1 - y_i) \log (1 - h(x^{(i)})) \tag{11}
\]

We calculate the gradient by using the equations (12), (13), (14), and (15).

\[
J = -\frac{1}{m} \sum_{i=1}^{m} y_i \log h_i + (1 - y_i) \log (1 - h_i) \tag{12}
\]

\[
\frac{\partial J}{\partial \theta_i} = -\frac{1}{m} \left[ \sum_{i=1}^{m} y_i \frac{1}{h_i} \cdot h_i \cdot x_i \cdot \frac{1 - h_i}{h_i} + \frac{1 - y_i}{1 - h_i} \cdot h_i \cdot x_i \cdot \frac{1 - h_i}{h_i} \right] \tag{13}
\]

IV. RESULT ANALYSIS

A. ROC Curve

Now let us look at our ROC curves of different models.

Fig. 1 shows the ROC curve of the support vector machine. The X-axis indicates the false positive rate, and the Y-axis indicates the True positive rate. The AUC value for this is 0.97.

Fig. 2 shows the ROC curve of the non-uniform support vector machine. The X-axis indicates the false positive rate, and the Y-axis indicates the True positive rate. The AUC value for this is 0.96.

Fig. 3 shows the ROC curve of the linear support vector machine. The X-axis indicates the False Positive rate, and the Y-axis indicates the True positive rate. The AUC value for this is 0.98. This is the highest and best one so far. We can see the steepness in the curve is much closer to the top-left position of the plot.
Fig. 3. ROC Curves for LinearSVC.

Fig. 4 shows the ROC curve of KNN. The X-axis indicates the false positive rate, and the Y-axis indicates the True positive rate. Here the AUC of class 0 (phishing website) is 0.94, and class 1 (real website) is 0.94. The AUC of the macro and micro average of the ROC curve is also 0.94.

Fig. 5 shows the ROC curve of Logistic Regression. The X-axis indicates the False Positive rate, and the Y-axis indicates the True positive rate. Here the AUC of class 0 (phishing website) is 0.96, and class 1 (real website) is 0.96. The AUC of the macro and micro average of the ROC curve is also 0.96.

Fig. 6 shows the ROC curve of stochastic gradient descent (SGD). The X-axis indicates the false positive rate, and the Y-axis indicates the True positive rate. The AUC value for this is 0.97.

Fig. 7 shows the ROC curve of logistic regression CV. The X-axis indicates the false positive rate, and the Y-axis indicates the True positive rate. Here the AUC of class 0 (phishing website) is 0.98, and class 1 (real website) is 0.98. The AUC of the macro and micro average of the ROC curve is also 0.98.

Fig. 8 shows the ROC curve of the bagging classifier. The X-axis indicates the false positive rate, and the Y-axis indicates the True positive rate. Here the AUC of class 0 (phishing website) is 0.99, and class 1 (real website) is 0.99. The AUC of the macro and micro average of the ROC curve is also 0.99. This is the best ROC curve so far.
Fig. 9 shows the ROC curve of the extra trees classifier. The X-axis indicates the False Positive rate, and the Y-axis indicates the True positive rate. Here the AUC of class 0 (phishing website) is 1.00, and class 1 (real website) is 1.00. The AUC of the macro and micro average of the ROC curve is also 1.00. This is the best ROC curve so far. We can see that the steepness of the curve is at the most top left corner.

Fig. 10 shows the ROC curve of the random forest classifier. The X-axis indicates the False Positive rate, and the Y-axis indicates the True positive rate. Here the AUC of class 0 (phishing website) is 1.00, and class 1 (real website) is 1.00. The AUC of the macro and micro average of the ROC curve is also 1.00. This is the same as the Extra Trees classifier. We can see that the steepness of the curve is at the most top left corner. Hence it can be said that the extra trees classifier and random trees classifier has the best ROC curve.

### B. Discrimination Threshold

Let us look at the discrimination threshold of our models.

Fig. 11 shows the threshold plot for the support vector machine. On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.03. For this threshold, we see that the precision, recall, and f1 score are approximately around 0.89.

Fig. 12 shows the threshold plot for the non-uniform support vector machine. On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.00. For this threshold, we see that the precision, recall, and f1 score are approximately around 0.86.

Fig. 13 shows the threshold plot for the linear support vector machine. On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.05. For this threshold, we see that the precision, recall, and f1 score are approximately around 0.9.
Fig. 14 shows the threshold plot for KNN. On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.50. For this threshold, we see that the precision, recall, and f1 score are approximately 0.82 to 0.89.

Fig. 15 shows the threshold plot for logistic regression. On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.46. For this threshold, we see that the precision, recall, and f1 score are approximately 0.85 to 0.9.

Fig. 16 shows the threshold plot for stochastic gradient descent (SGD). On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.00. For this threshold, we see that the precision, recall, and f1 score are approximately 0.8 to 0.9.

Fig. 17 shows the threshold plot for logistic regression CV. On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.58. For this threshold, we see that the precision, recall, and f1 score are approximately around 0.95.

Fig. 18 shows the threshold plot for Bagging Classifier. On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.56. For this threshold, we see that the precision, recall, and f1 score are approximately around 0.98.

Fig. 19 shows the threshold plot for random forest classifier. On the X-axis, we have the discrimination threshold, and on the Y-axis, we have the score. Here we see that the discrimination threshold for this is 0.48. For this threshold, we see that the precision, recall, and f1 score are approximately around 0.99.
Our work analyses different machine learning techniques when implemented over a dataset of features regarding websites and their corresponding details that may prove useful to detect a possible phishing website. This document aims to be useful to its readers to provide a conclusive analysis of these methods and to verify our observations regarding the random forest classifier's optimal performance. F1 score for the random forest is 0.99, which indicate that both false positive and false negative rate are in the satisfactory level. The graphs and details we have added to the document aim to help others carry out further experimentation to conclude our work. And we, ourselves, also intend to carry on our work with further modifications to the dataset and applying other machine learning techniques with modified parameters to hopefully open more possibilities in the hopes of improving the world's defenses against the cyber attackers out there. The internet is both fantastic and dangerous. And our work's main objective is to help minimize the danger by addressing a pervasive security issue of the modern world. In this paper, we apply basic machine learning algorithms. In the future, we will deploy deep learning techniques like multilayer perception and artificial neural networks to improve the performance of the detection system.
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Abstract—Enterprise resource planning (ERP) has been widely accepted by many organizations as an information technology process to seamlessly integrate, manage, and boost performance in different units of an organization. However, there linger an unpleasant chasm on success and satisfaction rates of ERP system implementation that have limited the effective use of the system. Moreover, the critical success factors (CSFs) of ERP system implementation have not been investigated in the literature for the case of financial functions in higher education institutions. This paper, through the application of advanced impact analysis (ADVIAN®) method exploits the CSFs of ERP system to support financial functions in a higher education institution. The applied ADVIAN® method highlights the CSFs that are measured according to the measures of criticality, integration, and stability. Furthermore, using precarious, driving, and driven measurements for ranking the factors, an effective model of CSFs for a financial ERP system implementation is attained to support financial functions. The study findings provide a comprehensive methodological scheme that can be used as a reference guide and as an orientation point for efficacious planning, implementing, and using ERP systems to support financial functions in higher education institutions.
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I. INTRODUCTION

Enterprise resource planning (ERP) system implementation has been contextualized in past research studies as a medium for modernization and reformation of many organizations [1, 2]. The impetus for the adoption of ERP systems has been evident in literature for reasons such as pressure of competitiveness and improvement in operational efficiency [1, 3]. Many definitions exist in literature which describe ERP system as a unified software interface application with one large database, software package to facilitate seamless integration, configurable information system packages and computer-based systems [4, 5]. Al-Hadi and Al-Shaibany [4] consolidated diverse definitions of an ERP system as a software, a concept, a system or a package that integrates multiple modules as a separate functional area that includes a set of business processes with data flowing into a central database that could be uploaded locally or into the cloud. In the context of higher education institutions (HEIs), an ERP system has been defined as an information technology application that integrates automated recruitment, student admission, financial aid, student records, and many academic and administrative services [2, 6].

Notwithstanding the diverse definitions, an ERP system can be implemented in any organization regardless of size or nature [4]. Literature highlights the notable increase in an ERP system implementation and utilization from its onset till the present [3, 6]. However, this endeavor has been considered problematic, especially in HEIs that implement ERP systems to enhance quality of academic and administrative services [3, 6, 7]. Previous authors have attributed the causes of these snags to the lack of contextualization and deficiency of specific knowledge required [1, 3, 8]. Furthermore, authors have highlighted the existence of a solemn literature chasm that submerges the implementation of ERP systems in developing countries [9], and insufficient research conducted on successful implementations of ERP systems in HEIs [8]. Hence, with these chasms in mind, this paper seeks to make a significant contribution to the ERP phenomenon using a rigorous scientific method that will benefit practitioners and researchers.

The objective of this study was to investigate the critical success factors (CSFs) of ERP system implementation for the case of financial functions in higher education institutions using advanced impact analysis (ADVIAN®) method. Financial function is the business process of planning, acquiring, controlling, managing, and utilizing funds for the effective operations of an organization. The content of this paper is concisely structured as follows. Section 1 presents the introductory message. Section 2 reviews the related literature while Section 3 describes the ADVIAN® method. Section 4 presents the results of the analysis. Section 5 discusses the results and the paper is succinctly concluded in Section 6.

II. LITERATURE REVIEW

Large scale fragmentation in HEIs has caused many of the institutions to seek for a unified ERP platform that can seamlessly integrate disparate information systems [1]. However, the implementation of ERP systems has been flouted with many challenges as previously mentioned. In the case of financial systems, there are reports of ERP systems lagging in real-time and not being supportive of the major financial functions in HEIs [10, 11]. The modular design of an ERP system caters for different organizational processes, but
each module that is not financially inclined correlates regularly with the financial module. In a complex interconnected system, a non-financial module provides and concomitantly needs useful information from the financial module for aspects such as reporting, budgeting, salaries, and fees. This concern was echoed by Noaman and Ahmed [11], that highlighted the deficiency of vendor proprietary ERP systems which need to respond to the real functionalities of HEIs.

There have been red flags of the ERP systems not meeting the functional needs of HEIs despite that the space is progressing rapidly [11, 12]. Despite being one of the most frequently used systems [6], there is an alarming high rate of failure stemming from the implementation of ERP systems in HEIs [5]. Different authors have posited the implementation of ERP systems in HEIs to be complicated and presenting risks with no factors that can guarantee a successful implementation [4-6]. The plethora of intrinsic challenges of ERP systems posit the inadequacy of quality research that consider the uniqueness of the functional needs of HEIs [3, 5].

Previous studies have attempted to fill these chasms by proposing the identification of CSFs for implementation of ERP systems that targeted principal areas of business operations to ensure success. However, there has been censure for the inadequacy of sound scientific methods that can provide robust empirical evidence to support research findings [5, 8]. The concept of CSFs has been well research in many organizational environments, but little contributions have been experienced in the context of HEIs. Higher education system is attracting the keen interest of software vendors who view the system as a lucrative industry that is worth several hundred of billion dollars in revenue [11]. Several studies have delved into this dimension to derive CSFs for implementation of ERP systems in HEIs [5].

There have been a plethora of extensive studies on ERP implementation over the past decades that have contributed significantly to the understanding of the concept of CSFs [13]. However, within the extant literature, the identification of CSFs still require further investigation with authors calling for the application of more rigorous scientific methods [5, 8]. As a result, many of these authors have responded to the call by adopting CSFs to highlight areas that are critical for the successful implementation of ERP systems [13]. It was alluded by Looman, Kumar, Mitra and Abd Razak [13] that CSFs are a powerful enabler that are extensively recognized within the ERP literature for identifying germane issues that require organizational attention before and during an ERP system implementation.

Shatat [14] has emphasized the importance of identifying CSFs of implementing ERP systems to facilitate the continuous success of the system and guarantee an improved influence on business performance. Sowan, Tahboub and Khamaysheh [6] concentrated on technical success factors of an ERP system implementation. They identified 10 CSFs indicating the importance of factors that could support the structure that needs to be followed during implementation. Soliman and Karia [15] discussed a relatively small number of CSFs for implementing ERP systems in HEIs. They highlighted the importance of CSFs while providing better understanding of whether their role is limited to influencing results at relevant stages in an innovation process. In addition, authors have highlighted the need for CSFs to maximize the potential outcome of an ERP system implementation with literature evidence to serve as footing to derive the factors using a sound scientific method that satisfies the need for analytically derived factors [16].

III. METHOD OF ADVIAN®

This study follows a series of stages to identify CSFs that were subjected to expert evaluation which has led to the determination of cross-impact matrix and subsequent application of ADVIAN®, which is discussed briefly in this section. The ADVIAN® [17, 18] has been used in this study to determine the impacts that various CSFs have on a financial ERP system. This will allow cross-impact analysis that offers a provision for organizations to explore the current challenges and adequately prepare the right decisions for future endeavors in a manner that is participatory [5, 8, 17]. Impact analysis has been extensively employed in previous times in scenario analysis and future undertakings [17, 19]. It is currently employed in performance measurement to map tangible and intangible relationships [5, 17, 19].

The cross-impact analysis method utilizes an impact matrix that is filled based on the impact strength of the factors concerned. There are various measures of impact strength that have been used such as a rating score from 0 to 3, where 0 signifies no impact, 1 is a weak impact, 2 is a medium impact and 3 indicates a strong impact [5, 17]. This study rather uses a normalized cross-impact matrix with the impact strength normalized in the interval of 0 to 1 [5]. In this normalized range, 0.00 to 0.25 signifies no impact, 0.26 to 0.50 is a weak impact, 0.51 to 0.75 is a medium impact and 0.76 to 1.00 signifies a strong impact. Early cross-impact analysis methods did not have the ability of analyzing indirect interrelationships that gave rise to the alternate, Matrice d'Impacts Croisés Multiplication Appliquée à un Classement (MICMAC) addressed the inadequacy of direct impact [19]. However, this method along with other cross-impact analysis methods such as Papier computer and Fuzzy approach present intrinsic deficiencies because they consider either direct or indirect interrelations and fail to deal with both aspects concomitantly [5, 17-20].

The ADVIAN® is an improved quantitative impact analysis method that considers the indirect interactions amongst factors in a more reliable manner. The method uses active sum, passive sum and the impact strength of the corresponding factor for determining indirect interdependencies. Based on the method, CSFs can be identified reliably. However, it is limited because it does not measure the conditions of impact factors, but their interactions [18]. Hence, ADVIAN® does not give the status of a system, but rather identifies the important factors necessary for the entire system performance and regulation that justifies its application in this study. Additionally, ADVIAN® is favored over other methods for reasons such as the ability to provide deeper insights where other methods have proven inadequate and to provide an understanding of mutual relationship.
between two single resources [5, 17, 18, 20]. Furthermore, it is suitable for explorative modeling as it overcomes the impossibility of privation of theory-based computational models that are because of inadequate theoretical advancement, establishing interrelationships and mutual connections based on expert judgments [19, 21]. The ADVIAN® has the capability of analyzing all interrelationships in diverse cross-impact matrices along with being able to perform supplementary measures such as criticality, stability, integration, driven, driving and precarious [5, 18, 19].

IV. RESULTS OF ANALYSIS

The cross-impact matrix data for this study were collected from nine financial system experts using an online survey instrument to elicit their judgements of 20 CSFs described in Table I. These 20 factors were obtained from 205 factors reported in 127 related research papers on ERP system implementation and categorized into four categories of resource. (data, valuable, infrastructure, consultant and support in terms of management support, vendor support and training support), culture (communication, commitment, change, participation and values), project (implementation, team, leader and goals) and process (customization, package, plan and evaluation). Frequency distribution based on the number of previous research papers that cited a factor as being critical was constructed and normalized to realize a probability distribution. A mean probability threshold value of 0.88 was calculated to select 20 factors above the threshold value (Epizitone and Olugbara, 2019). Thereafter, these factors were presented to the experts to generate impact scores of factors. An understanding was reached among all participating experts by providing them with the necessary information and framework of the study. Given the nature of the study coupled with timeframe constraint, a minimum of 4 or 5 participants was accepted in the previous studies for impact score evaluation [8, 22, 23]. In this study, nine experts were engaged to provide their opinions on interrelationships of CSFs for implementing an ERP system in relation to financial functions. The number of participating experts is deemed acceptable for the research work of this nature.

During the process of data collection, an individual expert can use the online survey instrument administered to them to create several lists of preference chains of factors as suggested by Thompson, Olugbara and Singh [5]. The preference list approach enables the experts to list factors that are judged to be associated by transitive preference relation. The online survey instrument will then automatically process the numerous preference lists of factors created by experts to hatch a normalized cross-impact matrix (CIM) as shown in Table II.

A. Factor Relationships

The application of ADVIAN® method has yielded results that have provided useful insights into the interrelationships of CSFs. The normalized CIM has made it possible to assess interrelationships that revealed a maximum direct active sum of 14.11 and maximum direct passive sum of 7.78 to dictate how the investigated factors impact the implementation of financial ERP system at varying levels. Table III presents further values of the average by two third of the standard deviation to comprehensively assess the characteristics of CSFs for a more detailed analysis. Emphasis was placed on CSFs whose values exceed the average by two third of the standard deviation to highlight significance of factors for implementing ERP systems [5, 19]. To supplement the assessment of CSFs, an additional analysis has been performed to consider factors that fell below the average not as much as two-third of the standard deviation. The interrelationship between two factors is usually expressed by active sum and passive sum that provide insightful knowledge about impacts of CSFs.

Direct relationship as demonstrated by active sum reveals the degree to which a CSF impacts on the implementation of financial ERP systems. Whereas passive sum demonstrates indirect relationship as the degree to which a financial ERP system impacts on CSFs. Relative scores were obtained by converting active sum and passive sum to percentile scale of 100 from 0 to permit the use of any number of factors in a system. The computational results based on the metrics of ADVIAN® are shown in Table III, where ellipses of DAS, RDAS, DPS, RDPS, RIAS, RIPS, stand for direct active sum, relative direct active sum, direct passive sum, relative direct passive sum, relative indirect active sum, and relative indirect passive sum respectively. Direct relationships produce high relative scores of 100 for active sum in the case of factor F1. It has a maximum impact on the financial system based on its impact on other factors in the system. Factor F17 gave a score of 48.82 relative direct active sum while factors F3 and F4 followed with the same value of 46.45. For the passive sum that divulges the factors that are directly influenced and affected by other factors in the system, F14 has the highest active sum of 100 to indicate that it is the most affected and influenced by other factors. F12 has a relative active passive sum of 88.57 while three factors F6, F11 and F13 have relative direct passive sum of 84.28, 82.85 and 81.43 respectively.

The average relative scores for the first order are 36.06 and 65.42 for relative active sum and relative passive sum. The factors that exceeded the average by two-third of the standard deviation for either passive sum or active sum have an adverse effect on the other factors. F1 with maximum relative active sum has the lowest relative passive sum. The relative active sums for the factors F11, F12, F14 and F18 fall below the average and less the two third of the standard deviation (23.33). However, they have high values that exceeded the 79.31 average by two-third of the standard deviation for relative passive sum to reveal the degree of relationships that exist in the ERP system. This result indicates that a factor with high degree of direct impact on system has less influence on other factors. F1 has the strongest impact exerted on other factors but is less influenced by other factors with a value of 100 to 5.86. The impact of F1 can be clearly identified as shown in Table III to be less significant but has the strongest impact on the system. The factors F4, F8, F9 and F13 are highly influenced by F1. The most significant impact on factor F14 emanated from factors F1, F3, F4, F5, F7, F10 and F19.
### TABLE I. CATEGORY AND DESCRIPTION OF FACTORS

<table>
<thead>
<tr>
<th>Factor</th>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Resource</td>
<td>Top management support and commitment</td>
</tr>
<tr>
<td>F2</td>
<td>Culture</td>
<td>Interdepartmental communication and cooperation throughout the institution</td>
</tr>
<tr>
<td>F3</td>
<td>Culture</td>
<td>Commitment to business process reengineering to do away with redundant processes</td>
</tr>
<tr>
<td>F4</td>
<td>Project</td>
<td>Implementation of project management from initiation to closing</td>
</tr>
<tr>
<td>F5</td>
<td>Culture</td>
<td>Change management program to ensure awareness for any changes that may happen</td>
</tr>
<tr>
<td>F6</td>
<td>Project</td>
<td>Project team competence, formulation, composition, and involvement</td>
</tr>
<tr>
<td>F7</td>
<td>Resource</td>
<td>Education and training for stakeholders, including end users, technical and IT staff</td>
</tr>
<tr>
<td>F8</td>
<td>Project</td>
<td>Project champion presence to lead the implementation, authorized to use internal and external resources to complete implementation</td>
</tr>
<tr>
<td>F9</td>
<td>Project</td>
<td>Project mission and goals for the system with clear objective agreed upon</td>
</tr>
<tr>
<td>F10</td>
<td>Resource</td>
<td>ERP expert consultant use to guide the implementation process</td>
</tr>
<tr>
<td>F11</td>
<td>Process</td>
<td>Minimum level of customization to utilize ERP functionalities to a maximum</td>
</tr>
<tr>
<td>F12</td>
<td>Process</td>
<td>Package selection, carefully and professionally selected</td>
</tr>
<tr>
<td>F13</td>
<td>Culture</td>
<td>Understanding the institutional culture, norms, values, and beliefs</td>
</tr>
<tr>
<td>F14</td>
<td>Culture</td>
<td>User involvement and participation throughout implementation</td>
</tr>
<tr>
<td>F15</td>
<td>Resource</td>
<td>ERP vendor support and partnership</td>
</tr>
<tr>
<td>F16</td>
<td>Process</td>
<td>Business vision and plan</td>
</tr>
<tr>
<td>F17</td>
<td>Resource</td>
<td>Adequate IT infrastructure</td>
</tr>
<tr>
<td>F18</td>
<td>Process</td>
<td>Monitoring management especially evaluation of performance metrics</td>
</tr>
<tr>
<td>F19</td>
<td>Resource</td>
<td>Allocating and dedicating valuable resources</td>
</tr>
<tr>
<td>F20</td>
<td>Resource</td>
<td>Data management plan that ensures that data are accurately and efficient migrated to a new system and analysed properly</td>
</tr>
</tbody>
</table>

### TABLE II. NORMALIZED CROSS-IMPACT MATRIX OF 20 FACTORS

```
<table>
<thead>
<tr>
<th>Factor</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
<th>F7</th>
<th>F8</th>
<th>F9</th>
<th>F10</th>
<th>F11</th>
<th>F12</th>
<th>F13</th>
<th>F14</th>
<th>F15</th>
<th>F16</th>
<th>F17</th>
<th>F18</th>
<th>F19</th>
<th>F20</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>0.9</td>
<td>0.7</td>
<td>0.7</td>
<td>0.9</td>
<td>0.4</td>
<td>0.6</td>
<td>0.9</td>
<td>0.7</td>
<td>0.8</td>
<td>0.7</td>
<td>1.0</td>
<td>0.3</td>
<td>0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>F2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>F3</td>
<td>0.0</td>
<td>0.3</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.6</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.6</td>
<td>0.4</td>
<td>0.6</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>F4</td>
<td>0.1</td>
<td>0.4</td>
<td>0.3</td>
<td>0.0</td>
<td>0.4</td>
<td>0.6</td>
<td>0.3</td>
<td>0.4</td>
<td>0.1</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.6</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>F5</td>
<td>0.0</td>
<td>0.3</td>
<td>0.4</td>
<td>0.1</td>
<td>0.0</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.4</td>
<td>0.1</td>
<td>0.7</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>F6</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>F7</td>
<td>0.0</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
<td>0.3</td>
<td>0.6</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
<td>0.2</td>
<td>0.6</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>F8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>F9</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.0</td>
<td>0.4</td>
<td>0.2</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>F10</td>
<td>0.0</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.3</td>
<td>0.6</td>
<td>0.4</td>
<td>0.6</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>F11</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>F12</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>F13</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.0</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>F14</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.3</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>F15</td>
<td>0.0</td>
<td>0.3</td>
<td>0.3</td>
<td>0.0</td>
<td>0.3</td>
<td>0.4</td>
<td>0.1</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
<td>0.0</td>
<td>0.4</td>
<td>0.1</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>F16</td>
<td>0.0</td>
<td>0.3</td>
<td>0.3</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.6</td>
<td>0.3</td>
<td>0.3</td>
<td>0.0</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>F17</td>
<td>0.0</td>
<td>0.4</td>
<td>0.3</td>
<td>0.1</td>
<td>0.3</td>
<td>0.6</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.6</td>
<td>0.3</td>
<td>0.6</td>
<td>0.4</td>
<td>0.0</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>F18</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>F19</td>
<td>0.0</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.6</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.0</td>
<td>0.3</td>
</tr>
<tr>
<td>F20</td>
<td>0.0</td>
<td>0.4</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.4</td>
<td>0.2</td>
<td>0.1</td>
<td>0.4</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.3</td>
<td>0.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>
```
### TABLE III. DIRECT AND INDIRECT RELATIONSHIPS

<table>
<thead>
<tr>
<th>Factor</th>
<th>DAS</th>
<th>RDAS</th>
<th>Ranking by RDAS</th>
<th>DPS</th>
<th>RDPS</th>
<th>Ranking by RDPS</th>
<th>RIAS</th>
<th>Ranking by RIAS</th>
<th>RIPS</th>
<th>Ranking by RIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>14.11</td>
<td>100.00</td>
<td>1</td>
<td>0.44</td>
<td>5.71</td>
<td>20</td>
<td>100.00</td>
<td>1</td>
<td>5.86</td>
<td>20</td>
</tr>
<tr>
<td>F2</td>
<td>5.56</td>
<td>39.37</td>
<td>9</td>
<td>5.89</td>
<td>75.71</td>
<td>6</td>
<td>36.01</td>
<td>7</td>
<td>69.06</td>
<td>9</td>
</tr>
<tr>
<td>F3</td>
<td>6.56</td>
<td>46.45</td>
<td>3</td>
<td>5.56</td>
<td>71.42</td>
<td>8</td>
<td>41.81</td>
<td>4</td>
<td>64.65</td>
<td>11</td>
</tr>
<tr>
<td>F4</td>
<td>6.56</td>
<td>46.45</td>
<td>4</td>
<td>2.44</td>
<td>31.43</td>
<td>19</td>
<td>41.86</td>
<td>3</td>
<td>25.91</td>
<td>19</td>
</tr>
<tr>
<td>F5</td>
<td>5.56</td>
<td>39.37</td>
<td>8</td>
<td>4.67</td>
<td>60.00</td>
<td>14</td>
<td>34.15</td>
<td>10</td>
<td>53.47</td>
<td>15</td>
</tr>
<tr>
<td>F6</td>
<td>3.33</td>
<td>23.62</td>
<td>16</td>
<td>6.56</td>
<td>84.28</td>
<td>3</td>
<td>19.16</td>
<td>16</td>
<td>78.44</td>
<td>5</td>
</tr>
<tr>
<td>F7</td>
<td>6.33</td>
<td>44.88</td>
<td>5</td>
<td>4.67</td>
<td>60.00</td>
<td>13</td>
<td>37.89</td>
<td>5</td>
<td>53.64</td>
<td>14</td>
</tr>
<tr>
<td>F8</td>
<td>4.11</td>
<td>29.13</td>
<td>14</td>
<td>5.44</td>
<td>70.00</td>
<td>10</td>
<td>27.67</td>
<td>13</td>
<td>69.87</td>
<td>8</td>
</tr>
<tr>
<td>F9</td>
<td>5.22</td>
<td>37.00</td>
<td>10</td>
<td>4.11</td>
<td>52.85</td>
<td>16</td>
<td>34.78</td>
<td>9</td>
<td>52.30</td>
<td>16</td>
</tr>
<tr>
<td>F10</td>
<td>5.00</td>
<td>35.43</td>
<td>11</td>
<td>5.78</td>
<td>74.28</td>
<td>7</td>
<td>30.48</td>
<td>12</td>
<td>67.77</td>
<td>10</td>
</tr>
<tr>
<td>F11</td>
<td>1.67</td>
<td>11.81</td>
<td>19</td>
<td>6.44</td>
<td>82.85</td>
<td>4</td>
<td>8.54</td>
<td>19</td>
<td>85.56</td>
<td>3</td>
</tr>
<tr>
<td>F12</td>
<td>2.22</td>
<td>15.75</td>
<td>18</td>
<td>6.89</td>
<td>88.57</td>
<td>2</td>
<td>13.67</td>
<td>17</td>
<td>92.00</td>
<td>2</td>
</tr>
<tr>
<td>F13</td>
<td>4.89</td>
<td>34.64</td>
<td>12</td>
<td>6.33</td>
<td>81.43</td>
<td>5</td>
<td>31.73</td>
<td>11</td>
<td>79.04</td>
<td>4</td>
</tr>
<tr>
<td>F14</td>
<td>2.33</td>
<td>16.53</td>
<td>17</td>
<td>7.78</td>
<td>100.00</td>
<td>1</td>
<td>12.76</td>
<td>18</td>
<td>100.00</td>
<td>1</td>
</tr>
<tr>
<td>F15</td>
<td>6.00</td>
<td>42.52</td>
<td>6</td>
<td>5.00</td>
<td>64.28</td>
<td>12</td>
<td>35.52</td>
<td>8</td>
<td>57.91</td>
<td>12</td>
</tr>
<tr>
<td>F16</td>
<td>5.89</td>
<td>41.73</td>
<td>7</td>
<td>4.11</td>
<td>52.85</td>
<td>17</td>
<td>36.12</td>
<td>6</td>
<td>48.61</td>
<td>17</td>
</tr>
<tr>
<td>F17</td>
<td>6.89</td>
<td>48.82</td>
<td>2</td>
<td>4.11</td>
<td>52.85</td>
<td>18</td>
<td>43.28</td>
<td>2</td>
<td>45.2</td>
<td>18</td>
</tr>
<tr>
<td>F18</td>
<td>1.00</td>
<td>7.09</td>
<td>20</td>
<td>5.44</td>
<td>69.99</td>
<td>11</td>
<td>5.79</td>
<td>20</td>
<td>74.65</td>
<td>6</td>
</tr>
<tr>
<td>F19</td>
<td>4.56</td>
<td>32.28</td>
<td>13</td>
<td>4.56</td>
<td>58.57</td>
<td>15</td>
<td>26.58</td>
<td>14</td>
<td>54.86</td>
<td>13</td>
</tr>
<tr>
<td>F20</td>
<td>4.00</td>
<td>28.34</td>
<td>15</td>
<td>5.56</td>
<td>71.42</td>
<td>9</td>
<td>23.68</td>
<td>15</td>
<td>71.36</td>
<td>7</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>5.09</strong></td>
<td><strong>36.06</strong></td>
<td><strong>5.09</strong></td>
<td><strong>65.42</strong></td>
<td><strong>32.07</strong></td>
<td><strong>62.51</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>STD DEV</strong></td>
<td><strong>2.74</strong></td>
<td><strong>19.39</strong></td>
<td><strong>1.62</strong></td>
<td><strong>20.83</strong></td>
<td><strong>19.55</strong></td>
<td><strong>21.85</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AVG+2/3std Dev</strong></td>
<td><strong>6.91</strong></td>
<td><strong>48.99</strong></td>
<td><strong>6.17</strong></td>
<td><strong>79.31</strong></td>
<td><strong>45.11</strong></td>
<td><strong>77.08</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AVG-2/3std Dev</strong></td>
<td><strong>3.26</strong></td>
<td><strong>23.13</strong></td>
<td><strong>4.01</strong></td>
<td><strong>51.54</strong></td>
<td><strong>19.04</strong></td>
<td><strong>47.94</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

B. Classification of Factors

The classification of CSFs can be done using the measures of criticality, integration, and stability for conditional state of system of factors. The state of a system can be significantly altered because of changes in any factors deemed critical in the system. Table IV shows the computed values for criticality, integration and stability of factors based on the calculations of ADVIAN®.

There are significant changes in the system when there are changes to any of the CSFs based on their criticality. A high level of criticality was obtained for factors F2, F3 and F13. These factors have a high level of criticality, when looking at the average by the standard deviation. F3 has the highest criticality score of 51.99, followed by F13 with 50.08 and 49.87 for F2. These factors necessitate an early update for corrective measures to be taken should they change. A low level of criticality which is below 34.24 was obtained for factors F1, F4, F11 and F18, hence changes to these factors render minimal impacts on the system.

Fig. 1 shows the contour lines of the criticality corresponding to the system stability. However, the active sum and passive sum present the reverse dependency. This implies that factors with high criticality will have a low stability as in the case of F2, F3 and F.

The connection of factors in the system can be determined by the level of integration. A high-level integration (55.39) for a factor indicates a strong connection with the rest of the system. A high value of integration was obtained for factor F13 while factor F14 gave a value of 56.38. The other factors with high integration are F1 (52.93), F2 (52.53), F3 (53.23) and F12 (52.83) with values above the 51.09 threshold. This presents the existence of a mutual connection and likely feedback loops among these factors. These feedback loops strongly reinforce each other mutually in indirect connections at different levels to confirm the presence of mutual connections and feedback loops among the factors as can be seen by the contour line of Fig. 2. In the integration system grid, high integration factors of F14, F13 and F1 have high passive sum, high active sum and low integration score with low passive sum and active sum.

The determination of system stability was based on the distribution of factors toward active sum and passive sum axes [5, 17-20]. Factors that are controlled by the system are aligned close to the axis of the passive sum with low active sum, while factors that control the systems are closest to the
active sum axis with low passive sum (Linss and Fried, 2010). Stability level attenuates feedback loops to ensure the absence of uncontrolled feedback loops [5, 17, 19]. A high stability of 73.08 of the average by two-third of the standard deviation was obtained. Factors F1, F11, F12, F14 and F18 contribute heavily to the system stability. F18 (89.26), F1 (88.92) and F11 (84.47) are factors with high stability values, followed by F12 (76.20) and F14 (77.36). The combinations of these factors with high passive sum and low active sum coupled with their different integration levels and high stability indicate that they are independent factors within the system which can hardly alter these factors. Fig. 3 shows the contour line for the system stability which position factors F4 and F6 above the system stability of 64.97.

C. Ranking of Factors

Precarious, driving and driven are essential measures for ranking of CSFs. The precarious measure is obtained for a factor by calculating the geometric mean of the active indirect sum and criticality measurement. The driving measure of a factor considers the geometric mean of indirect sum without a complete percentage of the criticality measure. The driven measure for each factor is an inverse of the driving measure which substitutes the indirect active sum with passive sum. Table V shows the scores computed for precarious, driving and driven based on the ADVIAN® method. Precarious CSFs exert utmost influence on the system and are affected by peripheral forces. The factors F1 (49.21), F2 (42.37), F3 (46.63) and F17 (43.75) present high precarious scores above the average by two third of the standard deviation of 41.40. These factors have strong influence on the system and are invulnerable to external forces because they are not ideal to warrant intervening activities.

Fig. 4 presents the contour line for the determination of the most precarious factors and lowest precarious factors of F18, F11 and F14. High driving ranking for CSFs is essential for implementation success because these factors present high influence on other factors in the system and do not cause strong feedback. Factors of F1 (87.05), F4 (52.98) and F17 (49.13) are drivers with outstanding characteristics to drive a successful financial ERP system implementation. These factors are non-critical with high active sum, but they are good beginning point for intervention activities because of their suitability for external actions that dependent on the ability to influence other factors without causing strong feedback.

Fig. 5 shows the contours for driving factors. Driven impact factors are non-critical with high passive sums. They are more reactive in nature and are not reasonably altered by intervening activities. Nonetheless, they indicate the success of external actions taken on driving factors and not reasonably affected by external changes made to the system. Factors of F6, F11, F12, F14 and F18 are good indicators of success of external intervention on financial ERP system implementation by driving factors. Fig. 6 presents the contour lines for the driven ranking impact factors.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Critical</th>
<th>Integration</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>24.22</td>
<td>52.93</td>
<td>88.92</td>
</tr>
<tr>
<td>F2</td>
<td>49.87</td>
<td>52.53</td>
<td>52.67</td>
</tr>
<tr>
<td>F3</td>
<td>51.99</td>
<td>53.23</td>
<td>49.22</td>
</tr>
<tr>
<td>F4</td>
<td>32.93</td>
<td>33.88</td>
<td>68</td>
</tr>
<tr>
<td>F5</td>
<td>42.73</td>
<td>43.81</td>
<td>58.32</td>
</tr>
<tr>
<td>F6</td>
<td>38.77</td>
<td>48.8</td>
<td>69.2</td>
</tr>
<tr>
<td>F7</td>
<td>45.08</td>
<td>45.76</td>
<td>55.59</td>
</tr>
<tr>
<td>F8</td>
<td>43.97</td>
<td>48.77</td>
<td>60.36</td>
</tr>
<tr>
<td>F9</td>
<td>42.65</td>
<td>43.54</td>
<td>58.23</td>
</tr>
<tr>
<td>F10</td>
<td>45.45</td>
<td>49.12</td>
<td>57.95</td>
</tr>
<tr>
<td>F11</td>
<td>27.03</td>
<td>47.05</td>
<td>84.47</td>
</tr>
<tr>
<td>F12</td>
<td>35.46</td>
<td>52.83</td>
<td>76.2</td>
</tr>
<tr>
<td>F13</td>
<td>50.08</td>
<td>55.39</td>
<td>54.71</td>
</tr>
<tr>
<td>F14</td>
<td>35.73</td>
<td>56.38</td>
<td>77.36</td>
</tr>
<tr>
<td>F15</td>
<td>45.35</td>
<td>46.71</td>
<td>55.97</td>
</tr>
<tr>
<td>F16</td>
<td>41.9</td>
<td>42.37</td>
<td>58.55</td>
</tr>
<tr>
<td>F17</td>
<td>44.23</td>
<td>44.24</td>
<td>55.78</td>
</tr>
<tr>
<td>F18</td>
<td>20.79</td>
<td>40.22</td>
<td>89.25</td>
</tr>
<tr>
<td>F19</td>
<td>38.19</td>
<td>40.72</td>
<td>64.19</td>
</tr>
<tr>
<td>F20</td>
<td>41.11</td>
<td>47.52</td>
<td>64.44</td>
</tr>
<tr>
<td>Average</td>
<td>39.88</td>
<td>47.29</td>
<td>64.97</td>
</tr>
<tr>
<td>STD DEV</td>
<td>8.46</td>
<td>5.7</td>
<td>12.16</td>
</tr>
<tr>
<td>AVG+2/3std Dev</td>
<td>45.52</td>
<td>51.09</td>
<td>73.08</td>
</tr>
<tr>
<td>AVG-2/3std Dev</td>
<td>34.24</td>
<td>43.49</td>
<td>56.86</td>
</tr>
</tbody>
</table>
Fig. 1. Classification of Factors by a Measure of Criticality.

Fig. 2. Classification of Factors by a Measure of Integration.
Fig. 3. Classification of Factors by a Measure of Stability.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Precarious</th>
<th>Precarious Ranking</th>
<th>Driving</th>
<th>Driving Ranking</th>
<th>Driven</th>
<th>Driven Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>49.21</td>
<td>1</td>
<td>87.05</td>
<td>1</td>
<td>21.08</td>
<td>20</td>
</tr>
<tr>
<td>F2</td>
<td>42.37</td>
<td>4</td>
<td>42.49</td>
<td>10</td>
<td>58.84</td>
<td>10</td>
</tr>
<tr>
<td>F3</td>
<td>46.63</td>
<td>2</td>
<td>44.80</td>
<td>6</td>
<td>55.71</td>
<td>13</td>
</tr>
<tr>
<td>F4</td>
<td>37.13</td>
<td>12</td>
<td>52.98</td>
<td>2</td>
<td>41.68</td>
<td>19</td>
</tr>
<tr>
<td>F5</td>
<td>38.20</td>
<td>10</td>
<td>44.22</td>
<td>8</td>
<td>55.34</td>
<td>14</td>
</tr>
<tr>
<td>F6</td>
<td>27.26</td>
<td>16</td>
<td>34.25</td>
<td>16</td>
<td>69.30</td>
<td>5</td>
</tr>
<tr>
<td>F7</td>
<td>41.33</td>
<td>5</td>
<td>45.62</td>
<td>5</td>
<td>54.27</td>
<td>16</td>
</tr>
<tr>
<td>F8</td>
<td>34.88</td>
<td>13</td>
<td>39.37</td>
<td>14</td>
<td>62.57</td>
<td>8</td>
</tr>
<tr>
<td>F9</td>
<td>38.51</td>
<td>9</td>
<td>44.66</td>
<td>7</td>
<td>54.77</td>
<td>15</td>
</tr>
<tr>
<td>F10</td>
<td>37.22</td>
<td>11</td>
<td>40.78</td>
<td>11</td>
<td>60.80</td>
<td>9</td>
</tr>
<tr>
<td>F11</td>
<td>15.20</td>
<td>19</td>
<td>24.97</td>
<td>19</td>
<td>79.01</td>
<td>2</td>
</tr>
<tr>
<td>F12</td>
<td>22.01</td>
<td>17</td>
<td>29.70</td>
<td>17</td>
<td>77.06</td>
<td>3</td>
</tr>
<tr>
<td>F13</td>
<td>39.87</td>
<td>7</td>
<td>39.80</td>
<td>13</td>
<td>62.81</td>
<td>7</td>
</tr>
<tr>
<td>F14</td>
<td>21.35</td>
<td>18</td>
<td>28.64</td>
<td>18</td>
<td>80.17</td>
<td>1</td>
</tr>
<tr>
<td>F15</td>
<td>40.14</td>
<td>6</td>
<td>44.06</td>
<td>9</td>
<td>56.26</td>
<td>12</td>
</tr>
<tr>
<td>F16</td>
<td>38.90</td>
<td>8</td>
<td>45.81</td>
<td>4</td>
<td>53.14</td>
<td>17</td>
</tr>
<tr>
<td>F17</td>
<td>43.75</td>
<td>3</td>
<td>49.13</td>
<td>3</td>
<td>50.21</td>
<td>18</td>
</tr>
<tr>
<td>F18</td>
<td>10.97</td>
<td>20</td>
<td>21.42</td>
<td>20</td>
<td>76.89</td>
<td>4</td>
</tr>
<tr>
<td>F19</td>
<td>31.86</td>
<td>14</td>
<td>40.54</td>
<td>12</td>
<td>58.23</td>
<td>11</td>
</tr>
<tr>
<td>F20</td>
<td>31.20</td>
<td>15</td>
<td>37.34</td>
<td>15</td>
<td>64.83</td>
<td>6</td>
</tr>
<tr>
<td>Average</td>
<td>34.40</td>
<td></td>
<td>41.88</td>
<td></td>
<td>59.65</td>
<td></td>
</tr>
<tr>
<td>STD DEV</td>
<td>10.28</td>
<td></td>
<td>13.36</td>
<td></td>
<td>13.72</td>
<td></td>
</tr>
<tr>
<td>AVG+2/3std Dev</td>
<td>41.25</td>
<td></td>
<td>50.79</td>
<td></td>
<td>68.80</td>
<td></td>
</tr>
<tr>
<td>AVG-2/3std Dev</td>
<td>27.55</td>
<td></td>
<td>32.97</td>
<td></td>
<td>50.50</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 4. Ranking of Factors by a Measure of Precarious.

Fig. 5. Ranking of Factors by a Measure of Driving.
V. DISCUSSION OF RESULTS

The objective of this study was to use the ADVIAN® method to determine factors that are critical for implementing ERP systems to support financial functions. Consequently, 20 top CSFs aggregated from the literature were subjected to ADVIAN®. The exploration of these factors has yielded valuable insights to the successful ERP system implementation that would support financial functions in a HEI. In this study, top management support and commitment (F1) is highly relevant for implementing financial ERP systems. Given that this factor has been cited by several authors in the general case of ERP system implementation is not a coincidence. The factor means authorizing, commissioning, and making available resources that are needed for the implementation of a financial ERP system. A successfully implemented financial ERP system is an asset to top management who rely heavily on outputs of the system to support strategic decision making in an organization. Despite this result, literature has reported the dysfunctionality of ERP system in financial reporting, which requires that attention be given to this factor [24]. The factor presents a high active sum of 100, stability of 88.92 and driving score of 87.05. Despite the low criticality of this factor, any changes presented to it would need intervening activities because it has great impact on other factors in the system. Hence, mirroring the previous and current studies for successful implementation of ERP systems [25-27].

Interdepartmental communication and cooperation (F2), is highly critical for consideration in the implementation of a financial ERP system. The need for open communication and cooperation among different stakeholders cannot be overlooked. Failure to properly communicate and cooperate is likely to cause system failure ([10, 28, 29]). This factor presents a high passive sum of 75.71 and active sum of 39.37 in explaining the high criticality of 49.87 and precarious ranking of 42.37. This result makes it of great influence because of its dependency on other factors and is strongly influenced by other factors of the system. A high driving value of 42.49 is a clear indication that it is critical. Commitment to business process reengineering to do away with redundant processes (F3) has been found to be critical to financial ERP system implementation where functions have been highly automated. Business process reengineering refers to the restructuring of business processes in an organization. The factor presents a high passive sum of 71.42, which indicates the impact that other factors exert on it. In addition, the factor reflected a high criticality score of 51.99 and integration of 53.23. These values indicate the contributions of the factor to successful implementation of ERP system to support financial functions. This study converges with previous studies that cited this factor as critical, given its classification as an important integrator in the system with high precarious score of 46.63 is an indication of strong influence on the system. Moreover, a driven score of 44.80 above the average makes it critical as one prime organizational resource for improvement that warrants an intervention activity should there be any change to it [5, 30].

The implementation of project management from the initiation phase to the closing (F4) was identified in this study to be a factor with high stability score of 68.00, which implies its significant contribution to the stability of an ERP system implementation. The driving value of 52.98 was obtained for the factor that alludes to its criticality in a previous study and highlights its significance in the success of financial ERP system because of being active ([1]). Project management entails a broader scope of implementing ERP systems to support financial functions. For the financial system to be
successful, a good project management plan must be instituted. To promote successful financial system implementation, it is important to build team, deal with conflict and execute objectives of the implementation [31]. It is important to focus attention on the implementation of a financial system given that ERP project can tend to be complex [32, 33].

Change management program to build awareness and ensure readiness for changes that may happen (F5) was identified in this study to be critical. Presenting high value of 39.37 for active sum and high value of 44.22 for driving than the average. It presents itself to be active in the system implementation and impacting other factors in the system. Change spans a great length ranging from cultural, organizational, and structural changes and therefore, a stable and successful setting is required obviously for successful implementation of ERP system [34-37]. Project team competence of formulation, composition and involvement (F6) has emerged in this study to concretely align with previous studies as a factor of great influence on the system because of other factors such as F1, F4, F7 and F17 that significant impact on it. It has low precarious value of 27.26 indicating that it can be used for intervention given that it may be suitably influenced by external actions. Project team plays an important role in the system implementation indicating that formation, participation, skills and involvement is highly relevant for the success of implementing an ERP system [34-38]. Rightly deploying a project team with competency to execute specific tasks can mediate a successful financial ERP system, given that it has a high driven score of 69.30. Hence, it is a good indicator of successful intervention that requires attention of management.

Education and training for stakeholders including end users, technical and information technology staff (F7) is deemed to be critical in literature on ERP systems. Lack of education can be directly attributed to many implementation challenges such as system failure, employee uneasiness with using the system and training overhead that have been reported in literature [30, 34, 35, 39, 40]. The precarious value of 41.33 implies that this factor is a precarious impact factor with high activities that require actions to be taken during the implementation should there be any issue affecting it. Project champion to lead the financial system implementation, authorized to use internal and external resources to complete financial ERP system implementation (F8) is important. The significance of ERP project champion is recognized in terms of a precarious value of 34.88 that indicates its influence on the system. This study deemed this factor significant because of the driven nature with a value of 62.57, which makes it a good indicator of success and integration score of 48.77 requires that it be monitored.

Project mission and goals for the system with clear objective agreed upon (F9) is rank 9th place to be precarious (38.51) and 7th to be driving (44.66). This supports the listing of the factor as critical to financial ERP system implementation in accordance with previous literature. The factor will require corrective actions and interventions if there is any deviation from the goals and mission of the project that will adversely affect implementation. Consequently, it alludes to the need for a clear future plan for implementing financial ERP systems as echoed in the previous studies [2, 4, 5]. ERP expert consultant use to guide the implementation process (F10) of financial ERP systems is critical with a value of 45.45 above the average and minimum threshold of 34.21. Driven value of 60.80 computed for this factor coupled with a high passive sum of 74.28 support the previous studies that have highlighted it as a success indicator. The presence of this factor in a feedback loop is highly probable as previous studies link its inclusion in implementation to avoid failure and transfer knowledge to the implementation team [1, 41].

Minimum level of customization to utilize ERP functionalities to a maximum (F11) is required for a successful implementation of financial systems. A high direct passive sum of 82.85 and high indirect passive sum of 85.56 signify high influence of the factor on implementation of financial ERP systems. This is supported by high stability value of 84.47 to indicate that it contributes highly to system stability which is also an indication of the strong impact that other factors in the system have on it. A driven score of 79.01 indicates further that the factor is strongly impacted on by other factors in the financial system which is an indication of success of intervention activities on the system. In addition, a very low precarious score of 15.20 attests to its stability in the system. Previous studies have posited that minimal level of customization should be instituted to prevent delays and dissatisfaction of ERP systems which indirectly implies the need for a vanilla financial ERP system [1, 42-44].

Package selection carefully and professionally selected (F12) for financial ERP systems is a highly significant factor with a driven score of 77.06. This score makes it a success gage of measure of intervention because it has most influenced on the system and is guided by internal impacts on the system. It contributes significantly to the stability of a financial ERP system implementation with a value of 76.20. Previous studies have revealed the factor to be pivotal to successful implementation of ERP systems [1, 32, 38, 41]. The integration score of 52.83 substantiates the previous studies to postulate the right package selection for financial ERP system to be critical for implementation success.

Understanding the institutional culture which include the norms, values, and beliefs (F13) is regarded as important in this study in terms of criticality (50.08) and integration (55.39). The high passive sum of 62.81 for this factor leads to it being ranked as driven factor which aligns with the preceding studies that have considered it to be highly critical for successful implementation of ERP systems [1, 4, 5, 8, 13, 45, 46]. Consequently, in the context of financial ERP systems, the factor requires a monitoring intervention to be deployed. User involvement and participation throughout the implementation (F14) process of financial ERP systems has been established with a 100 percent passive sum, irrespective of low active sum. This factor presents high stability score of 77.36 and driven score of 80.17 which make it a major success factor for the implementation of financial ERP systems. The integration score of 56.38 supports the stability and driven measures of this factor with a low precarious impact score of 21.35. In this study, we have identified the factor to be highly
influential and driven in nature for monitoring the implementation of financial ERP systems because of its dependency on other factors [5].

ERP vendor support and partnership (F15) has emerged for a financial system implementation with a criticality score of 45.35. However, the low precarious score indicates that it is relevant for intervention because of its high reactive and driving score of 44.06. Previous authors have supported this factor to be important for the successful implementation of ERP systems in form of technical assistance, system maintenance, system update and user training [5, 42]. Business vision and plan (F16) for implementation of a financial ERP system presents low ranking and classification scores below the average values. However, the factor is reactive with an active sum of 41.73 and indirect passive sum of 48.61 above the average less the two-third standard deviation. This indicates that it impacts other factors in the system, it should be monitored and can be used for interventions because of its driving nature (45.81). In addition, a criticality score of 41.90 is observed in the system. A plan with clear vision and agreed upon objectives is established in this study as driven in nature with a score of 76.89. Its high passivity indicates dependency on other factors in the system and provides an enabler of high stability (89.25). The low precarious score of 10.97 implies it could be used for intervention. This study upholds the prior studies that have elevated this factor to be critical for preventing adverse consequences for the implementation of ERP systems [4, 23, 50].

Allocating and dedicating valuable resources (F19) for implementing financial ERP systems is presented in this study to contradict the results of previous studies that have judged it as critical [54, 55]. Both low values for passive sum and active sum indicate that the role of this factor is neutral with no significant changes. Hence, its presence could likely contribute to the system stability (64.19). It is also an indication that this factor is torpid in nature. Data management plan that ensures that data are accurately and efficiently migrated to a new system and analyzed properly (F20) is presented in this study to be dependent on other factors in the system because of its high passive scores of 71.42 and 71.36. The integration score of 47.52 and criticality score of 41.11 have established this factor to be critical for implementing financial ERP systems. It is being driven in nature (64.83), it can indicate success, and offer stability (64.44) because of its low precarious score of 37.34.

In this study, CSFs for implementing financial ERP systems have been ranked and classified to structure a comprehensive model (Table VI) that can help organization to mediate a successful system implementation that takes into account the identified factors for supporting financial functions.

### TABLE VI. ADVIAN® ANALYSIS OF FACTORS, HIGHLY CRITICAL (√√), ABOVE AVERAGE (√)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Interaction</th>
<th>Classification</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>✅ ✅</td>
<td>✅ ✅</td>
<td>✅ ✅</td>
</tr>
<tr>
<td>F2</td>
<td>✅</td>
<td>✅ ✅</td>
<td>✅</td>
</tr>
<tr>
<td>F3</td>
<td>✅ ✅</td>
<td>✅ ✅</td>
<td>✅</td>
</tr>
<tr>
<td>F4</td>
<td>✅</td>
<td>✅ ✅</td>
<td>✅</td>
</tr>
<tr>
<td>F5</td>
<td>✅</td>
<td>✅ ✅</td>
<td>✅</td>
</tr>
<tr>
<td>F6</td>
<td>✅ ✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F7</td>
<td>✅</td>
<td>✅ ✅</td>
<td>✅</td>
</tr>
<tr>
<td>F8</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F9</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F10</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F11</td>
<td>✅ ✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F12</td>
<td>✅ ✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F13</td>
<td>✅ ✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F14</td>
<td>✅ ✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F15</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F16</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F17</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F18</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F19</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
<tr>
<td>F20</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
</tr>
</tbody>
</table>
The ranking has provided suitable factors that should be selected for system improvement and control of improvement success. The model has considered factors with the highest driving scores to be the best impact factors for intervention changes. Furthermore, selecting a smaller number of low precarious factors along with high driven impact factors as success indicators of intervention activities. The classification of CSFs for implementing financial ERP systems has been achieved and determined by their integration into the system as well as contribution to the system stability while proving the identified critical factors. The classification of factors has served as a good basis for observation with care of implementing financial ERP systems. The most significant measures of successful implementation of ERP systems are driven and driving CSFs. The driving CSFs exert impacts on the system which implies they should be considered as a good starting point for intervening activities. Hence, they are prime resources in an organization for improvement. However, a small number of the selected CSFs can be made based on the exclusion of high precarious CSFs when there are too high driving factors for suitable improvement. Furthermore, driven CSFs are the most influential in the system which makes them good indicators of success for intervening activities taken on driving resources. These factor characteristics make conditions of driven resources a good measurement of success for intervention activities and state of driving resources can be improved by intervention activities.

VI. CONCLUSION
This study identifies the CSFs for successful implementation of an ERP system to support financial functions. This study has investigated the CSFs of ERP system implementation to support financial functions in the context of HEI using the ADVIAN® method. Our study delivers stimulating insights into the mindset regarding CSFs and implementation of financial ERP systems in the HEIs. This study has employed a rigorous scientific method to generally contribute to information system research and practice as most of the 20 factors identified can be applicable to any information system project. This paper contributes to the implementation of ERP system, financial system, and CSFs research by identifying 20 CSFs derived from the literature. The significance of each identified factor for implementing financial ERP systems has been investigated in this study. In consonance with the objective of this study, it is apparent that factors presented are highly relevant to the implementation of financial ERP systems. The determination of CSFs based on the calculations of ADVIAN® has revealed the contributions of the identified factors for successful implementation financial ERP systems. This study provides the management of finance with useful knowledge that can enable effective implementation strategies for supporting financial functions such as incorporating these factors into the planning, implementation and use of an ERP system that supports financial functions.

The limitations of this study are circumscribed by the availability of domain experts and underserved niche of ERP system implementation research that have delved deeply into the financial domain. However, most of the enterprise wide implementations of ERP systems are customized to the specific settings that make them potentially viable for studies on larger enterprises to present different findings. In addition, the results of expert evaluation, ranking and classification of factors may turn out differently. Nevertheless, the use of a scientific rigorous approach is highly desirable for this research because only a small amount of scientific research has been conducted in this subject area. Consequently, the chosen approach represents an appropriate method for obtaining a preliminary overview and substantiation of CSFs for implementing ERP systems to support financial functions in the higher education.

The direct implication of this study indicates a clear chasm in the literature on implementation of financial ERP systems. It is in the interest of management to observe very clearly the identified the challenges in the process of implementing ERP systems and to employ holistic strategies to mitigate the challenges. There exists a chasm between what has been investigated within the field of ERP system implementation, CSFs, and financial sector. The chasm can be exploited further by researchers and practitioners to better understand what makes a successful implementation of ERP systems for supporting financial functions. Furthermore, regardless of the study grounded on the settings of HEIs, the outcome can very well be generalized to other similar organizations whose financial management are in dare need of reformation and is of importance. Since many HEIs in developing countries such as South Africa have implemented financial ERP systems it could be contended that the outcome of this study can be generalized geographically. Hence, a possible action for future research endeavor in the domain of ERP system.
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Abstract—Tweet data can be processed as a useful information. Social media sites like Twitter, Facebook, Google+ are rapidly growing popularity. These social media sites provide a platform for people to share and express their views about daily routine life, have to discuss on particular topics, have discussion with different communities, or connect with globe by posting messages. Tweets posted on twitter are expressed as opinions. These opinions can be used for different purposes such as to take public views on uncertain decisions such as Muslim ban in America, War in Syria, American Soldiers in Afghanistan etc. These decisions have direct impact on user’s life such as violations & aggressiveness are common causes. For this purpose, we will collect opinions on some popular decision taken in past decade from twitter. We will divide the sentiments into two classes that is anger (hatred) and positive. We will propose a hypothesis model for such data which will be used in future. We will use Support Vector Machine (SVM), Naïve Bayes (NB), and Logistic Regression (LR) classifier for text classification task. Further-more, we will also compare SVM results with NB, LR. Research will help us to predict early behaviors & reactions of people before the big consequences of such decisions.

Keywords—Opinion mining; Naïve Bayes; linear regression; support vector machine

I. INTRODUCTION

Internet is providing all the services a normal user looking for. Starting from the health, education, government and business, all categories of modern life have been covered in the shape of internet. Internet provides connectivity [1,2] between people and information publicly shared globally. Similarly, social media such as Facebook, Twitter, YouTube are platform to remain updated with current news and a airs. Through social media people [3,4,5] can share news, share their opinions and participate in activities being held online. Social Networking Sites (SNS) such as Twitter and Facebook have a beneficial effect on our way of life. SNS has been used for expressing opinions on different issues. In this work, we propose a sentiment based method for the predication of aggressive estimation.

In the age of technology [6,7] millions of people are using social media sites like Facebook, Twitter, Google Plus, etc. to share and express their views, emotions, and opinion about their daily lives. Through the online communities, we get an interactive media where consumers inform and influence others through forums. Social media are now become rich of data in the form of tweets, status updates, posts, blog, comments, reviews, etc. [8, 9]. These social sites are not just using for personal use, but now it become a fastest tool to reach the people. It provides an opportunity for businesses by giving a platform to connect with their customers for advertising. Mostly people rely on user generated content or reviews to a great extent for decision making. The online content generated by users is too rich to analyze by normal user. The thing is to automate the process to take the views of user’s as opinion. The online contents are mainly consider as opinions, sentiments, attitudes, and emotions [10].

II. LITERATURE REVIEW

Machine Learning, Data mining and Natural Language processing all used together for the classifications of text documents widely. These three techniques also used to discover patterns from the electronic documents. Text mining is used to discover hidden useful information from the documents and deals with the operations like, retrieval, classification (supervised, unsupervised and semi supervised) and summarization [11].

There have been many efforts regarding text classifications in the past. Krishna and Gonghzu [12] have analyzed large data from clinics and try to find the clinical disorders. Sonia and Shruti [15] have used Machine Learning techniques for analysis of social network E-Health data. Roshan and Rio D Souza [13] have analyzed product value using sentimental analysis publicly given on Twitter. Both have [16] worked to solve the problem of reading millions of reviews by a single user for a particular product, they have developed a model using reviews posted which gives product classification in term of positive, negative and neutral reviews. In the same context, Barnaghi et al. [14] used Twitter sentiments to predict event winner. They used Bayesian Logistic Regression (BLR). They manually labelled tweets into two categories positive and negative. A model proposed [17,19] by them can be used to predict winner of any event using sentiments. In our research we will propose a methodology to analyses the pattern of human behaviors towards uncertain decisions. Our proposed methodology saves time and cost for such a huge public review posted daily on social networks. Nirbhay Kashyap et al. [20] have worked on music lyrics to categorize the mood of individuals. They have used different text mining and data
mining approaches to deal with such a problem. They have considered music associations, melody choice and music proposal as a feature to demonstrate the data. It is beneficial for predicting more accurate understanding of the music mood in the mood mapping process. Similarly, many studies have been found to investigate the online business trends using social data. Online business and larger companies’ world-wide used use feedback which has been given on social sites for the improvement of product and business need with the passage of time. The amount of text and information shared on twitter in the form of tweets have valid information and it can be used to track the progress of product. They have categorized the data into different categories such as against, positive and negative and used machine learning clustering algorithms to do so. They have found that the data available online can be used for the process of information extraction and it is beneficial for the companies to track the progress of their product and handy for future considerations [21].

Santoshi et al. [22] have used twitter data differently. They have tried to figure out the user behavior towards political parties. They have captured twitter data before the election and categories the raw data into 5 different categories such as positive, negative, happy, sad and neutral. This type of information is very hardy for political parties before the election. It is also effective to solve the real problems of people so that you can change the thinking of users. They have considered BJP and INC for their purpose. These are the biggest political parties in India. Using text mining and unsupervised lexical method classified tweets related to these parties to identify people emotions for the parties.

Xin Li [23] have adopted the same platform for his studies with his group mates. They have used different Natural language processing techniques [25] for the awareness of social issues human facing. Social awareness in-formation is analyzed by applying text mining and social network analysis.

AK Rathore et al. [24] has collected twitter data for the prediction of Pizza success after its launch. It is very handy information they have worked. This type of methodologies can be used to predict the behavior of any user for a particular product. Rathore and his company has used R and NodeXL for analyzing tweets collected from twitter. Furthermore, they have used different text mining, Natural Language Processing and Network Analysis techniques to predict user behavior. Any company or food delivering company can used this sort of information for t [26, 27] he purpose of success and failure of product. Nobody has worked to analyze the behavior of certain decision and their impact of human life before. In our research we will propose a methodology to analyses the pattern of human behaviors towards uncertain decisions. Our proposed methodology saves time and cost for such a huge public review posted daily on social networks.

III. PROPOSED METHOD

The solution we suggest involves Twitter data. Tweets collected with Twitter Search API [18]. Our methodology consists of two steps: training and testing phases. Feature representation and tweets collection and classifier training comes in training phase, while the testing phase have four phases: tweets collection for testing, feature representation, hypothesis prediction and evaluation. The first two tasks (i.e. tweets collection and feature representation) are shared between training and testing phase. Some popular classifiers such as SVM, NB and LR used in training and hypothesis. We have used WEKA tool for training and testing of our propose methodology. Firstly, we divided the data sets into two parts, training data and secondly testing data.

A. Preprocessing

Preprocessing reshape the data into desired form. The data collected is not purified for the process of classification, for this we have applied data Processing methodologies to transform the data into meaningful features.

Fig. 1 is showing the training of dataset. This involve mainly tokenization (or featuring), feature weighting and data cleaning (removal of irrelevant features). Once the data is collected, URLs from the tweets and replies were removed. Data only with image or with a link but there was no textual information was also re-moved. Stop words also do not give any information about topic and just create noise in the data so using stop word-list they were also removed from the data. Pre-processing is the key process in data classification tasks. It also improves the effectiveness of proposed classifier. When data is pre-processed it helps in saving classifier time while classifying. Collected tweets are further pre-processed with following steps.

1) Tokenization: Tokenization deals with breaking of long text strings into substrings which may include phrases and words collectively known as tokens. Among two ways of tokenization (phrase and word tokenization), word-level tokenization is considered as more effective due to statistical significance. In this process, the sentence for in-stance "Trump is mentally disturbed person" was bro ken into tokens "Trump", is, mentally, disturbed, person. The algorithms which are used to tokenize a sentence separate the tokens with whitespace and some are based on built in dictionary. Text can be tokenized in two ways, by words (often called bag of words) or phrases.

2) Feature Weighting: A standard function to compute the weights is TF-IDF. TF-IDF scheme is based on two parts: TF and IDF. TF stands for term frequency which is used to counts the represented terms/tokens in a document. It can give a complete measure of term occurrence. IDF stands for inverse document frequency of a term in a collection of documents.

![Fig. 1. Blocked Diagram of Proposed Methodology.](image-url)
B. Sentiment Classification

Once we applied the pre-processing, we have data in a suitable format to apply classification algorithm on it. We have categorized the data into two formats. A data with false words labeled as Negative and data with positive words labeled as Positive. A sample of tweets rows which we have labeled. Different algorithms are available in this domain that can be used to train the classification task. Different experimental studies have been directed to analyze these methods for text categorization.

Once we applied the pre-processing, we have data in a suitable format to apply classification algorithm on it. We have categorized the data into two formats. A data with false words labeled as Negative and data with positive words labeled as Positive. A sample of tweets rows which we have labeled. Different algorithms are available in this domain that can be used to train the classification task. Different experimental studies have been directed to analyze these methods for text categorization.

IV. CLASSIFICATION

Supervised classification is a machine learning approach in which training data are used to construct the model and test data are used to evaluate the constructed model on unseen data to measure the performance of algorithm. There are a number of classifiers that exist to classify data, and below in Table I we will discuss the classifiers which we have explored in this work.

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Positive Samples</th>
<th>Negative Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RT @joshua_landis: Major U.S. policy statement on #Syria by Gen. Mattis: &quot;US to fight IS in Syria until IS declares that they’re done.&quot; Als... [War in Syria]</td>
<td>RT @Palestinian: Saudi Arabia: *Played a huge part in destabilizing Syria [War in Syria]</td>
</tr>
<tr>
<td>2</td>
<td>catalonia election spain s king felipe warmseparatists many truly seek god s mess[Catalonia]</td>
<td>not only that mexican people are indigenous to north america any natives should be against the wall [NoBanNoWall]</td>
</tr>
<tr>
<td>3</td>
<td>israeli terrorist politician harasses paleson hazon rightwing israeli known for publicity stunts was f*ck [Jerusalem]</td>
<td>so in your opinion jerusalem is in which country [Jerusalem]</td>
</tr>
<tr>
<td>4</td>
<td>#Modi RafaleScam msg to centry...thinkbig...do big.. forget ppl #NoteBan#notebandi #amitshahkillot [Notebandi]</td>
<td>Bjp is likely to show sunny leone ji CD so that people will forget about GST &amp; NOTEBANDI [Notebandi]</td>
</tr>
<tr>
<td>5</td>
<td>RT @newsbusters: Says it all! The liberalmedia are STILL obsessed with trashings <a href="https://t.co/Yhw">https://t.co/Yhw</a> cpesP[Trump Victory]</td>
<td>RT @leedsrgarcia: The administration let DACA renewals sit in mailboxes --- and then rejected them for being &quot;late&quot; <a href="https://t.co/4LYHO">https://t.co/4LYHO</a></td>
</tr>
</tbody>
</table>

TABLE I. TWEETS ROWS WITH LABELED POSITIVE AND NEGATIVE SAMPLES

SVM provides better results than other Machine Learning algorithms in sense larger boundary distributions. SVM also supports high dimensional data. SVM is suitable for millions of features at the same time. SVM also supports optimization problems. Software libraries present for the implementation of SVM are lib-linear, libsvm. In logistic regression function, we have the hypothesis below, and sigmoid activation function.

Nave Bayes is probabilistic classifier which strongly based on Bayes Theorem. Simple Bayes, Independence Bayes are common names which are used. It is mostly used in classifying text information into their respective categories. There are some other example which are associated with the classifier such as to check either email is spam or not, either emails is related to sports or not.

V. EXPERIMENTAL SETUP

A. Evaluation Measures

We used various evaluation measures to assess the results, and these measures are described below in Table II.

The results of sentiment classification using Logistic classification are given in Table III. Precision, recall, and f-measure are approximately 83%, 84%, and 84%, respectively.

Here we have given the results of sentiment classification. The results of sentiment classification using Support Vector Machine (SVM) classification are given in Table IV. Precision, recall, and f-measure are approximately 92%, 85%, and 88%, respectively.

The results of sentiment classification using Naïve Bayes (NB) classification are given in Table V. Precision, recall, and f-measure are approximately 85%, 86%, and 85%, respectively.

TABLE II. BAG OF WORDS USED FOR CLASSIFICATIONS

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Hash Tag</th>
<th>Words</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>#Trump</td>
<td>shithole, criminal trump, trump shutdown, turned sour, reject, failed socialist, evil's choice, Moscow's victory, what nonsense, shocking crimes, disgrace, slap, Pathetic</td>
</tr>
<tr>
<td>2</td>
<td>#SaudiWomenCanDrive</td>
<td>condemned, cheesy, car accident, lack of intellect, Protests, condemnation, break, license, disasters</td>
</tr>
<tr>
<td>3</td>
<td>#PanamaVerdict</td>
<td>squeezed, shameless, Patwari, Hara Family, corruption,ashed, bark, barking, gangster, anti, wolf</td>
</tr>
<tr>
<td>4</td>
<td>#NoteBandi</td>
<td>waste of time, economy mess up, destroyed, black money, laundering, su er, corruption, e ect, common man, impact, a ected, self-destructive, slap, idiot, com-plainting, ruthless, corrupted gov, history, disasters, stunts, nashbandi, Nobandi</td>
</tr>
<tr>
<td>5</td>
<td>#NoBanNoWall</td>
<td>attacks, hurt, worse, wasteful, monument, hurdle, damage, environment, hate, break the wall, harmed, wreck less, darkness, must resist, rapists, hurt brown people, discriminatory ban stupid wall, resist</td>
</tr>
</tbody>
</table>
A comparison analysis of classifiers for sentiment classification is given in Table VI. We can see that SVM provides best results and it gives approximately 88% F-measure which is much better than from NB and LR results.

C. Comparative Analysis

To get good performance of classifier precision and recall are often used together [28]. F-Measure can be defined as harmonic mean of precision and recall.

B. Tools for Evaluation

To perform desired task, we used WEKA. WEKA is open source free software which has been used for various machine learning problems using data. It contains tools which can be used for classifications, pre-processing, clustering, visualization, association rules etc. Machine Learning is nothing without giving an artificial intelligence to your data. Machine learning methods are very similar to data mining algorithms. WEKA has collection of Machine Learning (ML) algorithms which are applied on data to extract desired results from it.

C. Comparative Analysis

A comparison analysis of classifiers for sentiment classification is given in Table VI. We can see that SVM provides best results and it gives approximately 88% F-measure which is much better than from NB and LR results.

VI. DISCUSSIONS

In last chapter we have described tools, data source, and different technologies that we have used in our approach. In this chapter we will present the obtained results. Fig. 2 is showing the work flow of our experimentation. Three classifiers Support Vector Machine, Naive Bayes and Logistic Regression are used in our experiment and to measure the effectiveness of each classifier we have used three measurements i.e. recall, precision, and f-measure by applying standard 10-folded cross-validation.

VII. CONCLUSION

Twitter is one of the most important social sharing platform for useful information. Tweets posted on twitter are expressed as opinions. These opinions can be used for different purposes such as to take public views on uncertain decisions such as Muslim ban in America, War in Syria, American Soldiers in Afghanistan, etc. These decisions have direct impact in users life such as violations & aggressiveness are common causes. We have collected tweets of such decisions and labeled the tweets into two categories such as anger (hatred) and positive. We have used classifier algorithms such as Sup-port Vector Machine (SVM), Naive

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Brexit</td>
<td>0.814</td>
<td>0.763</td>
<td>0.784</td>
</tr>
<tr>
<td>2</td>
<td>Catalonia</td>
<td>0.879</td>
<td>0.885</td>
<td>0.882</td>
</tr>
<tr>
<td>3</td>
<td>PanamaVerdict</td>
<td>0.881</td>
<td>0.872</td>
<td>0.876</td>
</tr>
<tr>
<td>4</td>
<td>NoteBandi</td>
<td>0.86</td>
<td>0.822</td>
<td>0.844</td>
</tr>
<tr>
<td>5</td>
<td>Jerusalem</td>
<td>0.86</td>
<td>0.817</td>
<td>0.834</td>
</tr>
<tr>
<td>6</td>
<td>SaudiWomenCanDrive</td>
<td>0.857</td>
<td>0.85</td>
<td>0.855</td>
</tr>
<tr>
<td>7</td>
<td>Trump</td>
<td>0.856</td>
<td>0.864</td>
<td>0.86</td>
</tr>
<tr>
<td>8</td>
<td>MuslimBan</td>
<td>0.855</td>
<td>0.854</td>
<td>0.856</td>
</tr>
<tr>
<td>9</td>
<td>NoBanNoWall</td>
<td>0.89</td>
<td>0.891</td>
<td>0.891</td>
</tr>
<tr>
<td>10</td>
<td>SyriaWar</td>
<td>0.863</td>
<td>0.879</td>
<td>0.869</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Brexit</td>
<td>0.865</td>
<td>0.883</td>
<td>0.863</td>
</tr>
<tr>
<td>2</td>
<td>Catalonia</td>
<td>0.841</td>
<td>0.908</td>
<td>0.873</td>
</tr>
<tr>
<td>3</td>
<td>PanamaVerdict</td>
<td>0.922</td>
<td>0.925</td>
<td>0.906</td>
</tr>
<tr>
<td>4</td>
<td>NoteBandi</td>
<td>0.900</td>
<td>0.899</td>
<td>0.889</td>
</tr>
<tr>
<td>5</td>
<td>Jerusalem</td>
<td>0.926</td>
<td>0.929</td>
<td>0.921</td>
</tr>
<tr>
<td>6</td>
<td>SaudiWomenCanDrive</td>
<td>0.911</td>
<td>0.900</td>
<td>0.901</td>
</tr>
<tr>
<td>7</td>
<td>Trump</td>
<td>0.860</td>
<td>0.817</td>
<td>0.834</td>
</tr>
<tr>
<td>8</td>
<td>MuslimBan</td>
<td>0.850</td>
<td>0.873</td>
<td>0.843</td>
</tr>
<tr>
<td>9</td>
<td>NoBanNoWall</td>
<td>0.916</td>
<td>0.924</td>
<td>0.909</td>
</tr>
<tr>
<td>10</td>
<td>SyriaWar</td>
<td>0.922</td>
<td>0.921</td>
<td>0.905</td>
</tr>
</tbody>
</table>

Precision (Positive Predictive value) can be defined as relevant instances from the retrieved instances. The concept is used for binary classifications. Whereas recall is the number of relevant instances from total number of relevancy. This is also known as sensitivity.

In last chapter we have described tools, data source, and different technologies that we have used in our approach. In this chapter we will present the obtained results. Fig. 2 is showing the work flow of our experimentation. Three classifiers Support Vector Machine, Naive Bayes and Logistic Regression are used in our experiment and to measure the effectiveness of each classifier we have used three measurements i.e. recall, precision, and f-measure by applying standard 10-folded cross-validation.
Bayes (NB), and Logistic Regression (LR) for building models. We have also compared SVM results with NB, LR. This research is useful for predicting early behaviors & reactions of people before the big consequences of such decisions.

In the future we interested to build a tool which can work as a recommender system to classify tweets automatically into two categories such as Anger and Positive.

\[ a^2 + b^2 = c^2 \]
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Abstract—Wireless Sensor Networks (WSNs) applications range across distinct application comprising of event detection at real-time. WSNs can be deployed for not only mobile nodes but also for static sensor nodes (SNs) for various applications which may include health care system, smart parking, environmental monitoring etc. Sensor nodes in WSN are constrained in terms of energy contents of each node and can be accessible by other nodes in a wireless medium are more likely to be susceptible to various categories of attacks. Wireless Network are more likely prone to various kinds of security attacks, one such type of attack caused by a malicious attacker, which can result to decay in the lifetime of the network and an adverse scenario can even lead to congestion in the entire network. This paper presents the overview of various attacks and their consequences on different layers and evaluates defense strategy used to mitigate the various categories of attacks on Wireless Sensor Networks. This study proposes a cluster-based approach for each node of a WSN where the nodes of network constrained by energy can organize and perform network duties as per the network performance for this one node performs the role of cluster head (CH) which is elected on the basis of the "Reputation" of a node which is an indicator of nodes individual behavior in the network and "Net_Credit_Score" which determines the cooperating behavior of sensor node in the cluster. Further, this study highlights few parameters which can be implemented to further enhance the defense strategy by taking into account the factors such as Cluster count, Stability factor of both the Cluster and Cluster Head and Intra-Cluster topology which can be crucial. This will result in formulating a road map for designing a secure and resistant reputation-based system for WSN to overcome the various security related attacks.

Keywords—Wireless sensor network; security attacks; security issues; clusters

I. INTRODUCTION

Wireless Sensor Networks (WSN) can be defined as a versatile communications system that makes use of the wireless medium (radio frequency) in order to transmit and receive data, therefore reducing their dependency on wired connections. It can be termed as a group of spatially dispersed and dedicated sensors deployed to monitor and collect the details such as the physical conditions existing in a region such as the collection of data, scientific examination, military applications etc. But the sensor nodes are constrained due to various factors such as security issues and limited resource energy; they are more likely to be vulnerable to security attacks. Security threats can easily affect the WSNs. Sensor network attackers donot need to constrained by the characteristic of sensor nodes since they are able to use costly transceivers and power supply nodes, making it possible for this type of network to be affected. The local storage ability of sensor network is very minimal [1], so in order to run very complex cryptology protocols, security mechanisms for sensor networks can not enable each sensor node to store long-sized keys. Sensor nodes have low power consumption, so power preservation must be the priority of sensor network protocols. Usually, sensor networks comprise of a huge number of communication nodes, do not have a global identification number and might face simple node failure.

The purpose of the attacker is to render target domains inaccessible to legitimate users. In several areas a sensor network without adequate security against attacks will not be deployable. Wireless networks are more vulnerable to security attacks due to the transmission medium being broadcasting in nature. The security attacks [2] are the situation of violation of
system security, carried out by an intelligent entity and is a deliberate act of threat on an organization resource or service. We need to design a security algorithm for secure working condition.

This paper considers cluster-based strategy for mitigation against security attacks carried out on WSNs and proposes a cluster-based approach which is Fault-tolerant and by categorizing the sensor nodes into cluster also considers the balancing of network load.

The paper is organized as follows. In Section II we present related work to various security attacks in detail. The Security requirements of WSNs is explained in Section III. Section IV gives a review of attacks on WSN. A proposed cluster-based mitigation strategy is described in Section V. Section VI presents conclusions and future enhancements related to security attacks on WSN have been considered.

II. RELATED WORK

The paper [3] examines and evaluate the various kinds of attacks carried out on WSN. The main focus of this study is to examine how such attacks can be prevented for WSNs by creating a sound understanding of various kinds of attacks in WSNs. In [4] the authors have conducted a review on DDoS attack to present its impact on networks and to present various defensive, detection and preventive measures which can be adopted in order to mitigate attacks on WSNs. Various parameters related to methods used for selection of clusters [5] need of re-clustering [6] and study of the QoS parameters such as performance [7] of nodes in WSN. The approach used in [8] determines that the cluster head is selected on the basis of a threshold value "T" which can be calculated using the remaining energy and relative position of the node in the network. In the study [9] CH is elected based on assigning weight factor to the nodes such as Reputation-based system such as RFSN [10] and DRBTS [11], energy, mobility and distance between the nodes and based on the weighted value of these three parameters Cluster head can determine.

1) **Physical layer**: The attack primarily focused on this layer that may affect (leading to starvation) or may not affect (resulting in sniffing) the physical environment needed to send the data.

2) **Data link layer**: DDoS attacks (active as well as passive) can be carried out resulting in increase in the packet drop or in adverse situation may even lead to decrease in the lifetime of the network.

3) **Network layer**: Sniffing attack and intelligently carried out DoS attacks (that allow the traffic to pass through it) and then ultimately slowly increasing the magnitude to block the route(congestion)on increase the magnitude of the attack.

4) **Transport layer**: Denial of service attack at this layer is aimed to make use of the information of the network resources(machines) working, the main aim of the attack is to cause adverse impact leading to halt in the working(congestion) of the entire network. Both online, as well as offline services, are likely to be affected through this attack.

5) **Session and presentation layers**: Till date, any attack mainly targeting these layers have not been discovered.

6) **Application layer**: This layer disclosed to both active as well as passive attacks. Distributed denial of service is common at this layer.

Table I presents various types of attacks at the multiple layers. The consequences of these attacks depend on the impact caused by the outcomes of the resources affected by these attacks.

Table II presents various protocols, one of the strategy is to monitor the malicious characteristic of nodes on the basis of Non-Cooperative nodes. So in order to mitigate the attacks on the wireless network, we have taken into account the malicious activity shown in terms of the non Co-operating behavior characteristics exhibited by the nodes of the network. Algorithm 2 describes assigning of Reputation value to each sensor node of the network. One method to identify non-cooperative nodes is to assign a "Node_Reputation ( )" value to each of the node cooperating in the transmission process. Since each node in Mobile Adhoc networks and WSNs have no other way of collecting the information about the nodes located outside their range, and therefore there is a greater chance of uncertainty in the communication information related to them. So in order to enhance trust and reputation - based system for MANETs and WSNs in particular is a challenging issue. MANETs are assumed to be self-configuring configuration collection of nodes mobile in nature connected by wireless links. These nodes are exhibit random movement and is the primarily the reason for rapidly changing topology of the network.

Load balancing [12] in WSN is critical to classify the sensor node into equal size groups so as to ensure that expected network performance is achieved for each node, Fault tolerance [13] is the feature of a network which ensures reliability and trust aspect of dependency of each sensor node on other nodes of the network.

<table>
<thead>
<tr>
<th>TABLE I. DDoS ATTACKS AT VARIOUS LAYERS IN WIRELESS SENSOR NETWORK</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Layers</strong></td>
</tr>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>Physical</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Data Link</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Network</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Transport</td>
</tr>
<tr>
<td>Session and Presentation</td>
</tr>
<tr>
<td>Application</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
TABLE II. DEFENSE SCHEME USED AT THE VARIOUS PROTOCOL LAYERS

<table>
<thead>
<tr>
<th>Protocols Layers</th>
<th>Types of Attacks</th>
<th>Defense Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>Denial of sleep</td>
<td>Sleep</td>
</tr>
<tr>
<td>MAC (Medium Access Control)</td>
<td>Spoofing</td>
<td>Authentication</td>
</tr>
<tr>
<td>Network</td>
<td>Hello Foods</td>
<td>Geographic Routing</td>
</tr>
<tr>
<td></td>
<td>Homing</td>
<td>Header Encryption</td>
</tr>
<tr>
<td>Transport</td>
<td>SYN flood</td>
<td>SYN Cookies</td>
</tr>
<tr>
<td></td>
<td>Desynchronization</td>
<td>Path Authentication</td>
</tr>
<tr>
<td>Application</td>
<td>Path Based DoS</td>
<td>Anti-replay protection</td>
</tr>
<tr>
<td></td>
<td>Reprogramming Attacks</td>
<td></td>
</tr>
</tbody>
</table>

In these networks, each node plays the dual role of being the end-system as well as the task of relaying the packets to the other nodes. Since the nodes in MANET are autonomous without any common interest, so there is a greater tendency for a node to not participate in a cooperative manner with other nodes of the network. This Non-cooperative behavior exhibited by the node explained in Fig. 1 may lead to malicious activities such as leading to DoS (Denial of service) attacks and various other deviation from ideal expected behavior by the sensor node.

Unlike MANET, in case of WSNs all the sensors nodes are confined to be the part of a single group and they operate to attain same goal. So there arise a need to classify the nodes of WSNs into groups called “Clusters”.

III. SECURITY CONCERNS IN WSNs

WSNs have been emerging as the most widely deployed networks in various application areas. The Security concern for WSNs are as follows [14][15]:

A. Confidentiality

It is the measure which assures that sensor nodes control or influence what information related to them may be collected and stored and by whom (sensor nodes) and to whom that piece of data or information may be disclosed.

B. Integrity

It is the measure which ensures that the data or information received by a sensor node must not be altered maliciously by the member nodes of WSNs.

C. Authentication

It is the measure which ensures that the entity (sensor node) being a genuine member of the network which can be trusted and verified against the data sent and received being the legitimate sender and receiver of the data or information.

D. Authorization

The authorization is used to ensure and assure that only the authorized (legitimate) sensor nodes are allowed to perform the required operations in WSNs.

E. Availability

It is the measure which ensures that information access is on a timely basis and reliably that is WSN services must be available whenever the WSN users need them.

F. Secrecy (Forward and Backward)

Forward secrecy is deployed in WSN in order to disallow a sensor node that has left a Wireless Sensor Network from accessing (read) any future data, whereas Backward secrecy means preventing a new incoming sensor node to a Sensor Network from reading any previous data.

IV. ATTACK ON WIRELESS SENSOR NETWORKS

There are wide ranges of attacks. Fig. 2 presents security attacks that are classified as passive attacks and active attacks.

A. Passive Attacks

In Passive attacks, the main goal of the intruder (opponent) is to monitor (examine) and obtain the information that is being transmitted between the sender and the receiver. These are the attacks against the privacy of wireless sensor network. Some of the passive attacks are the release of message contents, eavesdropping and traffic analysis, etc. In addition to these various attacks aimed to obtain various critical information such as decoding the poorly enciphered traffic, and observing the important information such as secret message and identification. The consequence of these attacks is the exposure of information or any feasible source of data to an attacker.
B. Active Attacks

Active attacks are mainly targeted with primary aim leading to the modification of the data stream or the creation of a false stream in order to disturb their operations. The attacker alters the data stream to masquerade one entity as some other. As a result of Active attack may be the exposure of data files and their amendment or in worst scenarios may even lead to denial of service (DoS). Various detection and prevention methods can be used to avoid multiple DoS attacks. A DDoS attack is initiated by flooding a massive number of data packets or bogus requests to a victim’s network that leads to increase the bandwidth requirements. Therefore, exceeding beyond the capacity of handling the application by the victim(server), so that the processing node is flooded with undue requests that prevent legitimate users from receiving the service and hence leads to congestion or starvation [16], [17].

Such types of attacks target both the service provider and user in addition the main resources for attack can be aimed to disrupt the processing unit or the memory, to drain the energy of the sensor node(battery power), and the bandwidth of the wireless network. These attacks also affect connectivity and reduce the throughput and quality of service (QoS). As the sensor nodes of WSNs continuously monitor the dynamically changing parameters in the network. Therefore any issue such as packet drop etc. is shared with the neighbouring nodes, based on such information possibility of a kind of denial of service attack can be identified and due to preventive measures can be adopted by the nodes of WSNs.

V. PROPOSED WORK

Many studies over recent years have summarized the role of various parameters related to methods used for selection of clusters need of re-clustering and study of the QoS parameters such as performance of nodes in WSN. Some approaches uses the concept that the cluster head is selected on the basis of defining a threshold value which can be calculated based on critical parameters such as residual energy and relative position of the node in the network. In this study CH is elected (given in Algorithm 1) on the basis of selecting the maximum value of Reputation and Score of an individual node and Cluster head, respectively.
Algorithm 1: SELECTION OF CLUSTER HEAD IN WIRELESS SENSOR NETWORK

<table>
<thead>
<tr>
<th>Score-Scr</th>
<th>Reputation-Rep</th>
<th>Node-Nod</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_m ) – variable assigning maximum value of scr</td>
<td>( R_m ) – variable assigning maximum value of rep</td>
<td>Value-Val</td>
</tr>
</tbody>
</table>

\[ \text{ClusterHeadSelection}() \]

\[
\text{Scr} = \text{NodScrVal}()
\]

\[
\text{Rep} = \text{NodRep}()
\]

\[
S_m = \text{Max(Scr( ))}
\]

\[
R_m = \text{Max(Rep( ))}
\]

For each cluster \( C_j \in \text{WSN} \)

\[
\text{For (each node } N_i \text{ & } N_j = 1 \text{ to } N_i = \text{n} )
\]

\[
\text{If ( } S_m || R_m \text{ )}
\]

\[
\text{Set Nod as (CH)}
\]

\[
// i^{th} \text{ nod is assigned to the } j^{th} \text{ cluster as CH}
\]

else

\[
\text{Add node } j^{th} \text{ Cluster i.e. } C_j
\]

Identifying the nodes of WSN into clusters can lead to attain the objectives, namely, as:

A. Load Balancing

Load balancing of nodes in a WSN is a measure of the distribution of the various overheads related to data processing or various other intra-cluster management task confined to the cluster head (CH) node within the network. So there arise a need to maintain a balance of the load among the nodes of a WSN, so that every node can meet its expected performance goals. Specifically for WSN where the CH are to be selected among the sensor nodes of the network. Therefore formulation of “Cluster” is crucial in order to extend the lifetime of the network and meet the expected performance criteria.

B. Fault-Tolerance

As WSNs are expected to operational in extreme and adverse working situations such as military applications such as battlefield surveillance, border surveillance, Disaster management, security surveillance etc. therefore these networks are likely to suffer from physical damage and malfunction etc. Failure of a node of WSN can have a significant impact on the network and this situation can worsen if the affected node is a cluster head, as the loss or failure of a CH means loss of certain critical sensor data. So we need an intuitive way to overcome the overcome the failure of a Cluster Head.

Algorithm 2. REPUTATION-BASED CREDIT SCORE OF A NODE OF A CLUSTER IN A WIRELESS SENSOR NETWORK

<table>
<thead>
<tr>
<th>Nod_Rep( )</th>
</tr>
</thead>
<tbody>
<tr>
<td>For each nod ( N_i \in \text{WSN} )</td>
</tr>
<tr>
<td>Each node maintains ( ( \text{Nod_id, Net Rep_Scr} ) )</td>
</tr>
</tbody>
</table>

\[
\text{If ( } S_{\text{Credit}} \geq U_{\text{Credit}} \text{ )}
\]

\[
\text{Net Rep_Scr val Increases}
\]

else

\[
\text{Net Rep_Scr val Decreases}
\]

where

\( \text{Nod}_i \) – Nod id in the cluster

\( S_{\text{credit}} \) – score corresponding to correctly Packet forwarding capability of a node

\( U_{\text{credit}} \) – is score corresponding to Un- correct forwarding capability of a node

\[
S_{\text{credit}}(A,B) = +\text{ive value} // \text{Successful _Credit_Score}
\]

\[
U_{\text{credit}}(A,B) = -\text{ive value} // \text{Unsuccessful _Credit_Score}
\]

\[
\text{Net_Credit_Scr} = \sum S_{\text{Credit}}(i,j) + \sum U_{\text{Credit}}(i,j)
\]

// where nod “i” is request for service from “j”

\[
\text{If ( } \text{Net_Credit_Scr} \geq 0 \text{ )}
\]

\[
\text{Nod has + rep.}
\]

else

\[
\text{Nod is consider malicious nod}
\]

\[
\text{rtn(Net_Credit_Scr)};
\]

In this study, we have considered incentive (based on Reputation_Score() of a node of the network) based approach can be used to enhance trust for nodes in WSNs to behave in a cooperative manner. Many Reputation and trust-based systems based system has been successfully modelled for WSNs. WSN is an autonomous collection of mobile nodes driven by constrained resources such as energy content of node so in order to enhance the network lifetime is a major concern. In order to address issues such as scalability, energy of a node, the nodes are often grouped into disjoint clusters. Each cluster is monitored by a node referred as cluster head (CH). The selection of Cluster Head is based on calculation
"Node_Reputation( )" which is the characteristics of individual sensor node of WSN where as NodeScoreValue( ) which is the characteristic of node behavior in the cluster.

VI. CONCLUSION

In this work, we have proposed cluster-based mitigation technique basis of Net_Credit_Score assigned to the nodes of a wireless sensor network. A positive "Net_Credit_Score" increases the trust & Reputation of a sensor node among the nodes of a WSN, whereas a negative value is an indicator of nodes exhibiting malicious or suspicious behavior. Some of the critical factors which can be considered for future work can be the constrained energy of sensor node of WSN, as the power of each sensor node is limited the network lifespan of WSN is critical issue to consider. Similarly, Cluster count (i.e. size of cluster), Stability of Cluster and Cluster Head and Intra-Cluster topology can also be some critical parameters to consider in devising strategies for mitigating against the security attacks carried out on WSNs.

ACKNOWLEDGMENT

The authors would like to express their gratitude to King Khalid University, Saudi Arabia for providing administrative support.

REFERENCES


A Predictive Model for the Determination of Academic Performance in Private Higher Education Institutions

Francis Makombe¹, Manoj Lall²
Department of Computer Science
Tshwane University of Technology
Pretoria, South Africa

Abstract—The growth and development of predictive models in the current world has influenced considerable changes. Today, predictive modelling of academic performance has transformed more than a few institutions by improving their students' academic performance. This paper presents a computational predictive model using artificial neural networks to predict whether a student will pass or fail. The model is unique in the current literature as it is specifically designed to evaluate the effectiveness of the predictive strategies on neural networks as well as on five additional algorithms. The analysis of the experimental results shows that Artificial Neural Networks outperformed the eXtremeGBoost, Linear Regression, Support Vector Machine, Naive Bayes, and Random Forest algorithms for academic performance prediction.
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I. INTRODUCTION

Public higher education providers are institutions that have been established and funded by the state through the Department of Higher Education and Training (DHET). Public providers include universities, universities of technology, and comprehensive universities. Private providers are owned by private organizations or individuals. Higher education institutions (HEIs) operate in an increasingly complex and challenging environment. Competition has increased, and previously anticipated government funding has become scarce [1]. In such circumstances, HEIs must succeed in a financial sense or else they will go out of business [2]. In their quest for survival, common practices adopted by HEIs are to increase the intake of students and try to improve on their success rates. Since, many government and private funds depends on the throughput rates of institutions, being able to predict the chances of any new student’s success is very important. This study aims to improve the pass rates of students’ in a particular private academic institution by providing a classification model to assist in identifying student at risk of failing a program. Being able to identify such students, the educational institutes can provide a targeted support mechanisms to the needy students. The author in [3] mention that the reasons for the identification of a student at risk of dropouts or attrition early enough are to be able to provide necessary support and interventions for the student with the goal of reducing dropouts, increasing retention, performance and graduation rate.

Application of the appropriate data mining technique that suits the current scenario is important in order to identify useful patterns. In this article, factors that have an impact on the pass rates of students are identified and used in the classification model. The following algorithms are applied in the construction of the classification model-Artificial Neural Networks, Logic Regression, eXtremeGBoost, SVM, Naive Bayes, and Random Forest algorithms.

The rest of this article is structured as follows: the literature review is presented in Section II. The description of the data and the methodology used are presented in Sections III and IV. The results and its discussion are presented in Section V. In Section VI, conclusions and recommendations are presented.

II. LITERATURE REVIEW

In a research conducted by [4], the researchers attempted to explore the applicability of Fuzzy C-Means clustering technique for academic performance of students. They found that fuzzy C-Means clustering algorithm serves as a good benchmark to monitor the progression of students modelling in educational domain. The author in [5] also recommended a fuzzy logic-based expert system that periodically evaluates student performance and supplies students with feedback on progress within data grid environment. The system made use of the fuzzy logic theory and develop the decision making process based on fuzzy rules to assess whether a student gets very poor, poor, good, average or excellent performance.

In an attempt to identify the main attributes that may affect the performance of students in engineering, [6] applied data mining concepts such as k-Means clustering and Decision tree Techniques. They used records of 1500 students enrolled for various subjects in engineering. The author in [7] investigated the impact of classroom attendance and gender on academic performance of university students in an Organic Chemistry course. Data was collected through survey involving real time documentation of attendance for each student at each class lesson over a three month period. Their findings show that attendance had a significant impact on the performance. In another study, [8] analysed the impact of class attendance, practical work and assignments in a course on the success rate.
They found that the number of given assignment has a negative impact on the academic performance. They used C4.5 as the classification algorithm for their work. Several other studies conducted have shown that class attendance is an important predictor of academic outcomes which conclude that students who attend more classes generally earn higher final grades [9].

In a study by [10], one of the factors that influences a student’s ability to succeed is the socioeconomic conditions. This fact is supported by [11] who state that student poverty and the lack of sufficient funding have consistently been cited as key reasons for student academic failure and progression difficulties. In the study by [12], they used marks of four academic batches of Computer Science & Information Technology (CS&IT) students for predicting performance. In their study, they collected records of 347 undergraduate students have been mined with classifiers such as Decision tree, Neural Networks and Naive Bayes.

In another study, [13] applied Naïve Bayes for the classification of student evaluation. Their dataset consisted of the following parameter - age, place of birth, gender, high school status (public or private), department in high school, organization activeness, age at the start of high school level, and progress GPA score.

Discriminate analysis was done by [14] to predict the success and failure of students in a specific physics course. Discriminate analysis is a similar technique to multiple regression except that it is used for categorized data. They used this technique to provide a function that contains the variables that should be used for predicting the success of a student. They collected the data for 1622 students who enrolled in Electricity & Magnetism course, which had a high rate of failure. At first they identified many possible predictors such as, SAT grade, MATH GPA, Overall GPA. In another study [15], applied predictive modelling techniques to identity students at risk of dropping out of their registered qualification. They used Support Vector Machine, Naïve Bayes, Decision tree, K-nearest neighbors and Random Forest on 1156 students.

III. DATA DESCRIPTION

This research followed a quantitative approach. Questionnaires were administered to private academic institutions in an anonymously manner to enhance the privacy and anonymity of the participants. The questionnaires in this study were distributed in two ways: manually handed out and also using the online survey tool survey monkey. The dataset consisted of the following attributes:

- Study hours per week.
- Bursary - whether a student has a bursary or not.
- Class Attendance.
- Student workload (number of modules registered).
- Fulltime study or attending through part-time classes.
- English language proficiency marks.
- Number of employed parents or guardians.
- Group Assignment marks.
- Test marks.
- Individual Assignment marks.

The scatterplot (Fig. 1) shows the distribution of individual test marks in relation to the individual assignment marks. In analysis of this scatterplot, most of the students perform well in both tests and individual assignments. There are a few outliers who perform very well in individual assignments but poorly in tests. According to this scatterplot, the approximate range for tests with most students’ marks is 40 to 80, and that for the individual assignments is 50 to 90. This shows that students are generally performing better in individual assignments than in tests.

The scatterplot (Fig. 2) for Test and Group assignment marks shows that a greater proportion of students perform very well in group assignments, where they take part in research activities. By comparison, a lot of students fail the tests as shown by the large concentration of test marks below the mark of 50, compared to the test mark greater than 50. This could provide a basis for intervention by the private institution in efforts to assist the students prepare better for tests.
IV. METHODOLOGY

In order to assess the effect of data quality, data attribute significance and class number in the academic performance prediction in this study, six classification algorithms have been selected and implemented in R programming language. These algorithms were chosen because they cover the different approaches used by classifiers for learning and they are state of the art algorithms that are often used in data mining applications [16].

A. Random Forests

Instead of building a single tree for classification, the Random Forests constructs a set of trees, and uses them all to classify or to predict. Random Forests where developed by [17], and they create a (forest) collection of decision trees by the method of bagging. Random Forests are sets of learning models where the unknown input is listed according to the majority vote of decision-making bodies. This means that the class predicted by most of the trees would be the last class in the set. Random Forests, increase the classification performance, avoiding overfitting and are robust to outliers and noise [17].

B. Neural Network- Multilayer Perceptron (MLP)

This refers to an artificial neural network class in which at least three layers of nodes are present: one input layer, one hidden layer and one output layer. Every node is a non-linear activation neuron except for the input nodes. MLP uses a supervised learning method called training backpropagation [18]. Every node layer is fully connected to the next layer, which generates a finite acyclic graph (DAG). Except the input node, each node is a processing node that is used to calculate the output based on an input using a non-linear activation function. Each link of two nodes has a change in weight depending on the training data set. The weight adjustments are based on the error of the measured output difference and the predicted output. The weights are adjusted to reduce the error by using a gradient descent.

C. Support Vector Machines (SVMs)

SVMs for binary classification where developed by [19]. This is an approach that is used to solve classification problems using linear methods for both datasets having linearly and non-linearly separable classes [20].

D. Linear Regression

Linear regression helps to predict the value of the Y outcomes variable on the basis of one or more X variables (Equation 1). The objective is to create a linear relationship (a mathematical formula) between a predictor variable(s) as well as the response variable, such that the value of the Y answer is determined by using this formula only when the values (Xs) of the predictors are known. In general, the formula for linear regression is provided as follows:

\[ Y = \beta_1 + \beta_2X + \epsilon \]  

where, \( \beta_1 \) is the intercept and \( \beta_2 \) is the slope. These are called regression coefficients, and \( \epsilon \) is the error term, which refers to the area of Y, that the regression model cannot be able to explain.

E. Naïve Bayes Classifiers

These refer to a collection of "probabilistic classifiers" which are based on the application of Bayes' theorem with strict (Naïve) independence assumptions amongst features. Naïve Bayes classifiers are very scalable.

F. eXtreme Gradient Boosting

eXtreme Gradient Boosting (XGBoost) is a versatile and enhanced gradient algorithm booster variant designed for efficiency, machine speed and performance of the model. It is an ensemble learning technique that combines multiple machine learning algorithms to lessen errors and increase prediction accuracies.

V. RESULTS AND DISCUSSION

The following chart demonstrates the different accuracy, sensitivity, and F-measure values obtained (Fig. 3). Inaccuracies are also shown for each of the six algorithms used in this research. Fig. 1 shows that neural networks algorithm had the best accuracies which also had the least inaccuracies. It also had high precision, and F-measure values where a good classifier has an F-measure value of close to 1, whilst the worst classifier has an F-measure close to 0.

A. Receiver Operating Characteristic (ROC) Curve

The purpose of the Receiver Operating Characteristic (ROC) curve is to primarily assess the accuracy of a continuous measurement that is performing a binary outcome prediction. The best classifier has an area under the curve (AUC) value close to 1. Fig. 4 shown below are the AUC values for three classifiers, two with the best performance and one with a poor performance.

The following values were obtained for the AUC. This was done for three classifiers, which where the two best classifiers, and the worst classifier Table I.

![Performance Statistics for different Algorithms used.](image-url)
TABLE I. AUC VALUES FOR TWO MOST ACCURATE CLASSIFIERS AND THE LEAST ACCURATE CLASSIFIER

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>eXtremeGBoost</td>
<td>0.62</td>
</tr>
<tr>
<td>Neural networks</td>
<td>0.86</td>
</tr>
<tr>
<td>SVM</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Fig. 4. ROC for Two Most Accurate and the Least Accurate Classifier.

By making use of the AUC and accuracy values obtained in this experiment the neural networks algorithm was selected to be the most suitable algorithm for the prediction of academic performance for this study. The performance of ANN was followed by eXtremeGBoost and then SVM. It can therefore be concluded that the neural net algorithm outperformed the other five algorithms for academic performance classification.

B. Confusion Matrix Results

Table II below summarizes the experimental results obtained for both the training and testing dataset, and it also demonstrates the accuracies and misclassification errors obtained using a neural network defined with the simple learning rate algorithm.

TABLE II. NEURAL NETWORK ALGORITHM WITH SIMPLE LEARNING RATE CONFUSION MATRIX RESULTS

<table>
<thead>
<tr>
<th>CONFUSION MATRIX</th>
<th>Training data</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True Positive</td>
<td>False Positive</td>
</tr>
<tr>
<td>Dataset</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training data</td>
<td>5478</td>
<td>88</td>
</tr>
<tr>
<td>Test data</td>
<td>1223</td>
<td>17</td>
</tr>
</tbody>
</table>

Fig. 5 shows the predictions of a sample of six students using the neural networks. These are the computed values which show the predicted value of whether a student will pass or fail a module. The simple learning rate algorithm was used for these predictions. The value of 0.4566725 for the first student in the dataset means that the student is more likely to fail this module. Similarly, the value of 0.6010540 (which is greater than 0.5) for the second student would mean that this student is more likely to pass this module.

VI. CONCLUSIONS AND RECOMMENDATIONS

In the study the researcher shows the degree of accuracy of the six algorithms used in the study, and their related misclassification errors. It was observed that ANN performed better than Logic Regression, eXtremeGBoost, SVM, Naive Bayes, and Random Forest algorithms. It was observed that bursary and group assignments had a positive correlation with the pass rate. The recommendations, based on the results obtained, are: (1) Group assignments have a positive correlation concerning whether a student will pass or fail as they have a direct effect. Hence it is recommended that students should be encouraged to take a more active role in group assignments. (2) Bursaries have a positive correlation with academic performance; therefore, it is recommended for the private institute to provide bursaries to successful applicants. (3) There should be provision made for booster or support classes meant for students predicted to fail. To have a more accurate assessment of a student’s academic performance, data from other domains of higher education value chain such as psychosocial domain, cognitive domain, institutional domain, personality domain, and demographic domain should be considered as future work.
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Abstract—This study aims to identify the effect of poorly written requirements specifications of software development and its continuous changes; on information systems’ projects success and its influence on time and cost overrun of the project based on empirical understanding in practice. As the world is moving towards the internet of things and due to the dramatic increase in demand on complex information systems projects, the development of information systems became more difficult and handling the customers’ requirements became very challenging. This research follows a conclusive design, Using a descriptive research design was held first to reveal and discover the characteristics of a good requirement, and then a quantitative method was used through conducting questionnaire and distributing to more than 400 participants in the software industry in Egypt, to understand the relationship between variables and how to improve the quality of data based on real world observations or experiment. The data collected was analyzed using python and R analysis techniques. The results indicates that, the organizations with the highest quality of requirements and less requirement volatility, have higher software success rates in terms of Project’s efficiency as well as Business and direct organizational success, while the requirements volume doesn’t have significant effect on success rates. From this analysis we developed an initial model.
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I. INTRODUCTION

Within the huge and speedy development in computers and information systems, along with the covid-19 pandemic is forcing governments all over the world towards technology to deal with the huge amount of data and to provide reliable information to undertake right decision [1]. Also many governments designed apps to assist in COVID-19 battle [2]. In addition to the increase in number of enterprises that use computers and systems and as the worldwide IT Expenditure in 2019 was almost USD 3.7 trillion [3]. According to the Standish Group Chaos Report, it stated that more than 31% of the projects were failed before they completed, and that only 16.2% failed the project schedule and budget [4]. And since the software products development is very complex and mainly based on customer requirements. Thus the research main objective is to provide deeper interpretation of requirements specification phase; reduce the requirements vagueness, and identify how they affect the project success, dictates the good requirements specifications measurements then how to enhance requirements quality based on empirical study in the real-world practice within the Egyptian IT industry. This research is one of the few research applied on using empirical study in Egypt industry. As the faster-growth of Egyptian IT investment over the medium term, according To Egyptian ICT, growth rate of ICT GDP has increased from 14.1% in 2017/2018 to 16% in 2018/2019; ranking the sector among the highest growing sectors in the economy [5]. The research objective is not only concerns with defining the impact of requirements’ quality and requirements volatility on the success of information systems’ projects but also to define an equation that calculates the estimated percentage of project success given the percentage of requirements volatility and quality.

II. LITERATURE REVIEW

A. The Antecedents of a Successful Project

As “project” is authoritative well-defined by “BS 6079-2:2000 Project Management Vocabulary” as number of activities to be completed within a specific interval of time and budget to build certain product originally intended human resources [6-7]. According this definition, the success of projects can be stated that it depends on three main factors: Time, Cost and functionalities that meets the stakeholders’ needs. The ultimate focus in this research is whether the quality of requirements, requirements volume and the rate of requirements volatility affects the success of software development (SD) projects or not. There are different definitions and criteria for measuring the project success [8-10]. Ramos & Mota, 2016, stated that there is a different point of view on project performance for every project stakeholder. E.g., the project manager and the team members of a project may consider it successful while it may not be successful for the CEO [11]. Hence, the success parameters vary depends on each stakeholder [12-13].

Common success factors were noticed that can be measured to identify whether the project is successful or not. It is categorized into two different categories; the first
category is the project efficiency which measures whether “the project has been completed within its budget and on schedule” [14-17], and whether the product met the customers’ requirements and the end users are satisfied by the end product or not [18-20]. The other category is the Business organizational success; which measures if the project increased the profitability of the organization, contributed to the direct performance of the organization [21] and developed better managerial capabilities or not [22] [32].

B. Requirements Engineering Process

Requirements engineering process also known as requirements analysis; it is one of the main critical stages of any system development process as it is the first phase [26], in which the requirements is gathered analyzed, documented, along with defining the purpose and the scope of the software system are discovered and documented [23]; as well the stakeholders are identified with their demands and desires [24]. Its main objective is to provide a common understanding and vision of the system to be developed between technical and business stakeholders [25].

C. Phases of Requirements Engineering Process

Requirements engineering is divided into two main parts that aren’t completely separated which are requirement development and requirements management [26]; it consists of Requirements Elicitation, Analysis, specification and validation shown in Fig. 1 [28], and Requirements management is focusing on the minimization of the disruptive impact on the project by accommodating the very real changes [27].

D. Requirements Quality

As requirements started with the stakeholders’ intentions and it express the needs and expectations from different stakeholders; it is very difficult to measure or quantify how good the requirements are written. Several books describe how to write good requirements specification [29-30], According to (ISO-IEEE) a good requirement should fulfill these quality criteria: “Correctness, unambiguousness, completeness, consistence, prioritization, verifiability, modifiability and traceability” [31] Then it was replaced by “ISO-IEEE 29148 which introduces feasibility, necessity, free of implementation, and singularity as new characteristics for requirements, while removing prioritization, correctness, and modifiability” [32].

ISO/IEEE 29148:2011 divided the quality characteristics into two categories: first, the characteristics that should be followed by an individual requirement, which are: atomic, complete, consistent, feasible, unambiguous, verifiable, traceable, necessary and should be free of implementation details [32].

E. Requirements Volatility

Requirements volatility relates to changes, deletions, addition and adjustments to requirements during the life cycle of the system development. Handling requirements volatility leads to additional work in coding and design, and it has a huge effect on budget, schedule and performance of the project; which may intimidate the project success [33-35]. Although some of these changes are essential for the effective development of the project [36]. But managing requirements volatility is a challenging job [37]. This paper analyzes the volatility of requirements along with the development phases after the requirements phase freeze. According to Mohammad D. (2016) study; maintenance phase has the maximum number of changes requests while design phase has the least number of changes requests [38]. Although agile development is known for its flexibility with requirements volatility but it also has an impact on the continuous change of requirements [39].

F. Requirements Volatility Factors

There are two main factors that lead to volatility of requirements; the first one is Business environment changes; the changes by external factors affecting the development of project as regulation and laws of government, sources of finances, organizational policies, technological factors, taxes laws and changes in management [40]. And the second is the Development environment changes; the changes during the development of the project, as number of requirements errors, evolving technological needs with the users, turnover of the team members and missing requirements. And there are several other factors as requirements uncertainty caused by lack of detailed information, changing user needs, communication issues and stakeholders dependencies [39]. Requirements Volatility Causes can be categorized to Human errors [41], Process Errors, and Documentation Errors.

G. Requirements Volume

Measuring the size of software is different from software effort estimation. Software size estimate represents the set of deliverables that should be implemented, it also consider calibration size adjustment and the other software that will be integrated with the new system.

Software size can be driven from several techniques; the main two methods are: 1) expert judgment/analogy, in which an expert gives an estimate for the software based on his previous knowledge and experience [42-43]; 2) functional analysis which is based on requirements specifications and it represents the number of functionalities with several techniques IFPUG [44], NEMSA [45] and COSMIC FFP [46].

1) Research Hypotheses:

H1: Quality of requirements has a positive influence on the success of the whole information systems’ development.

H2: Requirements volume affects requirements specifications quality.

H3: There is a negative effect of requirements volatility on the quality of requirements.
III. RESEARCH METHODS

The research design represents the framework that helps to deeply understand the research problem and plan the strategy, and its main purpose is to control and validate the study through examining the research questions [47]. While this study purposes to identify the effect of requirements quality and requirements volatility on the degree of projects’ success, this study used a descriptive method to provide a comprehensive and in-depth interpretation of the characteristics of a good requirement and to identify the success measures of information systems’ project within the Egyptian ICT sector. The researcher believes that studying the Egyptian ICT sector can provide new insights and results, given the continuous growth of Egyptian IT investment. This study followed a quantitative design through conducting questionnaire and distributing it in different system development companies around Cairo and Giza, to examine the relation between the research variables. The research population was determined to include all different roles that involved in the requirements of system development in Egyptian Companies. The measurement instruments were derived from earlier validated scales and were revised through piloting by academic experts. The first edition of the questionnaire was pre-tested by seven different experts in software development companies. Some modifications were applied on the pre-test findings in order to improve and clarify the questions.

A. Survey Design

The questionnaire inquired about respondents’ background information and profile using six questions tackling "age, gender, occupation, years of experience and the number of requirements he worked on". The measures of validity and reliability data are presented in the results section. Then it was divided into three thematic blocks: i) project success factors, ii) requirements quality criteria, and iii) requirements volatility measurement, all related to the respondent’s recent project. These variables were encompassed 33 statements under study of “5 points Likert scales whereby “1” represents “strongly disagree” and “5” represents “strongly agree””. The criteria of success of Information systems projects were defined and validated by Serrador & Turner, [2014] [48] and Fernández, D.M., Wagner, S., [2017] [49], based on 4 items Scope, Time, Cost, Quality, Stakeholders Satisfaction that were represented by 12 questions. The quality of requirements was measured with eight factors defined and validated by IEEE: Atomic, Complete, Consistent, Feasible, Unambiguous, Verifiable, Necessary, Implementation free and Traceable [31-32], the questions were validated by Abelein, U (2015) [50].

B. Data Collection

The questionnaire were disturbed online through google forms, it targeted the IT practitioners from different organizations with different industries, who were, due to their job, able to give an expert judgment on how projects are seen and rated in their organization. This research followed convenience non-probability sampling in which the questionnaire was filled by 400 respondents from the software industry chosen randomly from different organization. The research population was determined to include all different roles that involved in the requirements of system development. The sample was randomly selected to represents the population of SD companies in Egypt. The target sample was based on the role of the respondent, in which the respondent should be an employee from the IT sector, who was due to his/her job, able to have an expert judgment on their recent projects. It was tired to mainly recruit IT project managers. Requirements engineers, system analysts, developers, quality managers and executives from the IT sector for participation in the survey. In total, 400 usable returns were won. These were evaluated with Python and R.

IV. RESULTS

A. Descriptive Statistics Results

The respondents’ demographics are presented in Table I. As shown the respondents to this survey varied widely in relation to their primary position within the organization. However, middle-aged respondents who worked in senior positions on high-value projects were particularly strongly represented, so it was construed that the responses provided were based primarily on respondents’ experience. Respondents’ roles that stood out in the sample were: Scrum Master/Project Manager, with 110 of the respondents; Requirements Engineer with 100 respondents; Quality Manager/Test Manager and executive managers with 50 respondents each, followed by Programmers/Developers and Business/ system Analysts with 30 respondents each. Out of the total survey participants, most of the respondents have 2 to 5 years of working experience in system development industry (32.5%) followed 6 to 9 years (27.5%) and more than 10 years (25%), this reflects on a better understanding of project life cycle. Only a minority had less than 2 years and more (15%) working experience Information technology industry; which represents that the responses of the questionnaire is based on the responders’ experiences, as years of experience play vital role in decision making.

B. Factorial Analysis

Factor analysis method were applied towards observed variables to find out subsets of variables, to describe the validity correlated variables and to test the proposed hypotheses based on validated and reliable item. The researcher generated the factor analysis using programming language R which provides a wide array of statistical techniques to capture the right model for your data in order to assign each item to its construct.

Table II presents the demonstration of the Factor Analysis results. As shown the sampling acceptability equals 0.718 that is well-accepted (as it exceeds 0.6). The sphericity test by Bartlett was found to be significant as shown as well (value is less than 0.05). A total of 3 factors measuring the effect of requirements quality on the managerial capabilities were extracted, this is similar as the number of proposed constructs.

C. Reliability Test

The reliability test was conducted to ensure that all the variables are internal. Cronbach’s alpha was used to calculate the reliability since it is the common reliability measure; as well it is described as one of the most significant and widespread statistics in research involving Likert-type scales.
and it is used for dichotomous and continuously scored variables [59]. It was generated using R studio to perform the reliability test and to assign each item on its construct, as there are no Python packages with the required functionality.

According to Bernard (2017), for all variables Cronbach's alpha value must be above 0.6. Preferably it should be greater than 0.7 [57]. Concluded from the reliability assessment shown in Table III that all the items in this study had good internal consistency and were highly reliable and this implied helping us to carry out more statistical analysis needed.

D. Hypothesis Testing

Using correlation analysis, to identify and examine the relation between different variables. Correlation coefficient results from this analysis that calculates the linear relation between two variables. Correlation coefficient calculation is used to figure out how deep a relationship is between data points.

Table IV summarizes the study findings of the correlations between the variables. The data in the table was generated by the researcher using Python. According to Table IV, there is a strong positive association between requirement quality and success of IS projects (r = 0.706356, p < 0.01). Therefore, H1 is accepted. This correlation indicates that the higher the quality of the requirements, the more successful the projects of the ISs.

Requirements Volume is weakly negative correlated with the success of ISs’ projects. This relation can be Negligible (r = -0.140016, p < 0.01). This indicates there is no relation between requirements volume and the success of ISs’ projects. H2 is rejected.

There is a moderate negative relationship between requirements volatility and success of ISs’ projects (r = -0.373626, p < 0.01). This indicates the higher the requirements’ volatility, the lower the quality of requirements specifications. H3 is accepted.

The entire hypotheses with confidence level 99% which means even if the number of participants changes it won’t affect the results.

E. Regression Analysis

Regression analysis is a statistical test in order to examine the data collected from questionnaire to define and quantify the impact of variables on each other. Regression analysis demonstrates the amount of change of the dependent variable (Success of IS projects) and the independent variables (Requirements Volatility and quality of requirements). Regression calculates the impact of variables by percentage.

Linear Regression was used that was introduced by Sir Francis Galton, to capture the effect of uncertainty in recognizing the relationship between two variables by Kumari K., et al., 2018 [58]; all the data below generated by the researcher using Python.

<table>
<thead>
<tr>
<th>TABLE I.</th>
<th>SAMPLE CHARACTERISTICS AND PROFILE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Frequency</td>
</tr>
<tr>
<td>Male</td>
<td>270</td>
</tr>
<tr>
<td>Female</td>
<td>130</td>
</tr>
<tr>
<td>Age Group</td>
<td>Frequency</td>
</tr>
<tr>
<td>20-29</td>
<td>180</td>
</tr>
<tr>
<td>30-39</td>
<td>190</td>
</tr>
<tr>
<td>40-49</td>
<td>20</td>
</tr>
<tr>
<td>More than 50</td>
<td>10</td>
</tr>
<tr>
<td>Primary Role</td>
<td>Frequency</td>
</tr>
<tr>
<td>Scrum Master/Project Manager</td>
<td>110</td>
</tr>
<tr>
<td>Quality Manager/Test Manager</td>
<td>50</td>
</tr>
<tr>
<td>Software Tester</td>
<td>10</td>
</tr>
<tr>
<td>Programmer/Developer</td>
<td>30</td>
</tr>
<tr>
<td>Business/system Analyst</td>
<td>30</td>
</tr>
<tr>
<td>Requirements Engineer</td>
<td>100</td>
</tr>
<tr>
<td>Requirements Process Owners</td>
<td>20</td>
</tr>
<tr>
<td>Executive Manager</td>
<td>50</td>
</tr>
<tr>
<td>Years of experience</td>
<td>Frequency</td>
</tr>
<tr>
<td>Less than 2</td>
<td>60</td>
</tr>
<tr>
<td>2-6 years</td>
<td>130</td>
</tr>
<tr>
<td>6-10 years</td>
<td>110</td>
</tr>
<tr>
<td>More than 10 years</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II.</th>
<th>EFA RESULTS OF STUDY CONSTRUCTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;KMO and Bartlett's Test Kaiser-Meyer-Olkin Measure of Sampling Adequacy.&quot;</td>
<td>0.718</td>
</tr>
<tr>
<td>&quot;Bartlett's Test of Sphericity&quot;</td>
<td>Approx. Chi-Square 2489.22 df 66 Sig. 0.000</td>
</tr>
</tbody>
</table>

| TABLE III. | "CRONBACH’S ALPHA TEST" |
| Cronbach’s Alpha | Cronbach’s Alpha Based on Standardized Items |
| N of Items | Lower alpha | Upper alpha |
| 0.801137 | 0.87 | 33 | 0.79 | 0.82 |

| TABLE IV. | THE CORRELATION BETWEEN PROJECT SUCCESS AND THE PREDICTOR VARIABLES (N=400) |
| Pearson Correlation | Requirements Quality | 0.706356 |
| Sig. (2-tailed) | .000 |
| Pearson Correlation | Requirements Volatility | -0.468581 |
| Sig. (2-tailed) | .000 |
| Pearson Correlation | Requirements Volume | -0.140016 |
| Sig. (2-tailed) | .000 |

***Confidence level 99%, significance level of P-value ≤ 0.01, T-value ± 2.58***
Two different simple models were made with the data to know the relation between the Success of information systems’ projects (dependent variable) and Quality of Requirements (independent variable) and Requirements Volatility shown in the supplementary material.

V. CONCLUSION

The purpose of this research was to examine and analyze requirements specifications quality and the percentage of requirements volatility impact on the success of development of information systems’ projects, using the respondents’ empirical experiences. Briefly, this research leads to a deeper understanding of how organizations in real life evaluate the success of projects and how they measure the quality of requirements with regard to software development. These findings were based on the 400 respondents who answered the questionnaire, the respondents were chosen randomly from different Egyptian organizations within the software industry; the sample was based on the respondents’ role; to benefit from their real life empirical experience. The findings obtained from this research indicate that the organizations with the finest requirement specifications quality are the organizations with higher success rates in software development, which congruent with the results in [51-54]. Moreover, Organizations with lower percentage of requirements volatility accomplished more software development success, yet it shouldn’t be presumed that the use of high quality requirements specifications alone ensures the accomplishment of such success.

Furthermore, the size of requirements affects neither the requirements quality nor the success percentage of the SD project.

Finally, it is found that requirements volatility and have statistically moderate negative relationship; which congruent with the results in [16, 18-20, 55-56]. Based on the analysis results an initial model was developed by Python to predict the probability of project success, given the percentage of requirements quality and Requirements volatility from validation tools.

Future work is divided into two direction, first the extend of data collection to include different Geographic regions to gain further insights and provide a better understanding on the effect of poorly written requirements. Second, investigating how to assure the quality of requirements based on the 8 characteristics of ISO/IEEE that affects the success of information systems projects.
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Abstract—The purpose of this study was to provide information about the dissemination and implementation of the THK-ANEKA and SAW-based Stake model evaluation website at Vocational Schools of IT in Bali. THK is an acronym for Tri Hita Karana. ANEKA is an acronym for Akuntabilitas, Nasionalisme, Etika publik, Komitmen mutu, dan Anti korupsi (in Indonesian) or Accountability, Nationalism, Public ethics, Quality commitment, and Anti-corruption (in English). SAW is an acronym for Simple Additive Weighting. This study used a development approach with the Borg and Gall model which consists of 10 development stages. Research in 2020 was focused on the dissemination and implementation stages. The research location was at several Vocational Schools of IT in Bali Province. The subjects involved in assessing website implementation were 110 respondents. The tool used to assess was a questionnaire. The analysis technique was carried out by interpreting the effectiveness level of dissemination and implementation. It was a reference to the eleven scale effectiveness standard. The research results showed that the dissemination and implementation of the THK-ANEKA and SAW-based Stake model evaluation website at Vocational Schools of IT in Bali had gone well. It was able to be seen from the documentary evidence of the dissemination activities implementation. The percentage results of the website implementing effectiveness were 88.973% and the simulation results of implementing the SAW method which was already accurate. It showed the evaluation aspects that support the realization of positive morals and students’ learning quality.
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I. INTRODUCTION

Evaluation activities are very important to do to determine the effectiveness of computer learning implementation at the Vocational Schools of IT. Several evaluation models that can be used to evaluate the computer learning implementation include: CIPP [1,2]; CSE-UCLA [3]; Formative-Summatif [4]; Discrepancy [5]; and Countenance [6]. However, not all of these models can produce accurate recommendations. The expected accurate recommendations are related to aspects that support positive moral improvement and the students’ learning quality in the computer learning process. One effort that can be made to obtain these accurate recommendations is to present a web-based evaluation application. This web-based evaluation application can integrate the Stake evaluation model with the THK concept, the ANEKA concept, and the SAW method.

The Stake evaluation model [7-11] is one of the evaluation models used to provide recommendations based on a description and judgment matrix. The THK (Tri Hita Karana) concept is one of the Balinese local wisdom that teaches people to recognize the three causes of happiness. The three causes of happiness [12-14], included: Parahyangan (good relationship with God), Pawongan (good relationship with fellow human beings), and Palemahan (good relationship with nature and the environment). ANEKA is a concept that teaches internalizing the values of a positive attitude and self-quality that must be possessed by a civil servant in Indonesia. It is as a foundation for carrying out his/her professionalism as a good servant of the country. ANEKA consist of several components [15,16], included: accountability, nationalism, public ethics, quality commitment, and anti-corruption. SAW (Simple Additive Weighting) is one of the methods in the Multi Criteria Decision Making (MCDM) [17-20], which is how it works to determine the assessment score based on the multiplication results of each alternative with the decision-maker weight.

Aspects of the Stake model were used as the basic criteria for measurement in evaluating the computer learning process at Vocational Schools of IT. ANEKA components were internalized into the description matrix which contained in the Stake model. The aim was to ensure the positive attitude and students’ learning quality in the computer learning process had been in accordance with the context, process, and impact variables in the description matrix. THK components were internalized into a judgment matrix in the Stake model with the aim of being used as a main basic in determining recommendations. The SAW method was used to determine the dominant aspects that need to be encouraged to realize students’ learning quality and positive moral improvement.

The THK-ANEKA and SAW-based Stake model evaluation website can be said to run optimally if it has been disseminated and implemented. Therefore, it is necessary to conduct the dissemination and implementation of this website on a wider scale. Based on these, then the right question for this research was “What are the dissemination and implementation results of the THK-ANEKA and SAW-based Stake model evaluation website at Vocational Schools of IT (case study in Bali Province)’’?

Several previous studies had provided a stimulus and effect for the realization of this research. It was like the research conducted in 2018 by Ihsan and Furnham [21], which
showed the existence of several technologies that can be used as a source for assessing personality. Some of the technologies referred to include: social media, wearable technology, mobile phone, gamification, video resume, and automated personality testing. The limitation of Ilsan and Furnham’s research was that it only introduced some of the technologies used for personality assessment, but it had not yet explained in detail how the technology works. Besides, Ilsan and Furnham’s research only focuses on personality assessments based only on the affective domain and it had not based on cognitive and psychomotor domains. Research was conducted in 2017 by Boitshwarello, Reedy and Billany [22] demonstrated the use of online tests to measure 21st century learning outcomes. The limitation of Boitshwarello, Reedy and Billany’s research was that it had not been discussed in detail about measuring learning outcomes in the affective and psychomotor domains. Their research only focuses on the cognitive domain as measured by using an online test. Research was conducted in 2018 by Kyllonen and Kell [23] showed a test measuring cognitive ability and personality measurement. Measurement of cognitive abilities was measured using cognitive tests, such as multiple choice and essays. Personality measurement used attitude scale questionnaires. The limitation of Kyllonen and Kell’s research was that it had not shown any measurement in the psychomotor domain. Research in 2015 by Mariš [24] showed that there were character measurements based on the individual character dimension scores. The limitation of Mariš’s research was that it had not been shown the measurement of cognitive and psychomotor abilities in individuals. Research in 2018 by Elmahdi, Al-Hattami, and Fawzi [25] showed a formative assessment of the student learning process used Pickers technology. The limitation of the research of Elmahdi, Al-Hattami, and Fawzi was that it had not specifically shown any assessment in the affective and psychomotor domains, because they focus on cognitive assessments. Research in 2018 was conducted by Daniawan [26] showed the use of the SAW method in evaluating lecturer performance in teaching. The similarity between Daniawan’s research and this research was that both of them apply the SAW method in making decisions. Daniawan’s research limitation was that it had not shown specific criteria for measuring the cognitive domain. Daniawan only focused on showing ten criteria in the teaching process which focused more on the affective and psychomotor domains.

Based on the research question and previous research that had provided a stimulus, then the authors were interested in conducting more in-depth research. It was related to dissemination activities and the implementation of the THK-ANEKA and SAW-based Stake evaluation website at several Vocational Schools of IT in Bali Province.

II. METHOD

This research was development research that had carried out from 2018 to 2020. The model used in this development research was Borg and Gall [27-29] which consists of 10 stages of development. Five stages which were carried out in 2018, included: 1) research and field data collection, 2) research planning, 3) design development, 4) preliminary field test, 5) the main product revision. Two stages which had carried out in 2019, included: 1) main field test and 2) operational product revision. Three stages which had carried out in 2020, included: 1) operational field testing, 2) final product revision, 3) dissemination and implementation of the final product.

Based on the research questions previously disclosed, so the discussion in this paper focused on the dissemination and implementation stages of the final product. There were 110 respondents involved in the dissemination and implementation stage of the THK-ANEKA and SAW-based Stake model evaluation website. The 110 respondents consist of 80 students and 30 teachers from Vocational Schools of IT in Bali Province.

The tool used to obtain quantitative data in dissemination and evaluation website implementation was the questionnaires. The research location was carried out in several Vocational Schools of IT in 6 regencies on Bali Province, included: Tabanan, Buleleng, Klungkung, Gianyar, Denpasar, and Badung. The analysis technique used in this research was descriptive quantitative by interpreting the results of the effectiveness level from dissemination and implementation. It was based on the effectiveness standard which refers to the eleven’s scale. The formula used to determine the effectiveness level of dissemination and implementation can be seen in equation (1) [30,31], while the standard of effectiveness which refers to the eleven’s scale [32] can be seen in Table I.

\[
\text{effectiveness level} = \frac{f}{N} \times 100\% \quad (1)
\]

Notes:
- \(f\) = the acquisition value total.
- \(N\) = the maximum value total.

**Table I.** **Eleven-Scale Effectiveness Standards**

<table>
<thead>
<tr>
<th>Percentage of Effectiveness</th>
<th>Category of Effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-4</td>
<td>Poor</td>
</tr>
<tr>
<td>5-14</td>
<td>Very Bad</td>
</tr>
<tr>
<td>15-24</td>
<td>Bad</td>
</tr>
<tr>
<td>25-34</td>
<td>Very Less</td>
</tr>
<tr>
<td>35-44</td>
<td>Less</td>
</tr>
<tr>
<td>45-54</td>
<td>Elementary</td>
</tr>
<tr>
<td>55-64</td>
<td>Enough</td>
</tr>
<tr>
<td>65-74</td>
<td>Intermediate</td>
</tr>
<tr>
<td>75-84</td>
<td>Advanced</td>
</tr>
<tr>
<td>85-94</td>
<td>Good</td>
</tr>
<tr>
<td>95-100</td>
<td>Excellent</td>
</tr>
</tbody>
</table>
III. RESULTS AND DISCUSSION

Before showing the implementation results of the THK-ANEKA and SAW-based Stake model evaluation website, it was necessary to carry out dissemination activities to users. Dissemination activities were carried out by holding online workshops through zoom media and direct assistance to schools. The workshop and mentoring activities can be seen in Fig. 1. Details of the material provided in the dissemination activities can be seen in Table II.

![Dissemination Activities](image)

Fig. 1. Dissemination Activities.

<table>
<thead>
<tr>
<th>No</th>
<th>Materials</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Introduction to the purpose and benefits of the THK-ANEKA and SAW-based Stake model evaluation website</td>
</tr>
<tr>
<td>2</td>
<td>Procedures for managing the login form</td>
</tr>
<tr>
<td>3</td>
<td>Procedures for managing the main menu form</td>
</tr>
<tr>
<td>4</td>
<td>Procedures for managing the input indicator form</td>
</tr>
<tr>
<td>5</td>
<td>Procedures for managing the weight input form</td>
</tr>
<tr>
<td>6</td>
<td>Procedures for managing the antecedents form in the description matrix</td>
</tr>
<tr>
<td>7</td>
<td>Procedures for managing the transactions form in the description matrix</td>
</tr>
<tr>
<td>8</td>
<td>Procedures for managing the outcomes form in the description matrix</td>
</tr>
<tr>
<td>9</td>
<td>Procedures for managing the judgment form matrix</td>
</tr>
<tr>
<td>10</td>
<td>Procedures for managing the recommendation form</td>
</tr>
<tr>
<td>11</td>
<td>Procedures for managing the decision form</td>
</tr>
</tbody>
</table>

The successful implementation of the THK-ANEKA and SAW-based Stake model evaluation website at several Vocational Schools of IT in Bali was able to be obtained from the assessment results of 110 respondents (30 teachers and 80 students). The assessment results of all respondents can be seen in Table III. The assessment activities documentation of evaluation website implementation can be seen in Fig. 2.

The successful implementation evidence of the evaluation website also was obtained from the results of SAW method calculation accuracy in addition to the assessment results from the 110 respondents. The SAW calculation process can be carried out if simulation data are provided (can be seen in Table IV) and the weight of decision-makers (can be seen in Table V).

<table>
<thead>
<tr>
<th>No</th>
<th>Respondents</th>
<th>Items-</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
</tr>
<tr>
<td>1</td>
<td>Teacher-1</td>
<td>5 4 5 4 4 4 4 4 4 5 4 5 4 5 5 4 5 4 5 5 92</td>
</tr>
<tr>
<td>2</td>
<td>Teacher-2</td>
<td>5 4 5 4 5 5 5 4 4 4 5 4 5 4 4 4 5 5 5 5 89</td>
</tr>
<tr>
<td>3</td>
<td>Teacher-3</td>
<td>4 5 4 4 5 5 4 4 4 4 5 4 5 4 5 4 4 4 5 5 89</td>
</tr>
<tr>
<td>4</td>
<td>Teacher-4</td>
<td>5 4 5 4 5 5 4 4 4 4 5 4 5 4 5 4 4 5 4 5 89</td>
</tr>
<tr>
<td>5</td>
<td>Teacher-5</td>
<td>4 4 4 4 5 4 4 4 5 4 4 4 4 4 5 4 4 4 5 4 85</td>
</tr>
<tr>
<td>6</td>
<td>Teacher-6</td>
<td>4 4 5 4 5 5 4 4 4 4 5 4 5 5 4 4 4 5 5 4 89</td>
</tr>
<tr>
<td>7</td>
<td>Teacher-7</td>
<td>4 5 5 4 5 5 4 4 4 5 4 5 4 4 4 4 4 5 4 5 87</td>
</tr>
<tr>
<td>8</td>
<td>Teacher-8</td>
<td>5 4 4 4 5 5 4 4 4 4 5 4 4 4 4 4 4 4 4 4 87</td>
</tr>
<tr>
<td>9</td>
<td>Teacher-9</td>
<td>5 4 5 4 5 5 4 4 5 4 5 4 4 5 4 4 5 4 5 5 90</td>
</tr>
<tr>
<td>10</td>
<td>Teacher-10</td>
<td>4 4 5 4 5 5 4 4 4 5 4 5 4 4 4 5 4 5 5 4 89</td>
</tr>
<tr>
<td>11</td>
<td>Teacher-11</td>
<td>5 4 4 5 4 5 5 4 4 5 4 5 4 4 4 5 4 4 5 5 89</td>
</tr>
<tr>
<td>12</td>
<td>Teacher-12</td>
<td>4 5 5 4 5 5 4 4 4 5 4 5 4 4 5 4 5 5 5 4 89</td>
</tr>
<tr>
<td>13</td>
<td>Teacher-13</td>
<td>4 4 4 5 5 4 5 5 5 5 5 4 5 4 5 5 4 5 4 5 90</td>
</tr>
<tr>
<td>No</td>
<td>Respondents</td>
<td>Items-</td>
</tr>
<tr>
<td>----</td>
<td>-------------</td>
<td>--------</td>
</tr>
<tr>
<td>14</td>
<td>Teacher-14</td>
<td>4 4 4 4 4 5 5 4 4 4 4 4 4 5 5 4 5 5 4</td>
</tr>
<tr>
<td>15</td>
<td>Teacher-15</td>
<td>4 4 5 5 5 4 4 4 5 5 4 4 4 5 4 5 5 5 4</td>
</tr>
<tr>
<td>16</td>
<td>Teacher-16</td>
<td>4 5 4 4 4 5 4 4 5 4 5 4 5 5 4 5 5 5 4</td>
</tr>
<tr>
<td>17</td>
<td>Teacher-17</td>
<td>4 4 5 5 5 4 4 4 5 5 4 4 4 5 4 5 5 5 4</td>
</tr>
<tr>
<td>18</td>
<td>Teacher-18</td>
<td>5 5 4 4 4 4 5 4 4 5 4 4 5 5 5 4 5 5 4</td>
</tr>
<tr>
<td>19</td>
<td>Teacher-19</td>
<td>5 4 5 5 5 5 5 5 4 5 5 4 5 5 4 5 5 5 4</td>
</tr>
<tr>
<td>20</td>
<td>Teacher-20</td>
<td>5 5 4 4 5 4 4 5 5 4 5 5 5 5 4 5 5 4 5</td>
</tr>
<tr>
<td>21</td>
<td>Teacher-21</td>
<td>5 5 5 5 5 4 5 4 5 4 5 4 5 5 5 4 5 5 4</td>
</tr>
<tr>
<td>22</td>
<td>Teacher-22</td>
<td>5 4 4 5 5 5 4 4 5 5 5 5 5 4 5 5 5 5 4</td>
</tr>
<tr>
<td>23</td>
<td>Teacher-23</td>
<td>5 4 5 5 5 4 4 5 4 4 5 4 5 5 4 5 5 4 5</td>
</tr>
<tr>
<td>24</td>
<td>Teacher-24</td>
<td>5 4 4 5 4 4 5 4 5 5 5 4 5 4 5 5 4 5 4</td>
</tr>
<tr>
<td>25</td>
<td>Teacher-25</td>
<td>4 4 5 4 5 4 4 4 4 5 5 4 5 4 4 5 4 4 5</td>
</tr>
<tr>
<td>26</td>
<td>Teacher-26</td>
<td>4 4 4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 4 5</td>
</tr>
<tr>
<td>27</td>
<td>Teacher-27</td>
<td>4 4 4 4 4 4 4 4 4 5 4 4 5 4 4 5 4 4 5</td>
</tr>
<tr>
<td>28</td>
<td>Teacher-28</td>
<td>4 5 4 5 4 4 5 5 5 4 4 4 4 4 4 4 5 5 4</td>
</tr>
<tr>
<td>29</td>
<td>Teacher-29</td>
<td>5 4 4 4 5 4 5 4 5 4 5 5 4 5 4 5 4 5 4</td>
</tr>
<tr>
<td>30</td>
<td>Teacher-30</td>
<td>4 5 4 5 4 5 5 5 4 4 4 4 4 4 4 4 5 5 4</td>
</tr>
<tr>
<td>31</td>
<td>Student-1</td>
<td>5 4 4 4 4 4 4 5 4 5 4 4 5 5 4 5 5 4 5</td>
</tr>
<tr>
<td>32</td>
<td>Student-2</td>
<td>4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 5 4</td>
</tr>
<tr>
<td>33</td>
<td>Student-3</td>
<td>5 4 5 4 4 4 5 4 5 5 5 4 4 4 4 5 4 4 4</td>
</tr>
<tr>
<td>34</td>
<td>Student-4</td>
<td>4 5 4 5 4 5 4 4 4 4 4 4 4 4 4 4 5 4 5</td>
</tr>
<tr>
<td>35</td>
<td>Student-5</td>
<td>4 4 5 4 5 4 5 4 5 4 5 5 4 5 5 4 5 4 4</td>
</tr>
<tr>
<td>36</td>
<td>Student-6</td>
<td>5 5 4 5 4 4 4 4 4 4 4 4 4 5 4 5 5 4 4</td>
</tr>
<tr>
<td>37</td>
<td>Student-7</td>
<td>4 4 5 4 4 5 4 4 5 4 5 4 5 4 5 4 5 4 5</td>
</tr>
<tr>
<td>38</td>
<td>Student-8</td>
<td>5 5 4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 5 5</td>
</tr>
<tr>
<td>39</td>
<td>Student-9</td>
<td>4 4 5 4 5 4 4 4 5 4 5 4 5 4 5 4 5 4 5</td>
</tr>
<tr>
<td>40</td>
<td>Student-10</td>
<td>5 5 4 5 4 5 5 4 5 4 4 4 4 4 4 4 5 4 4</td>
</tr>
<tr>
<td>41</td>
<td>Student-11</td>
<td>4 4 5 4 5 4 4 5 5 5 4 4 4 5 4 5 5 5 4</td>
</tr>
<tr>
<td>42</td>
<td>Student-12</td>
<td>5 4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 5</td>
</tr>
<tr>
<td>43</td>
<td>Student-13</td>
<td>4 4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 5 4 5</td>
</tr>
<tr>
<td>44</td>
<td>Student-14</td>
<td>5 4 5 4 5 5 5 5 4 4 4 4 4 4 4 4 5 4 5</td>
</tr>
<tr>
<td>45</td>
<td>Student-15</td>
<td>4 4 5 4 5 5 5 5 4 4 4 4 4 5 4 5 4 4 5</td>
</tr>
<tr>
<td>46</td>
<td>Student-16</td>
<td>5 4 5 4 5 4 4 4 4 5 5 4 4 4 5 4 5 4 5</td>
</tr>
<tr>
<td>47</td>
<td>Student-17</td>
<td>4 4 5 4 5 4 4 4 5 4 4 5 4 4 5 4 5 4 5</td>
</tr>
<tr>
<td>48</td>
<td>Student-18</td>
<td>5 4 4 5 5 5 5 5 4 4 4 5 4 5 4 5 5 5 4</td>
</tr>
<tr>
<td>49</td>
<td>Student-19</td>
<td>4 4 5 4 4 4 5 4 4 4 4 4 4 5 5 5 4 5 5</td>
</tr>
<tr>
<td>50</td>
<td>Student-20</td>
<td>4 5 4 5 5 4 4 5 5 4 4 4 4 4 4 4 5 4 5</td>
</tr>
<tr>
<td>51</td>
<td>Student-21</td>
<td>5 4 5 5 4 5 4 5 4 5 4 4 4 5 4 4 5 5 5</td>
</tr>
<tr>
<td>52</td>
<td>Student-22</td>
<td>5 4 4 4 5 4 4 5 5 5 4 5 4 4 5 4 4 5 4</td>
</tr>
<tr>
<td>53</td>
<td>Student-23</td>
<td>4 5 5 5 4 5 4 5 4 5 5 5 4 5 4 5 5 5 5</td>
</tr>
<tr>
<td>54</td>
<td>Student-24</td>
<td>5 4 4 5 5 4 4 5 4 5 5 4 5 4 5 5 4 5 4</td>
</tr>
<tr>
<td>55</td>
<td>Student-25</td>
<td>4 5 4 4 5 5 5 5 4 4 5 4 5 5 4 5 5 5 4</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>No</th>
<th>Respondents</th>
<th>Items</th>
<th>Percentage of Effectiveness (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>98</td>
<td>Student-68</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>89 89.000</td>
</tr>
<tr>
<td>99</td>
<td>Student-69</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>90 90.000</td>
</tr>
<tr>
<td>100</td>
<td>Student-70</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>92 92.000</td>
</tr>
<tr>
<td>101</td>
<td>Student-71</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>91 91.000</td>
</tr>
<tr>
<td>102</td>
<td>Student-72</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>92 92.000</td>
</tr>
<tr>
<td>103</td>
<td>Student-73</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>89 89.000</td>
</tr>
<tr>
<td>104</td>
<td>Student-74</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>90 90.000</td>
</tr>
<tr>
<td>105</td>
<td>Student-75</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>89 89.000</td>
</tr>
<tr>
<td>106</td>
<td>Student-76</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>88 88.000</td>
</tr>
<tr>
<td>107</td>
<td>Student-77</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>92 92.000</td>
</tr>
<tr>
<td>108</td>
<td>Student-78</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>87 87.000</td>
</tr>
<tr>
<td>109</td>
<td>Student-79</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>91 91.000</td>
</tr>
<tr>
<td>110</td>
<td>Student-80</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20</td>
<td>88.973</td>
</tr>
</tbody>
</table>

Fig. 2. Assessment Activities to the Implementation of THK-ANEKA and SAW-based Stake Model Evaluation Website.
TABLE IV. SAW METHOD SIMULATION DATA

<table>
<thead>
<tr>
<th>No</th>
<th>Aspects of Tri Hita Karana</th>
<th>Components of ANEKA</th>
<th>Accountability</th>
<th>Nationalism</th>
<th>Public Ethics</th>
<th>Quality Commitment</th>
<th>Anti-Corruption</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Parahyangan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>It is consistently carry out prayer activities before the lesson begins and after the end of the learning process</td>
<td>4.386</td>
<td>4.455</td>
<td>4.500</td>
<td>4.432</td>
<td>4.386</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>It is consistent respect for the way of prayer between students from different religions</td>
<td>4.455</td>
<td>4.568</td>
<td>4.500</td>
<td>4.432</td>
<td>4.500</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>Pawongan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>It is maintain order in the learning process</td>
<td>4.364</td>
<td>4.386</td>
<td>4.386</td>
<td>4.341</td>
<td>4.477</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>It is able to respect other people’s opinions</td>
<td>4.455</td>
<td>4.341</td>
<td>4.364</td>
<td>4.318</td>
<td>4.364</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>It is able to work well together when completing group assignments</td>
<td>4.455</td>
<td>4.523</td>
<td>4.432</td>
<td>4.409</td>
<td>4.500</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>It is always respect teachers and headmaster</td>
<td>4.568</td>
<td>4.364</td>
<td>4.455</td>
<td>4.341</td>
<td>4.477</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>It is able to interact well and actively with all school members</td>
<td>4.477</td>
<td>4.386</td>
<td>4.477</td>
<td>4.455</td>
<td>4.500</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>Palenahan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>It is maintain the cleanliness of classrooms and the environment around the school consistently</td>
<td>4.477</td>
<td>4.364</td>
<td>4.455</td>
<td>4.545</td>
<td>4.545</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>It is able to maintain the cleanliness and facilities integrity to support the learning process</td>
<td>4.545</td>
<td>4.455</td>
<td>4.409</td>
<td>4.409</td>
<td>4.500</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>It is always obey the school rules</td>
<td>4.386</td>
<td>4.523</td>
<td>4.659</td>
<td>4.455</td>
<td>4.477</td>
<td></td>
</tr>
</tbody>
</table>

Based on the simulation data shown in Table IV and determining that all ANEKA components are included in the benefit attribute, the normalization calculation process can be carried out. The formula used for normalization calculations [17] refers to equation (2).

\[
    r_{ij} = \begin{cases} 
    \frac{x_{ij}}{\max_{i} x_{ij}} & \text{if } j \text{ is benefit attribute} \\
    \frac{\min_{i} x_{ij}}{x_{ij}} & \text{if } j \text{ is cost attribute} 
    \end{cases} 
\]  

(2)

Notes:

- \( r_{ij} \) = normalized performance rating score
- \( x_{ij} \) = attribute value of each criterion

The simulation calculation process can be explained as follows

\[
    r_{11} = \frac{4.386}{\max\{4.386; 4.455; 4.364; 4.455; 4.455; 4.568; 4.477; 4.477; 4.545; 4.386\}} = \frac{4.386}{4.568} = 0.960
\]

\[
    r_{21} = \frac{4.386}{\max\{4.386; 4.455; 4.455; 4.455; 4.568; 4.477; 4.477; 4.545; 4.386\}} = \frac{4.386}{4.500} = 0.975
\]

\[
    r_{31} = \frac{4.386}{\max\{4.386; 4.455; 4.364; 4.455; 4.568; 4.477; 4.477; 4.545; 4.386\}} = \frac{4.364}{4.477} = 0.955
\]

\[
    r_{41} = \frac{4.386}{\max\{4.386; 4.455; 4.364; 4.455; 4.568; 4.477; 4.477; 4.545; 4.455\}} = \frac{4.568}{4.477} = 0.975
\]

\[
    r_{51} = \frac{4.386}{\max\{4.386; 4.455; 4.364; 4.455; 4.568; 4.477; 4.477; 4.545; 4.455\}} = \frac{4.500}{4.477} = 1.000
\]

\[
    r_{61} = \frac{4.386}{\max\{4.386; 4.455; 4.364; 4.455; 4.568; 4.477; 4.477; 4.545; 4.386\}} = \frac{4.477}{4.477} = 0.980
\]

TABLE V. WEIGHTS FROM DECISION-MAKERS

<table>
<thead>
<tr>
<th>Components of ANEKA</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accountability</td>
<td>30%</td>
</tr>
<tr>
<td>Nationalism</td>
<td>30%</td>
</tr>
<tr>
<td>Public Ethics</td>
<td>30%</td>
</tr>
<tr>
<td>Quality Commitment</td>
<td>30%</td>
</tr>
<tr>
<td>Anti-Corruption</td>
<td>30%</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>( f_{i1} )</th>
<th>( \max{4.386; 4.455; 4.364; 4.455; 4.568; 4.477; 4.477; 4.545; 4.386} )</th>
<th>( = )</th>
<th>4.477</th>
<th>( = )</th>
<th>0.980</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_{i1} )</td>
<td>( 4.545 )</td>
<td>( = )</td>
<td>4.568</td>
<td>( = )</td>
<td>0.995</td>
</tr>
<tr>
<td>( f_{i1} )</td>
<td>( 4.386 )</td>
<td>( = )</td>
<td>4.386</td>
<td>( = )</td>
<td>0.960</td>
</tr>
<tr>
<td>( f_{i1} )</td>
<td>( 4.455 )</td>
<td>( = )</td>
<td>4.386</td>
<td>( = )</td>
<td>0.975</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.545 )</td>
<td>( = )</td>
<td>4.455</td>
<td>( = )</td>
<td>1.000</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.386 )</td>
<td>( = )</td>
<td>4.386</td>
<td>( = )</td>
<td>0.960</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.341 )</td>
<td>( = )</td>
<td>4.341</td>
<td>( = )</td>
<td>0.950</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.523 )</td>
<td>( = )</td>
<td>4.523</td>
<td>( = )</td>
<td>0.990</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.364 )</td>
<td>( = )</td>
<td>4.364</td>
<td>( = )</td>
<td>0.955</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.386 )</td>
<td>( = )</td>
<td>4.386</td>
<td>( = )</td>
<td>0.960</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.364 )</td>
<td>( = )</td>
<td>4.364</td>
<td>( = )</td>
<td>0.955</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.455 )</td>
<td>( = )</td>
<td>4.455</td>
<td>( = )</td>
<td>0.975</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.523 )</td>
<td>( = )</td>
<td>4.523</td>
<td>( = )</td>
<td>0.990</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.500 )</td>
<td>( = )</td>
<td>4.500</td>
<td>( = )</td>
<td>0.966</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.386 )</td>
<td>( = )</td>
<td>4.386</td>
<td>( = )</td>
<td>0.941</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.364 )</td>
<td>( = )</td>
<td>4.364</td>
<td>( = )</td>
<td>0.937</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.432 )</td>
<td>( = )</td>
<td>4.432</td>
<td>( = )</td>
<td>0.951</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.455 )</td>
<td>( = )</td>
<td>4.455</td>
<td>( = )</td>
<td>0.956</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.477 )</td>
<td>( = )</td>
<td>4.477</td>
<td>( = )</td>
<td>0.961</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.545 )</td>
<td>( = )</td>
<td>4.545</td>
<td>( = )</td>
<td>0.956</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.409 )</td>
<td>( = )</td>
<td>4.409</td>
<td>( = )</td>
<td>0.946</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.659 )</td>
<td>( = )</td>
<td>4.659</td>
<td>( = )</td>
<td>1.000</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.432 )</td>
<td>( = )</td>
<td>4.432</td>
<td>( = )</td>
<td>0.975</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.341 )</td>
<td>( = )</td>
<td>4.341</td>
<td>( = )</td>
<td>0.955</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.545 )</td>
<td>( = )</td>
<td>4.545</td>
<td>( = )</td>
<td>0.950</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.432 )</td>
<td>( = )</td>
<td>4.432</td>
<td>( = )</td>
<td>0.970</td>
</tr>
<tr>
<td>( f_{i2} )</td>
<td>( 4.545 )</td>
<td>( = )</td>
<td>4.545</td>
<td>( = )</td>
<td>0.970</td>
</tr>
</tbody>
</table>
Based on the normalization results, the conversion was carried out into matrix-R. The display of matrix-R can be seen in Fig. 3.

\[
R = \begin{bmatrix}
0.960 & 0.975 & 0.966 & 0.975 & 0.960 \\
0.975 & 1.000 & 0.966 & 0.975 & 0.990 \\
0.955 & 0.960 & 0.941 & 0.955 & 0.985 \\
0.975 & 0.990 & 0.951 & 0.950 & 0.960 \\
1.000 & 0.955 & 0.956 & 0.955 & 0.985 \\
0.980 & 0.960 & 0.961 & 0.980 & 0.990 \\
0.995 & 0.955 & 0.956 & 1.000 & 1.000 \\
0.995 & 0.975 & 0.946 & 0.970 & 0.990 \\
0.960 & 0.990 & 1.000 & 0.980 & 0.985 \\
\end{bmatrix}
\]

Fig. 3. Matrix-R.

Based on the matrix-R and the weight from decision-makers shown in Table V, the ranking calculations can be performed. The formula used to calculate ranking \( [18] \) refers to equation (3).

\[
V_j = \sum_{i=1}^{a} w_i r_{ij} \quad (3)
\]

Notes:
- \( V_i \) = rank for each alternative
- \( w_j \) = weighted value of each criterion
- \( r_{ij} \) = normalized performance rating score

The ranking calculating process can be explained as follows.

\[
V_1 = (0.30)(0.960) + (0.30)(0.975) + (0.30)(0.966) + (0.30)(0.975) + (0.30)(0.965) = 1.4524
\]
\[
V_2 = (0.30)(0.975) + (0.30)(1.000) + (0.30)(0.966) + (0.30)(0.975) + (0.30)(0.990) = 1.4719
\]
\[
V_3 = (0.30)(0.955) + (0.30)(0.960) + (0.30)(0.941) + (0.30)(0.955) + (0.30)(0.985) = 1.4391
\]
\[
V_4 = (0.30)(0.975) + (0.30)(0.950) + (0.30)(0.937) + (0.30)(0.950) + (0.30)(0.960) = 1.4317
\]

Based on the ranking results, it can be determined the most dominant aspect recommendations in supporting the realization of positive moral improvement and student learning quality. The aspect referred to is C-10, namely the aspect of “it is always obey the school rules”. This aspect was chosen because it had the highest compared to other aspects. The C-10 aspect is an aspect of the *Palemahan* component.

The dissemination activities that had been shown previously in Fig. 1 were carried out through two activities. The first activity was an online workshop on 11 materials related to the operation and management of *THK-ANEKA* and the SAW-based *Stake* model evaluation website. The second activity was assistance related to matters that were not clearly understood in the online workshop. It was discussed in-depth and directly through face to face at school.

Implementation of the *THK-ANEKA* and SAW-based *Stake* model evaluation website had been carried out well generally. The Evaluation website categorization had been classified as good and effective to determine appropriate and accurate recommendations. This recommendation was related to the
supporting aspects of increasing positive morale and student learning quality in computer learning at Vocational Schools of IT in Bali. It was reinforced from the effectiveness percentage results in the evaluation website implementing was 88.973%. When it is viewed from the effectiveness standard of the eleven’s scale, it is classified in the good category because the percentage is in the range of 85%-94%.

The effectiveness percentage results were obtained from the respondent’s assessment data on the website implementation by using a questionnaire containing 20 questions. Item-1 was about ease of website installation. Item-2 was about the website appearance. Item-3 was about the consistency of each layout form. Item-4 was about the suitability and accuracy of the login design. Item-5 was about the suitability and completeness of the features available on the main menu.

Item-6 was about the suitability and completeness from the features available on the input form of indicator and weight. Item-7 was about the suitability and completeness of the features available on the input form of evaluation aspect assessment data provided by the respondents. Item-8 was about the suitability and completeness of the features available on the evaluator data input form. Item-9 was about the suitability and completeness of the features available on the antecedent form located in the description matrix. Item-10 was about the suitability and completeness of the features available in the transaction form which was located in the description matrix. Item-11 was about the suitability and completeness of the features available in the form outcomes which were located in the description matrix.

Item-12 was about the suitability and completeness of the features available in the judgment matrix form had referred to the Tri Hita Karana and ANEKA aspects. Item-13 was about the suitability and completeness of the features available in the recommendation and decision form. Item-14 was about the suitability of evaluation aspects in the accountability section in the description matrix form. Item-15 was about the evaluation aspects suitability of the nationalism section in the description matrix form.

Item-16 was about the evaluation aspects suitability of the public ethics section in the description matrix form. Item-17 was about the evaluation aspects suitability of the quality commitment section in the description matrix form. Item-18 was about the evaluation aspects suitability of the anticorruption section in the description matrix form. Item-19 was about features that make it easy to store data, edit, update, and delete. Item-20 was about the website accuracy in calculating the SAW method and showed the right recommendations.

This research had succeeded in being a solution to the limitations of Ihsan and Furnham’s research [21]; Boitshwarello, Reedy, and Billany’s research [22]; Kylloren and Kell’s research [23]; Mariš’s research [24]; and Elmahdi, Al-Hattami, and Fawzi’s research [25]. The solution was the Stake model evaluation website implementation at Vocational Schools of IT in Bali. It was able to show an assessment of the affective domain through internalizing the Tri Hita Karana concept, cognitive and psychomotor assessments through internalizing the ANEKA concept. It was reinforced by the research results of Divayana, Sudirtha, and Gading [33]. They showed that there was a Countenance evaluation model application design that was integrated with the Tri Hita Karana and ANEKA concept. It is used to measure the character aspects so the cognitive and psychomotor aspects of students in computer learning.

Another research result [34] that strengthens the position of this study is the research of Assielou et al. It showed that emotion (affective domain) can affect student performance (cognitive and psychomotor domains) in the learning process using Intelligent Tutoring Systems. The research conducted by Sokkhey and Okazaki [35] also strengthens the position of this study by showing the existence of a website-based decision support system. It was used to predict poor student performance in the learning process. The principle was the same with this research which also developed a website to evaluate student performance as a whole both from the moral side (affective domain) and from the learning quality side (cognitive and psychomotor aspects).

Although this research had succeeded in being a solution to the limitations found in the five previous studies, this research also has several limitations. The limitations of this research are: 1) The THK-ANEKA and SAW based-Stake model evaluation website has not been implemented at Vocational Schools of IT in all Indonesia regions; 2) This evaluation website has not been combined with robot technology so that the input activity indicators and evaluation weights are still done manually by evaluators or decision-makers.

IV. CONCLUSION

Generally, dissemination and implementation results of the THK-ANEKA and SAW based-Stake model evaluation website had been carried out well at Vocational Schools of IT in Bali Province. It was evident from the results of documentation in dissemination and implementation. The effectiveness percentage result of 88.973%, which is in the good category at the eleven’s scale effectiveness standards indicated the success of evaluation website implementation. Likewise, the application simulation results of the SAW method in determining the dominant aspects of realizing positive moral improvement and student learning quality. Those had also proven the success of this evaluation website implementation. This research obstacle can be answered by doing the right work in the future. Some future work that can be done, included: 1) Dissemination and further implementation of evaluation website to several Vocational Schools of IT in western and eastern parts of Indonesia; 2) Development of evaluation website in the future is embedded in robotic technology so that the website will be more reliable in processing decision-making.
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Physically-Based Animation in Performing Accuracy Bouncing Simulation
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Abstract—This study investigates the use of physics formulas in achieving plausible bouncing simulation in animation. The need for physics animation was to produce visually believable animations adhering to the basic laws of physics. Based on the review, the creation of accurate timing simulation in bouncing dynamic was significantly difficult particularly in setting keyframes. It was comprehensible that setting the value of keyframes was unambiguous while specifying the timing for keyframes was a harder task and often time-consuming. The case study of bouncing balls’ simulation was carried out in this research and the variables of mass, velocity, acceleration, force, and gravity are taking into consideration in the motion. However, the bouncing dynamic is a significant study in animation. It is often used and it shows many different aspects of animations, such as a falling object, walking, running, hopping, and juggling. Therefore, the physical framework was proposed in this study based on numerical simulations, as the real-time animation can be addressed for controlling the motion of bouncing dynamic object in animation. Animation based physics algorithm provided the animator the ability to control the realism of animation without setting the keyframe manually, to provide an extra layer of visually convincing simulation.

Keywords—Bouncing simulation; physics algorithm; physics animation; real time animation; animation

I. INTRODUCTION

The concept of physically based animation has been long established by Disney artists through “The Twelve Basic Principles of Animation”. The main purpose of the twelve basic principles was to produce more realistic animations adhering to the basic laws of physics [1]. In the context of 3D computer animation, realistic timing is extremely important to add a life-like quality to animate objects and give the animation some real-world authority. The proper timing is crucial to make the ideas readable. Consequently, animation artists carefully study the motion of the objects by adding quality and accuracy to generate realistic-looking animations. Thus, the concept of applying the laws of physics in animation has further gained importance to generate an accurate timing animation, and there is a need for consideration of physics motion in this field.

The concept of physics motion can be interpreted with the principle of bouncing ball simulation. The bouncing ball is the most basic and one of the most important animation exercises. Bouncing ball simulation causes the natural factors of motion, velocity, acceleration, mass, gravity, friction, elasticity, or squash and stretch, and timing. Hence, this concept of a bouncing ball is often used in the animation as a reference because it integrates several fundamental concepts that animators apply to just about everything they animate. The author in [2] also explained, bouncing ball is a common model for numerous rhythmic tasks such as walking, running, hopping, and juggling, and it has been an extensive study which provides a theoretical basis for control of such rhythmic tasks in animation. Last but not least, realistic bouncing ball simulation showed the significance in the animation that a lot of physical measurements are required. Plus, timing an animation is often the most difficult part to set the spatial values of the keyframe in achieving realistic simulation. Most of the users are unable to imagine the timing and convey it using the provided interfaces. Therefore, the physics-based approach is a well-adapted concept to simulate believable animations. Based on the physical motion regarding numerical simulations framework, the animator is provided with the ability to control the realism motion of simulated object without setting the keyframe manually, by adding an extra layer of visually convincing animation. Hence, the different section of introduction, literature review, analysis physics motion of bouncing simulation, physics motion, real time dynamic bouncing ball, result and findings, implication, discussion, and conclusion are discussed in this paper.

II. LITERATURE REVIEW

A. Concept of Physically based Animation

Physically-based animation has emerged as a core area of computer graphics finding widespread application in the film and video game industries as well as in areas such as virtual surgery, virtual reality, and training simulations [3]. With the advance production technology, it allows designers to create animation by their own will with the greatest degree of freedom, but the products of the technology are not very good in terms of natural performance [4]. In order to fit into the current trend of fast increase of computer processing and user experience, physically-based animation is a well-adapted concept to simulate the realistic-looking animations with self-controllable performance. According to [5], the physics-based approach uses the law of physics to simulate motion and interaction with the environment. In his study, he pointed out a complete and effective system for animation should integrate key-framing and physics-based techniques. Key-framing allows objects or characters to perform unnatural tasks.
However, physics-based simulation models the object or character’s interaction with the environment in a physical way and ensuring a realistic result. The author in [6] also described physical dynamics are based on two basic notions, which are material points and forces that induce movement. In the study, researchers explained clearly about these two notions that are included in their model and present a first simulation algorithm. The author in [7] also emphasized that physically-based models are well suited to simulate natural motion and flexible elastic objects. Moreover, [8] emphasized that physically-based animation tends to model only perfect worlds. Modeling a completely realistic physical world needs to talk in all external factors, including shifting winds, air humidity, different materials, and attraction forces from every object. All these factors will affect the moving objects in the real world. The study also showed that the existence of physics-based animation and alternative algorithms is a way to allow the animator to manipulate a rigid body during the simulation and have the computer to make the necessary adjustment to position and velocity. The results are presented in a good visual-oriented part and believability through several performances. From the findings, the researcher suggests that the animation developed with the reference to physics-based simulation to give better performance and even better visual results. The results also proved the inaccuracy will be minimal for a visual result, and thus the believability is retained by using the physically-based method.

B. Bouncing Ball Animation

Based on [9], bouncing ball simulation is the standard animation test for all the beginners. It is one of the most important subjects to learn animation and is essential to know as an animator. From this simple simulation, principles of animation such as timing, squash and stretch, arcs, volume, and weight can be learned. The concept of the bouncing ball is shown in Fig. 1. The ball travels up and down through space while travels horizontally from left to right. With each bounce, the ball loses height because friction with the ground reduces the momentum of the initial force that set the ball in motion. If the ball is thrown upwards at an angle, it travels in a parabola. In addition, a ball bouncing on a hard surface that proceeds in a series of diminishing parabolas is caused by the energy lost on each bounce. Alternately, a cartoon character also bounces in much the same way as a ball, which is shown in Fig. 2.

According to [11], the bouncing ball simulation path has the similarity of the hop and jump of the character motion. Hence, this is to say that, the concept of bouncing ball simulation is critical to the animator as a reference for doing any kind of animation. To quote, [12] also stated that the movement is based on what happens in nature, however, simplified and exaggerated if necessary for dramatic effect. At the very least, the motion of an object should create based on the reality before it changed or modified to the motion we need. It means a realistic simulation of bouncing balls is essential as a guideline to the animators in animating their desired object motion.

III. ANALYSIS PHYSICS MOTION OF BOUNCING SIMULATION

Based on the review and information collected of physical measurement for bouncing balls simulation, it can be broken down into five distinct stages to analyze the details of physics calculation, to apply the accurate algorithm of bouncing simulation in animation.

In the first stage, when a ball is released from rest, it falls vertically downward under the influence of gravity (g). The velocity (V) points downward. The acceleration (a) also points downward as shown in Fig. 3. When the object is in freefall, the magnitude of (a) is equal to (g), in the absence of air resistance. The acceleration due to gravity is g = 9.8 m/s² on earth.

In the second stage, the ball begins to make contact with the surface. The ball has slowed down. The velocity (V) is still pointing downward. However, the ball has deformed sufficiently such that the acceleration (a) is now pointing upward. This means that the ball has deformed enough until it is pushing against the surface with a force greater than its weight. As a result, the acceleration (a) is pointing upward as shown in Fig. 4.

In the third stage, the ball has reached its maximum deformation when it barely touches the floor surface. As a result, the acceleration (a) is still pointing upward, and the velocity (V) is zero. The ball is preparing to re-bounce as shown in Fig. 5.
In the fourth stage, the ball’s velocity (V) is increasing and pointing upward since the ball is now in the rebounding stage. As a result, the ball is less deformed than the previous stage, but is still deformed enough until it pushed against the surface with a force greater than its weight. This means that the acceleration (a) is still pointing upward as shown in Fig. 6.

In the last stage, the ball has fully rebounded and has lifted off from the surface. The velocity (V) is still pointing upward and the acceleration (a) is pointing downward since the only force acting on the ball in this stage is gravity as shown in Fig. 7.

As shown in the above, a force would act between the ball and the floor. It changes the ball’s velocity over some fairly small, but non-zero period. During this time, the ball would deform due to the force. The more rigid the ball material, the less the ball would deform, and the faster this collision would occur. In the limiting case, the ball is infinitely rigid, and cannot deform at all. To sum up, the collision is considered as occurring instantaneously in rigid body dynamics. It is the reason that the collision of the ball does not change the ball’s shape in real motion. Thus, the deformation of the ball will be neglected in the factors of physics measurement.

From the above analysis, a free-fall motion under the influence of gravity can be described by the following basic motion equations:

\[
\text{Force (F)} = \text{Mass (m)} \times \text{Acceleration (a)} \tag{1}
\]
\[
\text{Velocity (v)} = \frac{\text{Displacement (d)}}{\text{Time (t)}} \tag{2}
\]
\[
\text{Acceleration (a)} = \frac{\text{Velocity (v)}}{\text{Time (t)}} \tag{3}
\]

The arrangement from the above basic equations can form four equations of linear motion which are important in solving the problems of linear motion,

\[
V_1 = V_0 + gt \tag{4}
\]
\[
d = \frac{1}{2} (V_0 + V_1) t \tag{5}
\]
\[
d = V_0 t + \frac{1}{2} gt^2 \tag{6}
\]
\[
V_1^2 = V_0^2 + 2gd \tag{7}
\]

where \(g\) is the constant acceleration of gravity, \(V_0\) is initial velocity, \(V_1\) is final velocity, \(t\) is time and \(d\) is displacement.

Furthermore, physics analysis for the dynamics of the bouncing ball model was analyzed according to the graph shown in Fig. 8.

Fig. 8 shows the dynamics of squash ball bounces on the cement floors. The graph consists of the x-axis and y-axis which correspond to the variables of height, \(h\) (cm), and time, \(t\) (s) of the ball bounce. The graph represents that a ball dropped from an initial height, \(h_0\). When it bounces, it loses energy so that the next bounce height, \(h_1\), is smaller. It also happens in the bounce height, \(h_2\). The model used here implied that the fraction of energy lost on each bounce. The bounce decreases by a constant amount until the ball comes to rest. Hence, the energy loss can be expressed in terms of the coefficient of restitution, COR, defined in the case of a rigid surface, is shown below:

\[
\text{COR} = \frac{v_i}{v_f} = \sqrt{\frac{h_1}{h_0}}. \tag{8}
\]

where, \(h_0\) is the initial height and \(h_1\) is the rebound height, \(v_f\) is the initial speed of the ball and \(v_i\) is the rebound speed.
These parameters are important to measure the collision of the ball when it bounces and hits the floor surface. The formula of the coefficient of restitution is essential to measure the energy loss and how the ball bounces in the second height, \( h_1 \).

Besides, the motion in which a body is thrown or projected is called projectile motion. To calculate an accurate motion path of the bouncing ball simulation, projectile motion takes part in measuring the motion of the ball thrown. According to the projectile motion in Fig. 9, the physics analysis of a particle in free fall can be described by the equation from the projectile without air resistance,

\[
V_i = -(\text{COR})(V_{f0})
\]

\[
h_0 = \frac{V_i^2}{2g}
\]

\[
V_f = \sqrt{2gh_0}
\]

\[
t = \sqrt{\frac{2h_0}{g}}
\]

\[
T = 2(\sqrt{\frac{2h_0}{g}}) - 0.01
\]

\[
h = h_0 - (0.5gt^2)
\]

\[
h_0 - (0.5*gt^2)
\]

where, \( v_i = \) velocity reach top, \( V_{f0} = \) initial velocity reach top, \( h_0 = \) initial height, \( g = \) gravity, \( V_f = \) velocity reach top, \( t = \) time, \( T = \) total time, COR = coefficient of restitution.

The bouncing ball simulation addresses the needs of the projectile equation. Hence, the concept of the projectile equation is consistently as one of the parameters to formulate a realistic bouncing ball simulation.

In a nutshell, the summary of physics motion measurement for dynamic bouncing ball are presented in Table I.

From the above analysis, the basic physics motions, coefficient of restitution, and projectile equations are essential in measuring the dynamics of the bouncing ball’s simulation. The algorithm carries on to the next phase in exploring the formula with the real-time bouncing simulation before applicable to the animation.

\[
\text{TABLE I. SUMMARY OF PHYSICS MOTION MEASUREMENT FOR DYNAMIC BOUNCING BALL}
\]

<table>
<thead>
<tr>
<th>Dynamic of Bouncing Ball</th>
<th>Physics Motion</th>
<th>Formula Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Lost</td>
<td>Coefficient of Restitution</td>
<td>COR = \sqrt{\frac{h_1}{h_0}}</td>
</tr>
<tr>
<td>Gravity</td>
<td>Acceleration due Gravity on Earth</td>
<td>g = 9.8 m/s²</td>
</tr>
<tr>
<td>Velocity Reached Top</td>
<td>Projectile’s Motion</td>
<td>( V_i = -(\text{COR})(V_{f0}) )</td>
</tr>
<tr>
<td>Initial height</td>
<td>Projectile’s Motion</td>
<td>( h_0 = \frac{V_i^2}{2g} )</td>
</tr>
<tr>
<td>Velocity Reached Down</td>
<td>Projectile’s Motion</td>
<td>( V_f = \sqrt{2gh_0} )</td>
</tr>
<tr>
<td>Time of ball reached top</td>
<td>Projectile’s Motion</td>
<td>( t = \sqrt{\frac{2h_0}{g}} )</td>
</tr>
<tr>
<td>Time of ball reached down</td>
<td>Projectile’s Motion</td>
<td>( t = \sqrt{\frac{2h_0}{g}} )</td>
</tr>
<tr>
<td>Total time reached of each half bounced</td>
<td>Projectile’s Motion</td>
<td>( T = 2(\sqrt{\frac{2h_0}{g}}) - 0.01 )</td>
</tr>
<tr>
<td>Height per Time</td>
<td>Projectile’s Motion</td>
<td>( h = h_0 - (0.5<em>gt^2)/h_0 - (0.5</em>gt^2)(T-t)^2 )</td>
</tr>
</tbody>
</table>

IV. PHYSICS MOTION AND REAL TIME DYNAMIC BOUNCING BALL

In this phase, analysis and experiments are conducted on the physic formulas to define the algorithm to be considered and applied to simulate accurate bouncing animation. The summary of physics motion measurement for a dynamic bouncing ball in Table I was used as a guideline to obtain the bouncing ball’s physic motion data. In the meantime, the physics factors of the ball’s properties were considered in the parameters when doing the calculation. On the other hand, the real-time bouncing ball data will be gained based on the experiment, in which a squash ball will be used and dropped from the height of 1 meter to the hard surface floor, to determine the time and height of the ball will bounce. The experiments will be recorded via a video recorder, and a stopwatch will be used to time the number of seconds between the bounces of the ball with the height of the ball bounces. The height and times are recorded in the data chart in Microsoft Excel. The experiment will be repeated for a total of 10 trials for each ball to get accurate data, and the results would be shown in the graph. The progress measurement for getting real-time dynamic bouncing ball data is presented in Fig. 10.

As shown in Fig. 10, the videos recorded were rendered to frames by using Adobe Premium Pro. The frame rate of every video was rendered every 30 frames per second (30 fps). Every frame was calculated in the Autodesk AutoCAD to have an accurate measurement. All the data was then transferred to Microsoft Excel and the real motion of bouncing balls was analysed. For a real-time bouncing ball, a dynamic hysteresis curve was presented to show how energy is lost during and after the collision.
With the comparison between both physics and real-time data in Fig. 11, the accurate formulas and physics factors of the ball’s properties will consider in the parameters and apply in animation.

First, the height of dynamic bouncing ball simulation is measured by using the formula of projectile motion as shown in Fig. 12. The formulas (14) are shown below,

\[
\text{Height per Time, } h = h_0 - (0.5gt^2) \\
\text{Time reached of each half bounced, } T = 2\sqrt{\frac{2h_0}{g}} - 0.01 \\
\text{Height per Time, } h = h_0 - (0.5g(T-t)^2)
\]

where, \( h \) = height, \( t \) = time and \( g \) = gravity, \( h_0 \) = initial height, \( T \) = total time.

The variables of the object’s height, gravity acceleration, and time consider in this parameter. The result shows in the blue-colored graph in Fig. 12. The comparison of physics formula, the blue-colored graph has been done with real motion data, the red-colored graph in Fig. 12. The comparison shows that this physics parameter is not sufficient to simulate the realistic bouncing ball. Based on the graph, noticed that the height for the first ball bounce is correct but it is wrong starting from the second bounce. This parameter is just for measuring the correct height for the first bounce. Hence, the parameters of measuring the second bounce’s height are needed.

Next, two physics formulas of projectile motion were added to measure bounce’s height of the bouncing ball. The formulas used are:

\[ \text{Height, } h = h_0 - (0.5gt^2) \] (17)

\[ \text{Time reached of each half bounced, } T = 2\sqrt{2h_0/g} - 0.01 \] (18)

\[ \text{Height per Time, } h = h_0 - (0.5g(T-t)^2) \] (19)

where, \( h \) = height, \( t \) = time and \( g \) = gravity, \( h_0 \) = initial height, \( T \) = total time.

The added formulas are shown in the red color in Fig. 13. The measurements in terms of the bounce’s timing and height are separated. The timing is calculated when the highest point of the ball is achieved, in which the halfway between the two bounces. Thus, the accuracy of every ball bounce’s height can be found. The comparison between physics motion in the blue-colored graph and real motion data in the red-colored graph is presented in Fig. 13. The comparison shows that this physics parameter is less successful to simulate the realistic bouncing ball. It does not consider the fraction of energy lost on each bounce. As a result, the height is the same in every ball bounce. Therefore, the coefficient bounce height is tested and added in the formula for the next experiment, which is shown in Fig. 14.

The formula of coefficient bounce height is added to measure the fraction of energy lost on each bounce. The formulas used are shown below:

\[ \text{Height, } h = h_0 - (0.5gt^2) \] (20)

\[ \text{Time reached of each half bounced, } T = 2\sqrt{2h_0/g} - 0.01 \] (21)

\[ \text{Height per Time, } h = (h_0/h_1) - (0.5g(T-t)^2) \] (22)

where, \( h \) = height, \( t \) = time and \( g \) = gravity, \( h_0 \) = initial height, \( T \) = total time.
The added formulas are shown in red color. The result is shown in the blue-coloured graph in Fig. 14. The comparison has been done between physics motion and real motion data in Fig. 14. From the comparison, the result shows that the graph of physics formula has a similar path compared to the real motion. But, it is still unsuccessful to measure the dynamics of the bouncing ball. It is because of the inaccuracy of the measurement on the bounce height in terms of the energy lost. Hence, the energy loss of dynamic bouncing ball is measured in the next experiment, by using the formula of the coefficient of restitution. The formulas are:

\[
\text{Height, } h = h_0 - (0.5gt^2)
\]

(23)

\[
\text{Time reached of each half bounced, } T = 2(\sqrt{\frac{2h_0}{g}}) - 0.01
\]

(24)

\[
\text{Height per Time, } h = h_0 - (0.5g(T-t)^2)
\]

(25)

\[
\text{Velocity reached top, } V_i = - (\text{COR}) (V_f)
\]

(26)

\[
\text{Initial height, } h_0 = V_i^2/2g
\]

(27)

\[
\text{Velocity reached down, } V_f = \sqrt{2gh_0}
\]

(28)

\[
\text{Coefficient of Restitution, } \text{COR} = \frac{\sqrt{h_1}}{h_0}
\]

(29)

where, \(h\) = height, \(t\) = time and \(g\) = gravity, \(h_0\) = initial height, \(h_1\) = second bounce height, \(T\) = total time, \(vi\) = velocity reach top, \(Vf_0\) = initial velocity reach top, \(Vf\) = velocity reach top, and \(\text{COR}\) = coefficient of restitution.

Fig. 15 shows the measurement on the timing, height, and coefficient of restitution of dynamic bouncing ball. The formulas added are highlighted in red colour. This measurement has added the calculation on coefficient of restitution for energy loss. To calculate the coefficient of restitution for energy loss, the other formulas including velocity and initial height formula need to be added in to find the solution for it. Thus, these parameters have considered in the variables of the object’s height, acceleration gravity, time and energy loss of bouncing ball. These elements which are important and essential in the real motion are highlighted in Fig. 15. The comparison between physics motion and real motion data indicated that these physics parameters can simulate the realistic bouncing ball. From the graph presented in Fig. 16, results proved that the formulas were validated to measure the bouncing ball’s motion. Both motion paths achieved approximately the same result. However, there is a little difference between both bouncing ball’s paths. It is because the real motion’s data is gained via the average of 10 trial experiments for a type of bouncing ball. Next, the validated formulas from this experiment will be carried on to the next level, to transform them into algorithm and parameter in python script, in which applicable to animation software, Autodesk Maya to perform accurate bouncing simulation.

V. RESULTS AND FINDINGS

Based on the research finding, the validated physics formulas can measure the accurate bouncing ball simulation. The summary of physics formulas and factors of ball’s properties are considered as parameters will apply in animation are shown in Fig. 17.

According to the above analysis, the physics formulas are created regarding the physics factors of the object’s properties. The factors of acceleration gravity, object’s mass, floor surface, object’s height, energy loss, speed, and time are included. All these factors play important roles in formulating a realistic dynamic of the bouncing ball. Apart from that, these parameters also involve the variables in terms of height, acceleration, timing, velocity, and coefficient of restitution for a dynamic bouncing ball. From research findings, it has been proven that the use of physics formulas would achieve realistic bouncing simulation. The physics formulas created from the above analysis are transformed into the Python scripting language as source code to drive the realistic motion of bouncing ball in Autodesk Maya, as shown in Fig. 18.

Furthermore, the comparisons are carried out between the real data via the previous experiments with the modelled bouncing ball simulation through the created system in Autodesk Maya. It is to validate the effectiveness of the applied physics formula to achieve accurate timing in bouncing ball animation. The comparisons are divided into two major elements include total time and the motion path for a bouncing ball’s bounce. Every key-frame value will be calculated in the Autodesk Maya to gain accurate height and time of each modelled bouncing ball’s motion. All the data are measured in Microsoft Excel and presented in the graphs. The comparison will be analysed in Table II.
so the next bounce height, \( h_4 \), is approximately 30 cm, and reach the floor with total time, \( t_4 \), of 0.85 second. It continues to happen in the second bounce height, \( h_2 \), with 10 cm and finally the ball comes to rest at the time of 1.11 second for real motion of bouncing ball. On the other hand, the simulation of bouncing ball animation comes to rest at the time of 1.10 second.

From Table II, the results prove that the physically-based animation system has been validated successfully to animate the bouncing ball’s motion. The modeled bouncing balls’ motion paths achieved approximately the same result as in real data. However, there are small differences between both the bouncing ball’s motion path and the total time of bounce. The differences occur in the time of millisecond because the real motion’s data is gained via an average of 10 trial experiments for a bouncing ball. However, the motion paths of modeled balls are still approximately matched in the range of real data.

As a result, it is proven that the physics-based formula can be applied to animation as algorithm animation. Besides, realistic simulation can be achieved through created physics-based animation. The result findings also showed that the use of physics formula would create realistic animation, and achieve both physics-based realism and user-specified expressive motion.

VI. IMPLICATION AND DISCUSSION

This research studied physics algorithm formula and transformed into the Python scripting language as source code to drive accurate bouncing animation. The physically-based animation concept enables controllability on the dynamics bouncing ball in real-time without setting keyframes values in animation software. It offers controllability over a physical parameter using simple keyframe values, yet controllable animations. Besides, the application concept also allowed the animators to do the motion that would be very difficult to do by hand. Hence, it can help the animators to save more time and reduce workload while enabling faster output. The values in the keyframes tools can be changed and modified to achieve the user’s desired motion. Animators are allowed to rearrange the object motion, guided by the pose specified at each keyframe. This function allows the user to further create a common model for numerous rhythmic tasks such as a falling object, walking, running, hopping, and juggling. This is because the bouncing ball simulation path has the similarity of the hop and jump of the character motion.

In addition, this research provided a physics object’s factors to be considered in developing realistic bouncing ball animation, which is critical to the animator for doing any kind of animation. It is essential as a guideline to the animators in animating their desired object motion in real-time depending on their creativity. On the other hand, the algorithm can preserve the dynamics of motion and allowing animators to create motion libraries from a single input motion sequence. Once the original motion is fitted onto the model, the model can then be presented to the animator as a tool for generating a movement that meets the specifications of the given animation they are working on. The important factor of controlling real-time computer graphics is the combination of physics and
animation, which helps realistically imitate real world behavior and adding to the computer graphics’ degree of realism.

However, the study of the formulas for bounce characteristics is limited for common types of hard surfaces, cement floor. The balls are bounced vertically without spin on a hard, horizontal surface. Based on the review, a strategic choice of the modeler can be studying first a simpler but related problem. In this case, this could be the free fall of an object without consideration of air resistance.

VII. CONCLUSION

In conclusion, this study provided useful information on the development of physics-based animation. In computer animation, realistic timing is extremely important to add a life-like quality to animated objects, making their motions more interesting and able to convince the realism as well as convey the message to the audiences. However, timing of an animation is challenging to set the spatial values of the key-frame in achieving realistic simulation. It causes the burden of animation quality to rest entirely on the animator. The result findings of physics formulas in this paper provide animators a guideline that can be programmed into animation software as a library. Hence, animation such as objects falling, jumping, and bouncing animation can be produced easily without setting the keyframe value with real-time simulation.

Moreover, physically-based animation is an approach to make computer-generated virtual environments look realistic. It can be implemented in a production environment and interactive applications such as feature films, video games, or surgery simulation where the real-time simulation is required. The result of physics formulas in animation is useful to develop the games, especially the realism motion of algorithm is needed, such as shooter or bouncing game. The findings of the algorithm in this paper can be applied and transform into programming language to ensure the accurate movement of the object.

The development process of physically-based animation was explained in this paper which could be used as a reference in future research. Last but not least, future research can be expanded of the application of physics-based algorithm animation to a different type of ball’s material and bounce surface. Besides, other objects or characters such as human or animal motion, human face expression, fluid, or fur object also can be applying with the physically-based concept. A physically-based animation approach helps the animators to save more time and reduce the workload while enables faster outputs well as budget-saving. Moreover, the utilization of algorithm animation on computer animation can save the render space in computer’s memories especially when rendering a thousand animal fur or human hair in animation. This approach should be generalized to deal with other objects, so that a wider variety of controllable physics-based realistic animation can be achieved in the future.
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Abstract—Range of motion (RoM) is the measurement of angular movement of joints that defines the joints flexibility. It is crucial to measure RoM while performing musculo-skeletal diagnostics. The physiotherapy and the visits to hospitals can be very costly and demands a great deal of time; also most of the current digital instruments, used to measure RoM, are very expensive and hard to use. In this paper a digital wearable sleeve device is designed and tested which is cheap, time efficient and easy to use. The designed device is tested to be within 95 % agreement with Universal Goniometer (UG) when tested using Bland Altman Plots. Patients can take their measurements on their own and visualize results on their desktops or mobile phones. Patients also have graphical feedback, highlighting the extent of variation between their exercise performance and standard exercise. In addition to this; patients can also compare their current exercise from previous exercise using Kalmogorov-Simronov (K-S) test automatically. To make exercising more fun, we have developed 3D VR (Virtual Reality) gaming environment for elbow flexion, elbow supination and pronation and elbow extension exercises where patient can exercise in an interactive environment and visualize their progress side by side.

Keywords—Range of Motion (RoM); physiotherapy; Inertial Measurement Unit (IMU); Virtual Reality (VR)

I. INTRODUCTION

Range of motion (RoM) is the measurement of angular movement of joints that defines the joints flexibility. These joint ranges of motion measurements are used to assess the patient’s progress and to determine impairment ratings, when a patient is unable to return to his or her prior level of function. RoM measurement using manual methods is a time-consuming process [1]. Patients recovering from joint fractures and dislocations need to constantly visit physiotherapist and they need to maintain a regular exercise schedule. This can be very costly and demands a great deal of time also the current digital instruments, used to measure RoM, are very expensive and hard to use [2]. This paper discusses the design of a wearable digital device that measures RoM along with a user interface which helps patient exercise and monitors their progress in an easy and convenient manner without having to visit hospitals on regular basis. Patients can visualize their progress/results in graphical format. These graphs are created by statistically analyzing and comparing standard exercise and current exercise using Kalmogorov-Simronov (K-S) test. K-S test is a very efficient method to determine if two data sets are significantly different from each other. Through a virtual reality application this system will provide patient an interactive environment to perform exercise; this will also isolate them from external disturbance. This is a complete system, through which patients will be able to perform physiotherapy at home without needing regular assistance from doctors. Compared to existing digital devices [3, 4] this system is cheaper and easy to use. The software applications instruct patients on how to perform exercises and display results on run time, making the system more user friendly than other (purely hardware based) digital devices. This device will contribute to the health sector in a way that people would not need to ignore their physical health due to lack of time or money. It will also increase productivity of doctors and hospitals that will be able to give time to more patients as they would not need to perform complicated measurements manually.

The paper is organized as follows. Section 2 discusses the relevant work done in the field. Section 3 discusses the design of the digital sleeve, the experimental setup, and hardware and software implementation methodologies for the exercises of interest. Section 4 elaborates the results and discusses their analysis whereas Section 5 concludes the paper.

II. RELATED WORKS

Visual estimation of RoM is the most preferred and commonly used method because of time constraints in occupational medical practice. This method can be used for all joints, and no additional equipment is needed but this method cannot be relied on to provide precise angular values and may give ambiguous results when assessor changes angle while visualizing RoM. Universal Goniometer (UG) is the most widely used device, to measure joints range of motion. It offers high accuracy, reliability in both inter-rater and intra-rater rehabilitation. It is, cheap, portable and noninvasive. But this instrument needs trained experts for evaluation. It is difficult to accurately position and requires clear visual estimation. In comparison to these manual methods digital photography provides slightly better accuracy, printable and savable records and ability to perform offsite measurement [1]. In this method accuracy is highly dependent on motion capture analysis and the whole camera setup is quite complex to arrange.

Laboratory based motion capture equipments are time consuming and costly thus they cannot be used for everyday
tasks. An easy to handle wearable device is a better alternative for day to day monitoring of joint RoM [5]. According to [6] most examiners adopt neutral-zero method while measuring RoM where the patient moves the distal segment away from a fixed starting position, around a certain axis of rotation.

Digital instruments provide a more objective and scientific assessment of patient’s condition [7] but in order to be used in occupational practice these instruments must be easy to use and fast in application. A digital goniometer (Electro-goniometer) is an instrument which is similar to the electro potentiometer. It can also be used to measure joint range of motion, such that a change in joint position lead to the change in the resistance of the potentiometer and after some rectifications and calibrations, this resistance can be read as joint angle, the precision of electro goniometer is better than universal goniometer, but this precision depends upon the operator’s ability to consistently place landmarks. This instrument is mostly used for clinical research. HALO [8] is another digital device which measures joint ROM. It is laser-guided digital goniometer. HALO uses lasers, magnetic system and accelerometer to guide alignment with anatomical landmarks. It has a digital display with memory feature. It is easy to handle but whenever, HALO is displaced off the horizontal plane the altered position of measuring system intermittently creates marked measurement errors, necessitating recurrent measurements.

Compared to these handheld instruments RoM measurement taken using Kinect are not tester dependent, thus Kinect provides better precision but, according to [9], Kinect cannot evaluate scapular motion and it cannot be used to measure neck and feet RoM.

The Inertial Measurement unit (IMU sensor) [10] contains an accelerometer, gyroscope, and magnetometer to calculate relative orientation in 3 dimensional space. IMU has already been used for RoM measurement of multiple joints in laboratory settings at the knee [11], cervical spine [12, 13] or shoulder. Although IMU provides high accuracy for continuous orientation estimation under ideal conditions, the presence of magnetometer may introduce orientation noise in sensor when placed in vicinity of ferromagnetic materials [14]. To eliminate this noise wooden chair, tables and couches were arranged [15]. These limitations are hard to avoid in occupational physiotherapy clinics however according to [16] considerable field accuracy has been achieved. The gyroscope component on the IMU tends to severely drift over time without the use of filtering or other navigation systems reference [17].

There is no rigid connection between IMU and human limb which may introduce soft tissue artifacts. In order to covert IMU orientation to anatomical angle the sensor requires anatomical calibration. To eliminate gyroscopic drift and to provide anatomical calibration a gradient descent algorithm can be used for IMU estimation [18]. The magnetometer and accelerometer data is used to estimate and compensate gyroscope error using quaternion representation of Euler’s angles. This algorithm is designed for wearable inertial human motion tracking system in rehabilitation applications. The algorithm has same level of accuracy as Kalman filter with static RMS error <0.8° and dynamic RMS error <1.7°.

In addition to these measurement techniques augmented reality is being frequently used in physiotherapy to provide patients an interactive virtual game-like environment in order to motivate them to exercise regularly. In [19] bio sensors along with Virtual Reality (VR) application and Kinect are used to provide Parkinson disease (PD) patient with an isolated rehabilitation environment to exercise while continuously monitoring their vital using biosensors.

This study discusses the design and implementation of a wearable digital device which is more time efficient than other manual devices and cheaper than other digital devices because it uses only one IMU sensor. This wearable device can be wirelessly connected to software applications which provide not only provide 3D visualization of arm movement but also provide analysis of patient performance and gives result on their improvement. Unlike other studies where VR application is used along with expensive hardware (like Kinect), this study uses Processing software to create a VR application which can be easily connected to the wearable device.

III. MEASUREMENT OF ELBOW JOINT RoM USING WEARABLE DIGITAL DEVICE

A. Sleeve Design

In this study RoM measurements of elbow joint were taken using the digital wearable device. An IMU (Micro-processor Unit (MPU) 6050) sensor was sewn in a stretchable band as shown in Fig. 1. This band was worn over the distal segment (forearm in this case). The program was burned in node Microcontroller Unit (MCU) (ESP8266) module sewn in a band which was wrapped around the upper arm using Velcro strips, the subjects’ angular motion was displayed on a small Organic Light-Emitting Diode (OLED) screen sewn adjacent to node MCU. As done in conventional examination, the subject started in a joint specific neutral starting-position and moved the adjacent, distal segment (forearm) to the end of range of motion, and the angle starting from stationary position to the fully extended distal segment was measured by both the UG and digital wearable device. Difference between the starting and current orientation of one IMU at the distal joint segment provided the angular measurement for IMU. The minimum and maximum angular values were noted and stored. The IMU was sewn in wearable band so examiner did not need to concern with manual handling of device.
B. Study Design

In this study we have evaluated the validity, reliability and objectivity of this system by adopting the procedure in [20] but instead of adopting the visual estimation as comparison standard we have used UG for comparison. The validity is evaluated by comparing the measurement results to RoM measured using goniometer. The reliability is evaluated by analyzing repeatability under constant conditions. The objectivity is evaluated by analyzing the intra-rater agreements of measurements and examiner ratings.

Five subjects with age ranging from 23-80 years, weight 55-75 kg, and height 183-170cm volunteered to participate in the study. They gave their written consent to volunteer for this research study. Two of these volunteers were males and three were females. The subjects recruited were healthy without any known functional deficit. Functional deficit could occur due to a joint disease or recent joint injury. In order to ensure that subjects did not suffer from any musculo-skeletal complaints we checked patient’s medical history of one month prior to examination. The joint examination using UG and the designed digital ROM measurement system was conducted by a physiotherapist. Examination rooms with a couch, digital wearable device and a laptop was provided to examiner.

C. Examination Procedure

Fig. 2(a) shows how the stretchable band containing IMU was worn on forearm approximately one inch away from elbow joint for extension and flexion measurement. Fig. 2(b) shows position of band for supination and pronation measurement; the band was worn on forearm, one inch away from the wrist joint. Node MCU was connected to sensor. The examiner helped the patient in getting equipped. It took approximately one minute for subjects to get equipped and the removal took approximately thirty seconds. In order to avoid warming up or training effects each subject practiced the exercises three times. After warming up, each RoM measurement was repeated 5 times. The examiner measured RoM using UG while the IMU measured data simultaneously. All RoMs of elbow joint were examined actively and passively. For UG, measurement, the flexion and extension RoM were measured with shoulder in 90 degree forward flexion and forearm in maximum supination. The acromion and radial styloid process were landmarks for the goniometers’ arms and the lateral epicondyle as the center of rotation. Supination and pronation were measured with a neutral position of the shoulder (0 degree shoulder abduction) and 90 degree of elbow flexion and a pencil placed over the distal palmar groove of the hand. The center of rotation for pronation and supination was over the head of the third metacarpal and the goniometers’ arms were placed parallel to the humeral midline and parallel to the pencil. To achieve uniformity in participant’s physical state all measurements of each participant were conducted in one day consecutively.

D. Hardware

An IMU (MPU 6050) is used to measure angular data. The evaluation of sensor data was done using gradient descent algorithm which was implemented using arduino Integrated Development Environment (IDE). An ESP8266 module serves as controller and wifi module. The device was wirelessly connected to processing three desktop applications, through which each subject’s data for all exercises was automatically stored in Microsoft excel. The IMU was further calibrated by comparing anatomical angular readings against a geometric protector and recording change in IMU readings per 10 degrees. Then a simplified sensor change per degree algorithm was programmed in Node MCU and applied to sensor. IMU roll data was used for extension and flexion measurement while pitch data was used for supination and pronation assessment. A 0.96 inch programmable OLED display is used to display evaluated and calibrated RoM readings.

E. Software

The arm movement can be visualized in Desktop, Mobile and VR application. The application is created using Processing 3 software. Fig. 3 shows few fundamental exercises for elbow physiotherapy. The software application designed provides game environments for these fundamental exercises of elbow extension, flexion, supination and pronation.

Fig. 4 shows 3D objects, being visualized in user interfaces which are created using Blender 3D. These 3D objects mimic user’s arm movement in applications. Objects for forearm and upper arm are created separately because rotation is applied to the forearm object in Processing while the upper arm remains stationary.

Whenever user moves his arm, score is incremented; speed and time taken are also calculated. The arm under “instructional exercise” in Fig. 5 is used to instruct user on how to perform exercise. When user clicks the “Record data” button the exercise data is recorded in an excel file. If user wants to visualize recorded exercise, they can enter the name of exercise, click “load the excel file” and click “play recorded”. User can switch between exercises by clicking “Exercise 1”, “Exercise 2” or “Exercise 3”.

![Image](image_url)
1) **Game 1:** Fig. 5 shows how Elbow flexion exercise is designed as a game 1, when the user moves the arm holding a dumbbell (or any weight in reality) from 130 degrees to 0 degrees the score is incremented. When the arm reaches 0 degrees a timer starts which counts to 30 seconds. When user completes this exercise five times the level is incremented.

2) **Game 2:** Elbow supination and pronation exercise is designed as game 2 as shown in Fig. 6, when user moves the arm holding drumstick (or any weight in reality) from 0 degrees to 90 or -90 degrees the score is incremented. When the arm reaches 90 or -90 degrees the drumstick strikes the drum which changes color on every strike. When user completes this exercise five times the level is incremented.

3) **Game 3:** Fig. 7 shows how elbow extension exercise is designed as game 3, when user moves the arm holding box from 0 degrees to 140 degrees, while collecting the coins in box, the score is incremented. When user completes this exercise five times the level is incremented.

All these games can be played in VR mode in a separate VR application as shown in Fig. 8.

---

**Fig. 3.** Fundamental Exercise for (a) Elbow Flexion, (b) Elbow Supination and Pronation, (c) Elbow Extension.
Fig. 4. 3D Objects for (a) Upper Arm, (b) Exercise 1 (Forearm Holding Dumbbell), (c) Exercise 2 ((i) Forearm Holding Drumstick (ii) Drum), (d) Exercise 3 ((i) Forearm Holding Box (ii) Coin).

Fig. 5. Game 1: Elbow Flexion.
Fig. 6. Game 2: Elbow Supination and Pronation.

Fig. 7. Game 3: Elbow Extension.
IV. IMPLEMENTATION RESULTS

A. Data Analysis

The IMU readings were compared with UG measurements. The data was stored in Microsoft excel. The validity of elbow RoM measurement using device was evaluated by comparing the UG and device measurement with standard elbow RoM values of healthy adult. For intra-rater reliability evaluation, under uniform condition, the mean standard deviation between five repetitions was considered.

B. Results

1) Validity of measurement: Table I shows the mean of elbow RoM values of all subjects as measured by the device and UG. Elbow extension, flexion and supination RoM values measured by UG and device lie in the range of expected RoM values of healthy adults but the measured RoM values of elbow pronation (66 degrees to 76 degrees) were below the expectations (90 degrees), the goniometer measurements were more close to the expected mark.

2) Intra-rater repeatability: The mean Standard Deviation (SD) between five repetitive measurements is given in Table II. The mean SD in device measurements for active RoM ranges from 1.35 degrees to 6.3 degrees and 1.1 degrees to 6 degrees for passive RoM measurement. This is approximately equal to the mean SD range of UG measurement 0.7 degrees to 6 degrees (for active RoM) and 1.1 degrees to 6.4 degrees (for passive RoM). But considering the whole range of measurements the device has higher SD as compared to UG.

3) Agreement between UG and wearable device: The agreement between validity and repeatability of both tools can be further be analysed using Bland Altman plot. The Bland Altman plot is used to assess agreement between two sets of measurements. Difference between measurements is plotted on y-axis while average of measurements is plotted on x-axis. Fig. 9 and Fig. 10 show Bland Altman plot for agreement between UG and the wearable device. The central Bias line indicate the average difference between measurement and if the differences lie between Upper Limit of Agreement (LOA) and Lower Limit of Agreement then both measurement tools agree with each other, which means they can be used interchangeably with 95% probability of providing similar readings. The deviation between these from central bias indicates presence of systematic and random errors. These errors do not occur due to the measurement tools but they occur due to limitations of measurement procedure and human error. Any deviation outside the Upper and Lower LOA indicate lack of agreement between devices (less than 95% probability of similar readings) for that particular measurement.

4) Testing on patient: The purpose of this system is to make physiotherapy easy, so people who do not have any technical knowledge of physiotherapy can perform physiotherapeutic exercises in their homes while keeping a check on their performance. To help a common man figure out how well they performed, the current performance of patient is statistically compared against standard exercise data set (stored in application) using K-S test. Graph of both the standard and current data are plotted using cumulative frequency formula which relies on how many times a particular reading appears in data set. The frequency of appearance of these readings is added and plotted on y-axis while ROM readings are plotted on x-axis as shown in Fig. 11. The green curve represents standard performance while the blue curve represents patient’s performance User just needs to click the “Compare Data” button (shown in Fig. 5) to make these comparisons. Whenever the button is clicked the software application provides a summary of patient’s performance in comparison to their previous performance as shown in Fig. 12 nd 13.

C. Discussion

The purpose of this study was to discuss the design and implementation of a digital wearable sleeve which can be used as a physiotherapeutic aid for doctors as well as patients who want to perform physiotherapeutic exercises from home. To
judge the accuracy and precision of device measurement, these measurements are compared with measurements taken using Universal Goniometer (UG). The accuracy and repeatability of measurement tool were found to be acceptable.

1) Validity: The accuracy of device is judged by comparing the mean of all device measurements for each elbow joint RoM with mean of all UG’s measurements and with RoM values for healthy adults. The device gave valid joint angle measurement for all cases except elbow pronation where the device gives error of approximately +10 degrees because, when supination and pronation RoM is measured, the stretchable band containing IMU is worn close to wrist. Some of the subjects had thin arms which may have caused displacement of sensor during readings thus introducing error in measurements.

2) Inter-rater repeatability: The precision of device measurements for repetitive readings is judged through performing immediate repetitive measurements of each patient. It is necessary to maintain uniformity while taking consecutive measurements so the measurements do not deviate due to change in measurement procedure and deviations due to device limitations can be properly analysed. We tried to maintain uniformity by starting arm movement from horizontal position (neutral zero position) and keeping the rate of arm movement approximately constant for all readings. The SD between repetitive measurements of each patient is calculated. The extent of precision between measurements is given by mean SD for all readings. The less the deviation the better the repeatability of device. The device shows good repeatability for all measurement. The SD devciation for supination and pronation is higher than average but compared to UG’s SD for those readings, it is acceptable.

3) Agreement between UG and wearable device: According to the Bland Altman plots shown in Fig. 9 and Fig.10 the wearable device and UG can be used interchangeably and 95% of times they will give similar reading. Except for one measurement that lies below the lower LOA. This reading indicates that if device is used in place of UG for pronation measurent then the probability that it will give similar readings is less than 95%.

4) Testing on patient: We tested this device on a 27 year old female patient who suffered from elbow hemarthrosis. Initially she couldnt move her arm at all (which happens in hemarthrosis) so RoM for flexion and extension is 0 degree. After two weeks of injury, a physiotherapist prescribed patient to perform elbow flexion and extension exercises. According to the patient the device motivated her immensely to perform exercises regularly due to its game-like features and the graphical comparisons helped her keep a check on her performance without needing to contact a physiotherapist on regular basis. The patient was able flex their elbow upto 120 degrees within 2 weeks of exercising.

<table>
<thead>
<tr>
<th>Table I.</th>
<th>Mean of ROM Readings of Subjects and Standard Deviation (SD) Between Means</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Active ROM (in degrees)</strong></td>
<td></td>
</tr>
<tr>
<td>Extension L</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Extension R</td>
<td>0.9 (0.6)</td>
</tr>
<tr>
<td>Flexion L</td>
<td>135 (2.5)</td>
</tr>
<tr>
<td>Flexion R</td>
<td>139.5 (1.6)</td>
</tr>
<tr>
<td>Supination L</td>
<td>95.3 (6.7)</td>
</tr>
<tr>
<td>Supination R</td>
<td>99.75 (5)</td>
</tr>
<tr>
<td>Pronation L</td>
<td>66.25 (5.8)</td>
</tr>
<tr>
<td>Pronation R</td>
<td>66.85 (9)</td>
</tr>
</tbody>
</table>

| **Passive ROM (in degrees)** |                     |
| Extension L | 4.8 (1) | 2.35 (4.5) |
| Extension R | 3.3 (1) | 2.95 (1.65) |
| Flexion L | 145.2 (0.5) | 143.95 (4.5) |
| Flexion R | 145.5 (1.5) | 142.4 (3.5) |
| Supination L | 111.6 (8) | 110.4 (7) |
| Supination R | 113.5 (6) | 110.8 (9.14) |
| Pronation L | 78 (10.7) | 89.6 (12.7) |
| Pronation R | 76.6 (9.9) | 90.4 (9.3) |

*All examinations are done on elbow joint (L: left R: right).

<table>
<thead>
<tr>
<th>Table II.</th>
<th>Mean of Standard Deviation Within Five Immediate Examination Repetitions of Elbow Joint ROM Examination</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RoM</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Active RoM</strong></td>
<td></td>
</tr>
<tr>
<td>Extension L</td>
<td>1.35</td>
</tr>
<tr>
<td>Extension R</td>
<td>1.16</td>
</tr>
<tr>
<td>Flexion L</td>
<td>2.8</td>
</tr>
<tr>
<td>Flexion R</td>
<td>2.7</td>
</tr>
<tr>
<td>Supination L</td>
<td>4.3</td>
</tr>
<tr>
<td>Supination R</td>
<td>5.7</td>
</tr>
<tr>
<td>Pronation L</td>
<td>6.3</td>
</tr>
<tr>
<td>Pronation R</td>
<td>3.51</td>
</tr>
</tbody>
</table>

| **Passive RoM** |                     |                     |
| Extension L | 1.1 | 1.16 |
| Extension R | 1.63 | 1.3 |
| Flexion L | 2.13 | 2.16 |
| Flexion R | 4.3 | 2.92 |
| Supination L | 5.6 | 5 |
| Supination R | 2.4 | 5.5 |
| Pronation L | 6 | 5 |
| Pronation R | 5.3 | 6.4 |

*All examinations are done on elbow joint (L: left R: right).
Fig. 9. Bland Altman Plot between difference of UG and Device Measurement and mean of Measurements.

Fig. 10. Bland Altman Plot between difference of UG and Device SD and mean of SD.

Fig. 11. Graphical Results of Elbow Flexion of a Healthy Subject.
V. CONCLUSION

This wearable sleeve is a cheap, easy to use device which can be used in both clinical RoM measurements and for performing regular physiotherapeutic exercise. The device along with software application helps patient to maintain a regular exercise schedule. Compared to UG the accuracy and precision of device are good enough for performing clinical measurements. In future, the device could be further modified to cover wrist, hip, knee, shoulder, neck, spinal and feet joint. In addition to RoM measurement the features of device can be further extended to include muscle contraction measurements and muscle testing under load. By incorporating EMG (Electromyography) sensors in device, it can be used for detecting muscle pain. The software applications can be further extended to cover muscular pain reduction exercises in addition to joint movement exercises.

There are few limitations in this study. First, only the elbow joint RoM was considered so no definite conclusion can be drawn about device performance for other joints. A second limitation is that the agreement between active and passive measurements relies highly on examiner so it is hard to draw a direct comparison, between active and passive measurements, which depends on device and not the examiner. Finally, the placement of IMU was also an issue. IMU was sewn in a stretchable band and depending on varying thickness of each patient’s arm, it was hard to maintain a uniform position of sensor placement for all patients.
ACKNOWLEDGMENTS

The authors are thankful to the Department of Electronics Engineering, Mehran University of Engineering and Technology, Jamshoro, Sindh for facilitating this research. This research is funded by National Grassroots ICT Research Initiative (NGIRI) by Ignite Ministry of Science & Technology Pakistan and Dow University of Health & Sciences (DUHS) Karachi in collaboration with Distinguished Innovations, Collaboration and Entrepreneurship (DICE-Health) Foundation USA.

REFERENCES


Outlier Detection using Nonparametric Depth-Based Techniques in Hydrology

Insia Hussain
College of Computer Science and Information System
Institute of Business Management, Karachi, Pakistan

Abstract—Several issues arise when extending the methods of outlier detection from a single dimension to a higher dimension. These issues include limited methods for visualization, marginal methods inadequacy, lacking a natural order and limitation in parametric modeling. The intention to overcome and address such limitations the nonparametric outlier identifier, based on depth functions, is introduced. These identifiers comprise of four threshold type outlyingness functions for outlier detection that are Mahalanobis distance, Tukey depth, spatial Mahalanobis depth, and projection depth. The object of the present research is the application of the proposed nonparametric technique in hydrology. The study is intended to be executed in two different frameworks that are multivariate hydrological data analysis and functional hydrological data analysis. The event of a flood is graphically represented by hydrograph whose components are used for computing flood characteristics that are peak (p) and volume (v). These characteristics are frequently employed for the various types of analysis in the multivariate study. Whereas, hydrograph is exhaustively employed in the analysis of functional data so that all the important information regarding flood event are not missed while analysis. The proposed technique in a multivariate framework is applied to the bivariate flood characteristics (p, v) while in functional framework proposed approach is applied to the initial two scores of principal components denoted as (z1, z2), since initial two principal components capture major variation of data employed for analysis.

Keywords—Outlyingness functions; nonparametric techniques; flood characteristics; principal component scores; multivariate analysis; functional analysis

I. INTRODUCTION

The “outlier” observations in any data set is crucial to be detected and identified for nonparametric or parametric inferences. “Outliers” are the observations that are inconsistent or far from the majority of data points or within the chunk of data points with unusual behaviour. The presence of unusual observations in the data set acts as an outlier that can impact adversely the outcomes of estimation, inference, and testing procedures. Therefore, outliers are required to be identified and treated so that inferences are not violated due to unusual observations [1,2].

Outliers identified marginally suffer inadequacy of checking, in each coordinate, an outlier can find to be nonoutlying. Approaches that are algorithmic and take into account underlying geometry are required. A suitable function of outlyingness may be formulated with a threshold specified. A suitable choice can be Mahalanobis distance which is a highly tractable function of outlyingness but constrained for having elliptical contours of symmetric outlyingness, even though whether the model under consideration is symmetric elliptically.

The author in [3] introduced a nonparametric technique which is based on functions of depth and orders the multidimensional data in center-outward. Higher depth represents higher centrality whereas lower depth greater outlyingness. One can associate with any depth function an equivalent function of outlyingness. For a suitable selection of depth function, actual geometrical structure and data shape are formed by equal outlyingness contours. In general, four different affine invariant functions of outlyingness were derived which are based on Mahalanobis distance outlyingness (MO), projection depth outlyingness (PO), halfspace or Tukey depth outlyingness (TO), and Spatial Mahalanobis outlyingness (SO). Related to these outlyingness functions the corresponding points are “outliers” having values of outlyingness exceed the constrained threshold of a particular function.

The nonparametric approaches introduced by [3] have been practiced by [4] and [5] in hydrology while [4] executed multivariate hydrological data analysis using two frequently employed flood characteristics; peak (p) & volume (v), for the identification of unusual observations i.e. outliers.

The author in [5] came up with groundbreaking research and extended the work of [4] by conducting functional hydrological data analysis. The nonparametric outlier identification technique was practiced in hydrology by [5] in such a way that the initial two scores of principal components were employed for the detection of outliers in a functional context. In multivariate analysis, employed flood characteristics are dependent and mutually correlated whereas scores of principal components employed in functional analysis are uncorrelated.

The execution of research in the functional framework follows the claim made by [5] that the characteristic of flood use in conducting the multivariate hydrological study are computed by subjective approach and do not encounter the complete series of employed data set, therefore, inferences of multivariate study suffer lack of authenticity. Hence it is crucial to conduct research in a functional framework so that authentic estimation regarding the associated risk of flood is obtained by incorporating complete phenomena produced through employed data series.
The objective carried by present research is the implementation of nonparametric techniques based on depth functions in both the context of a study that is a multivariate and functional framework using hydrological data of Kotri Barrage on Indus River in Pakistan.

II. LITERATURE REVIEW

The methods going to be presented are based mainly on the statistical notion of depth functions. These functions provide convenient ranking tools for ordering data variables. Depth functions were initially practiced in hydrology by [6]. Several techniques of univariate analysis were extended to execute multivariate analysis developed through analogy. The variables that are dependent mutually affect the performance badly when analysing data component-wise, whereas moment-based techniques required the moment’s existence.

Review in detail regarding techniques use for conducting classical multivariate analysis, it is referred to follow [7,8]. Techniques that are developed on the basis of depth, avoid the earlier drawbacks science depth functions are ordered using multivariate inward and outward ranking [9]. Indeed, techniques based on depth aren’t component-wise, also, they are affine invariant and moment-free. Numerous techniques of outlier detection are enabled by ranking based on depth. The number of depth function formulas have been derived for executing the multivariate study. Depth region location inference considered by [3] is evaluated on sample space. Description of connection and general treatment related to multivariate quantile and centre ranked functions can be studied through [10,11]. For other inferential applications of depth see [12,13]. Numerous studies conducted in hydrology using various nonparametric approaches. The functions backed on depth have been recently employed for the detection of outliers by [14,15]. According to [16], nonparametric models are suitable for capturing subtle aspects related to the frequency estimation of a flood. Flood inundation and flood damage were analysed using hydrologically distributed models through nonparametric techniques [17]. Similar other studies recently conducted in hydrology for outlier detection and risk estimation using nonparametric approaches are [18,19]. Characteristics of drought evaluation were assessed in a multivariate context implementing a nonparametric approach by [20-22]. Further research of [23] discussed data cleaning of water consumption and estimation of uncertainty regarding hydrologic modeling. Depth notion in regression was practiced and the performance of runoff model was evaluated, see work of [24-26]. Author in [27] used parametric and nonparametric multivariate approaches for designing rainfall framework whereas [28] applied rank-based nonparametric techniques to study trends of rainfall.

Multidimensional data is reduced by of analysis of functional principal component (AFPC) techniques to attain an easy approach for analyzing hydrological data. Notable work includes profile classification of streamflow, minimum indicators selection and functional data analysis application on streamflow are the studies executed on the basis of AFPC. Simulation of drought interval and drought changes were analysed by [29,30]. [31-33] studied rainfall variability modeling, pattern identification, and outlier detection. Other relevant studies include work of [34-38], are also preferred for acquiring information about the useful application of AFPC in hydrology.

This paper is organized in such a way that the discussion regarding proposed methodologies is presented in Section 3. Section 4 provide description related to hydrological data employed for executing present research. Section 5 provides an application of the discussed methodology on employed hydrological data and obtained results are provided in Section 6 whereas Section 7 contain the conclusion drawn from the research.

III. METHODOLOGY

This section contains methods for computing bivariate series of flood characteristic $(p,v)$ and also bivariate series of principal component scores $(z_1,z_2)$. Both the computed series $(p,v)$ and $(z_1,z_2)$ are required for obtaining outliers in multivariate and functional context, respectively, using proposed threshold type nonparametric techniques which will also be discussed later in this section.

A. Flood Characteristics

The flood peak $(p)$ and volume $(v)$ are the fundamental and most studied flood characteristics [39-41] and their computation based on the work of [41].

The bivariate series $(p,v)$ are generated through hydrograph components using following formulas.

The flood peak series $p_j$ is calculated as.

$$p_j = y_{hj}(t_k)$$

where $y_{hj}(t_k)$ is the highest recorded observation of flow on a $k$th day in a $j$th year.

The flow volume series $v_j$ is calculated as.

$$v_j = \sum_{i=SD_j}^{EP_j} y_j(t_k) - \frac{1}{2} (y_j(t_k) + y_{fj}(t_k))$$

where $y_j(t_k)$ are the recorded observations of flow on a $k$th day in a $j$th year, $y_{fj}(t_k)$ and $y_{fj}(t_k)$ are the recorded observation of flow on starting $(SD_j)$ and ending day $(ED_j)$ respectively, in the $k$th year of flood time span.

B. Analysis of Functional Principal Component

Analysis of principal component (APC) practices in a multivariate study for reducing the dimensionality through the computation of new variables which are the linear combination for original values so that the maximum of data variation could be captured. After the conversion of data as functions, analysis of functional principal component (APC) permits us to compute new functions so that special kind of variation for curve data could be revealed [5]. The AFPC method maximizes sample variance scores as orthonormal constraints. It divides the functional centred observations in orthogonal basis form and defined as follows.

Let functional observations be $y_j(t), j = 1, \ldots, n$ obtained after smoothing the discrete observations $(y_j(t_1), \ldots, y_j(t_T)), j = 1, \ldots, n$. By definition, the curve of mean is a same variation for most of the curves which can be
fixed by centering. Let \((y_j^i(t) = y_j(t) - \bar{y}(t))_{i=1,...,n}\) be functional centered observations where \(\bar{y}(t)\) represents the function of mean for \((y_1(t),...,y_n(t))\). Now AFPC is applied to \((y_j^i(t))_{i=1,...,n}\) for creating a set of small functions, known as harmonics which reveals the type of variation important for analysis. The first principal component \((y_j^i(t))_{i=1,...,n}\) denoted as \(w_i(t)\) be a function so that variance regarding corresponding scores \(z_{j,1}\) of real value is as follows.

\[
z_{j,1} = \int_{c} w_i(s) y_j^i(s) ds, j = 1, ..., n
\]  

is maximized under \(\int_{c} w_i(s)^2 ds = 1\) constraint. The next \(w_i(t)\): a principal component computed by maximization of variance related to corresponding scores \(z_{j,1}\):

\[
z_{j,1} = \int_{c} w_i(s) y_j^i(s) ds, j = 1, ..., n
\]

under \(\int_{c} w_i(s) w_k(s) ds = 0, l \geq 2, l \neq k\) constraints.

C. Detection of Outliers

The approaches for detection of outliers employed by [4] in the multivariate context was adapted by [5] in functional context; applying functions of outlyingness on the scores of initial two principal components. The purpose of this adaption is to create a comparison between multivariate and functional results.

Functions of outlyingness in a multivariate context were described and employed for detecting outliers. These functions have values ranging \([0,1]\) interval. The outlyingness of a particular point is measured related to the whole sample. A value of outlyingness close to 1 shows high outlyingness, and a value close to 0 shows centrality. An observation is determined to be an outlier by defining a threshold i.e. the outlyingness value corresponds to an outlier must exceed their respective threshold values. Reference [3] introduced outlyingness functions which are based on the functions of depth, are going to be presented in the following section.

1) Outlyingness functions: A depth function is transformed to depth outlyingness for a \(F\) given distribution and \(x \in R^d\). Reference [3] studied as follows.

a) Half space

\[
O_{HO}(x, F) = 1 - 2HO(x, F)
\]  

b) Mahalanobis

\[
O_{MO}(x, F) = d^2_{A(F)}(x, \mu(F))/[1 + d^2_{A(F)}(x, \mu(F))]
\]  

c) Projection

\[
O_{PO}(x, F) = PO(x, F)/[1 + PO(x, F)]
\]

where \(HO(., F), d^2_{A(F)}(., \mu(F))\) and \(PO(., F)\) are given by [4], a location measure is \(\mu(F)\) and \(A(F)\) is non-singular measure of scale matrix.

Spatial

\[
O_{SO}(x, F) = \|E[Sign(x - X)]\|
\]

\[
O_{MO}(x, F) = \|E[Sign(C^{-1/2}(x - X))]\|
\]

where the Euclidean norm is \(|.|, F\)-distribution is \(X\) and the sign multidimensional function is \(Sign(.)\) given by \(Sign(x) = x/|x|\) if \(x \neq 0\) and \(Sign(0) = 0\) also. \(C\) is any positive definite affine invariant \(d \times d\) symmetric matrix.

2) Threshold: An essential step in the detection of an outlier is the appropriate selection of the threshold. It relates to true positive and false positive rates. \(\alpha_n\) denoted for a false positive arbitrary rate which is defined as the proportion of misidentified nonoutliers as outliers. This constant relates closely to the \(\varepsilon_n\) true positive rate by which the theoretical proportion for real outliers are represented (also known as contaminants). Ideally, \(\alpha_n\) suppose to be smaller than \(\varepsilon_n\). Reference [3] fixed the false outliers’ ratio \(\delta = \alpha_n/\varepsilon_n\) and also used another coefficient \(\beta = \varepsilon_n\sqrt{n}\), in order to define a threshold for the values of outlyingness as \((1 - \alpha_n)\) quantile.

\[
\rho_n = F^{-1}_{O_{MO}(x,F)}(1 - \alpha_n) = F^{-1}_{O_{MO}(x,F)}(1 - \delta \beta_n/\sqrt{n})
\]

where false positive rate \(\alpha_n\) is represented as \(\alpha_n = \delta \beta_n/\sqrt{n}\) and true positive rate \(\varepsilon_n\) represented as \(\varepsilon_n = n e_n /n\): a number of true outliers are \(n e_n\) and a number of observations are \(n\), in such a way that \(\alpha_n < \varepsilon_n\). For further calculations and applications, readers are referred to follow [4].

IV. DATA DESCRIPTION

The major source of hydrological data is daily streamflow. The daily flow data series of the Kotri barrage are available from Sindh Irrigation department, Sindh Secretariat, Karachi, Pakistan.

A daily flow observations \(m^3 s^{-1}\) of Kotri barrage which is located between Jamshoro and Hyderabad in Sindh province on the Indus River, Pakistan. It has a discharge capacity of 875,000 cusecs (i.e. approximately 24800 \(m^3 s^{-1}\)). Fig. 1 indicates the geographical location of the Kotri Barrage.

Some studies contain data of complete year while some consider section of a year having high flow observations. Hydrological data observations of the present study contain a duration of 6 months (i.e. \(T = 183\) days) per year spanning 1977 to 2017 (i.e. \(n=41\) years) since high flow period is observed during the months April to September, in Pakistan.

The series of observations are \(y_j = (y_j(t_1),...,y_j(t_T))\), \(j = 1,...,n, k = 1,...,T\), where \(n=41\) years, \(T = 183\) days and \(y_j(t_k)\) is the recorded flow observation on \(t_k\) day in the \(j\)th year. Before any computation is performed the streamflow observations which are recorded on measurement scale in cusec (a volume flow rate) are required to be converted into cubic meter per second ( \(m^3 s^{-1}\)).
The two most studied and examined characteristics of the flood that is peak (p) and volume (v) are focused here. The series of bivariate (p,v) are computed by using (1) and (2) and results are displayed in Table I.

According to [4], an approach developed by [3] is based on the function of depth outlyingness and the threshold corresponded. The four functions of depth outlyingness are evaluated for the (p,v) series of bivariate observation i.e., Mahalanobis (MO), Projection (PO), Spatial (SO) and Tukey (TO). The values of depth outlyingness correspond to each (p,v) observation for years 1977-2017 are reported in the last four columns of Table I. The thresholds correspond to each outlyingness functions are computed by selecting 15% false outlier ratio and the number of true outliers as 5, this selection is similar to the choices made by [4] in such a way that the outlyingness value corresponds to an outlier must exceed their respective threshold values.

Hence, 98% quantile is a corresponding threshold for the values of outlyingness. The computed values of the threshold for MO, PO, SO & TO are 0.9412, 0.9040, 0.9719, and 0.9444, respectively. The values of threshold approximately remain constant if the number of true outliers is considered greater than 5 with changed false outlier ratio i.e., 5%, 10% and 20%. The detected outliers correspond to MO, PO, SO & TO with respect to their respective threshold values are graphically displayed by Fig. 2.

Reference [5] employed the procedure for detecting outliers which are based on the function of depth outlyingness and the threshold corresponded. As discussed earlier and also practiced in preceding section, four functions of depth outlyingness are evaluated for the series of the bivariate score (z1, z2) i.e., Mahalanobis (MO), Projection (PO), Spatial (SO) and Tukey (TO).

### Table I. Multivariate Results For Flood Peak and Volume

<table>
<thead>
<tr>
<th>Year</th>
<th>Peak</th>
<th>Volume</th>
<th>MO</th>
<th>PO</th>
<th>SO</th>
<th>TO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1977</td>
<td>7490</td>
<td>248765</td>
<td>0.0979</td>
<td>0.5424</td>
<td>0.4134</td>
<td>0.4634</td>
</tr>
<tr>
<td>1978</td>
<td>15747</td>
<td>249063</td>
<td><strong>0.8782</strong></td>
<td><strong>0.8631</strong></td>
<td>0.4183</td>
<td>0.0512</td>
</tr>
<tr>
<td>1979</td>
<td>7342</td>
<td>305373</td>
<td>0.4843</td>
<td>0.7099</td>
<td>0.6352</td>
<td>0.7561</td>
</tr>
<tr>
<td>1980</td>
<td>5776</td>
<td>170479</td>
<td>0.0852</td>
<td>0.2978</td>
<td>0.0255</td>
<td>0.2195</td>
</tr>
<tr>
<td>1981</td>
<td>7149</td>
<td>246426</td>
<td>0.1473</td>
<td>0.5673</td>
<td>0.3586</td>
<td>0.5610</td>
</tr>
<tr>
<td>1982</td>
<td>5560</td>
<td>129340</td>
<td>0.1783</td>
<td>0.4059</td>
<td>0.2671</td>
<td>0.3171</td>
</tr>
<tr>
<td>1983</td>
<td>9367</td>
<td>260061</td>
<td>0.1161</td>
<td>0.5753</td>
<td>0.4844</td>
<td>0.5610</td>
</tr>
<tr>
<td>1984</td>
<td>7913</td>
<td>290839</td>
<td>0.2922</td>
<td>0.6491</td>
<td>0.5849</td>
<td>0.7073</td>
</tr>
<tr>
<td>1985</td>
<td>3662</td>
<td>126804</td>
<td>0.3419</td>
<td>0.5121</td>
<td>0.3348</td>
<td>0.5610</td>
</tr>
<tr>
<td>1986</td>
<td>10160</td>
<td>185277</td>
<td>0.6149</td>
<td>0.7608</td>
<td>0.1526</td>
<td>0.9024</td>
</tr>
<tr>
<td>1987</td>
<td>2771</td>
<td>128432</td>
<td>0.4982</td>
<td>0.6217</td>
<td>0.2893</td>
<td>0.9024</td>
</tr>
<tr>
<td>1988</td>
<td>14527</td>
<td>467773</td>
<td>0.6348</td>
<td>0.7848</td>
<td>0.7808</td>
<td>0.8049</td>
</tr>
<tr>
<td>1989</td>
<td>6276</td>
<td>112997</td>
<td>0.3567</td>
<td>0.6141</td>
<td>0.3900</td>
<td>0.6585</td>
</tr>
<tr>
<td>1990</td>
<td>6355</td>
<td>243994</td>
<td>0.3066</td>
<td>0.6250</td>
<td>0.3110</td>
<td>0.6585</td>
</tr>
<tr>
<td>1991</td>
<td>5309</td>
<td>276870</td>
<td>0.6496</td>
<td>0.7430</td>
<td>0.5363</td>
<td>0.0512</td>
</tr>
<tr>
<td>1992</td>
<td>15241</td>
<td>618851</td>
<td>0.8350</td>
<td>0.8484</td>
<td>0.8783</td>
<td>0.9024</td>
</tr>
<tr>
<td>1993</td>
<td>9617</td>
<td>217016</td>
<td>0.3713</td>
<td>0.6765</td>
<td>0.1981</td>
<td>0.7073</td>
</tr>
<tr>
<td>1994</td>
<td>19109</td>
<td>921882</td>
<td>0.0808</td>
<td>0.0932</td>
<td>0.0255</td>
<td>0.0512</td>
</tr>
<tr>
<td>1995</td>
<td>17998</td>
<td>483519</td>
<td>0.7882</td>
<td>0.8274</td>
<td>0.8288</td>
<td>0.8537</td>
</tr>
<tr>
<td>1996</td>
<td>8520</td>
<td>417460</td>
<td>0.7610</td>
<td>0.8073</td>
<td>0.7321</td>
<td>0.9024</td>
</tr>
<tr>
<td>1997</td>
<td>6898</td>
<td>145428</td>
<td>0.2501</td>
<td>0.5854</td>
<td>0.1765</td>
<td>0.4634</td>
</tr>
<tr>
<td>1998</td>
<td>6263</td>
<td>181396</td>
<td>0.0444</td>
<td>0.2874</td>
<td>0.1065</td>
<td>0.2195</td>
</tr>
<tr>
<td>1999</td>
<td>4133</td>
<td>59546</td>
<td>0.4171</td>
<td>0.5835</td>
<td>0.5856</td>
<td>0.8049</td>
</tr>
<tr>
<td>2000</td>
<td>1372</td>
<td>27595</td>
<td>0.5406</td>
<td>0.6543</td>
<td>0.8807</td>
<td>0.0512</td>
</tr>
<tr>
<td>2001</td>
<td>1969</td>
<td>39701</td>
<td>0.4927</td>
<td>0.6301</td>
<td>0.6815</td>
<td>0.8537</td>
</tr>
<tr>
<td>2002</td>
<td>2581</td>
<td>32254</td>
<td>0.4782</td>
<td>0.6272</td>
<td>0.7895</td>
<td>0.8537</td>
</tr>
<tr>
<td>2003</td>
<td>4171</td>
<td>146269</td>
<td>0.3006</td>
<td>0.4783</td>
<td>0.1627</td>
<td>0.5122</td>
</tr>
<tr>
<td>2004</td>
<td>898</td>
<td>30884</td>
<td>0.5784</td>
<td>0.6626</td>
<td>0.8236</td>
<td>0.5122</td>
</tr>
<tr>
<td>2005</td>
<td>6800</td>
<td>236405</td>
<td>0.1577</td>
<td>0.5614</td>
<td>0.2491</td>
<td>0.5122</td>
</tr>
<tr>
<td>2006</td>
<td>7922</td>
<td>154970</td>
<td>0.3857</td>
<td>0.6698</td>
<td>0.0733</td>
<td>0.7073</td>
</tr>
<tr>
<td>2007</td>
<td>3323</td>
<td>147582</td>
<td>0.4653</td>
<td>0.5966</td>
<td>0.1364</td>
<td>0.8049</td>
</tr>
<tr>
<td>2008</td>
<td>2882</td>
<td>87966</td>
<td>0.4016</td>
<td>0.5513</td>
<td>0.4880</td>
<td>0.6098</td>
</tr>
<tr>
<td>2009</td>
<td>2111</td>
<td>36592</td>
<td>0.4870</td>
<td>0.6291</td>
<td>0.7316</td>
<td>0.8049</td>
</tr>
<tr>
<td>2010</td>
<td>28244</td>
<td>694249</td>
<td>0.9610</td>
<td>0.9035</td>
<td>0.9267</td>
<td>0.9512</td>
</tr>
<tr>
<td>2011</td>
<td>4459</td>
<td>45005</td>
<td>0.5054</td>
<td>0.6305</td>
<td>0.6391</td>
<td>0.9512</td>
</tr>
<tr>
<td>2012</td>
<td>2115</td>
<td>22688</td>
<td>0.5078</td>
<td>0.6420</td>
<td>0.9225</td>
<td>0.9512</td>
</tr>
<tr>
<td>2013</td>
<td>8475</td>
<td>174738</td>
<td>0.3751</td>
<td>0.6731</td>
<td>0.0634</td>
<td>0.6585</td>
</tr>
<tr>
<td>2014</td>
<td>3005</td>
<td>24519</td>
<td>0.5024</td>
<td>0.6425</td>
<td>0.9248</td>
<td>0.9512</td>
</tr>
<tr>
<td>2015</td>
<td>14155</td>
<td>325111</td>
<td>0.6981</td>
<td>0.7957</td>
<td>0.6819</td>
<td>0.8537</td>
</tr>
<tr>
<td>2016</td>
<td>3257</td>
<td>86015</td>
<td>0.3600</td>
<td>0.5389</td>
<td>0.5355</td>
<td>0.5610</td>
</tr>
<tr>
<td>2017</td>
<td>5730</td>
<td>97637</td>
<td>0.3715</td>
<td>0.5963</td>
<td>0.4407</td>
<td>0.7561</td>
</tr>
</tbody>
</table>

Legend

- Highest
- 2nd Highest
- 3rd Highest
The thresholds correspond to each outlyingness functions are computed by selecting 15% false outlier ratio and the number of true outliers as 5, this selection is similar to the choices made by [4] in such a way that the outlyingness value corresponds to an outlier must exceed their respective threshold values. Hence, 98% quantile is a corresponding threshold for the values of outlyingness. The computed values of the threshold for MO, PO, SO & TO are 0.9106, 0.8905, 0.9264, and 0.9444, respectively. The values of threshold approximately remain constant if the number of true outliers is considered greater than 5 with changed false outlier ratio i.e. 5%, 10% and 20%. The computed outlyingness values of MO, PO, SO & TO for years 1977-2017 are tabulated in Table II whereas Fig. 3 displays the detected outliers correspond to MO, PO, SO & TO with respect to their respective threshold values.

VI. RESULTS

A. Multivariate Result

The year 1994 contain outlyingness values greater than their respective threshold values by MO, PO & SO functions. Several years including years 1978, 1994, 2010 and 2012 are detected by TO function as outliers. The year 2010 is detected by MO and PO, and year 2012 is detected by SO functions as the closest value of outlyingness with respect to their threshold values. In addition, the year 1978 corresponds to the third highest MO and PO values whereas the year 2010 correspond the third highest SO value compare to their respective threshold values. Hence, it can objectively be inferred from Table I that the years 1994 and 2010 are identified as outliers by all the four functions of outlyingness. Whereas, the year 1978 is detected by the three and the year 2012 is detected by the two functions of outlyingness. For illustrative purpose a scatter plot constructed between bivariate (p,v) series (i.e. flood peak and flood volume) is displayed through Fig. 2 so that the above interpretation can explicitly comprehensible. The years 1978, 1990, 1994, 2000, 2004, 2010, 2011, 2012 and 2014 computed as outliers by the outlyingness functions, among them the years 1978 and 1992 are present outside compare to the rest of the years whereas the years 1994 and 2010 appear as outliers.

<table>
<thead>
<tr>
<th>Year</th>
<th>$z_1$</th>
<th>$z_2$</th>
<th>MO</th>
<th>PO</th>
<th>SO</th>
<th>TO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1977</td>
<td>-2.29</td>
<td>-2.339</td>
<td>0.1671</td>
<td>0.5215</td>
<td>0.3226</td>
<td>0.5122</td>
</tr>
<tr>
<td>1978</td>
<td>13.09</td>
<td>-10.776</td>
<td>0.8342</td>
<td>0.8565</td>
<td>0.8512</td>
<td>0.9024</td>
</tr>
<tr>
<td>1979</td>
<td>6.218</td>
<td>7.085</td>
<td>0.6323</td>
<td>0.8256</td>
<td>0.6295</td>
<td>0.7561</td>
</tr>
<tr>
<td>1980</td>
<td>-3.056</td>
<td>0.173</td>
<td>0.1077</td>
<td>0.2189</td>
<td>0.0381</td>
<td>0.1707</td>
</tr>
<tr>
<td>1981</td>
<td>9.388</td>
<td>8.516</td>
<td>0.7435</td>
<td>0.8548</td>
<td>0.7702</td>
<td>0.9515</td>
</tr>
<tr>
<td>1982</td>
<td>-5.564</td>
<td>3.525</td>
<td>0.4119</td>
<td>0.5763</td>
<td>0.4923</td>
<td>0.7073</td>
</tr>
<tr>
<td>1983</td>
<td>7.676</td>
<td>-2.302</td>
<td>0.4697</td>
<td>0.7249</td>
<td>0.6046</td>
<td>0.6585</td>
</tr>
<tr>
<td>1984</td>
<td>-3.352</td>
<td>-4.623</td>
<td>0.3994</td>
<td>0.6705</td>
<td>0.5732</td>
<td>0.8537</td>
</tr>
<tr>
<td>1985</td>
<td>9.07</td>
<td>-1.06</td>
<td>0.5201</td>
<td>0.5805</td>
<td>0.7348</td>
<td>0.9515</td>
</tr>
<tr>
<td>1986</td>
<td>-3.226</td>
<td>-2.818</td>
<td>0.2465</td>
<td>0.5537</td>
<td>0.3994</td>
<td>0.6585</td>
</tr>
<tr>
<td>1987</td>
<td>1.832</td>
<td>5.992</td>
<td>0.4786</td>
<td>0.7791</td>
<td>0.5310</td>
<td>0.6585</td>
</tr>
<tr>
<td>1988</td>
<td>7.617</td>
<td>-3.672</td>
<td>0.5177</td>
<td>0.7498</td>
<td>0.6238</td>
<td>0.7073</td>
</tr>
<tr>
<td>1989</td>
<td>-5.09</td>
<td>0.182</td>
<td>0.2501</td>
<td>0.3459</td>
<td>0.2150</td>
<td>0.3171</td>
</tr>
<tr>
<td>1990</td>
<td>6.42</td>
<td>-1.683</td>
<td>0.3743</td>
<td>0.6943</td>
<td>0.5049</td>
<td>0.5610</td>
</tr>
<tr>
<td>1991</td>
<td>20.652</td>
<td>9.365</td>
<td>0.8839</td>
<td>0.8926</td>
<td>0.9015</td>
<td>0.9515</td>
</tr>
<tr>
<td>1992</td>
<td>28.743</td>
<td>3.228</td>
<td>0.9157</td>
<td>0.8888</td>
<td>0.9042</td>
<td>0.9515</td>
</tr>
<tr>
<td>1993</td>
<td>7.174</td>
<td>7.721</td>
<td>0.6788</td>
<td>0.8378</td>
<td>0.6965</td>
<td>0.8049</td>
</tr>
<tr>
<td>1994</td>
<td>7.345</td>
<td>-21.331</td>
<td>0.9247</td>
<td>0.8938</td>
<td>0.9073</td>
<td>0.9515</td>
</tr>
<tr>
<td>1995</td>
<td>9.233</td>
<td>-6.894</td>
<td>0.6926</td>
<td>0.8068</td>
<td>0.7436</td>
<td>0.8049</td>
</tr>
<tr>
<td>1996</td>
<td>7.365</td>
<td>-4.316</td>
<td>0.5350</td>
<td>0.7577</td>
<td>0.6280</td>
<td>0.7561</td>
</tr>
<tr>
<td>1997</td>
<td>-4.721</td>
<td>-0.359</td>
<td>0.2244</td>
<td>0.2994</td>
<td>0.2017</td>
<td>0.3659</td>
</tr>
<tr>
<td>1998</td>
<td>9.949</td>
<td>8.385</td>
<td>0.7490</td>
<td>0.8559</td>
<td>0.7998</td>
<td>0.9024</td>
</tr>
<tr>
<td>1999</td>
<td>-6.452</td>
<td>1.793</td>
<td>0.3800</td>
<td>0.4861</td>
<td>0.4139</td>
<td>0.5610</td>
</tr>
<tr>
<td>2000</td>
<td>-10.234</td>
<td>2.782</td>
<td>0.6053</td>
<td>0.6467</td>
<td>0.8525</td>
<td>0.9515</td>
</tr>
<tr>
<td>2001</td>
<td>-5.921</td>
<td>6.952</td>
<td>0.6195</td>
<td>0.7290</td>
<td>0.7311</td>
<td>0.9515</td>
</tr>
<tr>
<td>2002</td>
<td>-9.377</td>
<td>1.845</td>
<td>0.5479</td>
<td>0.5970</td>
<td>0.7410</td>
<td>0.8537</td>
</tr>
<tr>
<td>2003</td>
<td>-3.783</td>
<td>-0.194</td>
<td>0.1559</td>
<td>0.2193</td>
<td>0.0807</td>
<td>0.2195</td>
</tr>
<tr>
<td>2004</td>
<td>-10.197</td>
<td>2.608</td>
<td>0.6002</td>
<td>0.6415</td>
<td>0.8266</td>
<td>0.9515</td>
</tr>
<tr>
<td>2005</td>
<td>0.865</td>
<td>-2.131</td>
<td>0.1073</td>
<td>0.6408</td>
<td>0.3050</td>
<td>0.4634</td>
</tr>
<tr>
<td>2006</td>
<td>-6.466</td>
<td>-2.704</td>
<td>0.4169</td>
<td>0.6282</td>
<td>0.6128</td>
<td>0.8537</td>
</tr>
<tr>
<td>2007</td>
<td>0.884</td>
<td>6.854</td>
<td>0.5359</td>
<td>0.7897</td>
<td>0.5904</td>
<td>0.9024</td>
</tr>
<tr>
<td>2008</td>
<td>-8.884</td>
<td>0.856</td>
<td>0.5077</td>
<td>0.5714</td>
<td>0.6634</td>
<td>0.7561</td>
</tr>
<tr>
<td>2009</td>
<td>-8.824</td>
<td>1.963</td>
<td>0.5224</td>
<td>0.5829</td>
<td>0.6608</td>
<td>0.8049</td>
</tr>
<tr>
<td>2010</td>
<td>-0.407</td>
<td>-19.296</td>
<td>0.9007</td>
<td>0.8898</td>
<td>0.8743</td>
<td>0.9515</td>
</tr>
<tr>
<td>2011</td>
<td>-6.425</td>
<td>-1.158</td>
<td>0.3601</td>
<td>0.4900</td>
<td>0.4612</td>
<td>0.6098</td>
</tr>
<tr>
<td>2012</td>
<td>-9.277</td>
<td>-0.121</td>
<td>0.5251</td>
<td>0.5829</td>
<td>0.7346</td>
<td>0.9024</td>
</tr>
<tr>
<td>2013</td>
<td>-6.19</td>
<td>-2.373</td>
<td>0.3862</td>
<td>0.5996</td>
<td>0.5283</td>
<td>0.7561</td>
</tr>
<tr>
<td>2014</td>
<td>-7.242</td>
<td>1.574</td>
<td>0.4233</td>
<td>0.5073</td>
<td>0.4995</td>
<td>0.6098</td>
</tr>
<tr>
<td>2015</td>
<td>1.404</td>
<td>-1.802</td>
<td>0.0946</td>
<td>0.5918</td>
<td>0.3483</td>
<td>0.4634</td>
</tr>
<tr>
<td>2016</td>
<td>-3.317</td>
<td>5.357</td>
<td>0.4567</td>
<td>0.7064</td>
<td>0.5341</td>
<td>0.9024</td>
</tr>
<tr>
<td>2017</td>
<td>-6.487</td>
<td>0.934</td>
<td>0.3596</td>
<td>0.4502</td>
<td>0.3736</td>
<td>0.5610</td>
</tr>
</tbody>
</table>
frameworks of study that are multivariate hydrological data analysis and functional hydrological data analysis. The identification of outlier is essential for the appropriate selection of suitable hydrologic models so that risk associated with flood events can be authentically estimated. The methods employed in the present research are multivariate methods that are superior to previously practiced classical methods that were moment-based, follow normality assumption and component-wise techniques. The implemented techniques are based on depth function notion, free of moment, do not require normality assumption, and also affine invariant.

The proposed approaches have been implemented in two different frameworks of analysis. The intention of executing this study is to gauge the performance of proposed methodologies in both multivariate and functional context. The two most widely practice flood characteristics in hydrological analysis, peak (p) & volume (v) have been included to execute study in multivariate hydrological data analysis. Besides this, two initial scores of principal components (z_{1}, z_{2}) used as a series of bivariate variables for executing functional hydrological data analysis since initial two principal components have a capability to capture major variation of data employed for analysis.

The outliers of both the framework are almost consistent but the results of functional analysis can be considered more reliable since it is based on complete information of flood hydrograph whereas flood characteristics (p, v) are not able to generate hydrograph even though more than two characteristics of flood are included in study. Nevertheless, the multivariate results cannot be ignored and must be employed in a parallel complement to functional results so that dynamics of a hydrological event cannot be analysed to attain comprehensive information related to causes of flood.
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B. Functional Result

It is observed that the year 1994 contain outlyingness values greater than their respective threshold values by MO and PO functions whereas outlyingness value of the year 1992 is greater than the threshold value by SO function. Several years including 1991, 1992, 1994 and 2010 are detected by TO function as outliers. The year 1991 is detected by the PO, the year 1992 is detected by MO and the year 1994 is detected by the SO functions as a second highest outlyingness values compare to their respective threshold values. In addition, the year 2010 corresponds to the third highest MO and PO values, whereas the year 1991 corresponds to the third highest SO outlyingness value according to their respective threshold values.

Hence, it can distinctly be inferred from the values of Table II, the year 1994 is detected by all the four outlyingness functions as an outlier. Whereas the years 1991, 1992 and 2010 are identified as outliers by the three outlyingness functions. Above interpretation can better be comprehended by the scatter plot constructed between scores of initial two principal components (i.e. PC score 1 & score 2) and represented by Fig. 3 which reveals that the years 1981, 1985, 1991, 1992, 1994, 2000, 2001, 2004 and 2010 computed as outliers by the outlyingness functions, among them the years 1991 and 1992 are present outside compare to the rest of the years whereas the years 1994 and 2010 are appear as outliers.

The functional results are almost consistent with the results of the multivariate framework such that the years 1992, 1994 and 2010 have been detected as the most unusual flows in both the multivariate and functional context.

VII. CONCLUSION

The nonparametric techniques based on depth function for outlier identifiers have been practiced in two different
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Abstract—The spreading out of Internet of Things (IoT) facilitates with new wireless communication Technologies. To have reliable communication for long duration, low power wide area can be aimed at sensor nodes. These days, LoRa has become a recognizable preference for IoT based solutions. In this paper LoRa network performance is analyzed. A hybrid technique is proposed to overcome the scalability, reliability and computational speed issues in LoRa network. In the proposed hybrid technique, a lightweight scheduling technique is used to address scalability and reliability issues and then pruning algorithm is also incorporated to enhance the computational speed of LoRa network for IoT applications. Further, LoRa network for IoT applications is analyzed using LoRaWAN NS-3 module and the parameters packet error ratio (PER), network throughput and fairness for improved reliability and scalability are illustrated. Simulation results are obtained for multiple gateways scenarios. The analysis presents that the LoRa network has addressed scalability and reliability issues using lightweight scheduling technique and computational speed is also enhanced using pruning algorithm. Therefore, the hybrid technique illustrated for LoRa network for IoT applications is in good agreement.
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I. INTRODUCTION

To accomplish enhanced horizontal integration among IoT service, data aggregation, smart management and protocol adaptation services are very much essential. An overview of IoT (Internet of Things) with importance on application issues, protocols and enabling technologies had been provided clearly in [1] by the author Ala Al-Fuqaha. The public availability of LoRa technology specifications is making it more momentum to balance current IoT standards as an enabler of smart city applications. LoRa supports a communications range of 5-15 km and thousands of devices can be connected to internet through a single LoRa gateway. It is a PHY (physical) layer technology built around CSS (Chirp Spread Spectrum) modulation. The major challenges faced by LoRa are: scalability, interference from other co-located networks and restrictions on duty cycle. Many researchers proposed various algorithms and designs to overcome these challenges and presented the performance evaluation of different parameters by simulating in NS-3 (Network Simulator).

II. RELATED WORK

Authors in [2] have implemented a LoRa deployment test using LoRa network and presented LoRa coverage analysis. In [3] authors have presented the evaluation of LoRa for wireless sensor networks. A comprehensive analysis of LoRa modulation including the frame format, receiver sensitivity, data rate, spreading factor for IoT applications is described in [4]. A relative revision of LPWAN technologies for deployment of large scale IoT and known and unknown facts of LoRa are presented in [5-6]. In [7], a new private LoRa network is designed and implemented for IoT applications. Authors also addressed the hardware design and implementation of Lora Gateway and also the performance evaluation of LoRa networks in typical environments. The authors Brecht Reynders et al. [8] have designed a new MAC protocol RS-LoRa and presented a two-step lightweight scheduling algorithm to improve scalability and reliability of LoRaWAN networks. In this protocol, the entire bandwidth is splitted into a synchronous downlink channel and many asynchronous uplink/downlink channels as shown in Fig. 1.

LoRa gateways coordinated the lightweight scheduling in two steps. In the first step, the gateway schedules nodes dynamically by specifying the allowed SF (spreading factors) and transmission powers on each channel in a coarse-grained manner. In the second step, according to coarse-grained scheduling information sent by gateway, a node decides its own spreading factor transmission power, time and channel to transmit in a distributed manner. This proposed scheduling algorithm is implemented in NS-3 with the architecture illustrated in Fig. 2. With this architecture implementation, four different scenarios are simulated in NS-3: single cell scenario with one gateway for legacy LoRaWAN and RS-LoRa protocols and multi-cell scenario with seven gateways for legacy LoRaWAN and RS-LoRa protocols.

The author Floris Van den Abeele et al. [9] has presented the analysis of scalability of large scale LoRaWAN networks using NS-3. LoRaWAN. NS-3 module was modeled as presented in Fig. 3. By using one, two or four gateways, different scenarios are simulated and the scalability of LoRa networks was analyzed.
In this light weight scheduling technique at Gateway, spreading factor and allowed transmission power for each channel are specified and schedule accordingly. The end nodes have the freedom to select their own transmission parameters by following this scheduling information. These transmission parameters include selected channel, selected spreading factor and transmission power and offset time. Transmission power and spreading factor are the important factors that affect the reliability of a LoRa network. The Lora Gateway can control the transmission power of each node and by varying the thresholds of received signal strength the amount of traffic can be increased or decreased thereby resulting in low or high reliability for that specific channel. Spreading factor value usually ranges from 7 to 12. To achieve high channel reliability more spreading factors should be allowed us different spreading factor packets can be received simultaneously. This also reduces the occurrence of collisions in the network. But more energy is consumed when more spreading factors are used in the network by different end nodes. Therefore a balance between energy consumption and reliability should be achieved. At the end notes in Lora network, lightweight scheduling technique is performed by incorporating lightweight scheduling technique in LoRa networks. In this paper, an energy efficient hybrid algorithm to enhance reliability and scalability with enhanced speed for large computations using pruning algorithm is proposed and implemented in NS-3.

III. LORA NETWORK DESIGN

A LoRa network consists of Gateway and end nodes. To address scalability and reliability issues a light-weight scheduling technique is implemented at Gateway as well as at end nodes. In this light weight scheduling technique at Gateway, spreading factor and allowed transmission power for each channel are specified and schedule accordingly. The end nodes have the freedom to select their own transmission parameters by following this scheduling information. These transmission parameters include selected channel, selected spreading factor and transmission power and offset time. Transmission power and spreading factor are the important factors that affect the reliability of a Lora network. The Lora Gateway can control the transmission power of each node and by varying the thresholds of received signal strength the amount of traffic can be increased or decreased thereby resulting in low or high reliability for that specific channel. Spreading factor value usually ranges from 7 to 12. To achieve high channel reliability more spreading factors should be allowed us different spreading factor packets can be received simultaneously. This also reduces the occurrence of collisions in the network. But more energy is consumed when more spreading factors are used in the network by different end nodes. Therefore a balance between energy consumption and reliability should be achieved. At the end notes in Lora network, lightweight scheduling technique is performed by determining the transmission parameters at each node by using the information transmitted by Lora gateway. At each note to determine the transmission parameters the following Algorithm-1 is presented. The input parameters from gateway are:

\[ I \leftrightarrow \text{channel set}, \]
\[ P_{RSSI} \leftrightarrow \text{Received signal strength at node } n, \]
\[ S_j \leftrightarrow \text{set of allowed spreading factor for channel } j, \]
\[ P_j \leftrightarrow \text{target uplink received signal strength for channel } j. \]

The transmission parameters determined at each node using light weight scheduling technique are:

\[ S_n \leftrightarrow \text{selected spreading factor}, \]
In the algorithm, 
\[ P_{SF} \leftarrow \text{Probability of selecting spreading factor } sf, \]
\[ P_{PL} \leftarrow \text{Path loss power}, \]
\[ R_{sf} \text{ and } R_{sf'} \text{ are the bit rate achieved with the spreading factor } sf \text{ and } sf', \]

**Algorithm-1: Determination of transmission parameters**

Step 1: \( P_{temp} \leftarrow 0 \)

Step 2: \( \text{flag} \leftarrow false \)

Step 3: \( \text{for } j \in I \text{ do} \)

Step 4: \( \text{if } P_{temp} < P_j < P_{RSS} \text{ then} \)

Step 5: \( C_n \leftarrow j \)

Step 6: \( P_{temp} \leftarrow P_j \)

Step 7: \( \text{flag} \leftarrow true \)

Step 8: \( \text{end if} \)

Step 9: \( \text{end for} \)

Step 10: \( \text{if } \text{flag} = true \text{ then} \)

Step 11: \( SF_n \leftarrow \text{select spreading factor using } P_{SF} = \frac{R_{sf}}{\sum_{s_{sf'} \in S_j} R_{s_{sf'}}}, \forall s_{sf'} \in S_j \) \( #P_{SF} \text{ is the probability of selecting spreading factor of } sf \)

Step 12: \( P_n \leftarrow P_{temp} + P_{PL} - 2.5 SF_n + P_{Offset} \)

Step 13: \( \text{else} \)

Step 14: \( SF_n \leftarrow 7 \)

Step 15: \( P_n \leftarrow 0 \text{ dBm} \)

Step 16: \( C_n \leftarrow \text{arg max } j \in I \ P_j \)

Step 17: \( \text{end if} \)

Table I. Parameters Set-up in NS-3 Simulation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>100 to 4000</td>
<td>/</td>
</tr>
<tr>
<td>Maximal distance to the GW1</td>
<td>1000</td>
<td>m</td>
</tr>
<tr>
<td>Tf</td>
<td>10</td>
<td>min</td>
</tr>
<tr>
<td>Ts</td>
<td>1</td>
<td>min</td>
</tr>
<tr>
<td>Average inter-packet interval</td>
<td>120</td>
<td>Sec</td>
</tr>
<tr>
<td>Distance between gateways</td>
<td>1000</td>
<td>M</td>
</tr>
<tr>
<td>Packet length (excluding header)</td>
<td>51</td>
<td>bytes</td>
</tr>
</tbody>
</table>
Packet Error Ratio (PER) for Multi-Cell Scenario with Seven Gateways.

**Throughput:** The throughput of the LoRa network for lightweight scheduling technique under multi-cell scenario is presented in Fig. 6. The results are demonstrated for three different values of nodes: 1000, 2000 and 3500. It is 3.2Kb/s for 1000 nodes, 6.2Kb/s for 2000 nodes and 9.6Kb/s for 3500 nodes. The network throughput increases for increased number of nodes as the network reliability has been increased with lightweight scheduling technique.

**Fairness:** The network performance can be increased by increasing the fairness parameter. The lightweight scheduling technique improves the fairness of network by reducing capture effect [8]. Fairness under multi-cell scenario is investigated for three values of nodes: 1000, 2000 and 3500 and the investigation results are illustrated in Fig. 7. For 1000 nodes the fairness is 99.6%, it is 98.4% for 2000 nodes and 95.1% for 3500 nodes. Hence, with improved reliability and reduced capture effect, fairness of LoRa network is enhanced.

For simulation, only seven gateways are considered as shown in Fig. 4 and the gateway distance is increased till 1.4Km. In real networks, especially in urban areas, network coverage area should be large and so 19 and 37 gateway scenarios are further considered in simulation. The gateways are placed around a central gateway in hexagonal grid structure as found in cellular coverage of large area. The arrangement of 19 and 37 gateways is as presented in Fig. 8. In simulations, each gateway covers a radius of 1500m and the end nodes are placed in a radius of 7500m. Inter-cell interference can be simulated for such large network. Fig. 9 illustrates the simulation coverage of end nodes in NS-3 with different gateway densities and their respective spreading factors.

In a realistic network model, simulation of such large network with 37 gateways and a coverage area of 7500m radius require some optimizations to speed-up the computations. Pruning algorithm is one such approximation which prunes the end nodes that cause unnecessary interference at the central gateway GW1 and speeds-up the simulation computations. Pruning algorithm is represented in Algorithm-2. Let $R$ be the simulation radius. Let $I_R$ be the set of end nodes that are centered on central gateway GW1 and inside the radius $R$. Let $O_R$ be the set of end nodes that are outside the radius $R$. Find the smallest $R$ for which the total energy of inside end nodes is less than the energy of outside end nodes. Then prune all the end nodes in the set of $O_R$ by detaching PHYs from the channel and removing end nodes from simulation. The effect of pruning is well presented in Fig. 10.
Fig. 8. Arrangement of Gateways for Large Coverage Area.

(i) Nineteen Gateways.

(ii) Thirty Seven Gateways.

Fig. 9. End Nodes with different Gateway Densities and their Spreading Factors.

(i) Nineteen Gateways.

(ii) Thirty Seven Gateways.
In Algorithm-2:
\[ E_{\text{inside}} \leftarrow \text{Energy of inside node} \]
\[ E_{\text{outside}} \leftarrow \text{Energy of inside node} \]

Table II describes the comparison of present work with previous related works.

**Algorithm-2 End Nodes Pruning.**

Input: \( R \leftarrow \text{Simulation radius} \)

Step 1: \( R \leftarrow 0 \)

Step 2: \( \text{exit} \leftarrow \text{false} \)

Step 3: \( \text{for} \ SF \in 7, \ldots, 12 \)

Step 4: \( \text{for} \ R < R_s, \text{exit} \leftarrow \text{false} \)

Step 5: \( E_{\text{inside}} \leftarrow E_{\text{outside}} \leftarrow 0 \)

Step 6: \( \text{for} \ \text{each end device} \ ed \)

Step 7: \( \text{if} \ ed{'}s \ SF_e \leftarrow SF \)

Step 8: \( E \leftarrow \text{ed{'}s energy for a transmission} \)

Step 9: \( \text{if} \ ed{'}s \ distance \ from \ center < r \)

Step 10: \( E_{\text{inside}} \leftarrow E_{\text{inside}} + E \)

Step 11: \( \text{else} \)

Step 12: \( E_{\text{outside}} \leftarrow E_{\text{outside}} + E \)

Step 13: \( \text{if} \ E_{\text{outside}} < E_{\text{inside}} / 10 \)

Step 14: \( \text{exit} \leftarrow \text{true} \)

Step 15: \( \text{else} \)

Step 16: \( R \leftarrow R + \epsilon \)

Step 17: \( \text{return} \)

**TABLE II. COMPARISON TABLE**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Simulator</th>
<th>Algorithm/Tech.</th>
<th>Performance parameters</th>
<th>Simulation Scenario</th>
<th>No. of Gateways</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brecht Reynders [8]</td>
<td>NS-3</td>
<td>Lightweight Scheduling</td>
<td>PER, Throughput, Fairness</td>
<td>Single, Multiple</td>
<td>1,7</td>
</tr>
<tr>
<td>Floris Vanden Abeele [9]</td>
<td>NS-3</td>
<td>Interference Model</td>
<td>Scalability</td>
<td>Multiple</td>
<td>7</td>
</tr>
<tr>
<td>Furqan Hameed Khan [13]</td>
<td>NS-3</td>
<td>Confirmed and Unconfirmed UL Transmissions, Class A Devices</td>
<td>PDR, UL Throughput</td>
<td>Single</td>
<td>1</td>
</tr>
<tr>
<td>This paper</td>
<td>NS-3</td>
<td>Lightweight Scheduling, Pruning Algorithm</td>
<td>PER, Throughput, Fairness</td>
<td>Multiple</td>
<td>7,19,37</td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

In this paper, a hybrid approach to improve scalability, reliability of LoRa network and to speed-up the computations in case of large networks is presented. Lightweight scheduling technique is used to enhance scalability and reliability of LoRa network. Performance parameters packet error ratio (PER), throughput of network and fairness among nodes are evaluated and illustrated. Then by considering large network with 19 and 37 gateways in NS-3 simulation, pruning algorithm is implemented to speed-up the computations by pruning end nodes that are outside the region of interest.
LoRa networks can be reliable and scalable and for real scenarios, computations can be speed-up. Further, this work can be carried out with real-time experimentation of LoRa network. LoRa network and edge computing can be integrated together to have sustainable solutions for IoT applications.
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Abstract—The Plagiarism is an increasingly widespread and growing problem in the academic field. Several plagiarism techniques are used by fraudsters, ranging from a simple synonym replacement, sentence structure modification, to more complex method involving several types of transformation. Human based plagiarism detection is difficult, not accurate, and time-consuming process. In this paper we propose a plagiarism detection framework based on three deep learning models: Doc2vec, Siamese Long Short-term Memory (SLSTM) and Convolutional Neural Network (CNN). Our system uses three layers: Preprocessing Layer including word embedding, Learning Layers and Detection Layer. To evaluate our system, we carried out a study on plagiarism detection tools from the academic field and make a comparison based on a set of features. Compared to other works, our approach performs a good accuracy of 98.33 % and can detect different types of plagiarism, enables to specify another dataset and supports to compare the document from an internet search.
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I. INTRODUCTION

According to Risquez et al. [1] “the Plagiarism is conceptualized as the theft of others’ words or ideas without citing the proper reference and thus without giving the accurate credit to the original author”. Depending of depth of transformation performed on the original text, the plagiarism can be classified into five categories [2]:

• Copy & paste plagiarism (word by word) [3]: it is the act of copying text and passing without reference of original authors.

• Paraphrasing [4]: the content is copied from different source without acknowledging authors.

• Use of false references [5]: There are certain cases where user quotes the original sources, but the information provided in the articles are not match with the source provided at the end of the article.

• Plagiarism with translation [6]: it is the act of translating text from language to another.

• Plagiarism of ideas [7]: it is the most difficult plagiarism to detect where fraudsters steal other authors' ideas and present them in a fully modified version of the original text and own the new version.

Plagiarism is applied in different areas such as literature, music, software, scientific articles, newspapers, advertisements, websites, etc. Despite the sanctions applied in cases of cheating and plagiarism in Bulgarian universities, more than 50% of teachers believe that these procedures are not efficient [8]. As the use of internet increases plagiarism becomes a big challenge in schools, universities to maintain the academic integrity. Thus, the use of efficient plagiarism detection tools has become very urgent in many higher education institutions. However, the effectiveness of these plagiarism detection systems depends on their ability to discover different fraudsters’ strategies to modify the text without changing its semantics [9].

As part of NLP research topic, the plagiarism detection methods are based on natural language techniques to process and analyze the structure of documents. Many solutions have been proposed for plagiarism detection, and most of them are based on concept extraction using corpus such as ontologies (e.g. WordNet) to perform a semantic representation of documents. However, these approaches depend on the quality of corpus and an appropriate annotation to choose the best concept that semantically represents a word. In addition, the problem of ambiguity may arise when choosing the concept that semantically represents the word, so the meaning of the processed sentences may be lost if we choose the wrong concept [10]. Some examples of this classical plagiarism detection methods are [11]: Fingerprinting, String matching, Jaccard similarity, Bag of word analyzing and Shingling.

With the emergence of artificial intelligence, many techniques have been proposed, ranging from supervised, unsupervised machine learning techniques to deep learning, and have been successfully applied in various fields. In-depth learning provides models with multiple processing layers capable of learning data representations with multiple levels of abstraction. Recently many applications of deep learning in NLP domains, has been proposed and their performance was very encouraging as Chatbots programming, sentiment analysis and Question and Answering. In this context, we propose an online plagiarism detection system based on Doc2vec technique for word embedding, and SLSTM and CNN deep learning algorithms. Our system can perform many tasks of plagiarism detection and the results found are very promising.

The rest of this paper is organized as follows. Section 2 presents a review of the most relevant plagiarism software. Section 3 illustrates our plagiarism detection system. In Section 4 we describe the components of our online system.
Section 5 draws some interpretations about the current state of existing discovery tools and compare them with our system. In the section 6, we finish by a global conclusion.

II. PLAGIARISM TOOLS REVIEW

A. Software Description

In the context of academic plagiarism, few tools are proposed, and this section is devoted to describing the most recognized in the scientific community and in different universities. In our latest state of the art we focused on the proposed systems for plagiarism detection based on deep learning, unfortunately we did not find any implementation of these systems. Asim M. El Tahir Ali et al. have proposed an interesting comparative study from five plagiarism detection tools [13]: PlagAware, The PlagScan, CheckForPlagiarism.net, iThenticate and PlagiarismDetection.org. Inspired by this research, we conducted an overview of the top plagiarism detection tools based on some important criteria that a good system would have. Firstly, we used the comparison parameters in [13] as:

- Add a new database is the ability to add a new database in comparison and plagiarism detection.
- Add a new corpus is the ability to add a new corpus for learning to detect other types of plagiarism.
- Internet Checking is the ability to use internet results in plagiarism detection.
- Academical Checking is used to check the research publications and compare them to already published papers.
- Multiple document comparison is the capacity of software to support multiple document comparison.
- Multiple language support is the ability to support multiple language in document analysis.
- Sentence Structure/synonymy show that software detection is capable to make sentence structure and synonymy analysis.
- In our study, we include other parameters to evaluate the relevance of the plagiarism detection tools:
  - Types of plagiarism to detect is a feature which allows the selection of the type of plagiarism to be detected.
  - Machine learning means a machine learning model used in the approach.
  - Similarity based means if the software is based on matching techniques and similarity measurement.
  - Free license or not.
  - Size limitedness describes if the size of the document is limited (e.g. some tools limit the size document to 1000 words).
  - Document file is the file format to be analyzed (e.g. txt, pdf, docx, etc.).
- Classical methods use a corpus to extract the concepts, but recent researches rely on word embeddings techniques as Word2Vec, GloVe, BERT, to preserve the semantic and the syntactic context of the text.
- Type of plagiarism detected presents whether if the software displays the types of plagiarism encountered or not and gives the rate each type checked.
- Reports generation describes if the software exports the results as a report.

1) The PlagAware tool: It is an online tool [12] that uses a classic search engine to detect plagiarism and offers several reports helping the user to decide if the analyzed text is plagiarized or not. It is possible to add new database, to check documents from the internet results, and to compare multiple documents. Verifying sentence structure analysis and synonymy replacement is not supported. The languages supported are German, English and Japanese. It is used in universities to check the originality of the works to be published. PlagAware performs a complete scan of the document, and each sentence is analyzed to subsequently detect whether it contains plagiarism or not.

2) The PlagScan tool: It is an online tool used for academic plagiarism detection. This tool uses a local database that include millions of documents and includes the results of the internet search for making comparison. It supports adding a new database over the internet. It detects several types of plagiarism such as: copy and paste or words switching [14]. PlagScan supports the UTF-8 encoding languages and all Latin or Arabic languages. It is used in universities to check the originality of the works to be published. Sentence structure analysis and synonymy replacement are not supported. This tool uses a plagiarism detection algorithm that contains three consecutive word matches to subsequently detect plagiarism methods which use the replacement the words by their synonyms. In addition, they apply matching algorithms to detect documents similarity.

3) The CheckForPlagiarism.net tool: It is a tool for detecting academic plagiarism developed by a professional academic team. It can detect several types of plagiarism. It uses its own database that include millions of documents from several databases with different domains. It performs an internet Checking. Sentence structure analysis and synonymy replacement is detected, and it is possible to compare multiple documents. CheckForPlagiarism.net checks several types of documents, including, newspapers, PDFs, magazines, journals, books, articles etc. It supports several languages: Spanish languages, Portuguese, German, English, Korean, French, Italian, Arabic and Chinese languages. Each document is assigned by a fingerprint and used in document comparison [15].

4) The iThenticate tool: iTenticate is an online academic plagiarism detection tool for researchers, publishers and authors [16]. It possible in iTenticate to add a new database or use Internet for comparison and in addition it uses its own
database that contains several documents like books, newspapers and articles. Sentence structure analysis and synonymy replacement checking is not supported by iThenticate but it is possible to compare multiple documents. It supports more than 30 languages like English, Russian, Arabic, etc. Many online scientific journals use it for submitted papers checking. iThenticate performs a matching advanced technics in similarity analysis highlight material within a manuscript that matches documents found in the iThenticate database algorithm to check the contents of a document against an extensive database of published scholarly writing [16].

5) The PlagiarismDetection.org tool: This is an online tool that is mostly used by teachers and students [17]. It used its own database that contains millions of documents, but it is possible to add a new database or use internet Checking. Sentence structure analysis and synonymy replacement checking is not supported neither multiple document comparison. It supports all languages using Latin characters. the technique is based on the n-gram method.

6) The Urkund tool: URKUND is a web plagiarism prevention system. Today, a vast majority of universities around the world use Urkund to effectively and detect plagiarism. This system allows to compare the content of a document with several other resources from different sources (Internet, database, internal documents, etc.). Document formats accepted is doc, docx, pdf, etc. Urkund is multilingual, detects plagiarism by paraphrasing and replacements by synonyms, and returns the rate of similarity with the other documents [21].

7) The Turnitin tool: The Turnitin Plagiarism Detection System allows users to check their documents and compare them with web content and other documents that have already been downloaded by institutions as well as with certain journals [22]. For each submission, a report is produced identifying the sources of its similarities as well as the percentage of correspondence with the submitted document. Turnitin uses a matching algorithm to find strings of words within assignments that are identical to those within its repository.

B. Comparison and Analysis

In this section we propose a qualitative comparison of plagiarism software detection. We focus on the features and properties of the tools rather than their performance in the first instance. Based on the comparison parameters cited above the results are reported in Table I.

<table>
<thead>
<tr>
<th>Features</th>
<th>PlagAware</th>
<th>PlagScan</th>
<th>iTenticate</th>
<th>CheckForPlagiarism.net</th>
<th>Plagiarismdetecting.org</th>
<th>URKUND</th>
<th>Turnitin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add new database</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Add a corpus for new training</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet Checking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Academical Checking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple document comparison</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple languages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentence structure/synonymy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Types of plagiarism</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machine Learning</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free License</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similarity based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Size limitedness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All type of files</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classical method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of plagiarism detected</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reports generation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
From Table I, we can see that all studied plagiarism detection tools can perform Internet Checking to verify if there is any similarity with any resources on internet. Also, the document analyzed can be written in Multilanguage. These systems are almost used in the Academical context to check student reports, thesis, or research papers. Multiple documents comparison is also provided by these tools. But as we see, most of them does not a have the feature of adding a new corpus. This new feature enables adding a corpus to be used as the basic dataset for the plagiarism detection step. It is an opportunity to use more corpus for improving the learning phase. The new corpus contains a source document, suspicious documents and the type of plagiarism. As we can see in Table I, none of the analyzed tools specify the type of plagiarism that has been detected from sources, nor give the user the possibility to specify the type of plagiarism he wants to be detected. Based on this comparison and to benefit from our previous work [18], we propose an implementation with new features to deal with a plagiarism in textual documents. In the next section, we describe the background of the approach and its components and the services that our framework can provide.

III. GENERAL FRAMEWORK OF OUR APPROACH

The proposed plagiarism detection tool is based on our previous research validated with PAN Dataset where data are labeled with the types of plagiarism [20]. Fig. 1 represents a global architecture of our framework which is based on two Deep learning architectures Siamese Long Short-Term Memory (SLSTM) and Convolutional Neural Networks (CNN).

The approach based mainly on three steps as described below:

- **Context representation of documents**: The corpus consists of a set of source documents and a set of suspicious documents plagiarized from each source using a specific kind of plagiarism. Both of sources and the plagiarized document are transformed with doc2vec a list of sentences vectors to be used as input to the SLSTM model.

- **SLSTM Learning phase 1**: The Siamese LSTM is used to learn the different kind of plagiarism in dataset.

- **CNN Learning phase 2**: The output of the first stage is a SLSTM representation of documents. To consolidate our approach, we used CNN deep learning model to detect the types of plagiarism learned in the first part of the approach. The goal is the classification of the document as plagiarized or not with the type of plagiarism detected in it if yes.

IV. DEEP LEARNING PLAGIARISM DETECTION SYSTEM

In this section we will present the proposed plagiarism detection framework by illustrating the technical architecture and its different layers. Fig. 2 shows an overview of the proposed system. The system is composed by the following six layers: Front-end Layer, http layer, Controller Layer, preprocessing layer, Learning layer and Detection Layer. Here bellow, we present the description of each layer and its implementation.

A. Front End layer/ http layer/ Controller Layer

The Front end is a platform for building mobile and desktop web applications that communicate with the http layer which offers web services to consume. The flask package provides some classes to build a Service layer and exposes an API that interacts with the model. The first idea is to remove all logic of the routes and model of the Flask application and put it in the service layer. The second goal is to provide a common API that can be used to manipulate a model regardless of its storage backend. The controller layer concerns a middleware between the flask layer and the other layers of our system.

B. Preprocessing Layer

At first, the corpus is preprocessed as shown in Fig. 3. For each document we realize the cleaning, segmentation and stemming phases [18]. Then the output is given as input to the doc2vec word embedding model layer.
Then we launch the training phase to generate a doc2vec model which we will use later to transform each sentence of a document to a vector. We worked with the re framework to build a regular expression that removes numbers, nlk to segment a document by sentence, PorterStemmer to apply the stemming principle that makes a word in the initial form and gensim to start training the doc2vec model.

C. Learning Layer

In this layer, we applied twice the learning process as shown in Fig. 4. In the first step, we used SLSTM algorithm for learning from the output of doc2vec and the output is given to CNN Model to learn again to build our efficient learning model. At the end of this phase we restore the SLSTM model which will be used to test whether a pair of documents are similar or not and we also get the SLSTM representation. In this step we used the keras tensorflow.

To carry out the classification of documents and add the types of plagiarism that have been detected, we used the keras tensorflow to build our CNN model. Hence, the outputs of the SLSTM model are used in the second learning phase which consists of classifying the types of plagiarism already learned in the first part.

D. Detection Layer

For document classification task (whether is plagiarized or not), the users can make choice to use a new corpus, internet search results or a new corpus for comparison. The corpus contains a list of sources documents that will be used in learning step or to search for similarity with the text to be verified. The second option uses python Google package to get the link of the first n search results and compare the text analyzed with the contents of these links. More details will be given in the next subsections.

1) Add a new corpus: To add a new corpus, we respect the process in Fig. 5. Firstly, the user adds the pairs file, which is a text file that contains several lines and each line represents a type of plagiarism. Secondly, the user uploads the corpus containing the source and plagiarized document mentioned in the pair document above.

Finally, the user defines the types and numbers of plagiarism cases. But the number of plagiarism types entered must corresponding to the number of lines existing in the pair file. After adding a new corpus, we can launch the training phase which follows the process in Fig. 6.

2) Add a new corpus for comparison: Our framework can also compare a document to a special corpus containing a set of desired source documents to compare with. We must first add corpus which will be the basis of comparison, and the system will compare the document to each document in corpus to detect a kind of plagiarism. Fig. 7 presents the process of this task. The comparison is carried out by using the following steps:

- Select corpus trained and corpus of comparison.
- Segment the analyzed document to a list of paragraphs.
- Retrieve a list of paragraphs for each document in corpus of comparison.
- Using our deep learning system, we compare each paragraph of the analyzed document with all the paragraphs returned via the corpus of document.
3) **Using google research engine:** Our system can also detect the plagiarism in documents using google search result as illustrate in the following Fig. 8.

The plagiarism detection consists of the following steps:

- Segment the analyzed document to a list of paragraphs and the list of sentences.
- Use the sentences in this paragraph to retrieve the various links which contain the suspected texts.
- Retrieve a list of paragraphs for each link found.
- Using our deep learning model to compare each paragraph of the analyzed document with all the paragraphs returned via the Google searches.

More precisely we assume that the document contains N paragraphs, if for example the first paragraph contains S sentences, so we launch S internet search to retrieve S x N result then we assume once again that each result will offer us P paragraphs which are considered as suspected initials. So, the first paragraph of the analysis document is compared with N x S x P paragraphs.

V. **EXPERIMENTS**

In this section, we present different possibilities that our system provides in terms of plagiarism detection. We can proceed three kind of comparison: Two text comparison, online comparison and using an intern corpus for a comparison.

A. **Add New Corpus**

For this task we proposed the following IHM in Fig. 9:

![Add New Corpus](https://example.com)

**Fig. 9.** Add New Corpus.

B. **Training a New Corpus**

To do that, we must fill some information about corpus, doc2vec training, SLSTM training and finally CNN training. The data requested are used to develop the accuracy rate of our training. For this phase we proposed the following IHM in Fig. 10.

![IHM to Launch New a New Training](https://example.com)

**Fig. 10.** IHM to Launch New a New Training.

This part contains hyperparameters used to adjust the three models in learning process, for more information see [19][14].

C. **Comparison of Two Texts**

Given two documents, we can make a comparison of two given documents by following the steps in Fig. 11 and Fig. 12. The two documents will be preprocessed and converted to a list of vectors with doc2vec model. The system will detect later if the input documents are similar or not using SLSTM Model and it will report the probabilities of each kind of plagiarism trained in our system when we use CNN Model. Fig. 13 provides an example of two documents comparison.
And we get the result below which result contains the probability of similarity between these two texts, in fact, we also recover the probabilities of each type of plagiarism learned at the training phase.

**D. Online Checking**

For performing plagiarism detection from documents returned from Google research engine, we need to fix several parameters as the learned corpus, number of sites to consult and finally the text to analyze, as mentioned below it proposed an IHM in Fig. 13.

**Example of Plagiarism Detection from Internet**

![Fig. 13. Plagiarism Detection from Internet IHM.](image)

The results in Fig. 14 shows the source text, link of the source text, the probability of similarity. In the right, the table presents the probabilities of each type of plagiarism learned in the training phase present in the document.

**E. Using Corpus for a Comparison**

Fig. 15 below represents the result of detection of plagiarism using a corpus of source documents instead of consulting the results of the internet. The results consist of a list of blocks containing the following information:

- the paragraphs analyzed.
- the name of the source document.
- probability of similarity.

In addition, we propose a table in Fig. 16 containing the probabilities of each type learned in the training phase.
F. Proposed System Features

In comparison with existing systems, our plagiarism detection system has all the properties used in the comparison above. We have added new features making it an able to make followed action:

- Upload and Add Any Dataset.
- Add New Corpus for Training Plagiarism.
- Internet Checking.
- Academical Checking: We can add the corpus of publication or get them through Google result.
- Two documents comparison but it could be extended to more than two.
- Multiple languages detection: We can use any language, but you must choose the corpus already trained by this language.
- Check all type of plagiarism.
- Personalize the types of plagiarism to detect: We can define several kinds of plagiarism in our training phase.
- Use the deep learning approaches: our approach uses deep learning algorithms.
- Document size is limited: not limited.
- Show the type of plagiarism detected: Yes.
- Reports generation: Yes.

VI. CONCLUSION

In this paper, we proposed a new system for the detection of plagiarism based on the deep learning methods. Its interest is the extraction of characteristics without losing the sense of the document by using doc2vec word embedding technique. The proposed system has the ability to detect not only that there is plagiarism but also the probabilities of the existence of each type of plagiarism. We presented the different functionalities offered by our system, either at the level of the personalized learning phase or the different ways of detecting plagiarism offered. Compared to the other tools studied in this paper, our proposition offers more functionalities as adding and training new corpus or using a special corpus for comparison. As for our perspectives, we will improve the various interfaces of the application to make it more accessible to the general public and improve the response time due to the learning time. It would also be interesting to compare the performance of different approaches in a quantitative way.
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Abstract—The objective of this article is to establish the impact of project-based learning on networking and communication competences I in engineering students from Lima city. The study was of an applied type, quasi-experimental design, and was made up of a population conforming by 39 students of the VI cycle of engineering, an objective test was applied to measure the impact of project-based learning on network and communication competences I. The research results determined the statistically significant relationship of project-based learning and networking and communications competences I in engineering students with pretest values of \( Z = -1.96 \) (critical point) and level of significance \( p \)-value = 0.618 greater than \( \alpha = 0.05 \) (\( p > \alpha \)) and then with values in the posttest of \( Z = -4.488 \) less than -1.96 (critical point) and level of significance \( p \)-value = 0.000 less than \( \alpha = 0.05 \) (\( p < \alpha \)), therefore the project-based learning positively and significantly impacts on network and communication competences I, in engineering students, supporting the alternative hypothesis and rejecting the null hypothesis. Consequently, we reached the conclusion that the application of the project-based learning methodology has demonstrated that caused a positive and significant impact on network and communications competences I in engineering students.

Keywords—Project-based learning; competencies; networking; communications; network convergence

I. INTRODUCTION

The rapid changes that occur in the job sector as a result of globalization do not find future engineering students with the skills in networks and communications for an adequate professional development. Higher educational programs do not correctly manage the development of professional competences holistic or comprehensive [1]. The Organization for Economic Co-operation and Development (OECD) indicated that professionals have difficulties in performing properly in the company because they are not aware of the importance of development in network skills and communications, generating not enough contributions in society which worldwide in the coming years will need millions of dozens of jobs that will require that they have competences in the specialty to solve problems in this field [2]. Furthermore, each network technology manufacturer develops new implementations of Network and Communications Convergence, generating the need for more trained professionals in these new technological competences. According to the United Nations Educational, Scientific and Cultural Organization UNESCO [3] mentioned that all this leads to pressure on academic institutions of higher education, whether in the public or private sector.

In Latin America [4] they were classified as one of the problems, is that not all students have the availability to adapt to work academic-training activities in a collaborative way, although the student team tries to include them, they have rigid behavior when presenting tasks individually, they do not accept changes to new situations and also they cannot communicate their ideas.

In the case of Perú, the concern of the Organization for Economic Co-operation and Development (OECD) [5] found that the student in his university training does not have the competences in the adequate communications network to be able to cover jobs competitively. This is worrisome when considering that overall the penetration of some Information and Communications Technologies (e.g., the Internet) have been gradually increasing in this Latin American nation [6]. Due to this he does not adapt quickly to technological changes, its development is insufficient, and it is vulnerable to inserting itself in the labor population, which is why the National Superintendence of Higher Education SUNEDU [7] mentioned that it is still due to the disorder that exists between the labor markets and higher education, it generates a complex academic problem due to the inequality between the information that is handled in the university that does not contrast with the problems that the market asks to solve, reflecting this in his professional life through inconsequential work jobs. In the university, instead of the research, the teaching of specific and formative knowledge prevails, but it is not enough to achieve an integral formation of the students who agree to achieve competitiveness, whether national or international. Therefore, the research problem is focused on strengthening the student competencies, which in some cases it has not been prioritized in the course of networks and communications.

In Brazil, a study evaluated 20 students for every 4 semesters, with a maximum reference of 10, all the students obtained a score of 8 at the end. As a conclusion of the research, it was found that when carrying out the implementation of the network infrastructure, the experimental group evolved better because they oriented the activities to projects with real problems, they also found a greater commitment to meet the challenges, leading them to search and analyze the best possible solution and understanding of the functionality of the correct design that a data network should have, thus also leading them to have a greater social awareness for the participation in carrying out the projects [8].
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In the USA, Rice University, Houston, Texas, researchers carried out a quasi-experimental study, of a student sample equal to 5492 of science and engineering, the participants rated the extent to which they were going to be effective in executing STEM tasks on a Likert-type scale of 6 items, descriptive statistics, correlation $r = 5.194$, $p < 0.001$ for STEM efficacy competences. It was concluded that the university investment in active learning activities such as PjBL will pay off by increasing student participation and interest in the STEM career [9].

In Spain, a study considered a sample of 50 students and 1 teacher. Its objective was to teach students the importance of the network course, to enhance learning and the acquisition of basic competences of the subject, through project-based learning to achieve better performance of the competences of the subject of networks, to establish the level of participation an evaluation of self-correction mechanisms of the projects was applied to the students. It was concluded that the realization of projects is positive for the learning of communication networks, because it allows them a better acquisition of competences, as well as gaining previous experience for professional performance, verifying with the growth of 70% of good level of the students in the course at the end of the course [10].

In China, a research work was conducted with a population of 80 students. It was concluded that project-based learning not only cultivates student initiative, but also improves their collaborative, practical, and project planning capabilities, as well as the student recognizes how extracurricular time can be used well with this system [11].

The National University of San Agustín de Arequipa, considered a population of 74 students distributed in 4 groups, carried out 9 sessions, aimed to apply the project-based learning methodology to the engineering course to verify better achievement in their professional training competencies. The project-based learning methodology was concluded, which strengthens and increases knowledge, as well as improves the competences, abilities and attitudes of understanding the course, with 72% between the level of good and excellent as a final result [12].

The Universidad Peruana Cayetano Heredia, carried out a study of a quantitative approach and quasi-experimental design, of a population of 76 students, aimed to check the effect of using the virtual platform to improve competences and learn the network course and communications, obtaining as results a significant improvement verifying in the notes at the beginning of 9.24 (65%) in the pretest and at the end of 15.6 (90%) in the posttest of the students, having as a conclusion that employing of the active methodology improves the level of competences in the course of networks and communications [13].

Likewise, at the César Vallejo University, it considered a population equal to 158 students, a non-probabilistic, intentional sample, 57 from the group belong to the experimental group and 60 belong to the control group. I do 8 sessions with the project-based learning methodology for the experimental group. Using a questionnaire instrument of 34 consultations divided into seven dimensions where the level of investigative competences was evaluated, showing improvements due to the use of project-based learning. The non-parametric Mann-Whitney U test was applied, determining the statistical significance $p = 0.00$. Concluding that the application of project-based learning allowed a significant improvement in the level of investigative competences of the experimental group [14].

The San Luis Gonzaga National University of Ica, with a population of 80 students, considered two groups of 40 equal for the experimental and the control, whose objective was to establish the influence of project-based learning on the competencies in systems engineering students. In conclusion, collaborative project-based learning improved the acquisition of competences in Engineering students, as well as a greater ability to: conception, design, development, effective use of engineering techniques and tools, reflected in the notes. The pretest the mean was 13.98 and in the end in the posttest improvements were obtained with a mean 17, achieving a p value equal to 0.00 [15].

At the National University of Engineering, a census sample of 36 students of the VI cycle of engineering was considered, divided into two groups: 17 control and 19 experimental, and performed the non-parametric U test of Mann Whitney, whose objective was to determine the effect of the application of a sustained program in project-based learning methodology in the development of competencies in students. Concluding the experimental group, he developed the procedural and attitudinal cognitive competences of the course, applying the knowledge acquired in the execution of a project similar to an activity in the professional field, achieving a p-value = 0.000 [16].

For the variable impact of project-based learning, constructivism was considered as a theoretical approach [17] because it refers to the use of learning resources associated with appropriate scientific methods or learning models, for which this model allows the allocation of time for the design of learning resources, the project-based learning methodology thus generally allows for better development in the institution's learning-teaching processes. Constructivism [18] according to Piaget's theory, indicated that there is a close similarity between project-based learning and constructivism, because there is an active process, permanent participation among students going through various experiences to try to contrast solutions to the problem that normally occurs in a real environment. Project-based learning is a pedagogical approach due to the following characteristics: Students are active during learning through cooperative participation in scientific and engineering practices, students create a set of tangible products and shared artifacts that are accessible to the public to external representations [19].

In this regard, project-based learning is developed by the theory of active learning which is constructivism, and is a learning model that allows to increase learning in students; the habit and the creation of new learning practices, because students have to originally think for the real-life problem, the solution, centered on the student as it allows constant discovery [20]. In the same sense, it encourages the development of transversal competences and promotes autonomy [21]. To
obtain a good learning requires learning environments of higher education conducive to a better development of metacognitive competences [22].

Regarding the theoretical approach of Network and Communications Competences I, it is considered belonging to constructivism. According to Piaget, he maintains that the student builds his own knowledge through the experience of carrying out the assigned activities, obtaining practical results, using the approach of constructionism, which maintains that it is an action-based learning, which allows the student to have a mental structure related to the concrete action, which will allow him to generate a motivation for learning, thus obtaining a correct intellectual construction given by the exchange and the assigned work that is being developed, also generating intellectual and affective autonomy. Another theoretical consideration is the connectivism approach, according to George Siemens [23].

Regarding the definition of the dependent variable network and communications competences I, according to the curriculum EAP Professional Academic School of Systems Engineering, defined it as the curricular experience of networks and communications I belonging to the professional training area and it is theoretical - practical compulsory, with the purpose of creating in the student the competences in design, implementation and administration of computer networks, using both information and communication technologies for the development of the following aspects: Networking, switching, routing and wan technologies [24]. Hence, competence was defined as “an ability to act effectively in a defined type of situation, an ability that relies on knowledge but is not reduced to it” [25].

The computer network was defined as "a communication system that connects two or more computers to each other by means of such optical fibers, radio waves, and electromagnetic waves, allowing them to share information and services." [26]. Regarding the definition of a communication network, it is necessary to interconnect different computer systems throughout the wan, using internet [27]. Academic competencies are the essential knowledge that is learned during general training and are classified into: writing, problem solving, mathematics, reading ability, creative thinking, assertive communication, decision making, assimilation and comprehension, learning and reasoning [28].

The curriculum of the Academic Professional School EAP Systems Engineering dimensioned the competences of networks and communications I: knowledge to solve problems of local area network design, implementation of network convergence and network administration [24]. Theoretically, project-based learning and network and communications competencies are justified. Both have an affinity because they allow the use of characteristics between them such as analysis, planning and design, guiding them to the correct development of similar problem solutions to the professional field.

Thus, there is also an epistemological justification between project-based learning and the competences of the course on networks and communications I, which is given such justification because they refer to the theory of constructivism, which affects having the student as a direct participant in their learning within the problems that they must understand in order to build or guide concepts to solve said problem [24].

The purpose of this research is to determine the impact of project-based learning on the competences of networks and communications I, in engineering students, which is dictated the sixth cycle of the specialty of Engineering, of Systems of the University of Sciences and Humanities.

In Section II we present the methodology followed to obtain the results shown in this study, in Section III presents our results, in Section IV we present the discussion, in Section V we present the conclusions and finally in Section VI we present the recommendations.

II. METHODOLOGICAL FRAMEWORK

The present study is based on the positivist paradigm. Thus, the present investigation predicts and controls the phenomena thus verifies theories, being the external observer investigator of the events, which is based on the positivist paradigm [29].

The approach is quantitative because it is the concrete expression of reality, for which it considers as a means of reaching knowledge, explanation, prediction, control of the phenomenon, verification of theories [29]. Because they use criteria such as: validity, objectivity, reliability, statistics, experimentation, used in questionnaires, tests and then data analysis using inferential and descriptive statistics.

The level of investigation is explanatory. The objective is to verify the causal hypotheses, following a sequence of processes or organized steps [30].

The type of research is applied because it is based on the theoretical framework and is practical. The research design is quasi-experimental, quasi-experimental designs come to be strategies for conducting research in order to evaluate the impact of the set of methods carried out, for this purpose it considers two groups, one control and the other experimental through a pretest and at the end of the process the posttest evaluation, in order to demonstrate the hypothesis raised at the beginning [31].

A. Variable Operationalization

Regarding the conceptual definition of the dependent variable: Network and communications competences I, according to the EAP Professional Academic School of Systems Engineering, networks and communications curricular experience I belongs to the professional training area and is theoretical-practical compulsory, with the purpose of creating in the student the competences in design, implementation and administration of computer networks, using both information and communication technologies for the development of the following aspects: Networking, switching, routing and wan technologies (Internetworking) [24].

To operationalize the impact variable of project-based learning, an organizational matrix was developed, distributed in 10 sessions of 3 academic units (Table I).

For the operationalization of the dependent variable network and communications competences I, a 20-question questionnaire was prepared, on a dichotomous scale containing the indicators of the three dimensions: knowledge to solve
local area network design problems, implementation of the convergence of the network and network administration (Table II).

### B. Population

The population comes to be a finite set of people or objects that have common characteristics, susceptible to a study and later allow to replicate the findings in other populations [30].

#### TABLE I. ORGANIZATION MATRIX OF THE INDEPENDENT VARIABLE LEARNING BASED ON PROJECTS

<table>
<thead>
<tr>
<th>Units</th>
<th>Strategic activities</th>
<th>Phases</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local area network design</td>
<td>Session 1: Local area networks</td>
<td>1. Key</td>
<td>• Event or occurrence • Spontaneous interest in the student • Community proposal • Values educational power • Causes a commitment • Responds to your interests • Social relevance • Listening and creative attitude • Project appointment</td>
</tr>
<tr>
<td></td>
<td>Session 2: Structured wiring</td>
<td>question definition</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 3: Local area networks wireless</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 4: Wireless Security</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Session 5: IP Telephony. Voice digitization and coding</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network convergence</td>
<td>Session 6: IP Telephony Servers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network administration</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### TABLE II. OPERATIONALIZATION MATRIX OF THE DEPENDENT VARIABLE COMPETENCES OF NETWORKS AND COMMUNICATIONS I

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Indicators</th>
<th>Item</th>
<th>Value scale</th>
<th>Dimensio n levels</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Knowledge to solve local area network design problems</td>
<td>1. Configure PCs to share resources</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2. Connecticization the work area wiring</td>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3. Implement a small wireless network</td>
<td>5</td>
<td>6</td>
<td>Dichotomous</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.4. Configure the security of a wireless local area network</td>
<td>7</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Implementati on of the network convergence</td>
<td>2.1. Configure IP phones and softphones</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2. Configure the services of an IP telephone exchange</td>
<td>1</td>
<td>0</td>
<td>Incorrect</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.3. Install the softPBX</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Network administration</td>
<td>3.1. Basically configure the Cisco switch</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.2. Basically configure the Cisco Router</td>
<td>4</td>
<td>1</td>
<td>1: correct</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.3. Install and operate end device monitoring tool</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.4. Monitor the events of the Switches and Router</td>
<td>1</td>
<td>8 19 20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The population considered comes to be 39 Engineering students, from the Private University of the engineering career, who develop the academic cycles of the VI cycle of the network and communications course I (Table III).
C. Techniques, Data Collection Instruments, Validity and Reliability

The technique used was the survey, which allowed data to be obtained on the variable under study network and communications competences I. Thus, the instrument used was to collect data on a knowledge test of network and communications competences I.

The factor analysis to measure network and communications competences I through its 20 items, is used to test whether the items that make up each factor can generate correspondence between the dimensions proposed, obtaining that the KMO value is equal to .610, which indicates that there is a relationship between the values reached and the chosen sample (Table IV).

To establish reliability, a pilot test was carried out to verify the reliability of the research instrument, to a population of 30 students, which had to eliminate some items, to improve the reliability of the instruments. Once the correction was made, the instruments were applied again to the study population, obtaining a KR-20 value equal to 0.860 for the variable network and communications competences I, verifying high reliability (Table V).

D. Process

It was carried out through the construction of a questionnaire, to evaluate the use of the project-based learning methodology in the skills of the network and communications course I, consisting of 20 questions which was validated by 5 experts. To do this, he coordinated with the management of the systems engineering school through which he sent a request to the director to authorize the examination of 20 questions. After the authorization of the application was validated, the date for the examination evaluation was coordinated with the students. The next stage was the development of the project-based learning methodology for 10 sessions, culminating the same, we proceeded at the end of the cycle with the examination agreed upon both for the experimental group and for the control group. The guidelines for the development of the exam were given and the exam was delivered. Finally, with the evaluation carried out, it was extracted and digitized in Excel and then analyzed in SPSS.

E. Data Analysis Method

For the study, the descriptive analysis was carried out using various contingency tables, as well as bar graphs and for the inferential analysis, the non-parametric Mann-Whitney U test was applied to test hypotheses, analyzing these data in the EXCEL 2016 programs and SPSS 25. Statistical analyzes allow to measure the relationships between variables with a higher [31].

F. Ethical Aspects

The ethical aspects considered for carrying out this research were the authorization of the EAP Academic Professional School of Systems Engineering to apply the project-based learning method in the sixth cycle of the Private University in the morning and night shifts, as well as the application of the instruments were considered anonymous.

III. RESULTS

The results obtained from the research carried out are shown:

A. Description of the Variable Network and Communication Competences I

Table VI and Fig. 1 through the frequency bar diagram show that in the pretest and posttest of the control group they present similar results to 95% without change; while, in the pretest of the experimental group, 100% was found in the bad level and in the posttest of the experimental group: 21.1% was found in the bad level, 26.3% was found in the regular level and 52.6% was found good level, which shows a significant difference.

B. Description of the Dimension Knowledge to Solve Local Area Network Design Problems

Table VII and Fig. 2 through the frequency bar diagram show that in the pretest and posttest of the control group they present similar results, while in the experimental group, in the pretest 47.4% were found to be at a bad level, 52.6% was found at a regular level and in the post-test of the experimental group the improvements are observed, of which 10.5% were found at a bad level, 42.1% were found at a regular level and 47.4% were found at a good level, which shows a significant difference.

C. Description of the Implementation Dimension of the Network Convergence

Table VIII and Fig. 3 through the frequency bar diagram show that in the pretest and posttest corresponding to dimension 2, of which for the control group in the pretest it is observed that 80% of the students are in a bad level, 10% are at a regular level and 10% are at the good level, then in the posttest it increases slightly to 100% of the students are at the bad level, while in the experimental group, the 94.7% was found in a bad level, 5.3% was found in a regular level and in the posttest of the experimental group the improvements are
observed, of which 31.6% were found in a bad level, 15.8% were found in a regular level and 52.6% a good level was found, which has a clear significant difference.

### TABLE VI. Levels in the Network and Communications Competences I of the Pretest and Posttest

<table>
<thead>
<tr>
<th></th>
<th>Networking and communications competences I</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bad</td>
<td>Regular</td>
</tr>
<tr>
<td>Pre</td>
<td>fi</td>
<td>19</td>
</tr>
<tr>
<td>% fi</td>
<td>95.0%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Post</td>
<td>fi</td>
<td>19</td>
</tr>
<tr>
<td>% fi</td>
<td>95.0%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Pre</td>
<td>fi</td>
<td>19</td>
</tr>
<tr>
<td>% fi</td>
<td>100.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Post</td>
<td>fi</td>
<td>4</td>
</tr>
<tr>
<td>% fi</td>
<td>21.1%</td>
<td>26.3%</td>
</tr>
</tbody>
</table>

![Fig. 1. Levels in Network and Communication Competences I of the Pretest and Posttest.](image)

### TABLE VII. Levels in Knowledge to Solve Network Design Problems of Local Area of Pretest and Posttest

<table>
<thead>
<tr>
<th>Knowledge to solve local area network design problems</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bad</td>
</tr>
<tr>
<td>Control group</td>
<td>fi</td>
</tr>
<tr>
<td>% fi</td>
<td>65.0%</td>
</tr>
<tr>
<td>Post</td>
<td>fi</td>
</tr>
<tr>
<td>% fi</td>
<td>70.0%</td>
</tr>
<tr>
<td>Experimental group</td>
<td>fi</td>
</tr>
<tr>
<td>% fi</td>
<td>47.4%</td>
</tr>
<tr>
<td>Post</td>
<td>fi</td>
</tr>
<tr>
<td>% fi</td>
<td>10.5%</td>
</tr>
</tbody>
</table>

![Fig. 2. Levels of Knowledge to Solve Pretest and Posttest Local Area Network Design Problems.](image)

### TABLE VIII. Levels in the Implementation of the Convergence of the Pretest and Posttest Network

<table>
<thead>
<tr>
<th>Implementation of network convergence</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bad</td>
</tr>
<tr>
<td>Control group</td>
<td>fi</td>
</tr>
<tr>
<td>% fi</td>
<td>80.0%</td>
</tr>
<tr>
<td>Post</td>
<td>fi</td>
</tr>
<tr>
<td>% fi</td>
<td>100.0%</td>
</tr>
<tr>
<td>Experimental group</td>
<td>fi</td>
</tr>
<tr>
<td>% fi</td>
<td>94.7%</td>
</tr>
<tr>
<td>Post</td>
<td>fi</td>
</tr>
<tr>
<td>% fi</td>
<td>31.6%</td>
</tr>
</tbody>
</table>

![Fig. 3. Levels in the Implementation of the Convergence of the Pretest and Posttest Network.](image)

D. Description of the Implementation Dimension of Network Administration

Table IX and Fig. 4 through the frequency bar diagram shows the pretest and posttest of dimension 3, in the control group in the pretest it is observed that 50% of the students are at a bad level, 45% at the regular level and 5% at the good level, then in the posttest it decreases slightly to 45% of students are at the bad level, 50% at the regular level and 5% at the good level, while the experimental group, in the pretest, found the 63.2% in bad level, 36.8% in regular level and in the...
posttest of the experimental group 10.5% of students in bad level, 36.8% in regular level and 47.4% in good level, have significant difference.

**TABLE IX. LEVELS IN THE ADMINISTRATION OF PRETEST AND POSTTEST NETWORKS**

<table>
<thead>
<tr>
<th>Network administration</th>
<th>Pre</th>
<th>Post</th>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td>10</td>
<td>9</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>% fi</td>
<td>50.0%</td>
<td>45.0%</td>
<td>5.0%</td>
<td>100.0</td>
</tr>
<tr>
<td>Post</td>
<td>9</td>
<td>10</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>% fi</td>
<td>45.0%</td>
<td>50.0%</td>
<td>5.0%</td>
<td>100.0</td>
</tr>
<tr>
<td>Experimental group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td>12</td>
<td>7</td>
<td>0</td>
<td>19</td>
</tr>
<tr>
<td>% fi</td>
<td>63.2%</td>
<td>36.8%</td>
<td>0.0%</td>
<td>100.0</td>
</tr>
<tr>
<td>Post</td>
<td>3</td>
<td>7</td>
<td>9</td>
<td>19</td>
</tr>
<tr>
<td>% fi</td>
<td>15.8%</td>
<td>36.8%</td>
<td>47.4%</td>
<td>100.0</td>
</tr>
</tbody>
</table>

![Fig. 4. Levels in Pretest and Posttest Network Administration.](image)

**E. Normality Test**

The Kolmogorov-Smirnov method was used to check if the results follow a normal distribution. To do this, the Kolmogorov-Smirnov method is used to choose the corresponding test, due to the sample size being equal to or greater than 30.

Accordingly, in Table X, the corresponding significance values are shown to be less than \( \alpha = 0.05 \); therefore, Ho is rejected, that is, the data do not follow a normal distribution. However, the 3rd is found. Posttest dimension with data record greater than \( \alpha = 0.05 \), but corresponds to the 6th part of the total of the three dimensions analyzed, as larger records with greater significance. Consequently, non-parametric tests will be applied for all inferential studies. Therefore, the Mann-Whitney U test will be used.

**F. General Hypothesis Testing**

Ho: Project-based learning does not positively and significantly impact on network and communications competences I, in Engineering students, Lima 2020.

Ha: Project-based learning has a positive and significant impact on network and communication competences I, in Engineering students, Lima 2020.

**TABLE X. RESULTS OF THE KINDNESS OF ADJUSTMENT TEST FOR THE VARIABLE NETWORK AND COMMUNICATIONS COMPETENCES I**

<table>
<thead>
<tr>
<th></th>
<th>Statistical</th>
<th>gl.</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest_D1_Knowledge</td>
<td>182</td>
<td>39</td>
<td>.002</td>
</tr>
<tr>
<td>Pretest_D2_Implementation</td>
<td>254</td>
<td>39</td>
<td>.000</td>
</tr>
<tr>
<td>Pretest_D3_Administracion</td>
<td>168</td>
<td>39</td>
<td>.007</td>
</tr>
<tr>
<td>Posttest_D1_Knowledge</td>
<td>152</td>
<td>39</td>
<td>.024</td>
</tr>
<tr>
<td>Posttest_D2_Implementation</td>
<td>282</td>
<td>39</td>
<td>.000</td>
</tr>
<tr>
<td>Posttest_D3_Administracion</td>
<td>140</td>
<td>39</td>
<td>.051</td>
</tr>
</tbody>
</table>

**TABLE XI. U MANN-WHITNEY TEST TO TEST THE GENERAL HYPOTHESIS**

<table>
<thead>
<tr>
<th>Statistical</th>
<th>Group</th>
<th>U test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n = 20)</td>
<td>Experimental (n = 19)</td>
</tr>
<tr>
<td>Pretest</td>
<td>U = 172.500</td>
<td>Average range: 20.88</td>
</tr>
<tr>
<td></td>
<td>Sum of ranges: 417.50</td>
<td>362.50</td>
</tr>
<tr>
<td>Posttest</td>
<td>U = 31.000</td>
<td>Average range: 12.05</td>
</tr>
<tr>
<td></td>
<td>Sum of ranges: 241.00</td>
<td>539.00</td>
</tr>
</tbody>
</table>

According to the result described in Table XI, the network and communications competencies variable I, the control and experimental groups in the posttest show the U-Mann-Whitney = 31.000 and Z = -4.488, evidence of p less than \( \alpha = 0.05 \); therefore Ho is rejected and Ha is accepted, thus concluding that the variable network and communications competences I of the experimental group shows a significant improvement with respect to the control group, affirming that project-based learning positively and significantly impacts on networking and communications competences I.

**G. Specific Hypothesis Test I**

Ho: Project-based learning does not positively and significantly impact knowledge to solve local area network design problems in Engineering students, Lima 2020.

Ha: Project-based learning positively and significantly impacts knowledge to solve local area network design problems in Engineering students, Lima 2020.

**TABLE XII. MANN-WHITNEY TEST U TO TEST SPECIFIC HYPOTHESIS I**

<table>
<thead>
<tr>
<th>Statistical</th>
<th>Group</th>
<th>U test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n = 20)</td>
<td>Experimental (n = 19)</td>
</tr>
<tr>
<td>Pretest</td>
<td>U = 183.500</td>
<td>Average range: 19.68</td>
</tr>
<tr>
<td></td>
<td>Sum of ranges: 393.50</td>
<td>386.50</td>
</tr>
<tr>
<td>Posttest</td>
<td>U = 23.000</td>
<td>Average range: 11.65</td>
</tr>
<tr>
<td></td>
<td>Sum of ranges: 233.00</td>
<td>547.00</td>
</tr>
</tbody>
</table>
According to the result described in Table XII, the knowledge dimension to solve local area network design problems, the control and experimental groups in the posttest show the U-Mann-Whitney = 23,000 and Z = -4.748, it is evident p lower at α = 0.05; therefore Ho is rejected and Ha is accepted.

H. Specific Hypothesis Test 2

Ho: Project-based learning does not positively and significantly impact the implementation of network convergence in Engineering students, Lima 2020.

Ha: Project-based learning has a positive and significant impact on the implementation of network convergence in engineering students, Lima 2020.

According to the result described in Table XIII, the implementation dimension of network convergence, the control and experimental groups in the posttest show the U-Mann-Whitney = 56,000 and Z = -3.975, with evidence of p less than α = 0.05; therefore Ho is rejected and Ha is accepted.

I. Specific Hypothesis Test 3

Ho: Project-based learning does not have a positive and significant impact on the administration of networks in Engineering students, Lima 2020.

Ha: Project-based learning positively and significantly impacts network administration in engineering students, Lima 2020.

According to the result described in Table XIV, the network administration dimension, the control and experimental groups in the posttest show the U-Mann-Whitney = 65,000 and Z = -3.533, with p-value less than α = 0.05; therefore Ho is rejected and Ha is accepted.

IV. DISCUSSION

Regarding the validation of the specific hypotheses, the statistical results obtained values of Z = -4.488 and p value of 0.000 (see Table XI), so that project-based learning positively and significantly impacts on network and communication competences I, in engineering students, Lima 2020, for which the results obtained in the post-test, it was determined that the number of students who are at the regular and good level both are approximately 80% of the total population of the experimental group (see Table VI), verifying that the use of the programmed designed project-based learning to improve the learning competences of the communication networks I course, improved the understanding of it in all its dimensions thus confirming the importance of using the project-based learning methodology [27].

Regarding the validation of the specific hypotheses, the analysis by dimensions was carried out, in which dimension 1 consists of 8 questions, dimension 2 consists of 3 questions and dimension 3 consists of 9 questions, totaling 20 questions. For the confirmation of the specific hypothesis 1; obtained values of Z = -4.748 and p value of 0.000 in the posttest of the experimental group compared to a Z = -3.975, at the percentage level it is observed that in the pretest in the bad level they were 47.4% of students and in the post-test the percentage dropped to 10.5% of students, thus it is also observed that in the case of the regular level in the pretest, 52.6% of students are observed and in the posttest the percentage dropped to 42.

To validate the specific hypothesis 2; values of Z = -4.488 and p value of 0.000 in the posttest there are initially no differences and then when obtaining a Z = -3.975 and a p value = 0.000 in the posttest , finding significant differences between the control group and the experimental group, as well as at the percentage level, it is observed that in the pretest the bad level was 94.7% of students and in the posttest the percentage fell to 31.6% of students, it is also observed that in the case of the regular level in the pretest, 5.3% of students are observed and in the posttest the percentage increased to 15.8% of students and finally in the experimental group, a significant growth percentage at the good level, being initially 0.0% to 52.6% in the posttest in the pretest.

To confirm the specific hypothesis 3; values of Z = -3.533 and p value of 0.000 were obtained in the posttest of the experimental group compared to a Z = -3.533 and p value of 0.557 of the control group, as well as percentage results were obtained in order to observe the changes between the pretest and posttest of the control group as well as the experimental group, in which it is observed that in the pretest in the bad level were 63.2% of students and in the posttest the percentage fell to 15.8% of students, Thus, it is also observed that in the case of the pretest, 38.8% of students were observed and in the posttest, the percentage was maintained at

---

TABLE XIII. MANN-WHITNEY TEST U TO TEST SPECIFIC HYPOTHESIS 2

<table>
<thead>
<tr>
<th>Statistical</th>
<th>Group</th>
<th>U test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n = 20)</td>
<td>Experimental (n = 19)</td>
<td>Mann-Whitney</td>
</tr>
<tr>
<td>Pretest</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>185,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average range</td>
<td>19.75</td>
<td>20.26</td>
<td>Z = -.154</td>
</tr>
<tr>
<td>Sum of ranges</td>
<td>395.00</td>
<td>385.00</td>
<td>p = .878</td>
</tr>
<tr>
<td>Posttest</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>56,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average range</td>
<td>13.30</td>
<td>27.05</td>
<td>Z = -3.975</td>
</tr>
<tr>
<td>Sum of ranges</td>
<td>266.00</td>
<td>514.00</td>
<td>p = .000</td>
</tr>
</tbody>
</table>

TABLE XIV. MANN-WHITNEY TEST U TO TEST SPECIFIC HYPOTHESIS 3

<table>
<thead>
<tr>
<th>Statistical</th>
<th>Group</th>
<th>U test</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control (n = 20)</td>
<td>Experimental (n = 19)</td>
<td>Mann-Whitney</td>
</tr>
<tr>
<td>Pretest</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>169,500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average range</td>
<td>21.03</td>
<td>18.92</td>
<td>Z = -.588</td>
</tr>
<tr>
<td>Sum of ranges</td>
<td>420.50</td>
<td>359.50</td>
<td>p = .557</td>
</tr>
<tr>
<td>Posttest</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U</td>
<td>65,500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average range</td>
<td>13.78</td>
<td>26.55</td>
<td>Z = -3.533</td>
</tr>
<tr>
<td>Sum of ranges</td>
<td>275.50</td>
<td>504.50</td>
<td>p = .000</td>
</tr>
</tbody>
</table>
36.8% of students, and finally, in the experimental group, a percentage of significant growth in the good level, being initially 0 in the pretest, 0% to 47.4% in the posttest. Thus, according to the statistical results found in specific hypothesis 3, project-based learning positively and significantly impacts network administration in engineering students, Lima (see Fig. 4).

V. CONCLUSIONS

We showed that project-based learning caused a positive and significant impact on the dependent variable network and communication competences I, in engineering students, Lima 2020, because the significance level was obtained Sig. = 0.000 less than α = 0.05 (p < α) and Z = -4.488, indicating that the proposed model is appropriate.

It was verified that project-based learning caused a positive and significant impact on the knowledge dimension to solve local area network design problems in engineering students, Lima 2020, due to the fact that it reached the significance level Sig. = 0.000 less than α = 0.05 (p < α) and Z = -4.748, demonstrating that the proposed model is acceptable.

Project-based learning was found to have a positive and significant impact on the implementation dimension of network convergence in engineering students, Lima 2020, because the level of significance Sig. = 0.000 is less than α = 0.05 (p < α) and Z = -3.975, indicating that the proposed model is appropriate.

Project-based learning was shown to have a positive and significant impact on the dimension of network administration in Engineering students, Lima 2020, because the level of significance Sig. = 0.000 is less than α = 0.05 (p < α) and Z = -3.533 of the experimental group in the posttest calculation, confirming that the proposed model is valid.

VI. RECOMMENDATIONS

It is recommended to both public and private universities to implement the use of the project-based learning program to improve competences in the course of networks and communications, in order to use it as a model for their best student performance in classes, as well as motivate them in the investigations of all professional academic activities permanently in order to contribute to individual and team-student-teacher-university improvement so that they can interpret, design, plan and implement various solutions to the same problem, both personally, family, social and professionally.

We also suggest to train the teachers of the networks and communications course to learn the project-based learning methodology, to use it as a reference model for class sessions, since activities structured by a sequence of phases are developed to carry out prototype professional projects, managing to generate better research among teachers, thus improving the levels of competences for the knowledge dimension to solve local area network design problems.

It is recommended to develop the implementation dimension of network convergence, through the project-based learning program, in order to improve your competences to successfully face the new challenges of emerging technological trends. Finally, it is recommended to learn the network administration dimension through project-based learning, in order to improve technological organizations, closing the gap in the job sector.
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Artificial Intelligent Techniques for Palm Date Varieties Classification
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Abstract—The demand on high quality palm dates is increasing due to its energy value and nutrient content, which are of great importance in human diet. To meet consumer and market standards with large-scale production, in Oman as among the top date producer, an inline classification system is of great importance. This paper addresses the potentiality of using Machine-Learning (ML) techniques in classifying automatically, without any physical measurement, the six most popular date fruit varieties in Oman. The effect of color, shape, size, and texture features and the critical parameters of the classifiers on the classification efficiency has been endeavored. Three different ML techniques have been used for automatic classification and qualitative comparison: (i) Artificial Neural Networks (ANN), (ii) Support Vector Machine (SVM), and (iii) K-Nearest Neighbor (KNN). Based on the merge of color, shape and size features contributes to achieve the highest accuracy. Experimental results show that the ANN classifier outperforms both SVM and KNN with the highest classification accuracy of 99.2%. This developed vision system in this paper can be successfully integrated in the packaging date factories.

Keywords—Palm date; feature extraction; machine learning; computer vision

I. INTRODUCTION

The great energy and the content of nutrients present in the date fruits are the reasons behind the great importance of them in human diet. Referring to Food Agricultural Organization (FAO), the largest date producer countries in the world are located in the Middle East and North Africa. Oman produces about 260-270 Million-ton and ranks among the largest dates producing countries in the world [1-2]. However, only around 7000 tons of date fruits is reported under export [3]. This low output could be related to the required higher international export standards such as color, size, softness, freshness, etc. In order to diversify the sources of income, Oman has considered palm dates as a priority to its economy. It encouraged to plant palm dates that reached more than 250 varieties. Texture, size, shape and color are the main used features to differentiate between varieties [4-6]. Khlas, Fardh, Khunaizi, Qash, Naghal, and Maan are known as the six most popular date fruit varieties in Oman. The sweetest variety is Khunaizi and the delicious variety is Khlas [2]. In date’s industries, the classification of dates into diverse classes is an essential task. Using intelligent computerized systems this classification task can be automated to produce an accurate and fast classification of date’s varieties compared to traditional way. Therefore, the related industries are improving their products in quality and quantity [7, 8].

This paper aims to propose a computerized vision system that automatically classifies date’s varieties based on image processing techniques combined with Artificial Intelligence algorithms. Traditionally, palm date’s classification is performed based on grade [9]. Starting from 2012, computer vision and pattern recognition have been introduced for automatic date’s fruits classification. The authors have tested seven categories of dates and fifteen features have been extracted. To compare the results, they used multiple classifiers such as Neural Networks (NN), Linear Discriminant Analysis (LDA) and Nearest Neighbor [10]. A sorting system based on ANN was presented in the context of date fruits in 2012. Two neural networks models have been used. The first model is using a multi-layer perceptron (MLP), the second model is using Radial Basis Function (RBF) networks with a backpropagation learning algorithm. The performance accuracy of 87.5% and 91.1% have been achieved using MLP and RBF, respectively [11]. An automatic system for classification, which uses different images of dates, is used to classify different types of dates [12, 13]. In this work, different features are extracted from the images of the dates such as the shape, texture, and the color. Fisher discrimination Ratio (FDR) has been used to reduce the dimension of features vector where SVM was used as a classifier [12, 13]. For date’s classification relying on hardness, a system equipped with a monochrome camera was presented in 2016. This study used histogram and texture features in their system and LDA and ANN were implemented as classifiers [14-16]. In 2018, an automated system that identifies different date fruit maturity status and classifies their categories is developed. Color, size and skin texture features are extracted. The system counts the number of dates, classifies them into different classes and identifies the defects [17].

Our aim is to classify automatically, without any physical measurement, the top six date palm varieties in Oman. We will work to extract color, shape, size, and texture features of various date images. Artificial Neural Network (ANN), Support Vector Machine (SVM), and K-Nearest Neighbor (KNN) classifiers are proposed and comparative performance analysis are conducted.

This paper is organized as follows: Section II describes the materials and methods. Experimental results and discussions are given in Section III. Section IV concludes the paper.
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II. MATERIALS AND METHODS

The proposed and developed system flowchart is given in Fig. 1. First, a dataset of colored images of dates must be achieved, where each image contains only a single date. To prepare the images free of noisy segmented pixels, different operations such as segmentation and mathematical morphological are then applied. Then different features are extracted from these segments. In the training phase, to address the importance of each feature, different classifiers are trained. Then the classifiers are trained again with a combination of two or more features together. Based on the achieved results in each training process. The most effective features have been determined and used to update the learning parameters of the classifiers. In the testing phase, new and unseen data are presented to the classifiers for testing.

A. Samples Collection

The most valuable and common dates in Oman such as Khalas, Fardh, Khunaizi, Qash, Naghal and Maan have been used in this study as shown in Fig. 2. AL-Dhahirah Governorate is the main source for the collected samples. The dataset comprises six types, 100 samples for each class.

B. Image Acquisition System

RGB color camera, fluorescent lights and, EOS 1100D, Canon, Taiwan, resolution of $4272 \times 2848$ pixel Personal computer have been used in the developed system [18, 19] are. For background, a white paper with A4 size is used. Each date is 15 cm away from the used camera and is manually placed. The mode of self-timer embedded in the camera helps to take images for each sample. To reduce expected noise, more images have been take.

C. Preprocessing and Segmentation

MATLAB Toolbox (Version R2014a, The Mathworks Inc., Natick, MA, USA) helped to develop algorithms to accomplish different operations on the acquired images. The procedure for image processing is illustrated in Fig. 3. For simple and prompt processing, the image samples are resized. After that, grayscale images are obtained by the conversion of the colored images meanwhile another samples of colored images are maintained for more processes. The foreground and background regions of the images are separated from the grayscale images based on Otsu's method [20] and then followed by morphological operations.

D. Extraction of Features

The identification of the effective features is considered as the most challenging process of classification of dates. The most vital features that can be used for date’s classification are colors features, size-shape features, and skin texture features as depicted in Fig. 4.

1) Color features: Since the color feature is the most important feature dates varieties that provide the remarkable information for the classification of dates. At the starting, the channels of Red, Green, and Blue are separated from the cropped RGB images. Then, the mean and the standard deviation were calculated from each channel. However, the minimum, maximum and mean intensities are determined from the gray images. The pixel that has the smallest intensity and the pixel that has the biggest intensity represent the minimum and maximum intensity, respectively. The mean intensity is represented by the mean values of all pixels [10].

2) Shape and size features: In addition to the color feature, the size and shape are important features for the classification of the dates. These features enhance the classification accuracy. Different features of the shape and size can be achieved from the segmented images such as Area, Major axis length, Minor axis length, Ellipse eccentricity, solidity and perimeter (see Fig. 5). Equation 1 is used to calculate the Eccentricity and Equation 2 computes the Solidity [7, 10, 21].

\[
e = \frac{c}{a} = \sqrt{\frac{a^2 - b^2}{a}}
\]

\[
Solidity = \frac{Area}{Convex Area}
\]

3) Texture features: Skin texture can be used to separate some sort of palm dates. Therefore, it is essential to consider dates texture as features. Statistical texture features can be calculated by the Gray Level Co-occurrence Matrix (GLCM) method [22]. GLCM indicates how often the particular gray level pixel pair $(i, j)$ with a distance $l$ and relative orientation $\theta$ has applied in a given matrix and is represented by $G_{ij}(l, \theta)$.

![Image 1](https://example.com/image1.png)

Fig. 1. System Flowchart.

![Image 2](https://example.com/image2.png)

Fig. 2. Samples of the Date’s Dataset used.
Fig. 3. Segmentation Steps Applied to the Date Samples.

Fig. 4. Categorization of Date’s Features.

Fig. 5. Major Axis, Minor Axis and Eccentricity Parameters of the Ellipse.

The 4 directions are the orientations of \( \theta \) in 0\(^\circ\), 45\(^\circ\), 90\(^\circ\) and 135\(^\circ\). GLCM is a function of distance \( d \) and at different angles. Only one single direction of \( \theta = 0^\circ \) is considered in our work leading to four features. The corresponding GLCM is given by:

\[
G_{\varphi_{ij}}(i,j) = \begin{cases} 
(q,r),(m,n) \in D \\
q - m = 0, |r - n| = l \\
f(q,r) = i, f(m,n) = j
\end{cases}
\]

The value of the intensity in \((m \times n)\) images is determined by the function \( f(q,r) \). Assuming that \( p_{\varphi_{ij}}(i,j) \) is the GLCM of an image \( I(q,r) \) within the region \( I_B \) for an offset vector \( \vec{O} \) showing co-occurrence count of intensity pair \((i,j)\) the four features are defined as:

\[ a) \text{Contrast represents the sudden change in value of intensity in a given image contrast between a pixel and its neighbor over the whole image.} \]
\[ C = \sum_{i=1}^{N_c} \sum_{j=1}^{N_c} (i - j)^2 P_{\varphi_{ij}}(i,j) \]  

\[ b) \text{Energy (E) is the sum of squared elements in GLCM and is given by equation 5.} \]
\[ E = \sum_{i=1}^{N_c} \sum_{j=1}^{N_c} P_{\varphi_{ij}}(i,j)^2 \]  

\[ c) \text{Correlation is the measure of the similarity (S) and is given by equation 6.} \]
\[ S = \sum_{i=1}^{N_c} \sum_{j=1}^{N_c} \frac{P_{\varphi_{ij}}(i,j)(i - \mu_i)(j - \mu_j)}{\sigma_i \sigma_j} \]  

\[ d) \text{Homogeneity (H) is the closeness measure and is given by equation 7.} \]
\[ H = \sum_{i=1}^{N_c} \sum_{j=1}^{N_c} \frac{P_{\varphi_{ij}}(i,j)}{1 + |i-j|} \]  

Where, \( N_c \) is the number of distinct gray levels and \( P(i,j) \) represents the \((i,j)\)th entry in the GLCM. The means in the raw and the column directions are \( \mu_i \) and \( \mu_j \), respectively. The standard deviations in the raw and the column directions are \( \sigma_i \) and \( \sigma_j \), respectively.

Only one single direction of \( \theta = 0^\circ \) is considered in our work leading to four features.

### III. EXPERIMENTAL RESULTS AND DISCUSSION

#### A. Setup of the Artificial Neural Network

In this work, feed-forward (two layers) neural networks trained with Levenberg-Marquardt backpropagation algorithm. The function of tanh and logsig in used as an activation function in the hidden neurons and the function of softmax is used in the output neurons [22]. Four hundreds and eight images from the collected samples are used for the neural network training, and seventy-two images are used for the network validation while one hundred and twenty images are used for the network testing. Different neural network
architectures in terms of different numbers of neurons per each hidden layer are trained with different numbers of features to achieve the most remarkable architecture and the most valuable features. The training process has been repeated for thirty times and the results have been averaged for the sake of reliability.

Fig. 6 and 7 show the plots of the accuracies of the ANN classifier using different features vs. number of hidden neurons for logsig and tansig activation functions respectively. It is clear that as the number of hidden neurons increases from 1 to 3, the increase in the accuracy is very clear. It is noticed that, when the number of used neurons in the range between four and ten, the improvement in the classification accuracy is subtle.

In addition, the classification accuracy based on the four texture features was low compared with the other features. The performance obtained were 36.08% and 53.72% when the function of logsig is used. However, the performance obtained were 35.36% and 54.36% when the function of tansig is used. It concludes that the texture feature cannot contribute thoroughly in the classification process of the dates. While, the color and shape features can participate to a high extent in the classification of the dates. The achieved performance accuracy using the features of the color and shape was in the range of 58.03% to 80.06% and from 62.58% to 79.67% for using both of logsig function and of tansig function, respectively. As shown in Fig. 6 and Fig. 7, the contribution of both color and shape are comparable. The classification accuracy using shape accuracy is in the range of 65.88% to 81.11% for using logsig function and in the range of 63.67% to 81.19% for using tansig function. There was an improvement in the classification process when all features are used together. The accuracy was 96.22% for using of logsig function and 96.21% for using tansig function. However, there was an improvement in the accuracy (97% and 97.26%) when the texture features were excluded and only color and shape features were used. In our research work, a remarkable performance accuracy of 97.26% was achieved, using a hidden layer that includes seven-neurons and the tansig function as used as depicted in Table I. In case of using logsig function and nine neurons in the hidden layer, a higher accuracy was obtained.

B. Setup of the Support Vector Machine

In this approach, the training subset is portioned to 10 parts. Nine portions in each iteration is used for the training process, and one portion only is used in the validation process. The rest of the dataset (20%) are used in the testing process. The optimal value of the kernel scale of Radial Basis Function, RBF, was set automatically but the Super Vector Machine, SVM, optimization parameter “C” changed for five different values in the range [1e-1, 1e-3].

The achieved results that represent the relation between accuracy of different features and the box constraint parameter C is illustrated in Fig. 8. It is clear from the achieved results that the performance of SVM and ANN are similar. Again, the achieved performance in terms of the features of texture were the smallest, in the ranges of 47.06% to 57.14%.

However, the combination of color and shape-size features reaches the highest accuracy of 97.1386% when the box constraint is 10. When the box constraint increases more than 10, the accuracy of different features either decreases or increases with very small amounts. When all features are used, the accuracy was reduced little bit as compared to color and shape-size combination which shows that texture feature can be ignored.

Fig. 6. Plots of the Accuracies of the ANN Classifier using different Features vs Number of Hidden Neurons (Logsig-Softmax).

Fig. 7. Plots of the Accuracies of the ANN Classifier using different Features vs Number of Hidden Neurons (Tansig-Softmax).

| TABLE I | THE HIGHEST ACHIEVED PERFORMANCES (%) OF THE CLASSIFIERS ARE GIVEN BY THEIR CONFUSION MATRIX USING COLOUR AND SHAPE-SIZE FEATURES |
| --- | --- | --- | --- | --- | --- |
| Classifier Class | ANN-logsig | ANN-tansig | SVM | KNN |
| Khalas | 100 | 100 | 100 | 100 | 100 | 100 |
| Fardh | 90.5 | 90.5 | 100 | 100 | 100 | 91.3 | 95.2 | 90.9 |
| Khunaizi | 95.2 | 90.9 | 100 | 95.5 | 90.5 | 95 | 90.5 | 90.5 |
| Qash | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| Naghal | 100 | 100 | 94.7 | 100 | 94.7 | 100 | 94.7 | 100 |
| Maan | 100 | 100 | 100 | 100 | 100 | 100 | 93.8 | 100 |
| Average | 97.62 | 96.9 | 99.12 | 99.25 | 97.53 | 97.72 | 95.7 | 96.18 |
| Accuracy | 97.5 | 99.2 | 97.5 | 95.8 |
C. Setup of the K-Nearest Neighbor Classifier

The most basic data classification and pattern recognition classifier is the K-Nearest Neighbor, KNN [23]. In this approach, even though selecting the value of the constant K and distance metric is critical, this process does not need tuning many parameters, its efficiency is high. This is the highly recommended advantage of using KNN in object classification. As illustrated in Fig. 9, the lowest performance was achieved using KNN when we compared the obtained results with that of both ANN and SVM. The obtained performance was 53.33% when the texture features were used and K was seven. It was found that the value of K affects the performance in the case of using both color and shape-size features. When k=10, the performance was 70% when the color features were used while the achieved performance was 82.5% when the shape-sized features were used. The performance improved when both features were mixed together, color and shape-sized, and the value of K was five only.

D. Classifiers Performance using Confusion Matrix

Confusion matrix has been used as a metric to measure the performance of different classification algorithms. It evaluates the accuracy of the networks classification system for training, validation and testing dataset. The column indicating the desired output represents the target class. The class of the output is in the rows of the matrix indicating the output of the system. The results of ANN confusion matrix for the features of both color and shape-size features when the function tansig and logsig are used in the hidden neurons respectively as shown in Fig. 10 and Fig. 11. Table I summarizes the highest achieved performances (%) of the classifiers (ANN with tansig hidden neurons, SVM, KNN with K=5) using color and shape-size features. We see clearly that when the function of tansig is used the neurons activation function in ANN, the performance of ANN is perfect (recall of 100). When C=10, SVM performance is less than the performance achieved using ANN. It could classify 4 out of 6 classes perfectly (recall of 100%).

At the recall of 90.5% and 94.7%, Khunaizi and Naghal are classified. SVM with a precision of 100% managed to classify Khalas, Qash, Naghal, and Maan. However, with a precision of 91.3% and 95%, respectively Fardh and Khunaizi are classified. The lowest performance is given by KNN. Two classes are only classified perfectly (recall of 100%). At a recall with the range of 90.5% to 95.2%, the rest of the classes are classified.

E. Time Complexity Analysis

As shown in Table II, the testing time (seconds) of different classifiers are presented. It is found that the time used for classification for both ANN and SVM is almost the same. ANN with tan-sigmoid hidden neurons was able to classify the testing samples in about 0.92 seconds/sample, which is considered as the lowest classification time in this paper. Logsig neural network and tansig neural network reach the highest accuracy in very close time. From Table II, we can judge that the times taken by both classifiers (ANN and SVM) are comparable. However, simulation results show that SVM takes much more time to achieve the classification. The KNN classifier achieves the highest classification time of 2.56 seconds/sample (i.e. the slowest algorithm) since it needs to calculate the distance from each testing sample to all the training samples when a classification is required.
TABLE II. PROCESSING TIME OF DIFFERENT CLASSIFIERS FOR THE BEST ACHIEVED ACCURACY

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Time (sec/sample)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN-logsig</td>
<td>0.939</td>
</tr>
<tr>
<td>ANN-tansig</td>
<td>0.917</td>
</tr>
<tr>
<td>SVM</td>
<td>0.997</td>
</tr>
<tr>
<td>KNN</td>
<td>2.56</td>
</tr>
</tbody>
</table>

Even though there is an increase in the achieved performance when a combination of features is used in the classification process, 19 features, as shown in Fig. 6 to 9, the computational overhead will be increased. Using the irrelevant date’s features leads to the expletive of dimensionality and decreases the performance of the classification system as shown in Fig. 6 to 9, where the performance of the system in terms of classification accuracy is decreased after including texture features (19 features). By choosing an appropriate feature dimension (15 features as a combination of color features with shape features), balanced performance is achieved.

IV. CONCLUSION

The potential of CV systems (combination between color image processing and Machine-Learning techniques) in classifying automatically date fruit varieties in Oman has been investigated. Three ML techniques (ANN, SVM, and KNN) have been used and compared to each other in achieving the classification tasks. Intensive experiments and qualitative comparison are conducted among the developed approaches. Based on the combination of both color and shape-sized features give the highest performance accuracy in all approaches. This implies that date fruits have significant differences in colors and shape-size rather than textures. Meanwhile, the former combination represents an optimum solution of maximum accuracy with less number of features as well as better processing time is achieved. The highest classification accuracy obtained by ANN, SVM, and KNN classifiers are 97.2581%, 97.1386%, and 95.83%, respectively. Thus, CV systems can be effectively used to classify date fruits and hence could be successfully used as an automatic date separator in the packaging date factories.
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Computational Analysis of Arabic Cursive Steganography using Complex Edge Detection Techniques
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Abstract—Arabic language contains a multiple set of features which complete the process of embedding and extracting text from the compressed image. In specific, the Arabic language covers numerous textual styles and shapes of the Arabic letter. This paper investigated Arabic cursive steganography using complex edge detection techniques via compressed image, which comprises several characteristics (short, medium and Long sentence) as per the research interest. Sample of images from the Berkeley Segmentation Database (BSD) was utilized and compressed with a diverse number of bits per pixel through Least Significant Bit (LSB) technology. The method presented in this paper was evaluated based on five complex edge detectors (Roberts, Prewitt, Sobel, LoG, and Canny) via MATLAB. Canny edge detector has been demonstrated to be the most excellent solution when it is vital to perform superior edge discovery over the organization through changing over the plaintext to shroud the data and send them to the sender. Steganography is a method used to shroud the data and send them to the sender with changed over an arrangement to secure the data [1]. Another method provides high security to the data is the cryptography. It keeps data over the organization through changing over the plaintext into figure text. A few kinds of cryptography are utilized which are symmetric, topsy-turvy, and hashing. Cryptography calculation utilizes a similar key for encryption and unscrambling measures is called symmetric cryptography, while unbalanced cryptography utilizes various keys for encryption and decoding.

The transmission of a huge amount of information over the channel in a communications network involves high protection to secure the information. Consequently, steganography has a crucial function in communication to encapsulate such data throughout the edge and cover of an image. Steganography is practised by using those wishing to deliver a mystery message or code through the image. While many valid methods make use of the steganography, such malware builders have additionally been located to use steganography to obscure the transmission of malicious code. Steganographic methods categorized into two classes: transform domain names and spatial methods [2]. Virtual Image for Steganography is one frequently [3]; which required two documents: The message to be embedded into the images for secretly hidden [4]. Steganography based data protection is crucial for confidential facts transfer. There are 3 fundamental requirements within the subject of digital steganography, each significant of mystery information is represented by the way of 8 bits and those bits are embedded inside the edge of the photo once creating the arithmetic processes on it. The first fundamental condition is capacity, which depends on the number of secret bits to be embedded in each cover pixel. The second constraint is robustness that avoids hidden information from attack. The third obligation is imperceptibility, typically intended by peak signal to noise ratio (SNR). Thus, Steganography technology is truly important in terms of information destiny of internet protection and privacy on open systems inclusive of the network which considered respectable when the faintness is high during secret data transmission while needing communication robustness [5]. Most of the existing methods using the Least Significant Bit (LSB) due to the redundant bits on the cover of the images embeds in the spatial area of the image with less effective in which it occurring clear misrepresentation [6,7].

I. INTRODUCTION

Protected of correspondence information between two nodes through a communication system ought to be secured from attack, consequently, numerous ways are utilized for that reason. Data covering up is utilized for forestalling an interloper to recognize them. Steganography is a method used to shuffle the data and send them to the sender with changed over an arrangement to secure the data [1]. One more method provides high security to the data is the cryptography. It keeps data over the organization through changing over the plaintext into figure text. A few kinds of cryptography are utilized which are symmetric, topsy-turvy, and hashing. Cryptography calculation utilizes a similar key for encryption and unscrambling measures is called symmetric cryptography, while unbalanced cryptography utilizes various keys for encryption and decoding.

II. BACKGROUND OF STEGANOGRAPHY

As stated formerly, photographs are taken into consideration because of the maximum famous record formats used in steganography. They are acknowledged for constituting a non-causal medium, because of the possibility to get entry to any pixel of the photograph at random. Further, the hidden data should continue to be invisible to the attention. Fig. 1 represents the general data protection scheme Classification tree.

Steganography is another way of having messages secured during data communication. The end goal of steganography and cryptography is the same but they have different methods. Steganography does not change data or message format and keeps its actual data present while cryptography keeps the data secret by converting it into an unreadable form. The drawback...
of the cryptographic approach lies in the existence of original data as the original data was encrypted. Steganography techniques, therefore, provide additive protection to cryptographic techniques. This offers an additional layer of protection for the message during data communication, with the combination of both.

![Classification Tree of Security Systems][1]

### III. STEGANOGRAPHY FEATURES

#### A. Why Steganography is Important?

Nowadays, Steganography can be utilized to cover up hidden information interior to other files so that the parties expecting to induce the message indeed knows a mystery message exists. steganography gets to be the foremost basic approach utilized to secure the information. The word steganography implies, hide the secret information just like e-content or advanced arrange. It points to conceal the mystery information eventually between two parties and make it not visual to the third party and without any doubts around the existing of any covered up data. There are a few sorts of steganography have been isolated into two mediums, which are advanced steganography and normal dialect steganography. Computerized steganography is the craftsmanship that bargains with the computerized medium, for illustration, picture, video, and sound, whereas characteristic dialect steganography bargains with the content records. Indeed even though computerized steganography has the most considerations by the analysts, in any case, the content is the foremost basic information that has to be secured since most of the documentation will be within the content such as sending basic data or doling out pressing appointments [9,10]. Also, steganography in the natural language is divided into two groups, which are linguistic steganography and steganographic text. Linguistic steganography is about the text (a secret message) concealed in a text medium [8]. In the meantime, auto-steganography adjusts the document format or a specific character, without altering the context of the sentences [11, 12].

Hiding the data involves certain strategies using the natural language steganography. The sort has its techniques which are, word-rule-based and feature-based techniques used by the researchers in text steganography [13]. Meanwhile, linguistic steganography uses five techniques, such as synonymous substitution, syntactic substitution, semantic substitution, PCFG, and hybrid technique.

#### B. Steganography Features based Technique

So far, numbers of image steganography methods have been implemented, the simplest approach implemented is the LSB substitution technique. The least important bits of the picture pixel are used in this technique for embedding hidden message bits [14,15].

The feature-based approach works, for example, with the shape or style of the text, by modifying the size or type of font. This strategy will make readers believe that no improvements are made in Text so that the reader cannot notice the hidden message embedded in the cover [16].

### IV. EMBEDDING AND EXTRACTION TECHNIQUES

A Steganography embedding and extraction technique refer to all items with redundancy in the data. People frequently transfer digital images through email and other Internet communication and JPEG is one of the most popular image formats. Also, steganography systems seem more appropriate for the JPEG format because the systems run in a transformed space and are not affected by visual attacks [8].

An image's edge representation greatly decreases the amount of data to be processed, but it preserves important knowledge about the shapes of the objects in the picture. This description of an image is easily implemented in a large number of object recognition algorithms used in computer vision along with other applications for image processing. The edge detection technique's main property is its ability to determine the exact edge line with reasonable orientation, as well as more literature on edge detection has been available in the last three decades. On the other hand, the efficiency of the edge detection techniques is not yet measured by any typical performance index. The efficiency of an edge detection technique is often judged individually and independently based on its application. The literature includes several edge detection techniques for image segmentation. This section looks at the most widely used discontinuity-based edge detection techniques. These are Roberts edge detection methods, Sobel Edge detection, Prewitt edge detection, Kirsh edge detection, Robinson edge detection, Marr-Hildreth edge detection, LoG edge detection and Canny Edge detection [17].

#### A. Roberts Edge Detection

Lawrence Roberts (1965) implements Roberts Edge Detection. It performs a simple, easy to calculate, 2-D measurement of the spatial gradient on an image. This approach emphasizes high-frequency regions that often correspond to edges. The operator input is a grayscale image the same as the output is the most common use for this technique, pixel values at each point in the output reflect the approximate complete magnitude of the input image's spatial gradient at that point [18]. The Roberts Edge filter is used to detect edges that are based on sequentially applying a horizontal and vertical filter as shown in table A and B. Both filters refer to the image and are summed up to create the final picture.
A. Horizontal Filter  
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

B. Vertical Filter  
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

B. Prewitt Edge Detection

Prewitt in (1970) proposed by Rafael C for edge detection technique. It was found that as a correct way to estimate the magnitude and orientation of the edge. Although different gradient edge detection requires a time-consuming calculation to estimate the direction from the magnitudes in the x and y directions, the compass edge detection obtains the direction directly from the kernel with a high grade of reacting. This gradient-based edge detector is estimated for eight directions in the 3x3 area. All 8 convolution masks are calculated. A complication mask is then selected, i.e. for the largest module [19].

C. Sobel Edge Detection

The Sobel method introduced by Rafael C (1970) for the segmentation of the image finds the edges using the Sobel approximation to the derivative. It precedes the edges at the points where the gradient is the highest. The Sobel technique performs a 2-D spatial gradient quantity on the image, thus highlighting regions with a high spatial frequency corresponding to the edges. In general, it is used to find the estimated absolute gradient magnitude for each gradient [18].

D. LoG Edge Detection

The Laplacian of Gaussian (LoG) was introduced by Marr (1982) for edge detection. Laplacian filters are derivative filters that are used to detect areas of rapid change (edges) in images as shown at equation (1) for the relation of the second derivative of image \( f(x,y) \) [20].

\[
\nabla^2 f = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2}
\]

Since the derivative filters are very sensitive to noise, it is common to smooth the image using a Gaussian filter before applying the Laplacian filter. Subsequently, the operator of Laplace can detect both edges and noise (isolated, out-of-range), it may be desirable first to smooth the image with a Gaussian kernel of width.

E. Canny Edge Detection

The Canny edge detector is an operator of the edge detection, using a multi-stage algorithm to detect a wide range of edges in images. It was founded in 1986, by John F. Canny. Canny also developed a computational edge detection theory which explains why the technique works. In industry one of the popular edge detection techniques is the Canny edge detection technique. It was first created by John Canny for his Master's thesis at MIT in 1983, and it still outperforms many of the newer algorithms that have been developed. To find the edges by separating the noise from the image before finding the edges of the image, Canny is a very important method [17].

V. A PROPOSED METHOD FOR EMBEDDING AND EXTRACTION STEGANOGRAPHY

The proposed method of image steganography intends to improve/increase the cover image's hiding capacity. The suggested approach uses the inclusion of the edge region in the cover picture to add more hidden information than embedding it into the non-edge region. The method of embedding and extraction in the proposed work is Widespread introduced in two steps. Transmitter and receiver with high secure user name and password. Fig. 2 shows the steps of embedded and extracted Arabic text steganography.

An important aspect of the techniques used in this thesis is that it used to embed a text in colour images. Fig. 2 shows the button to select an algorithm to be considered from six types (Log, Robert, Prewitt, Canny, Demirel, and Sobel) to perform the proposed method. The user has an option to choose only one algorithm to embed the text as shown in Fig. 2.

The method of modification of the Least Significant Bit (LSB) is used very effectively in the Image Steganography technique. To enhance its wide-ranging application, this research paper proposes that, as a first step, this method can also be applied to images that have undergone edge detection techniques the reason why the edge detected image is different from the original image so that any edge detection changes can be made.

![Fig. 2. State Transition Diagram of Proposed Steganography.](image-url)
A. The Unicode Standard

Unicode is a universal standard that was adopted for the production, encoding, and handling of digital texts represented in most of the writing systems in the world from 1987 until now [21]. The Unicode standard, in other words, is an encoding scheme designed to facilitate the worldwide display, processing and exchange of texts with different languages and technical discipline.

B. Arabic Text Hiding Criteria

When programmers build a text hiding algorithm there are many things to remember. In recently implemented algorithms, however, the fundamental requirements can be easily found: invisibility, embedding power, robustness, and security [22]. For an active or passive warden, respectively, the contact medium through which the stego-image is being transmitted can be noisy or noiseless.

C. Arabic Text Embedding and Extraction

The information stream of image format (MPEG, JPG and SVG) were mostly made out of head data, image encoded information on vector stream utilizing movement remuneration forecast method with a least significant bit (LSB) created movement vector information stream. The design-based strategies include changing a few highlights of the spread content of text embedding, for example, text dimension, style, shading, and so forth that could be modified to cover mystery image. In the extraction process, the inverse method should be applied to extract the data we less time according to the image format and capacity.

D. Algorithm Selection

A significant part of the procedures utilized in this theory is that it used to insert a book in shading pictures. Fig. 2 shows the catch to choose calculation to be considered from six sorts (Robert, Prewitt, Canny, Log, and Sobel) to play out the proposed technique. The client has an alternative to pick just a single calculation to install the content as appeared in Fig. 2.

VI. RESULTS AND DISCUSSION

The research proposed is designing robust algorithms to perform the Results:

Increase robustness by embedding random bit in the edge of the image, employing value shift technique based Matlab algorithms. The concept is only Embedding bits in the consecutive pixels of the samples in the selected area.

Table I displays the steganography overall description techniques and provides a clear understanding that each technique has its advantages and inconveniences. Each is unique to the application and the program requirement justifies the use of such a system with given parameters. Sobel is one of the most successful techniques for systems requiring fast computation without having to maintain data.

Fig. 3 represented the level of the embedding and extraction time of Arabic text steganography which are limit intangibility, accessibility, and reading time.

Fig. 4 shows the inexact implanting time and the all-out limit character for every calculation through three configurations; it was discovered that the best calculation for stage installing is finished by the Canny method.

The primary edge assessment was limit according to the image format utilization, the representation capacity measured based on three image format, based on the classification, accessibility, and capacity that utilized the total measure.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Pewit</th>
<th>Sobel</th>
<th>Canny</th>
<th>Roberts</th>
<th>LoG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational</td>
<td>Complex</td>
<td>Simple</td>
<td>Complex</td>
<td>simple</td>
<td>Complex</td>
</tr>
<tr>
<td>Signal to Noise ratio</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Texture based image</td>
<td>Less efficient</td>
<td>High efficient</td>
<td>Less efficient</td>
<td>Less efficient</td>
<td>High efficient</td>
</tr>
<tr>
<td>Embedding time</td>
<td>less time</td>
<td>efficient time</td>
<td>time-consuming</td>
<td>time-consuming</td>
<td>efficient time</td>
</tr>
<tr>
<td>Extraction time</td>
<td>less time</td>
<td>efficient time</td>
<td>time-consuming</td>
<td>time-consuming</td>
<td>time-consuming</td>
</tr>
<tr>
<td>Security</td>
<td>more</td>
<td>less</td>
<td>more</td>
<td>less</td>
<td>more</td>
</tr>
<tr>
<td>Capacity</td>
<td>more</td>
<td>less</td>
<td>more</td>
<td>more</td>
<td>less</td>
</tr>
</tbody>
</table>

Fig. 3. Embedding and Extraction Time.

Fig. 4. Embedding Capacity.
VII CONCLUSION

The proposed strategy applies the edge discovery method on the spread picture and disorderly guide. We utilized the edge location method with the end goal that Sobel channel, it is utilized to give various pieces utilized in installing. Likewise, we utilized tent guide, it gives the area of pixels which used to inserting pieces. The trials and result directed to affirm that stego-picture inserts the two mystery bits if pixel present edges or installs the one mystery bit if pixel, not the current edge. We utilized the arrangement of the measures to discover the proportion of clamour between pictures. This contextual investigation presents an examination of existing content concealing methods, particularly on those concentrated on adjusting the basic attributes of advanced instant message for Arabic text. The results outlined a scope of crucial rules, applications, and assaults covering the content concealing territory to clarify the current embedding and extraction time challenges in the image steganography. Additionally, the study concludes the three significant evaluation process (Extraction time, Embedding time and effect of the image format) of Arabic text concealing procedures dependent on the best way to deal with spread instant messages to decode the mystery bits, in particular, the maximum capacity with less time for embedding and extraction time. Based on the critical condition for the best sketched out the restrictions and qualities of every classification to show their effectiveness in different image format. Also, we assessed the as of late proposed approaches concerning the key measures to feature their advantages and disadvantages. Finally, we have suggested some of the rules and bearings that legitimacy further consideration in future works.
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Abstract—Educational institutions contain a vast collection of data accumulated for years, so it is difficult to use this data to solve problems related to the progress of the educational process and also contribute to achieving quality. For this reason, the use of data mining techniques helps to extract hidden knowledge that helps in making the decisions necessary to develop education and achieve quality requirements. The data of this study obtained from the College of Business and Economics at Qassim University. Three of the classifiers were compared in this study Decision Tree, Random Forest and Naïve Bayes. The results showed that Random Forest outperforms other algorithms with 71.5% of Precision, 71.2% F1-score, and also it got 71.3% of Recall and Classification Accuracy (CA). This study helps reduce failure by providing an academic advisor to students who have weaknesses in achieving a high-Grade Point Average (GPA). It also helps in developing the educational process by discovering and overcoming weaknesses.
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I. INTRODUCTION

Over the past few years, the world has seen rapid progress in technology. This progress led to the accumulation of information and data and its availability in all sectors systems, such as educational, health, social, and others. This data can be used to discover and analyze the obstacles and problems facing these sectors by employ data mining techniques [1], [2].

Data mining is considered as an interdisciplinary approach and an essential step in knowledge discovery [1]. It is used to extract useful and hidden information from large databases. Through the use of data mining tasks, it is also possible to answer questions that cannot be known through other techniques such as queries or reports[3]. The essential function of data mining is to use various algorithms such as classification, clustering, regression and association rules to discover hidden patterns that help in many important decisions [2]. The classification technique is a supervised learning task, the data in this method is classified into pre-defined classes. It is a frequently used method for creating models that are used to predict futuristic patterns. Examples of classification algorithms are Decision Tree, Naïve Bayes, Logistic Regression, K-nearest neighbor, Neural Networks, etc.[4]. The process of discovering knowledge involves several steps: collect data, clean data, pre-processing data, and then using data mining techniques.

This paper aims to use data mining techniques to examine student performance, the classification algorithms will be used to classify the student's GPA through the use of historical data from the College of Business and Economics at Qassim University from 2014 to 2018.

Moreover, the importance of these results was situated in their practical application in educational institutions, as recommended, to use the best classification model on any academic data such as data of university students, institutes, schools, etc., for students’ performance prediction. Furthermore, classify students in many aspects that assist the institution to enhance the educational process.

The remaining of the paper is divided into the following sections: the second section reviews the work related to this study, the third section the methodology of the study, the fourth section includes the results and the discussion, whereas the last section presents the conclusions.

II. RELATED WORKS

The research by Ramaphosa et al. [5] was about primary schools students from four cities in South Africa. The goal of their study was to recognize a predictive algorithm to detect learners' performance and make appropriate decisions for improvement. They analyzed the data using WEKA tool by employing classification algorithms namely Naïve Bayes, BayersNet, J48 and JRip. They proved by their results that the J48 algorithm is the best model of prediction when compared to other algorithms by 99.13% classification accuracy. Ultimately, they reported that their study assists the schools in early discovering the academic performance of learners and enable stakeholders to improve the results of weak students.

According to the study by Abu Amrieh et al. [6], they found there is a relationship between the academic performance of the student and the behavior of the student (student interaction with the e-learning system). In their study, they used the dataset from Kalboard 360 which contains 500 records and 16 attributes. The student performance was predicted by applying classification algorithms which are Decision Tree, Artificial Neural Network and Naïve Bayes by using WEKA tool. Besides, for improving classifier performance, they implemented ensemble methods namely Boosting, Random Forests and Bagging. Their results showed a robust relationship among academic performance and the behavior of the student, where the predictive model with behavioral attributes achieved higher accuracy than the predictive model without behavioural attributes. Furthermore, they observed an improvement in accuracy when they used ensemble techniques. Finally, they explained that this model
supports stakeholders in understanding students and identify weaknesses and develop their learning process in addition to reducing failure. Another study by Al-Noshan et al. concentrated on a set of important factors affecting the students' performance in the first year of the university [7], likewise Al-Rofiyee et al. [8]. Also, in [9], [10], [11] the authors compared the classifiers accuracy but using a medical dataset.

On the other hand, Rahman and Islam [12] applied four traditional classification algorithms which are K-NN algorithms, Naïve Bayes, Decision Tree and Artificial Neural Network algorithms. Besides, they used bagging ensemble method, boosting ensemble method and at last ensemble filtering technique, which helps extract hidden knowledge from student data that makes it easier for educational establishments to improve their quality of education. Their results indicated that the ensemble filtering technique obtained the best accuracy among all the algorithms.

Roy and Garg [13] applied the J48, Naïve Bayes, and MLP. The results showed that J48 obtained 73.92% accuracy which was the highest accuracy among the used algorithms. The objective of their study was to identify and predict the factors that affect student academic performance, where the performance of students can be affected by different attributes such as related to school, social and demographic.

The aim of the study by Guerra et al. [14] was to predict the performance of students in specific courses. In their study, they applied Decision Tree techniques on the dataset of IFMS in Brazil from 2012 to 2015 by utilizing WEKA tool. Their results showed that the J4.8 classification algorithm achieves the best results with cross-validation and pruning by 75.8%.

Ahmed and Elaraby [15] applied classification techniques to predict students’ performance in the final assessment. They collected the dataset from the information system department from the year 2005 to 2010. The tool used in this work is WEKA by applying a Decision Tree algorithm (ID3). Through their results, they explained that their study help improves student performance as well as identify students who need the advice to guide them and make the appropriate decision.

The study by Tsiakmaki et al. [16] aimed to predict students’ marks in the final exams of the courses of the second semester based on the first semester grades. They used a dataset from the Business Administration department of the TEI of Western Greece from 2013 to 2017 which contains 592 students. They only applied methods of regression using the WEKA tool, namely Linear Regression, Bagging, M5 algorithm, Gaussian processes (GPs), M5-Rules, Sequential Minimal Optimization (SMO), Random Forest and 5NN. The evaluation measure used in their study was MAE. After all the experiments they had done on the data set, they concluded that all the algorithms had achieved fair accuracy.

P’erez et al. [17] presented their initial results that prediction of attrition of students from a large dataset of Systems Engineering (SE) undergraduate students after six years of registration at a Colombian university, the dataset includes 762 students. In their study, they applied four algorithms which are Decision Tree, Random Forest, Naïve Bayes and Logistic Regression. Then, they found that SE courses performance is linked to mathematics and physics courses performance where they obtained the best AUC from Random Forest by 97% in the 3rd semester. These results showed them plainly that the courses which related to Systems Engineering have a dominant effect in predict dropout.

The objective of the study by Adekitan and Salau [18] was to perform predictive analysis to determine the final CGPA of graduation using their GPA of the previous three years as well as to define the class to which the student belongs at graduation. They applied six algorithms namely Decision Tree, Tree Ensemble, Random Forest, Naïve Bayes, Logistic Regression and the Probabilistic Neural Network on the dataset which was gathered from Covenant University at Nigeria for the engineering students. The tools used in their study were KNIME and MATLAB. Their results demonstrated that the logistic regression obtained the best accuracy by 89.15%. Hence, they pointed out that students’ results can be predicted the last year of their study using their performance in the previous three years. On the other hand, a few of studies included large datasets with records ranging from 14,333 records to 21,314 records.

Yulianto et al. [19] applied classification algorithms to student data to identify features that affect student achievement. Besides, they expected that the results of the analysis would be able to find the reasons that led to the delay of some students in the study period. They used two models of algorithms k-Nearest Neighbor and Decision Tree C4.5. They concluded that the k-Nearest Neighbor got better accuracy than the other. Quinn and Gray [20] used data from the Moodle to predict students’ grades whether they will succeed or fail in the course. They applied the classification algorithms Random Forest, Gradient Boosting, k-Nearest Neighbours and Linear Discriminant Analysis using R. They summarized that the use of data from Moodle gives the ability to early detection of students at risk. The aim of the study by Walia et al. [21] was to build classification models to predict academic performance for students through the use of classification algorithms Naïve-Bayes, Decision Tree, Random-Forest, JRip, and ZeroR. The results indicated that the school and study time were influential factors in the students’ final grades.

A comparison of classification algorithms has been applied in several fields like emotion classification, precipitation, Spatial modelling of storm dust provenance etc. Fauziastuti et al. [22], classified students’ graduation on time or overtime, by used two classification algorithms to compare their performance: Naïve Bayes Classifier and K-Nearest Neighbor, but using a small dataset.

A similar research paper was in emotion classification to find the best classifiers amongst a set of classifiers [23], whereas in this paper we are concentrating on the extraction of the hidden knowledge embedded in the academic data of undergraduate students by a set of classifiers to find the best classifier for getting the hidden knowledge from this kind of data. The study achieved by Lazri et al. [24], focused on estimating precipitation from Meteosat Second Generation images, by combining six models of classification. They also used a linear regression model. Likewise, a study conducted by
Gholam et al. [25], was applied eight classification algorithms, for spatial maps to predict the source of dust in Khuzestan.

III. METHODOLOGY

The methodology used focuses on the use of classification algorithms in analyzing student performance to discover hidden patterns that help officials make the necessary decisions in the educational process.

The knowledge discovery process consists of four phases: data collection, pre-processing, data mining technique (classification), and interpretation of results, as in Fig. 1. The tool used in this study is the Orange data mining platform.

A. Data Collection

Data was collected from the College of Business and Economics from 2014-2018, which contains 72259 records for male and female students from several majors. The dataset contains the following attributes: Semester, Course code, Course name, CRD hours, Gender name, Entry date, Confirmed mark, Grade, Cumulative GPA (CGPA), Semester GPA (SGPA), Student status, Major name, and Student level.

B. Data Preprocessing

Real data is usually incomplete and inconsistent due to individual errors or computer errors. Therefore, before starting to use data mining techniques, pre-processing of data is required. The process of data pre-processing includes first, cleaning the data from missing values, as the data was cleaned by the Orange program through the use of Impute widget. After cleaning the data, the number of records became 52,430. Second, data transformation, where the students’ GPA was classifying into five categories as follows:

1) Excellent (GPA >=4.5)
2) Very Good (GPA >=3.75)
3) Good (GPA >=2.75)
4) Average (GPA>=2.00)
5) Fail (<2.00)

This classification was done using the Feature Constructor Widget on the Orange platform based on the CUM_GPA attribute and the new attribute was named as Class_GPA. The first class is Excellent, second class is Very Good, third class is Good, the fourth class is Average and the fifth class is Fail.

C. Data Mining Techniques (Classification)

The classification method is known as supervised classification, where the data are organized into given known classes. The dataset in classification is divided into a training dataset and test dataset. The classification algorithm is trained through a training dataset to build a model and test the model by test dataset since this model is used later to classify new data [26]. For example, predict students’ performance by using the classification of GPA to good or bad. Algorithms used in classification such as Decision Trees, Random Forests or Bayes models. The classification techniques that were used in this study include Decision Tree, Naïve Bayes and Random Forest.

The classification algorithms are connected to Predictions widget to shows models predictions on the data. Hence, to evaluate the performance of models, we have focused on four different metrics which are CA, F1-score, Precision and Recall, given in Equations (1-4), where true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN). Moreover, the dataset was divided into a training set, and a test set by using a fixed proportion of data in Data Sampling widget, 75% of the data were used for the training set and 25% for the test set. The target variable is Class_GPA. Fig. 2 shows the model workflow of the classification task.

\[
CA = \frac{TP+TN}{TP+FP+FN+TN} \quad (1)
\]

\[
Precision = \frac{TP}{TP+FP} \quad (2)
\]

\[
F1\text{-score} = \frac{2 \times Precision \times Recall}{Precision+Recall} \quad (3)
\]

\[
Recall = \frac{TP}{TP+FN} \quad (4)
\]

Where,

TP: the model predicts correctly the positive class.
TN: the model predicts correctly the negative class.
FP: the model predicts incorrectly the positive class.
FN: the model predicts incorrectly the negative class.

Predictions widget was used to recognize model predictions on the data. Data Sampler widget is used to sample the data by using a fixed proportion of data. The dataset was divided into training data by 75% and test data by 25%. The data sample was sent to three algorithms widgets by Data Sampler widget so that they can produce the corresponding model; after that, the models were sent into Predictions widget while the remaining data was directly sent to Predictions widget.

![Fig. 1. Knowledge Discovery Process.](image-url)
IV. RESULTS AND DISCUSSION

In this section, we presented the evaluation results of Decision Tree, Random Forest and Naïve Bayes. Fig. 3 shows the Predictions widget, which presented data with added predictions and the results of testing classification algorithms.

The widget received the dataset and then constructed a predictive model with Decision Tree, Random Forest and Naïve Bayes widgets, and it found the probabilities in predictions.

Table I presents the evaluation results of the classification. As we can see from the table, the Random Forest was the best classifier with 71.5% of Precision, 71.3% Recall and CA, and also it got 71.2% of F1-score. While the worst algorithm was the Naïve Bayes with 60.5% of Precision, 59.4% of CA and Recall, 59.5% of F1-score.

Confusion Matrix will be displayed that aims to assess the predictive performance of the models for each class to recognizing prediction of TP, FP, TN, and FN. The class labels are Excellent, Good, Acceptable and Fail. Table II, Table III, and Table IV illustrate the confusion matrices for Naïve Bayes, Random Forest and Decision Tree, respectively.

![Fig. 2. The Model Workflow of Classification.](image)

![Fig. 3. Predictions Widget.](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>CA</th>
<th>F1-score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.713</td>
<td>0.712</td>
<td>0.715</td>
<td>0.713</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.698</td>
<td>0.697</td>
<td>0.699</td>
<td>0.698</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.594</td>
<td>0.595</td>
<td>0.605</td>
<td>0.594</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Excellent</th>
<th>Very Good</th>
<th>Good</th>
<th>Acceptable</th>
<th>Fail</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>700</td>
<td>276</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>989</td>
</tr>
<tr>
<td>Very Good</td>
<td>601</td>
<td>1254</td>
<td>615</td>
<td>28</td>
<td>3</td>
<td>2501</td>
</tr>
<tr>
<td>Good</td>
<td>113</td>
<td>875</td>
<td>3200</td>
<td>916</td>
<td>136</td>
<td>5240</td>
</tr>
<tr>
<td>Acceptable</td>
<td>4</td>
<td>62</td>
<td>1021</td>
<td>2021</td>
<td>491</td>
<td>3599</td>
</tr>
<tr>
<td>Fail</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>159</td>
<td>610</td>
<td>772</td>
</tr>
<tr>
<td>Σ</td>
<td>1418</td>
<td>2467</td>
<td>4852</td>
<td>3124</td>
<td>1240</td>
<td>13101</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Excellent</th>
<th>Very Good</th>
<th>Good</th>
<th>Acceptable</th>
<th>Fail</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>617</td>
<td>344</td>
<td>27</td>
<td>1</td>
<td>0</td>
<td>989</td>
</tr>
<tr>
<td>Very Good</td>
<td>162</td>
<td>1573</td>
<td>756</td>
<td>10</td>
<td>0</td>
<td>2501</td>
</tr>
<tr>
<td>Good</td>
<td>10</td>
<td>412</td>
<td>4140</td>
<td>671</td>
<td>7</td>
<td>5240</td>
</tr>
<tr>
<td>Acceptable</td>
<td>0</td>
<td>18</td>
<td>986</td>
<td>2468</td>
<td>127</td>
<td>3599</td>
</tr>
<tr>
<td>Fail</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>208</td>
<td>557</td>
<td>772</td>
</tr>
<tr>
<td>Σ</td>
<td>789</td>
<td>2347</td>
<td>5916</td>
<td>3358</td>
<td>691</td>
<td>13101</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Excellent</th>
<th>Very Good</th>
<th>Good</th>
<th>Acceptable</th>
<th>Fail</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>711</td>
<td>265</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>989</td>
</tr>
<tr>
<td>Very Good</td>
<td>254</td>
<td>1593</td>
<td>641</td>
<td>13</td>
<td>0</td>
<td>2501</td>
</tr>
<tr>
<td>Good</td>
<td>31</td>
<td>601</td>
<td>3989</td>
<td>608</td>
<td>11</td>
<td>5240</td>
</tr>
<tr>
<td>Acceptable</td>
<td>2</td>
<td>41</td>
<td>1045</td>
<td>2316</td>
<td>195</td>
<td>3599</td>
</tr>
<tr>
<td>Fail</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>218</td>
<td>536</td>
<td>772</td>
</tr>
<tr>
<td>Σ</td>
<td>998</td>
<td>2500</td>
<td>5706</td>
<td>3155</td>
<td>742</td>
<td>13101</td>
</tr>
</tbody>
</table>

### TABLE I. The Evaluation Results of Prediction

<table>
<thead>
<tr>
<th>Model</th>
<th>CA</th>
<th>F1-score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>0.713</td>
<td>0.712</td>
<td>0.715</td>
<td>0.713</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.698</td>
<td>0.697</td>
<td>0.699</td>
<td>0.698</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.594</td>
<td>0.595</td>
<td>0.605</td>
<td>0.594</td>
</tr>
</tbody>
</table>

### TABLE II. Confusion Matrix of the Naïve Bayes

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Excellent</th>
<th>Very Good</th>
<th>Good</th>
<th>Acceptable</th>
<th>Fail</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>700</td>
<td>276</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>989</td>
</tr>
<tr>
<td>Very Good</td>
<td>601</td>
<td>1254</td>
<td>615</td>
<td>28</td>
<td>3</td>
<td>2501</td>
</tr>
<tr>
<td>Good</td>
<td>113</td>
<td>875</td>
<td>3200</td>
<td>916</td>
<td>136</td>
<td>5240</td>
</tr>
<tr>
<td>Acceptable</td>
<td>4</td>
<td>62</td>
<td>1021</td>
<td>2021</td>
<td>491</td>
<td>3599</td>
</tr>
<tr>
<td>Fail</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>159</td>
<td>610</td>
<td>772</td>
</tr>
<tr>
<td>Σ</td>
<td>1418</td>
<td>2467</td>
<td>4852</td>
<td>3124</td>
<td>1240</td>
<td>13101</td>
</tr>
</tbody>
</table>

### TABLE III. Confusion Matrix of the Random Forest

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Excellent</th>
<th>Very Good</th>
<th>Good</th>
<th>Acceptable</th>
<th>Fail</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>617</td>
<td>344</td>
<td>27</td>
<td>1</td>
<td>0</td>
<td>989</td>
</tr>
<tr>
<td>Very Good</td>
<td>162</td>
<td>1573</td>
<td>756</td>
<td>10</td>
<td>0</td>
<td>2501</td>
</tr>
<tr>
<td>Good</td>
<td>10</td>
<td>412</td>
<td>4140</td>
<td>671</td>
<td>7</td>
<td>5240</td>
</tr>
<tr>
<td>Acceptable</td>
<td>0</td>
<td>18</td>
<td>986</td>
<td>2468</td>
<td>127</td>
<td>3599</td>
</tr>
<tr>
<td>Fail</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>208</td>
<td>557</td>
<td>772</td>
</tr>
<tr>
<td>Σ</td>
<td>789</td>
<td>2347</td>
<td>5916</td>
<td>3358</td>
<td>691</td>
<td>13101</td>
</tr>
</tbody>
</table>

### TABLE IV. Confusion Matrix of the Decision Tree

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Excellent</th>
<th>Very Good</th>
<th>Good</th>
<th>Acceptable</th>
<th>Fail</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excellent</td>
<td>711</td>
<td>265</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>989</td>
</tr>
<tr>
<td>Very Good</td>
<td>254</td>
<td>1593</td>
<td>641</td>
<td>13</td>
<td>0</td>
<td>2501</td>
</tr>
<tr>
<td>Good</td>
<td>31</td>
<td>601</td>
<td>3989</td>
<td>608</td>
<td>11</td>
<td>5240</td>
</tr>
<tr>
<td>Acceptable</td>
<td>2</td>
<td>41</td>
<td>1045</td>
<td>2316</td>
<td>195</td>
<td>3599</td>
</tr>
<tr>
<td>Fail</td>
<td>0</td>
<td>0</td>
<td>18</td>
<td>218</td>
<td>536</td>
<td>772</td>
</tr>
<tr>
<td>Σ</td>
<td>998</td>
<td>2500</td>
<td>5706</td>
<td>3155</td>
<td>742</td>
<td>13101</td>
</tr>
</tbody>
</table>
Fig. 4 shows the evaluation of the three models Naïve Bayes, Random Forest and Decision Tree. The models were evaluated using four measures CA, F1-score, Precision and Recall. Through the figure, we notice that the Random Forest outperformed in all measures than other algorithms, followed by decision tree algorithm. As for the worst model was Naïve Bayes.

![Evaluation of the Models](image)

**V. CONCLUSIONS**

Educational institutions often require an analysis of student data to obtain useful knowledge that contributes to enhancing the learning process in addition to achieving quality in education. For this reason, data mining techniques were used to extract hidden knowledge from student data, and a comparison was made between three classifiers, Naïve Bayes, Random Forest and Decision Tree. Experimental results showed that Random Forest exceeded other classifiers with the accuracy of 71.3%, followed by the Decision Tree by 69.8%, then the last classifier was the Naïve Bayes by 59.4%. This study helps to know students' performance in advance by relying on previous results to improve their achievement in the future. Also, educational institutions must provide an academic adviser to failed students to enhance their academic performance.
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An Empirical Study of e-Learning Interface Design Elements for Generation Z
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Abstract—E-learning is the latest evolution of electronic-based learning that creates, fosters, delivers and facilitates the learning process anytime and anywhere with the use of interactive network technology. The use of e-learning as a learning platform makes users want a high quality of interface design to interact with the e-learning system. Interface design that meets students’ needs and expectations may increase their involvement and satisfaction towards e-learning, especially generation Z students. However, interface design is always being criticized and has become a part of issues that cause the failure of e-learning. Lack of understanding about students’ cultural background and preferences towards e-learning interface design are the major factors that contribute to this phenomenon. To ensure the success of e-learning, a model of interface design specifically for generation Z students’ culture that consists of interface elements and design characteristics need to be developed. So, this study aimed to address this subject by identifying e-learning interface elements and design characteristics from existing literature, confirming the elements and design characteristics and discovering related elements for e-learning interface design from generation Z students’ perspective. This study used semi-structured for a focus group interview that included seven students. The focus group interview involved three main steps which were sampling, protocol and research instruments. This study validated several interface elements and design characteristics that contribute to the model of e-learning interface design. The findings could guide the interface designer in designing e-learning interface for generation Z students.
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I. INTRODUCTION

The education system in Malaysia has undergone many changes as information and communication technology (ICT) is widely used in educational institutions consistent with the modernization of the globalization era. The development of ICT affects the education system where learning in the classroom is integrated with electronic learning or e-learning as an effective teaching and learning method [1][2]. The integration of e-learning has opened up the opportunities for an active communication between lecturers and students especially generation Z students who dominate educational institutions and known as a generation of technology literate or digital natives [3][4].

Generation Z students were born between 1995 and 2010 [5][6]. Generation Z has been shaped by technological advanced since they were born and known a world with internet and mobile devices. Technology has become their nature as they always stay connected to social media such as Facebook, Twitter, YouTube and WhatsApp as part of their interaction and learning [6]. It becomes their culture as they always depend on technology in their daily life. Therefore, generation Z students should enjoy e-learning as a learning platform because they can learn and stay connected with their friends at the same time without disengaged from technology and social media. In addition, generation Z students love to do something fast because they want to get information and answers immediately from various sources, even from unreliable sources [7]. However, their involvement and engagement towards e-learning are still low and unsatisfying [9][11]. Besides, the rate of drop out courses in e-learning is higher than classroom learning despite the growing popularity of e-learning [8][12][13]. One of the reasons for low student involvement towards e-learning is due to poor e-learning interface design [10][8][14][15]. For example, users are not familiar with the design features would have a tendency to disconnect with learning experience because interface designers had failed to develop engaging e-learning environment [16]. Previous studies discovered that adapting culture into interface design could improve the look and feel of the e-learning system [17][18].

Previous researchers have studied cultural differences in interface design to determine how culture can affect the interface design [19][20][21]. For example, the minimalist interface design of Google is accepted in most Western countries but has failed to attract users in South Korea (SK) where Google is far behind the local search engine Naver.com [22][23]. Google failed to understand users need in SK with the minimalist concept because the interface design of Naver.com is more complex and colourful with interesting animations, images, links to other web pages and more features on the main page [22][23]. Complex interface design is common features on SK web pages, but in Western countries, users find it hard to accept the complexity of interface design. Interface designed with appropriate culture looks more attractive and functional to the targeted users. However, many developers usually develop interface design based on the culture of the country and not individual [24][25], in addition, less prescriptive about interface design elements in the existing models.

Less attention to the importance of interface elements and design characteristics complicate the process of developing cultural interface design [26][27][28]. Hofstede’s cultural model is commonly used to explain culture based on six
dimensions which are power distance (PDI), masculine (MAS), individualistic (IDV), uncertainty avoidance (UAI), long term orientation (LTO) and indulgence (IVR). Hofstede has conducted research on more than 60 countries, including Malaysia. The result of Hofstede study in Malaysia shows that PDI scores highest compared to other dimensions and highest in the world compared to other countries [29][30]. Various interface developers refer to the result of Hofstede’s study [29] whereby interface design is more highlighted on PDI dimension. Examples of high PDI in the interface design are using the corporate colour of institutions, the image of leaders, organization charts that show hierarchy and special titles in the interface design.

The emergence of a new generation causes cultural interface design needs to be revised constantly in order to make sure the interface meets the users’ preferences. To refer the result of Hofstede study in Malaysia in designing the interface for the new generation is questionable whether or not the result is still valid. This is because the Hofstede study was more than 40 years ago and obsolete. Thus, this paper aims to address the issue of e-learning interface design based on generation Z students’ preferences and needs by identifying and collating the interface elements and design characteristics from theoretical and empirical perspectives. Interface elements such as colour, graphics and typography are known as cultural markers. Each marker has its own design characteristics which would suit the needs of generation Z students [31][19][32]. These identified elements or cultural markers and design characteristics of the interface can help developers to develop e-learning system in the future. Besides, there are several limitations in this study, such as non-comparative study because it focuses on e-learning interface design for generation Z only. This study also focused on a few interface elements only such as colour, graphic, layout and navigation. It is because of the limitation of past research about the other elements. Moreover, the existing interface design model fewer details in describing the design characteristics of each element.

This paper is organized as follow. Section II presents interface elements and design characteristics that were obtained from the literature. Section III presents the methodology used in the empirical study, particularly the focus group interview. Section IV presents the results from the focus group interview, and Section V concludes the paper by summarising the whole paper and future work.

II. LITERATURE REVIEW

A. Cultural Markers of Interface Design

Interface element is a key factor in bridging the gap between users and the system [21]. Cultural adaptation in interface design is important where interface elements carry a different meaning for different cultures [10][21]. There are many interface elements, and it is impossible to put all of them in the e-learning interface. Past research on e-learning interface design is insufficient to determine the elements that usually used in e-learning interface design. Therefore, past researches on various interface design such as in educational and banking websites are carefully studied in order to determine commonly used interface elements and to provide clear functionality to generation Z students. Table I show frequently used elements of interface design in past researches.

Table I shows several interface elements that are categorized to form one element. The main reason for classification is because they have the same functionality. For example, image, symbol, logo and metaphor element are classified as graphical elements because they can function as a visual element and make interface design more attractive and easy to understand [53][34]. Structure, information organization [46][54] and appearance [50][51][55] are categorized as layout elements because their definition about the arrangement of elements and information such as the position of the navigation bar, symbol, logo, date & time and image are same with the definition of the layout. Meanwhile, link element usually in text, button or graphic are used to navigate from page to page so link is classified under navigation element. Typography is textual style of appearance including the arrangement of written language to make the text readable and appealing [38][56]. Past researchers classify font types and writing direction as part of the language, which is also typography features, including size and textual distance [51][56]. Therefore, the language element is categorized with typography element. In addition, language can be recognized easily, directly accessible and less defined in cultural context [38][51]. Table I also shows the frequency of use for interface elements in previous studies. Five elements that always been used in interface are colour, graphic, navigation, layout and typography are proposed as generation Z students’ preferences for e-learning interface design. The following is a brief description of how these elements or cultural markers interpreted in various cultures.

Colour is a crucial design element that provides a visual representation of interaction [21]. The right colour combination can highlight the interface design layout, facilitate the discrimination of screen components, highlight the differences and can make the interface design more attractive. Furthermore, colours can be used to communicate specific meaning in different cultures, whereby they use relevant colours in their interface design [57]. Colour can affect users’ expectation, and influence user’s perceived towards navigation, link or content of interface design [57][25]. This is because colour can give a different meaning to users from different cultures. For example, red colour is said to bring luck and happiness in China, but in Japan red is considered a colour of anger and symbolizes danger in United State (US) [21][25].

Graphical elements are always used in interface design. There are several elements categorized as graphical elements such as image, icon, symbol and logo. Graphical elements can help students to understand the content without reading text. Cultural differences cause users to interpret graphics from different perspectives [57]. The system may receive more attention if interface design uses culturally appropriate images [58]. For example, images of high ranking people from institutions’ management on web pages were interpreted as fraud by students from Western countries but appreciated in Eastern countries [53].
Good navigation allows smooth movement in handling task and exploring e-learning [59] while poorly developed navigation would cause the student trapped and move into the same space [60]. This cause student to take longer time and feel frustrated to continue using e-learning. A research conducted by [24] shows that many Germany websites offered flexible paths for navigation while in Vietnam navigation paths are less flexible. Besides, several cultures use text as links to other pages instead of images or icons as links [21]. Generally, smooth navigation needs to be well designed with navigational aid such as arrows, icons or buttons for users to understand and use it.

Past researches show that every culture has different preferences for interface design. Culture coordination on interface design is based on cultural dimensions in order to understand the design characteristics of each interface elements. In this study, the Hofstede cultural model is referred to adapt culture into interface design.

B. The Relationship between Hofstede Cultural Dimensions and Elements of Interface Design in Malaysia

Hofstede cultural model is popular among researchers because it is more comprehensive than other cultural models [61][19][57]. Hofstede studied culture involving more than 60 countries, including Malaysia. The result of Hofstede study is shown in Fig. 1.

According to the past researchers, Malaysia has the highest score of PDI compared to other countries [29][30] whereby a perfect score is obtained from this study. As a result, interface design is more prominent with PDI features compared to the other dimensions [29]. For example, the website of National University of Malaysia (UKM) uses national colours and focus on university expertise and ranking top 150 universities in the world [62]. Table II shows relations between Hofstede cultural dimensions and interface design characteristics in Malaysia based on previous researches.

Table II shows interface design characteristics in Malaysia based on past research. Previous research depends on the score of Hofstede study for developing interface design [67][25] including in Malaysia. Hofstede study in Malaysia happened more than 40 years ago, and users’ preferences towards e-learning interface design had also changed. Thus, the interface element and design characteristics would be verified among generation Z students in the empirical study.

<table>
<thead>
<tr>
<th>TABLE I. LITERATURE REVIEW ON INTERFACE ELEMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elements</td>
</tr>
<tr>
<td>Colour</td>
</tr>
<tr>
<td>Graphic Layout</td>
</tr>
<tr>
<td>Navigation</td>
</tr>
<tr>
<td>Typography</td>
</tr>
<tr>
<td>Audio</td>
</tr>
<tr>
<td>Video</td>
</tr>
<tr>
<td>Animation</td>
</tr>
<tr>
<td>Games</td>
</tr>
<tr>
<td>Menu</td>
</tr>
<tr>
<td>Search button</td>
</tr>
<tr>
<td>Help &amp; support</td>
</tr>
<tr>
<td>Error</td>
</tr>
<tr>
<td>Map</td>
</tr>
<tr>
<td>Attention</td>
</tr>
<tr>
<td>Calendar</td>
</tr>
<tr>
<td>Feedback</td>
</tr>
<tr>
<td>Personalization</td>
</tr>
</tbody>
</table>

Layout involves the process of placing and arranging interface elements such as graphics, links colours and information architecture on the interface [10][17][25]. The layout of visual objects on the screenplays a role in user’s perception towards e-learning interface design and important for gaining trust from users when using e-learning [16]. Research conducted by [16] to find the best layout to increase student’s learning experience in e-learning. In their study, there were two types of layout which focus on functional and chronological layout. They discovered that a combination of the functional and chronological layout was the ideal layout in e-learning interface design.

Fig. 1. Result of Hofstede study in Malaysia.
TABLE II. RELATIONS BETWEEN HOFSTEDE CULTURAL DIMENSIONS AND INTERFACE DESIGN IN MALAYSIA

<table>
<thead>
<tr>
<th>Cultural dimensions</th>
<th>Design characteristics</th>
<th>Sources</th>
</tr>
</thead>
</table>
| High PDI            | • Using images of important people or institutional building to represent history.  
                      • Complete information about the board of directors and institutional management in an organizational chart.  
                      • Special titles must be displayed.  
                      • Displaying awards, hierarchical information and people with rank or authority are key features in the media. | [18], [63], [64], [54], [41], [69] |
| High IDV            | • Information provided on the website is complete and usable. | [64] |
| Low IDV (Collective)| • Use group images.  
                      • Using many different colours (colourful).  
                      • Provide a solution for the error message. | [41], [48], [49] |
| Low UAI             | • Complex menu with various paths and need to scroll.  
                      • Vertical page scrolling.  
                      • A large amount of information is placed on the first or main page.  
                      • Using animation through text movement.  
                      • Using a text link to the main page from any pages.  
                      • Provide feedback on user location.  
                      • Main menu on the left panel of the page.  
                      • Use colours for classification.  
                      • Non-linear navigation. | [41], [54], [65], [48] |
| High UAI            | • Using a site map.  
                      • Place important items at the top and middle page. | [65] |
| High MAS            | • The main text colour is black while the blue and red colour to highlight important information. | [41] |
| Low MAS (Feminine)  | • Using a site map.  
                      • Highlight critical data. | [66] |
| High LTO            | • Long path while navigating.  
                      • Left text alignment. | [41], [69] |

III. METHOD

The empirical study began with a qualitative method by conducting a focus group interview among generation Z students. The main purpose of the focus group interview was to verify the identified interface design elements that were derived from the literature as well as discovering other interface elements. Besides, the focus group interview was also aimed to find out about design characteristics preferred by generation Z students which would be used later in the survey. There were several steps taken into consideration before the focus group interview.

A. Sampling

The selection of focus group informants was based on several criteria, such as whether they had prior experience in using e-learning and undergraduate student who study in UKM besides being born in 1995 and above. Therefore, purposeful sampling technique was adopted. Seven informants who had actively experience in e-learning from various faculties were invited to participate in this focus group. The profiles of seven informants are shown in Table III.

<table>
<thead>
<tr>
<th>Informant Code</th>
<th>Faculty</th>
<th>Experience in E-Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inf_1</td>
<td>A</td>
<td>2</td>
</tr>
<tr>
<td>Inf_2</td>
<td>B</td>
<td>2</td>
</tr>
<tr>
<td>Inf_3</td>
<td>B</td>
<td>2</td>
</tr>
<tr>
<td>Inf_4</td>
<td>C</td>
<td>2</td>
</tr>
<tr>
<td>Inf_5</td>
<td>D</td>
<td>2</td>
</tr>
<tr>
<td>Inf_6</td>
<td>E</td>
<td>2</td>
</tr>
<tr>
<td>Inf_7</td>
<td>F</td>
<td>2</td>
</tr>
</tbody>
</table>

Based on Table III, all informants who joined the focus group interview were second-year students. They were selected because they have more experience using e-learning compared to the first-year student who is still new to e-learning. The selection of informants from various faculties was to gather opinions from different perspectives and not focussed on one faculty only.

B. Instrument

Interview questions were used as the instrument for the focus group interview. To ensure the suitability of the questions, all questions drafted were reviewed by two experts. Both experts were academicians and had experience in e-learning and interface design. The questions were divided into two parts, A and B. Part A covers about informants’ experience and difficulty while handling e-learning. A semi-structured interview was conducted in this study; thus, extended questions were asked based on informant’s answer in order to understand clearly what has been discussed. Part B revolves around five proposed interface elements from literature which are colour, graphic, typography, layout and navigation. Every informant had to give their opinion about each interface element in order to find out about design characteristics preferred by generation Z students. Table IV summarised and described five elements of the interface that were included in interview questions.

C. Protocol

A protocol is the rules provided to conduct a session of focus group interview in a more organized manner. Before the interview session, informants were asked via the online instant messaging application (WhatsApp) about the date and time that suits with all of the participants. A week before the focus group interview, the invitation letter containing a brief description of interview objectives, date, time and venue were sent to each informant. The focus group interview session was recorded. Before starting the interview, informants were given a few minutes to read and understand the consent letter before signing it. Generally, the consent letter was about the
confidentiality of the information was given during the interview that indicates the name of the informants would not be revealed if the report is made public.

<table>
<thead>
<tr>
<th>Elements</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colour</td>
<td>To verify whether colours are important for generation Z students in e-learning and colour combinations to improve e-learning interface design.</td>
</tr>
<tr>
<td>Graphic</td>
<td>To confirm the types of graphic that should be included and its position in e-learning interface design.</td>
</tr>
<tr>
<td>Typography</td>
<td>To identify the types of font to use as heading and common text and font size.</td>
</tr>
<tr>
<td>Layout</td>
<td>To validate the position of each element that is preferred by generation Z students to make captivating e-learning interface design.</td>
</tr>
<tr>
<td>Navigation</td>
<td>To affirm whether navigation could affect generation Z students while navigating e-learning and links in the form of text, icon or button.</td>
</tr>
</tbody>
</table>

IV. RESULT AND DISCUSSION

The results from the focus group interview are presented in the following section. The design characteristics pertaining to respective elements are shown in bold.

A. Colour

Past researchers stated that colour is important in e-learning interface design in order to make it look interactive. All informants agreed that colour should be given extra attention in e-learning interface design. Informants also suggested a colour combination that should be used in e-learning interface design. Below are some of the comments from informants:

- “Interface design looks more attractive if the combination of striking and pastel colour that suitable for both male and female are used in e-learning.” – Inf_1.
- “Use more than one colour and combine with animated icons would look more attractive, and background colour must be consistent on each page to look formal.” – Inf_3.
- “Use colour corporate of the university as theme colour on e-learning interface design to make e-learning more professional looking and must be consistent on every pages” – Inf_4.
- “The background colour on each page should be different. No need to be consistent with one colour only. It is easier for the students to remember the position of the information on each page based on different colours”- Inf_5.

Based on the comments, there were several characteristics of colour that were pointed out by informants such as a combination of striking and pastel colours, use more than one colour, corporate colour, background colour and consistency of colour background. There was disagreement among informants about the consistency of background colour. Based on the design principle, interface design should be consistent, including the background colour. Besides, an informant suggested to use the corporate colour of the university as a sign of professionalism and to show that e-learning belongs to a respective university. However, other informants disagreed with the suggestion because of the limited choice of colour regarding the university’s corporate colour. This is because more colours on interface design would make e-learning more attractive and engaging to the students. Thus, contradict answers between informants would be asked in another empirical study that employs a questionnaire to find out the appropriate interface design of e-learning for generation Z students.

B. Graphic

The graphic is the main element in e-learning interface design. Informants agreed that graphic element was important to the e-learning users. Past researchers stated that users in Malaysia prefer the image of leaders or historical building in the interface design. However, generation Z students have different opinions about the types of images used in e-learning. Below are some comments from informants:

- “Use many images or change the image in e-learning frequently. Do not use the same image. If the image is always changing, interface design looks more attractive” – Inf_6.
- “Images that can inspire students are more appropriate to display in e-learning. For example, the image of students studying or graduating as a motivation for students to complete their studies” – Inf_5.
- “Image of successful university’s alumni with encouragement words as motivation to students” – Inf_2.
- “No need to use a complicated image. Just use inspirational words as an image to inspire students who are using e-learning” – Inf_7.
- “Encouragement words were spoken by high ranking university members. For example, the Vice Chancellor’s recent speech was full of motivational words, and this can inspire students to succeed. Therefore, a graphic that contains the image of people who deliver the speech along with motivational words should be placed in e-learning” – Inf_4.
- “Use graphic that can motivate students not only related to learning but related to university and students” - Inf_1.

Based on the comments, informants suggested changing the images frequently to avoid students from feeling boring with the same images and use motivational words as images to encourage students in their learning. Besides, majority informants suggested using graphics that are related to students. This is because the majority students are using e-learning so it should be student-oriented. However, an informant suggested using the image of a high ranking person in the university. So, this issue would be addressed through a large scale questionnaire. The informants also informed a few types of graphics that should be avoided used in e-learning.
because it can distract the students from using the e-learning. The feedback obtained from the informants are:

- “Blurred graphic is not suitable in e-learning because it is hard to understand those graphics” – Inf_3.
- “Graphics that have no motive or have an implicit meaning can make the students feel distracted while using e-learning. Not everyone can understand the message of these graphics is trying to convey. Therefore, graphic with clear meaning must be used in e-learning” – Inf_5 & Inf_6.
- “Do not use complicated graphic because students would misunderstand the graphic as for advertisement” – Inf_2 & Inf_7.

Furthermore, all informants agreed that institutional logo must be placed in e-learning because it symbolizes the identity of the institution. Below are some comments about the logo in the e-learning interface design:

- “The use of the university logo in e-learning is a must. This is because the logo symbolizes the institution” – Inf_2, Inf_5 & Inf_6.
- “In Malaysia, the position of logo usually is at the top left. So, such a position is strategic, and it does not interfere with the student’s line of view when using e-learning” – Inf_2 & Inf_7.

C. Typography

Past studies have stated that the selection of appropriate typography must be focussed in e-learning interface design. The result of the interview found that generation Z students are less interested in typography. They only agreed that the fonts used in e-learning should be easy to read and understand. Below are the comments about typography element in interface design:

- “Text symbolizes the content of e-learning page, whether it is formal or informal. If the e-learning page is informal, fancy fonts can be used while formal e-learning page use fonts that are easy to understand” – Inf_6.
- “Use text that has been used prior in order to save time to process and understand the text” – Inf_5.
- “Types and size of text should be consistent so that it is easy to read and text and background colour should be contrary to it to be easy to see” – Inf_7.
- “For important information, the text should be bold or highlight” – Inf_2.
- “Or can use other colours to point out the important information” – Inf_3.

Based on the comments from informants, readable and understandable text in e-learning interface design is important for generation Z students, and they want important information is highlighted. An informant pointed out about formal and informal text in e-learning, and this issue would be asked in the survey later.

D. Layout

The layout is an interface element that covers the entire e-learning page, which involves the arrangement of each interface element such as images, logo, symbols, typography and others. Informant’s feedbacks about layout are as follows:

- “The horizontal layout makes the content to appear clear and less fibrous. More importantly, the layout should be organized and balanced to facilitate students to find information and so on” – Inf_1.
- “The vertical layout looks simpler, less compact and neat. Besides, students do not have to scroll to the side and only scroll down” – Inf_7.
- “E-learning interface layout should be consistent on every page. For example, the main menu position should be on the same place on each page. This is because changing places would make it difficult for students to find the main menu” – Inf_7.

Most informants suggested that e-learning layout should be simple, organized, balanced, clear and neat to facilitate the students. In addition, the informants also emphasized the importance of consistent layout in e-learning.

E. Navigation

Navigation is important to help students in completing tasks and achieving their goals. Below are comments from informants:

- “Prefer the position of the main menu on the left side of the screen and use the button as a link would look neater. Suggest the use of menu similar to Gmail where only main options are displayed on the side, and other options are available by request” – Inf_7.
- “The main menu on the left side of e-learning pages look suitable and organized if buttons are used. Besides, prefer if e-learning has various options to navigate instead of limited options” – Inf_2.
- “Knowing the position when navigating e-learning is necessary. It is a convenience if you know where you are while exploring e-learning” – Inf_5.
In this interview, most informants focussed on the position of the main menu and users’ location while using e-learning. Informants agreed with the position of the main menu on the left page. The position of the main menu on the left page is common in Malaysia, and informants found it suits with their preferences. Informants also suggested using the button as links compared using textual links. They also stated that they want to know their location while navigating e-learning. Breadcrumb is often used as a link to any pages without having to follow any sequence. Besides, the informants also suggested that e-learning should provide many navigation options. This allowed students to explore e-learning without limited option. Previous studies also focused on errors [24][49]. However, informants did not provide deeper feedback about the errors in e-learning on how it should be handled. Therefore, further characteristics of error would be asked in the questionnaire.

F. Additional Elements

The informants also asked whether the five elements of the interface were enough for e-learning. All informants suggested audio, and video elements should be placed in e-learning. The latest technology is the main reason audio and video elements must be used in e-learning. Learning-based audio and video are more attractive and have a lot of benefits compared to text-based learning [68]. Besides, an informant suggested adding simple animation in e-learning interface design.

Focus group interview was conducted to verify the elements of e-learning interface design that fulfil the needs of generation Z students. Five elements have been presented to the informants whereby audio and video element was proposed in order to engage generation Z students towards e-learning. During the interview, all informants can freely give their opinions about each element and would be interpreted as cultural-based design and characteristics. Table V shows the list of significant elements of e-learning interface design together with design characteristics from theoretical and empirical data.

Table V shows the interface elements and design characteristics that were gathered from theoretical and empirical (focus group interview) study. Most of the results from the theoretical study are not preferable by generation Z students. For example, previous research stated that images of a leader were supposed to be used in the interface [18][24]. However, generation Z students want images that are related to students or learning in e-learning interface design. The empirical study has confirmed that developing e-learning interface based on Hofstede results is irrelevant because it student preferences changes. Besides, a new interface element is discovered in this study which is an audio/video element. For now, only audio/video elements added to the list of significant elements. The next empirical study, further design characteristics of audio/video would be discovered.

### V. Conclusion and Future Work

This paper discussed the interface elements and together with their corresponding design characteristics that are suitable for generation Z students. The elements and design characteristics were gathered qualitatively through theoretical and empirical study. The proposed interface elements such as colour, graphic, navigation, layout and typography have been discussed and verified by generation Z students that are considered as valid. This is because they have been agreed and supported by the previous study, as mentioned in Table I. Besides, the findings from this study show the role of culture in generation Z’s perception towards design characteristics of e-learning which differ from the previous study.
However, these findings still need further research, especially in the design characteristics of e-learning interface, which would be validated in large scale survey. In future research, detailing the features of each interface element is needed to ensure the quality of e-learning interface design prolonged. Besides that a comparative study should be conducted in the future in order to compare interface design preferences of generation Z with other generations. In the meantime, these findings could be an eye-opener to other researchers that every culture or generation has their own preferences concerning interface design, and this can motivate students to be more engage towards e-learning.
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Abstract—Cotton plant is one of the most widely cultivated crop across worldwide. The leaf is one of the important parts which help in the food production. There are different cotton leaf diseases like Alternaria spot, foliar, bacterial blight, etc. which affects the agricultural yield. In order to detect the diseases, leaf region extraction becomes a significant task and to achieve this we use image processing techniques. Henceforth in this paper, a novel method used to extract the leaf region from a complex background. The proposed method is used for leaf extraction from complex background. The algorithm used in this method is modified factorization based active contour (MFACM) which helps in getting better output images. The database images used for research are acquired from the field using a digital camera. The proposed work is compared with existing active contour algorithms like Gradient Vector Flow (GVF); Adaptive Diffusion Flow (ADF), and Vector Flow Convolution (VFC). From the experiment, it can be observed that the proposed method is better than the other active contour methods in terms of computation time and the number of iterations. In addition to that segmented result is analyzed using specificity, sensitivity, precision which showed that our proposed method is better than the other methods.

Keywords—Cotton leaf; active contour; Gradient Vector Flow (GVF); Adaptive Diffusion Flow (ADF); Vector Flow Convolution (VFC); Modified factorization based active contour (MFACM)

I. INTRODUCTION

Plants play an important source of food for human beings. If plants get affected than yield will also get affected. Therefore, many researchers are into this field of plant phenotyping [7] and there has been extensive research in this area. Plant phenotyping is a research area where the quantitative measurements of the structural and functional properties are performed. The experiment is carried out using some of the computer vision methods like analyzing the image through software. Because of this there has been research in this field for plant disease classification, leaf counting, observing the development and growth of the plant. In literature, there are many researchers who did lot of work for segmenting the leaf images [15,25,26,27] for example leaf segmentation without background and with complex background, automatic identification of plant species. In some cases, segmentation is performed using edge based and local based method also is used [16].

Kiruba raj [2], proposed a method for the herbal leaves segmentation from the complex background. In this chan-vese method is used for the segmentation of leaf or leaves from background when compared to other techniques like k means clustering, local adaptive mean color, without affecting the color, textures. J Praveen kumar [3], introduced the new edge enhancement technique and graph-based method to extract the leaf region. Later it involves counting the number of leaves using circular Hough transform. Manual Grand et al. [4], a review of comparative study of 13 different segmentation methods. The Guided active contour approach was one among them and it has good segmentation results. Jones De Kylde [6], proposed a new active contour framework for segmentation. In this, the author proposed that whenever at the edge of the object contour is placed at that moment it will maximize probability. The internal and external probability distribution functions are learned from a ground truth training set. So, using this segmentation is performed and it gave an outstanding result. Shivalka Sharma [7], presented the review of various methods available for leaf segmentation. Xiaodong Tang [10], introduced leaf extraction from a complicated background using marker-controlled watershed algorithm for image of the individual channel gradient image of Hue, Saturation and Intensity separately. The applying of the watershed algorithm leads to the segmentation of the leaf region and author used solidity measures, to know how the performance of the method is.

Though there are various techniques used for the leaf segmentation [1][2][12][17][28] but with complex background very less research is carried out. Taking this into consideration, we proposed a leaf segmentation from complex background using modified factorization based active contour for texture segmentation. The structure of the paper is as follows: Section II is Literature survey; discussed about previous work done; Section III is Methodology; explains regarding proposed method; Section IV is Results and discussion; the comparative study results; and Section V presents Conclusion.

II. LITERATURE SURVEY

In this, we will be focusing on the previous work done by researchers in active contours, or snakes. Active contour are curves which are generated by the computer. The curve will move towards the edges of an object based on the image energies. There are various applications of active contours like in the medical field like to outline tumor in the brain or it may be for the number recognition etc. But it has some disadvantages too like if the object boundary is too far than its difficult of the curve to evolve towards the object boundaries.
Active contours which are two kinds, namely parametric and geometric.

1) The parametric deformable model – curves which are moved under the influence of internal and external forces [19,22].

2) Geometric deformable model – level set function is used to represent curves and surfaces implicitly in higher-dimensional scalar function [18,20,21].

There are various applications of these models in wide range of medical field [24]. But apart from that its contribution is in leaf segmentation also. And in this paper, both methods are taken into consideration for experiment.

A. Gradient Vector Flow

Xu and Prince [5], introduced a gradient vector flow method to overcome the problems of traditional snake. The traditional snake had a problem with the convergence towards the concave region and also with the limited capture range. So, in this author introduced a new external force which helps the snake to move towards the concave regions.

The equation for the traditional snake is given by

\[ E_{\text{int}} = \int_0^1 E_{\text{snake}}(\nu(s))ds \]

\[ = \int_0^1 E_{\text{int}}(\nu(s)) + E_{\text{ext}}(\nu(s)) \]  

Where \( E_{\text{int}} \) and \( E_{\text{ext}} \) are the internal and external energies. \( E_{\text{ext}} \) is calculated from the image. In this author proposed a new external force which is given by.

\[ E_{\text{ext}}(\nu(s)) = -|\nabla G_\sigma(x,y) \ast I(x,y)|^2 \]  

Where \( G_\sigma(x,y) \) is a two dimensional Gaussian function with standard deviation \( \sigma \) and \( V \) is the gradient operator. This energy helps in moving the snake towards the edges.

It will give better performance with respect to deep concavities of an image.

B. Adaptive Diffusion Flow

Yuwei Wu [8], proposed a method of adaptive diffusion flow which is the modified version of gradient vector flow. Gradient vector flow has advantages with respect to reaching deep concavities but it had a problem with the leakage of weak edges and narrow concavity. So, to improve the author replaced the smoothness energy term of GVF to harmonic hyper surface minimal functional and to achieve the contour to the deep and narrow concavities the infinite laplacian functional is incorporated.

Following are the equations for the adaptive diffusion flow which helps in overcoming the problems of GVF.

Case i): To preserve the weak edges following is the harmonic hypersurface functional defined as.

\[ E(\nu) = \iint \frac{1}{p(|\nu|)} \left( \sqrt{1 + |G_\sigma \ast \nabla \nu|^2} \right)^{p(|\nu|)} \]  

Where \( f \) is the edge of the image I, \( p(\cdot) \) is a decreasing monotonously function which ranges from 1 to 2. And \( \frac{1}{p(|\nu|)} \) are functions of \( \nabla \nu \) such that when \( |\nabla G_\sigma \ast \nabla f(x)| \rightarrow 0, p(\cdot) \rightarrow 2 \), this function behaves like isotropic diffusion within homogenous regions. When \( |\nabla G_\sigma \ast \nabla f(x)| \rightarrow \infty \), \( p(\cdot) \rightarrow 1 \) behaves like total variation model. This basically helps in preserving the weak edges of an image.

Case ii): The laplacian energy functional helps in contour convergence of narrow and deep concavities of an image. Following is the laplacian energy functional.

\[ E_{\text{ext}} = \int |\nabla G_\sigma \ast \nabla \nu|_{L^2(\Omega)} d\Omega \] (4)

So, using both the cases the adaptive diffusion method is given by.

\[ E(u) = \iint [g \cdot (-m \cdot |G_\sigma \ast \nabla u|_{L^2(\Omega)}) + (1 - m) \cdot \frac{1}{p(|\nu|)}) \cdot \left( \sqrt{1 + |G_\sigma \ast \nabla u|^2} \right)^{p(|\nu|)} + h \cdot (|u - f^e|^2)] d\Omega \] (5)

Where \( g, h, m \) are the weighting functions.

C. Vector Flow Convoluation

Bing Li [9], introduced new external force called as vector field convolution (VFC). Here the external force vector field kernel \( k(x,y) \) in which all the vectors point to the kernel origin.

\[ k(x,y) = m(x,y)n(x,y) \]

The convolution of kernel \( k(x,y) \) with edge map \( f(x,y) \) which is generated from the image \( I(x,y) \) which is considered as VFC external force.

\[ \text{vfc} = f(x,y) \ast k(x,y) \]

Here edges are more prominent compare to homogeneous regions. The VFC will result in edge map which doesn’t depend on the origin of the vector field kernel but it depends on the magnitude of the vector field kernel \( m(x,y) \). Author proposed two magnitude functions given by.

\[ m_1(x,y) = (r^2 + \varepsilon^2)^{-\gamma} \] (6)

\[ m_2(x,y) = \exp\left(-\frac{r^2}{\zeta}\right) \] (7)

Where \( \gamma \) and \( \zeta \) are positive parameters to control the decrease of vector field, \( \varepsilon \) is a positive constant to prevent division by zero at the origin.\( m_1(x,y) \) which influence the FOI as increases as \( \gamma \) decreases. \( m_2(x,y) \) is a Gaussian shape function and \( \zeta \) represents the standard deviation.

D. Level Set Method

Stanley Osher [29], introduced the level set method formulation for the evolution of the curve. The curve is represented implicitly as a level set of a scalar function referred as level set function which is defined as the set of points that have same function value. Fig. 1 shows the curve at zero level set of a function, \( \Phi(x,y) = 0 \).

E. Drawbacks

One of the drawbacks, reinitialization of the curve won’t be possible whenever the level set function is far away from a signed distance. Practically whenever the time step is not selected small enough at that time evolving level set function
can depart greatly from its value as signed distance in a small number of iteration steps.

![Fig. 1. Curve at Zero Level Set.](image)

To maintain curve evolution stability and guaranteeing required results re-initialization has been broadly used as a numerical remedy. Later, various authors came with different methods which helped in overcoming the cost of reinitialization of curve during evolution.

Chuming Li [23], came with level set evolution without reinitialization cost which can be achieved by forcing the level set function to be close to signed distance function. The internal energy is used for deviation of the level set function from a signed distance function and external energy based on the desired feature like object boundary are used for the motion of zero level set curve.

### III. METHODOLOGY

**A. Leaf Database**

There are nearly 500 images for database. The images are captured under suitable conditions using Nikon digital camera of size 6000x4000. The images are resized nearly to 256 x 256 so that processing of images is faster. Fig. 2 shows the sample leaf images.

There are two different types of deformable models parametric and geometric. ADF, VFC, GVF are the methods for leaf segmentation and modified factorization based active contour.

**B. Proposed Method**

The proposed method is based on factorization-based active contour for texture segmentation [11][14] with modification. In geometric deformable the distance regularized active contour is used for the implementation [13]. The method is modified version of a factorization based active contour model for texture segmentation [11]. So, the process of extracting the leaf region shown in Fig. 3.

**C. Modified Factorization based Active Contour Method (MFACM)**

The images which are captured will undergo into preprocessing stage of flattening the field correction and using Gaussian pyramid.

![Sample Leaf Images](image)

**Fig. 2. Sample Leaf Images.**

The Gaussian pyramid is a technique in image processing that breaks down an image into successively smaller groups of pixels, in repeated steps, for the purpose of blurring it. This is performed so that it is easier to detect the edges of an object.

The proposed method uses level set method introduced by Chuming Li [13], distance regularization is given by

$$E_{\text{regularization}}(\phi) = \int_{\Omega} \frac{1}{2} (|\nabla \phi(x)| - 1)^2 \, dx$$  \hspace{1cm} (7)

Where $\nabla \phi$ denote the derivative of the level set method. The energy functional proposed by the author is defined as

$$E(\phi, R) = \mu E_{\text{data}}(\phi, R) + \nu E_{\text{regularization}}(\phi)$$  \hspace{1cm} (8)

where $\mu$ and $\nu$ are two positive constant which helps in balancing the total energy with respect to the corresponding terms in the equation. The equation is based on gradient based method.

The evolution process is defined as follows

$$\frac{\partial \phi}{\partial t} = - \frac{\partial E(\phi, R)}{\partial \phi} = - \delta_s(\phi) \mu (w_o - w_b) + \nu (\nabla^2 \phi - \text{div}(\frac{\nabla \phi}{|\nabla \phi|}))$$  \hspace{1cm} (9)

Where $w_o$ and $w_b$ are N dimension vectors.

Apart from level set method the proposed uses factorization-based texture segmentation introduced by Yaun et al. In this, spectral histograms are considered as texture features and a MxN matrix is calculated representing the feature matrix consisting of local window centered at each pixel. The matrix is denoted by $Y$ which is given as.
Y = Rβ + ε

Where R is an MxL matrix gives you the columns which represent the features for the region to be segmented. β is the columns representing the weight vectors for every region and ε is of LxN matrix. ε is the additive noise.

The data energy can be represented as

\[ E_{data}(ϕ, R) = \int_{Ω} [H_ε(ϕ)w_0(x, R) + (1 - H_ε(ϕ))w_b(x, R)]dx \]  

(9)

From the above equation 9 it can be observed that when the curve reaches the object boundary it data term will have minimum value at that point.

In this proposed method, we have included Gaussian pyramid along with factorization based active contour method.

Algorithm

Step 1: Read the original image.
Step 2: RGB to Gray scale image.
Step 3: Histogram of RGB is matched with its gray scale image.
Step 4: Flat field correction with sigma = 1.
Step 5: Gaussian low pass filter with hsize = [5 5] and sigma = 10.
Step 6: Subtracting ‘q’ image from blurred image.
Step 7: Reducing the flat filed corrected image using Gaussian pyramid.
Step 8: Expanding the reduced image IR.
Step 9: Fuse expanded image ‘IR’ and flat flied correction image ‘O’.
Step 10: Fuse Q and subtracted image q.
Step 11: Flat field correction is applied to Q.
Step 12: Image intensity values are adjusted with gamma = 0.01.
Step 13: Flat field correction is applied with sigma = 5.
Step 14: Required region should be selected from the original image.
Step 15: Segmentation is performed using modified factorization active contour method.
Step 16: Segmentation output.

IV. RESULTS AND QUANTITATIVE COMPARISONS

The images with complex background are captured from a various agriculture field of cotton plant leaf images. The images are captured from a digital camera of size 6000x4000.

The images were preprocessed using flat field correction and used Gaussian pyramid for the better visibility of the edges of the images. Later the processed image will be used for factorization based active contour. The results obtained using modified factorization based active contour will give better results when compare to other results.

The proposed method and parametric deformable model methods Gradient Vector Flow (GVF), Adaptive Diffusion Flow (ADF), Vector Field Convolution (VFC) are experimented with dataset created by Nikon digital camera of image resolution 6000x4000. In this paper, Modified Factorization based Active Contour Method (MFACM) is compared with the existing parametric deformable models.

Fig. 4 and 5 shows the results obtained after applying the modified F ACM, GVF, ADF and VFC methods along with ground truth image. The performance of the methods are analyzed using time computation and segmentation measures like precision, accuracy, sensitivity, specificity. Table I gives the details regarding the time computation obtained from the various methods and we can observe that our proposed method takes less time when compare to other.

Fig. 6 shows the graph of time taken versus the number of iterations. Table II displays the output of different segmentation performance measures using ground truth images. From the table it can be seen that accuracy, precision, sensitivity, etc. are more compare to methods of parametric deformable models and it’s been represented in the graph shown in Fig. 7.
Fig. 5. (a) Input Image (b) Modified FCM Output (c) GVF Output (d) ADF Output (e) VFC Output (f) Ground Truth Image.

TABLE I. TIME SPENT FOR GVF, VFC, ADF AND MFACM

<table>
<thead>
<tr>
<th>Time spent</th>
<th>GVF</th>
<th>VFC</th>
<th>ADF</th>
<th>MFACM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iterations</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Leaf</td>
<td>24.68</td>
<td>29.14</td>
<td>29.41</td>
<td>12.8</td>
</tr>
<tr>
<td>leaf1</td>
<td>23.73</td>
<td>40.67</td>
<td>32.54</td>
<td>11.06</td>
</tr>
<tr>
<td>leaf2</td>
<td>22.43</td>
<td>41.71</td>
<td>27.1</td>
<td>9.26</td>
</tr>
<tr>
<td>leaf3</td>
<td>23.63</td>
<td>37.01</td>
<td>30.91</td>
<td>11.59</td>
</tr>
<tr>
<td>leaf4</td>
<td>17.96</td>
<td>36.23</td>
<td>17.35</td>
<td>12.74</td>
</tr>
<tr>
<td>leaf5</td>
<td>21.68</td>
<td>29.32</td>
<td>22.92</td>
<td>11.54</td>
</tr>
</tbody>
</table>

Fig. 6. Graph for Time Taken Versus Number of Iteration.

Table II. FALSE POSITIVE, FALSE NEGATIVE, TRUE POSITIVE, TRUE NEGATIVE, ACCURACY, SPECIFICITY, SENSITIVITY, PRECISION VALUES

<table>
<thead>
<tr>
<th></th>
<th>FP</th>
<th>FN</th>
<th>TP</th>
<th>TN</th>
<th>ACC</th>
<th>SPE CI</th>
<th>SEN SI</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>GVF</td>
<td>202</td>
<td>567</td>
<td>221</td>
<td>15</td>
<td>0.96</td>
<td>0.952</td>
<td>0.975</td>
<td>0.8864</td>
</tr>
<tr>
<td>ADF</td>
<td>183</td>
<td>111</td>
<td>75</td>
<td>7</td>
<td>0.95</td>
<td>0.957</td>
<td>0.950</td>
<td>0.9215</td>
</tr>
<tr>
<td>VFC</td>
<td>704</td>
<td>114</td>
<td>01</td>
<td>63</td>
<td>0.81</td>
<td>0.983</td>
<td>0.499</td>
<td>0.9417</td>
</tr>
<tr>
<td>MFACM</td>
<td>682</td>
<td>141</td>
<td>4</td>
<td>68</td>
<td>0.96</td>
<td>0.984</td>
<td>0.937</td>
<td>0.9689</td>
</tr>
</tbody>
</table>

Fig. 7. Graph for Precision, Accuracy, Sensitivity, Specificity with Respect to MFACM, ADF, VFC, GVF.

V. CONCLUSION

Leaf segmentation from complex background is performed using modified factorization based active contour for cotton leaf images. The segmented results are better than when compared to the parametric active contour methods. In this, active contour methods like GVF, VFC and ADF and level set method modified factorization based active contour method. From the results, we can observe that modified factorization based active contour method is good when compared to other methods in terms of time taken to perform segmentation. The precision, recall, sensitivity, etc. are calculated and the values are good when related to other methods. So, from this we can conclude that modified FCM is better than the other geometric and parametric active contour method.
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Abstract—This study tests the Saudi stock market weak form using the weak form of an efficient market hypothesis and proposes a recurrent neural network (RNN) to produce a trading signal. To predict the next-day trading signal of several shares in the Saudi stock market, we designed the RNN with a long short-term memory architecture. The network input comprises several time series features that contribute to the classification process. The proposed RNN output is fed to a trading agent that buys or sells shares based on the share current value, current available balance, and the current number of shares owned. To evaluate the proposed neural network, we used the historical oil price data of Brent crude oil in combination with other stock features (e.g., previous day opening and closing price of the evaluated share). The results indicate that oil price variations affect the Saudi stock market. Furthermore, with 55% accuracy, the proposed RNN model produces the next-day trading signal. For the same period, the proposed RNN trading method achieves an investment gain of 23%, whereas the buy-and-hold method obtained 1.2%.

Keywords—Time series; neural network; long short-term memory; stock price; Tadawul

I. INTRODUCTION

Of all the presented works for forecasting stock markets, only very few have targeted the Saudi stock market. In this study, we presented a recurrent neural network (RNN) that utilizes the long short-term memory (LSTM) architecture for a multivariate time series prediction to generate a trading signal (buy, sell, or do nothing) for several Saudi stock indices that will be used in combination of a trading algorithm to buy and sell shares based on three factors: share current value, current available balance, and a current number of shares owned.

Neural networks have gained much attention in recent years, especially in stock market prediction. The nature of the randomness accosted with the stock market makes it hard to achieve high confidence in predicting the index price using normal statistical methods. By using neural networks with several futures, we can achieve a high prediction value. To study the effect of past historical prices on future prices and to develop a trading agent using neural networks, we tested the Saudi stock market for the weak form efficiency. In producing a trading signal, the developed neural network is an RNN with an LSTM architecture.

The remainder of the paper is organized as follows. Section II gives a literature review on the works undertaken to predict and forecast the stock market price. Section III tests the weak form of the Saudi stock market efficiency. (The test is useful for understanding the effect of the historical data of a share on future values.) Discussion on the proposed method and a brief neural network introduction is presented in Section IV. Section V evaluates the proposed method and compares it to a known trading method. Finally, we give the conclusions of this study in Section VI.

II. LITERATURE REVIEW

Recently, the stock market prediction has been a hot topic in the research field. To predict stock prices, many researchers have developed methods, but only a few have developed a trading strategy. Some of the reviews of the developed methods are published [1], [2]. For example, Shah et al. classified stock prediction methods into four categories: statistical methods, pattern recognition, machine learning, and sentiment analysis.

The autoregressive integrated moving average (ARIMA) model, which is one of the well-known statistical methods, uses a class of models to model the time series based on historical values. The model is fitted to the historical values of a stock price in predicting (forecasting) the stock’s future price. The model consists of three parts: (1) an autoregressive (AR) model, in which the forecasted value is a linear combination of past lagged values; (2) a moving average (MA) model that forecasts the future value using the past forecast errors; and (3) the difference operation of past and future values. The model is denoted by ARIMA(p, d, q), where p is the order (number of time lags) of the AR model, d is the degree of differencing, and q is the order of the MA model.

Pattern recognition is closely related to machine learning but with a different implementation. Here, we focus on the methods of finding patterns in the stock’s historical values. Then, by using computer algorithms, we predict future values using these patterns. Previous studies show an example of a pattern: the stock uptrend [3] and the open high–low close price candlestick charts [4].
Machine learning prediction uses historical data and the desired output as the training sets to build a mathematical model through an iterative process until an objective function is optimized. Previous studies have shown the usage of classification and regression as examples of machine learning in trading methods and the closing price of stock [5, 6, 7].

In sentiment analysis, it uses text information, such as news articles or social media feeds on stock markets. In predicting stock trends based on the feed provided, the analysis employs machine learning algorithms [8].

Idress et al. [9] built an ARIMA model to predict the Indian stock market, in which they found a deviation on a 5% mean percentage error.

Meanwhile, to predict the Saudi stock prices, Olatunji et al. [10] proposed an artificial neural network (ANN) model, applying on three major stock indices: Alrajhi bank, Saudi Telecom Company, and Saudi Basic Industries Corporation SABIC stocks. They only used the previous-day closing price as the model input. Moreover, the proposed model was used as an investment adviser, and it achieved a low root mean squared error (RMSE) of 1.8174 and a mean absolute percentage error of 1.6476.

Also, Jarrah and Salim [11] proposed an RNN and a discrete wavelet transform (DWT) to predict the Saudi stock price trends. The model consisted of two stages. The first stage uses DWT to break the stock price into both frequency and time domains to filter the noise associated with the signals, and the second stage is an RNN that performs the prediction. The model was tested to predict the next-seven days closing price of the Saudi stock. The prediction result was then compared with that obtained by a prediction process performed using the ARIMA model. Consequently, the proposed model (DWT + RNN) achieved an RMSE of 0.0522 when the RNN model used four batches and four neurons.

Alotaibi et al. [12] also used an ANN model to predict the Saudi stock market. Their ANN model consisted of three layers: input, hidden, and output layers. The input layer contained the historical close and open prices of the Saudi stock market and the historical close and open prices of oil. Bayesian regularization backpropagation was used for network training from 2003 to 2012. The test set training spanned from 2013 to the end of 2015.

Hua et al. [13] gave an introduction to deep learning with LSTM for time series prediction and proposed random connectivity for LSTM to overcome the computation cost.

Tilakaratne et al. [5] developed a neural network for predicting the trading signals of the Australian All Ordinary Index. Then, they compared an ANN to a probabilistic neural network (PNN), in which they found that the ANN outperformed the PNN.

On the basis of the previous studies mentioned above, many developed methods use historical information form the share itself without the combination of other factors (e.g., oil prices). These methods targeted different markets other than the Saudi stock market.

III. WEAK FORM OF EFFICIENT MARKET TEST

The weak form of an efficient market hypothesis states that the future prices of a stock market with a weak efficiency cannot be predicted using historical information, such as trading volume, closing price, and earnings. It means that one cannot predict future values using the available information. Fama [14] divided the efficient market hypothesis into three: weak, semi-strong, and strong hypotheses.

Previous studies tested the Saudi stock market efficiency in its weak form and concluded the same; however, the presented studies are not up to date [15, 16].

To prove that the stock price under test can be predicted using historical values, we will be testing the Saudi stock indices used to evaluate the proposed RNN for the weak-form efficiency hypothesis. The weak form of the market efficiency for individual stocks is tested for randomness. If the stock does not follow a random walk, the hypothesis fails. The stock index can be predicted using historical data.

Several statistics tests are known for use in testing data randomness. Here, we used the Kolmogorov–Smirnov test (K–S test). The null hypotheses in the K–S test are that the data (stock returns) under the test follow a random walk, and the future value cannot be predicted. The alternative hypotheses are that the data under test are not random and that the data can be predicted using historical values.

Here, we used Alrajhi, Alina, and SABIC stocks. The historical values are dated from January 2010 to the end of March 2020. The stocks’ closing price was converted to the stock returns, as shown in Eq. (1), where R is the logarithmic stock return; l(i) is the day i closing price; and l(i – 1) is the previous closing price of the day i:

\[ R(i) = \log \left( \frac{l(i)}{l(i-1)} \right) \]  

A. Kolmogorov–Smirnov Test

The K–S test is a nonparametric test for data randomness. The null hypotheses of the test assume that the cumulative distribution function (CDF) of the data under test is equal to the hypothesized CDF. The CDF of the data was computed herein and compared with the hypothesized CDF using Eq. (2), where \( D_n \) is the maximum amount of the hypothesized CDF (\( F_n(x) \)) exceeding the calculated CDF (\( G_n(x) \)). When both CDFs are equal to some factors, the data are random, and the test fails to reject the null hypothesis that the test statistics converge to zero as \( n \) goes to infinity. Detailed mathematical background on the K–S test is provided in [17].

\[ D_n = \max_x |F_n(x) - G_n(x)| \]  

B. Market Weak form Test Results

We performed the test on the three stocks used to evaluate the proposed RNN. Table I shows the result of the K–S test performed with a significance level of 0.05. (The p-value is the probability value of the test.) Smaller values (typically <0.05) indicate a strong rejection of the null hypothesis. The test statistic is a random variable calculated from the data under the test used in determining the null hypothesis rejection, whereas the \( z \)-value is the critical value. The K–S
test rejected the null hypotheses by comparing the $p$-value with the significance level. The null hypothesis is rejected if the $p$-value is less than the significance level (i.e., the data under test are not random).

Based on the test performed, Alinma, Alrajhi, and SABIC stock returns did not follow a random walk and were not independent of past values. This proved that the proposed stock prediction method and the trading agent could facilitate historical values to predict trading signals.

### TABLE I. KOLMOGOROV–SMIRNOV TEST RESULTS

<table>
<thead>
<tr>
<th>Stock</th>
<th>Hypothesis test result</th>
<th>$p$-value</th>
<th>Test statistic</th>
<th>$z$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alinma</td>
<td>The null hypothesis is rejected.</td>
<td>0.00</td>
<td>0.1191</td>
<td>0.0268</td>
</tr>
<tr>
<td>Alrajhi</td>
<td>The null hypothesis is rejected.</td>
<td>0.00</td>
<td>0.0904</td>
<td>0.0268</td>
</tr>
<tr>
<td>SABIC</td>
<td>The null hypothesis is rejected.</td>
<td>0.00</td>
<td>0.1143</td>
<td>0.0268</td>
</tr>
</tbody>
</table>

### IV. METHODOLOGY

Neural networks are a set of algorithms used to recognize underlying relationships in data sets. The process of a neural network is similar to the operation of a human brain. Here, we used an RNN with an LSTM architecture to produce a trading signal.

The input to the neural network is called a feature, which is a measurable characteristic of the observed data or a characteristic with an indirect effect on it. Accordingly, this section provides a brief introduction to neural networks. The introduction aims to familiarize the reader with the basics of neural networks and provide them the ability to understand some concepts. A detailed background regarding this matter is reported in [18].

#### A. RNN

RNNs are a class of neural networks best used in sequenced data sets, such as time series. An RNN has a one-to-one connection between its internal layers and the exact position in the time series [18]. An RNN can simulate any algorithm given sufficient data. These networks are based on the works by Rumelhart et al. [19], who described a new method for teaching a network through backpropagation. Unlike feedforward neural networks, RNNs have an advantage in using their internal memory to process a sequence of data, such as stock markets. Moreover, the network input (e.g., oil prices and index price) in RNNs are interrelated. On the contrary, an RNN suffers from exploding and vanishing gradient problems. Gradient vanishing is a term associated with neural network training, and a gradient is a vector of the calculated error during the network training process. The gradient is used to update the network weights to achieve a small error, such as an error in predicted stock value when compared with the actual value. The gradients in an RNN accumulate during the update process, which causes it to explode (i.e., it becomes large and goes to infinity).

Fig. 1 shows the basic building block of an RNN. The input to the block is a vectored time series $x_t$. In our case, we used the stock price and associated features. $h_t$ is the output from the block to be fed to the subsequent iteration at time $t + 1$. $h_{t-1}$ is the output from the previous block. Both $h_t$ and $h_{t-1}$ are called the hidden layer vectors. $w_h$ and $w_i$ are the weight vectors for the hidden connection and the input vector, respectively. The weight vectors are chosen by network training, which is achieved by comparing the output (predicted) with the actual value and adjusting the weight vectors to achieve the smallest error. $\hat{F}$ is an activation function within the block. Activation functions are mathematical equations that determine the block output based on preset conditions. The most important activation function is the $tanh$ function. $b_t$ is a bias added to the block input. Equation (3) shows the math behind RNNs.

$$o_t = h_t = F(w_h h_{t-1} + w_i x_t + b_t) \quad (3)$$

![Fig. 1. The Basic Building Block of an RNN.](image)

#### B. LSTM

Proposed by Hochreiter and Schmidhuber [20], LSTM is a type of RNN architecture used to solve the exploding and vanishing gradient problem that occurs in a normal RNN. The constant error carousel (CEC) LSTM was used to overcome the problems caused by the error back flow. The CEC controls the error flow by units, called gates, which are implemented in the memory block of the LMTS. The gates are categorized into the input gate, output gate, and forget gate, in which each gate has a function to achieve. The input gate controls the flow of the new sequence value. The output gate controls the usage of the value inside the cell using the activation function of the LSTM. The forget gate controls how long a value remains inside the memory cell.

Fig. 2 shows the building block of an LSTM unit, where $C_t$ is the cell state, $x_t$ is a vector input to the cell, $f_t$ is the output from the sigmoid function that represents what cell state can be passed from adjacent cells, and $i_t$ is the output from the sigmoid function that represents the output from the $tanh$ function of the input gate to the cell. This updates the cell state with new values. $O_t$ is multiplied by $tanh$ of the cell state to choose what part to output to the adjacent cell.

Fig. 3 shows three hidden units for a vector input in an LSTM network. This number can be more than three, depending on the design. Equations (4)–(8) are the compact forms of the forward pass of an LSTM unit that contains a forget gate developed in [21]. In the equations, $W$, $U$, and $b$ denote the weights and biases determined by network training. Each layer produces a single output, called $ht$, which is connected to a neuron at the final layer. The function of the neuron is to multiply each input by weight and sum them up to
produce an output \( \hat{y}_t \) with length \( n \), where \( n \) is the number of classifications produced (Fig. 4).

\[
\begin{align*}
f_t & = \sigma_g(W_t x_t + U_t h_{t-1} + b_t) \\
i_t & = \sigma_g(W_i x_t + U_i h_{t-1} + b_i) \\
g_t & = \sigma_c(W_g x_t + U_g h_{t-1} + b_g) \\
o_t & = \sigma_f(W_o x_t + U_o h_{t-1} + b_o) \\
h_t & = \sigma(W_t x_t + U_t h_{t-1} + b_t)
\end{align*}
\]

(4) (5) (6) (7) (8)

The output \( \hat{y}_t \) is connected to a softmax layer, which functions to convert the input vector \( \hat{y}_t \) of \( n \) elements to a normalized probability distribution with \( n \) probabilities. The element with the highest probability is the network output. The produced classifications are two training signals: buy and sell. An in-depth discussion on pattern recognition and classification is shown in [22].

C. Trading

The proposed design was constructed using LSTM layers connected in series. The RNN input comprised a set of time series data representing the features associated with the stock and oil closing price. The network setup consisted of the training method, the number of hidden elements (LSTM units), and the number of training iterations. Fig. 5 shows a history of three stock prices in Saudi Riyals that was used in this study. The data will be divided into two sets. The first set will be used to train the classifier, and the other data will be used to evaluate the proposed classifier. Fig. 6 shows the history of the oil prices that will be used as an input to the proposed network. Table II lists the options used in constructing the network.

1) Input features: Table III lists the features used for the buy and sell classification network. Several methods can be used for feature selection. However, in this study, we used a trial-and-error method to find the best feature combination because some feature selection methods fail when chart technical indicators are used in the stock price.

Fig. 2. LSTM basic Building Cell Called a Neuron or a Hidden Unit.

Fig. 3. The Network of the LSTM Units Known as Hidden Layers.

Fig. 4. Final Network Stage. The Output from each Cell is Added to Produce the Prediction.

Fig. 5. Historical Data of Three Stocks from March 21, 2012, to April 24, 2020.

Fig. 6. Historical Data on Oil Prices in USD that are used in the Study. The Data are from March 21, 2012, to April 24, 2020.
<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solver</td>
<td>Training algorithm</td>
<td>ADAM</td>
</tr>
<tr>
<td>Epoch</td>
<td>Number of full training data passes</td>
<td>750</td>
</tr>
<tr>
<td>Hidden layers</td>
<td>Number of LSTM cell per time series</td>
<td>200</td>
</tr>
<tr>
<td>Gradient threshold</td>
<td>The gradient is clipped to the threshold if the gradient of the error passes the value</td>
<td>1</td>
</tr>
<tr>
<td>Initial learn rate</td>
<td>Specifying the rate of learning higher values will cause the learning to be faster, but could diverge the network</td>
<td>125</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock closing price</td>
<td>The previous-day closing price of the stock</td>
</tr>
<tr>
<td>WTI daily price</td>
<td>West Texas Intermediate oil price</td>
</tr>
<tr>
<td>Brent daily price</td>
<td>Brent crude oil price</td>
</tr>
<tr>
<td>No. of trades</td>
<td>Number of trades placed on a stock for the previous day</td>
</tr>
<tr>
<td>Open price</td>
<td>The opening price of the same day</td>
</tr>
<tr>
<td>Highest price</td>
<td>The highest price of the previous day</td>
</tr>
<tr>
<td>Lowest price</td>
<td>The lowest price of the previous day</td>
</tr>
<tr>
<td>Month number</td>
<td>Current month in numerical form</td>
</tr>
<tr>
<td>Number of days</td>
<td>Since the last trading session Until the upcoming trading session</td>
</tr>
<tr>
<td>Relative strength index</td>
<td>Relative strength index for 7 days Relative strength index for 21 days</td>
</tr>
<tr>
<td>Accumulation/distribution (A/D) oscillator</td>
<td>Momentum indicator for detecting the changes in the A/D line by measuring the momentum of the first signal of change of trend</td>
</tr>
<tr>
<td>Moving average convergence/divergence</td>
<td>A trend-following momentum indicator that shows the relationship between two moving averages of a security's price</td>
</tr>
<tr>
<td>Stochastic oscillator</td>
<td>An indicator comparing a closing price of a stock to a range of its prices over a certain period</td>
</tr>
<tr>
<td>Logarithmic return</td>
<td>The logarithm of the closing price divided by the previous closing price shown in Eq. (3)</td>
</tr>
</tbody>
</table>

Each training run computes the generated responses with the required ones. An error is produced if the response is different, and the weights are updated in each training iteration. Adaptive moment estimation (ADAM), developed by Diederik Kingma and Jimmy Ba [23], was used as a solver to optimize the weights and biases of the neural network. The following lists the process undertaken to train the LSTM network.

- Initialize the LSTM network weights and biases randomly.
- Input the historical data to the network as a normalized time series.
- Compare the trading signal output with the required signal (buy and sell signal).
- Update the weights and biases using the ADAM solver and the computed error.
- Repeat the training process until the classification accuracy is higher than that in the previous run or stop when the required number of iterations has been satisfied.
- The evaluation data set was used to test the network after network training. This process is called the classification process.

3) Trading agent: The output of the neural network classification is connected to a trading agent. The presented trading agent strategy involves buying or selling a pre-defined number of shares in a trading session based on the number of shares and money currently owned. Fig. 7 depicts the trading process. The agent relies on the initial investment budget and the required shares to be bought and sold per trading session. These values are fixed in the current version of the trading agent.

![Trading Agent Flow Chart](image-url)

2) Network training: To obtain the required gains and biases in the hidden network layers, we must train the neural network. A data set must be prepared to perform the training and evaluation processes of the RNN. The required data were divided into two sets: a training set and an evaluation set. The data set comprised the historical values of the proposed futures from March 21, 2012, to April 24, 2020, and the required response (trading signal) of that interval. The trading agent responses were obtained from the stock returns, in which a buy signal was generated from a positive return, and a sell signal was treated from a zero or negative return. The data were normalized using Eq. (9).

\[ x' = \frac{x - \text{min}(x)}{\text{max}(x) - \text{min}(x)} \]  

(9)
V. RESULTS

The proposed neural network and trading agent were evaluated using three stock shares from the Saudi stock market (i.e., Alinma Bank, Alrajhi Bank, and SABIC). The evaluation data set comprised of historical values from June 2018 to August 2019. The performance of the proposed agent was compared with that of the buy-and-hold trading strategy. Table IV shows the accuracy of the trading signal, trading agent initial values, and investment gain. The trading gain was affected by the initial values used, which were optimized to achieve the highest gain.

Fig. 8 and 9 denote the output of the trading agent for the Alinma and Alrajhi stocks, respectively. The trading agent was effective for both the Alinma and Alrajhi shares, as shown by the output. The agent bought shares in an upward trend and sold them at the local maximum in several instances.

<table>
<thead>
<tr>
<th>Stock</th>
<th>Trading accuracy</th>
<th>Investment gain</th>
<th>Buy-and-hold gain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Buy</td>
<td>Sell</td>
<td>Overall</td>
</tr>
<tr>
<td>Alinma</td>
<td>53.3%</td>
<td>50.3%</td>
<td>57.3%</td>
</tr>
<tr>
<td>Alrajhi</td>
<td>51.9%</td>
<td>60.4%</td>
<td>57.3%</td>
</tr>
<tr>
<td>SABIC</td>
<td>47.8%</td>
<td>61.4%</td>
<td>57.3%</td>
</tr>
</tbody>
</table>

Fig. 8. Trading Agent Signal when used in the Alinma Stock Trading.

Fig. 9. Trading Agent Signal when used in the Alrajhi Stock Trading.

Fig. 10. Trading Agent Signal when used in the SABIC Stock Trading.

VI. DISCUSSION AND CONCLUSION

To predict the Saudi stock trading signals, we proposed the usage of a multivariate RNN with an LSTM architecture. The model used historical stock information, such as closing prices, the volume of trades, number of trades, current-day opening prices, and oil price. The model result was satisfying compared with that obtained using the buy-and-hold trading method.

In future studies, we must consider more factors, such as the Fibonacci retracement, and develop a feature selection method to select the best feature among the presented features. Other financial trading methods may also be considered to train a neural network and develop a trading agent instead of relying on the prediction of future returns.
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Abstract—Due to the multidisciplinary nature of cyber-physical systems, it is impossible for an existing modeling language to be used effectively in all cases. For this reason, the development of domain-specific modeling languages is beginning to become an integral part of the modeling process. This diversification of modeling languages often implies the need to co-simulate subsystems in order to obtain the effect of a complete system. This paper presents how behavioral semantics of a diagrammatic DSML can be implemented by co-simulation. For the formal specification of the language we used mechanisms from the category theory. To specify behavioral semantics, we introduced the notion of behavioral rule as an aggregation between a graph transformation and a behavioral action. The paper also contains a relevant example and demonstrates that the implementation of behavioral semantics of a diagrammatic model can be achieved by co-simulating standalone FMUs associated to behavioral rules.
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I. INTRODUCTION

In the context of moving the effort from writing code to writing models, the development of modeling tools, appropriate to the domain of modeling, becomes an essential factor for increasing the efficiency of the modeling process. The diagrammatic syntax of domain-specific modeling languages (DSML) seems to be the most accessible for all parties involved in the model specification, because it is intuitive and can provide support in all phases of model development, starting with the informal model and ending with the executable model [1,2].

Models specified with these DSMLs must, in turn, interact with other models specified in other languages. Often the models specified with these DSMLs assemble heterogeneous components, which must be modeled with other languages. All these components can be specified in various modeling languages. But there is a need for a specific language to assemble the system components into a workflow [3] and coordinate the behavior of these components. In our opinion, these interaction problems can be solved elegantly by co-simulation [4].

One of the main objectives of building a model is to study the behavior of a system in order to analyze and optimize the modeled system. Due to the complexity of the systems, classical optimization methods cannot be used and therefore must be replaced by methods based on simulation or genetic algorithms. To achieve these objectives the model will have to be executed by a simulator according to its behavioral rules to mimic the behavior of the system.

Complex systems such as Cyber-Physical Production Systems (CPPS) also have a high degree of heterogeneity and therefore involve components with different behaviors that cannot be efficiently specified in the same formalism. In these cases, we need a co-simulation environment that combines several simulators into one and that reproduces the behavior of the global system [5].

In order for these heterogeneous models to be coupled in the co-simulation process, they need to provide a common standardized interface. This interface is called Functional Mock-up Interface (FMI) [6] introduced in the European MODELISAR project, carried out in the period 2008-2011.

To achieve the goal of co-simulation, modeling tools must be able to generate co-simulation units with FMI interfaces, which are called Functional Mock-up Units (FMU). The orchestration of the components in order to obtain the behavior of the composite system is done by an orchestrator which is called master algorithm.

We believe that for the efficient implementation of a DSML, co-simulation mechanisms must be an integral part in the process of specifying and implementing a modeling tool. In this paper we present the methodology for specifying and implementing a DSML with FMU generation facility. To formalize the model, we use mechanisms from category theory. For co-simulation we used the INTO-CPS [7] tool chain. INTO-CPS is an EU-funded project that integrates a chain of tools for model-based CPS design and implementation by co-simulating components with an FMI-compatible interface.

In Section 2, we briefly specify the static metamodel of a diagrammatic model. In Section 3, we specify the behavioral syntax of the model and in Section 4, we deal with the semantic mapping of a model. In Section 5, we briefly present the mechanism for generating FMU components. Section 6 concludes the paper with original contributions and conclusions. All the mechanisms presented are exemplified with a simple model that was implemented on the ADOxx metamodeling platform.

II. THE STATIC MODEL

In essence, a visual model of a system first defines the syntax of the static and behavioral model that represents the virtual and physical entities of the model and then the
semantics of the model represented by the significance of static constructions and a set of behavioral rules that represent the behavior of these entities.

Syntactically, a diagrammatic model is a graph with several types of nodes that represent different concepts in the domain of modeling and several types of arcs that represent links between these concepts [8,9]. When we want to associate models with a spatial representation, we can use a second graph, as a spatial dimension of them and thus we reach the notion of bigraph [10]. The models discussed in this paper have as syntactic representation a single graph.

Example 1. We consider a modeling language SML (Simple Modeling Language) that has the following concepts:

A buffer concept, which can store a single type of material, which we denote by B1, and endow it with two attributes, namely: the stock attribute which represents the current quantity stored in the buffer and capacity which represents the maximum quantity that can be stored in the buffer. We associate to this concept the following graphic notation:

A buffer concept, which can store two types of materials, which we denote by B2, and endow it with four attributes, namely: the attributes stock1, stock2 which represents the current quantity of each type stored in the buffer and capacity1, capacity2 which represents the maximum quantity of each type, which can be stored in the buffer. We associate to this concept the following graphic notation:

A processing or transfer activity concept, which we denote by W1, and which can process or transfer materials from a type B1 buffer to a type B2 buffer, and endow it with three attributes, namely, the Stock1In attribute which represents the quantity of material fed from buffer B1, and the attributes Stock1Out, Stock2Out which represent the quantities of material deposited in buffer B2. We associate to this concept the following graphic notation:

A processing or transfer activity concept, which we denote by W2, and which can process or transfer materials from a type B2 buffer to a type B1 buffer, and endow it with three attributes, namely: the attributes Stock1In, Stock2In which represents the quantity of material fed from each type and the StockOut attribute which represents the quantity of material deposited in buffer B1. We associate to this concept the following graphic notation:

The SML model that we will specify is a graphical DSML for describing simple models in conformity with the requirements specified above.

SML models, therefore, are graphs with a set of syntactic restrictions on their components [11]. In the categorical model, the SML metamodel is a sketch that is composed of a graph and a set of constraints on the graph nodes [2,12,13].

Example 2. We will define a SML model as a graph G=(X,Γ,σ,θ), on the components of which we introduce four restrictions, namely:

1) The nodes of the graph are of two types and these types determine a partition on X, i.e.: X=B1UB2;
2) The arcs of the graph are of two types and these types determine a partition on Γ, i.e.: Γ=W1uW2;
3) Graph G has to be a connected graph;
4) There must be at most one arc between any two components.

A categorical sketch is a tuple S=(G,C(G)) where G is a graph and C(G) is a set of constraints on the set of nodes and arcs of the graph [2]. A model of the sketch S=(G,C(G)) is the image of this sketch through a functor in the Set category.

From the way of defining the SML model, from example 2 it results that the graph G of the corresponding sketch S=(G,C(G)) is the one from Fig. 1.

The categorical sketches are based on the observation that a labeled diagram is an analogous construction of a logical formula that is mapped to the components of a graph, i.e. to the nodes and arcs of a graph [2,14].

We denote with Graph the category of graphs, i.e. the category that has graphs as objects and as arcs the homomorphisms between these graphs. We will also denote with Graph1 the set of objects of the Graph category and with Graph2 the set of arcs of the Graph category.

Constraints on the models specified by the categorical sketch are defined by a predicate signature diagram, which is composed of a set of predicates Π, and an application are: Π→Graph, which maps the indeterminate predicates to the nodes of a graph in Graph2 [2]. This predicate signature diagram, allows the definition of constraints on the models specified by a categorical sketch at the metamodel level.

![Fig. 1. The Graph of the SMM Sketch.](image-url)
For example, for the graph G to be connected we will put the condition that the pushout of σ with θ to be a terminal object in the Set category.

If we denote Span(x,y,z,r1,r2)→=(x←−rz−→ y) then the pushout of σ with θ, in the Set category, is the colimit of the diagram d:Span(1,2,3,r1,r2)→Set where d(1)=x, d(2)=x, d(3)=γ, d(r1)=σ, d(a2i)=θ. These constrains are imposed by the predicate P(n1,n2,n3,r1,r2) with the shape graph arity of P, ar(P(n1,n2,n3,a1i,a2i)) defined as: ar(n1)=1, ar(n2)=2, ar(n3)=3, ar(a1i)=r1, ar(a2i)=r2. In these conditions the predicate P(n1,n2,n3,a1i,a2i)=CoLim(d) is defined as follows: P(n1,n2,n3,a1i,a2i)=CoLim(d)=1 where CoLim(d) is the colimit of diagram d in the Set category.

Therefore, the categorical sketch of the SML model has the following components: the graph of the sketch is the one from Fig. 1, and the set of constraints S(Π) is obtained by mapping the shape graphs corresponding to the predicates from Π to the components of the sketch graph by means of diagrams, i.e. S(Π)={S(Pi) | Pi∈Π, i≥1}. The categorical sketch $S = (G, (Π))$ represents the abstract syntax of the SML models and at the same time the SML metamodel.

Each model specified by the categorical sketch $S$ is the image of the graph G of the sketch $S$ through a functor $M$, in the Set category, which respects the constrains imposed by the predicates (Π). The predicates in the set (Π) will be mapped, at the level of each model $M$, from the Set category to a set of predicates as follows: Set(Pi)={(P;M=d-ar(Pi)) | d is a diagram}.

Thus, if we have the model $M:S→Sets$, where $M(b1)=B1$, $M(b2)=B1$, $M(w1)=W1$, and $M(w2)=W2$, then the set of instances $B1$, $B2$, $W1$, $W2$, will respect the constrains defined by the set of predicates Set(Pi). We notice that the graph of the categorical sketch contains besides the concepts from the modeling domain, also auxiliary nodes useful for imposing constrains.

If in the above model we have: $B1=${$B11,B12,B13$}; $B2=${$B21,B22$}; $W1=${$W11,W12$}; $W2=${$W21,W22,W23$} and $σ(W11)=B11$; $σ(W12)=B12$; $θ(W11)=B22$; $θ(W12)=B22$; $σ(W21)=B21$; $σ(W22)=B21$; $σ(W23)=B21$; $θ(W21)=B11$; $θ(W22)=B12$; $θ(W23)=B13$; then the SML model is like in Fig. 2.

We will consider that the nodes of the graph of the sketch $S$ are classes endowed with attributes. The graph nodes will be mapped by the functor $M$ to sets of objects of the corresponding class type in the Set category, and the graph arcs will be mapped to functions between these sets. The semantics of such a static model is given by the significance of the attributes, the significance of the values of these attributes and the significance of the graph structure of the model.

A class defines a concrete modeling concept that can be used to specify a model in the modeling language. Therefore, each concrete concept of a model created with a tool implemented on the ADOxx platform is an instance of a class.

For the graph $G$ to be connected we will put the condition that the pushout of $σ$ with $θ$ to be a terminal object in the Set category.
The behavioral dimension of a SML model is defined by the category Ar: AGraph → Graph_0, which maps each action Act ∈ A to two objects in the AGraph category as follows: if \( (y_1,\ldots,y_m) := \text{Act}(u_1,\ldots,u_n) \) then the outputs \( y_1,\ldots,y_m \) will be mapped to the attributes of the graph \( R \) and the inputs \( u_1,\ldots,u_n \) will be mapped to the attributes of the graph \( L \). The pair \((L,R)\) of graphs is called shape graph arity of \( \text{Act} \), \( \text{ar}(\text{Act}) = (L, R) \). We will sometimes denote the image of \( \text{Act} \) through \( \text{ar} \) in the category AGraph with \( \text{Act}(L, R) \).

The behavioral signature is a tuple \( \Sigma = (\mathcal{T}, C_L, \Lambda, C_R) \) where \( \mathcal{T} \) is a set of graph transformation rules; \( C_L = (\Pi_L, \alpha_L) \) is a diagram predicate signature such that \( \alpha_L : \Pi_L \rightarrow \text{AGraph}_0 \), which we call the precondition signature; \( C_R = (\Pi_R, \alpha_R) \) is a diagram predicate signature such that \( \alpha_R : \Pi_R \rightarrow \text{AGraph}_0 \), which we call the postcondition signature and \( \Lambda \) is a diagram actions signature, with the property that for any \( \text{Act} \in \Delta \) there is \( p \in \mathcal{T} \), \( p = L \rightarrow K \rightarrow R \) with \( \alpha(\text{Act}) = (L, R) \), that specifies how to transform the attributes of graph \( L \) which is the domain of action into the components of graph \( R \) which composes the codomain of the action.

We now denote the graph in Fig. 7 with \( G_2(x_1, x_2, x_3) \) and the graph with a single node in Fig. 8 we denote it with \( G_3(x_1) \). The shape graphs represent the local structures of a model and represent the areas of action of the behavioral rules in the context of a concrete model.

These shape graphs represent the local structure of the model, and the context in which a behavioral rule evolves. Behavioral signatures defined on the components of these shape graphs are mapped to behavioral transformations on the component elements of a model.

The behavior of the SML model can be specified by a behavioral signature that contains two behavioral rule signatures \( \sigma_1 \) and \( \sigma_2 \). Since the set of behavioral rule signatures is equivalent to the behavioral signature, we will use the same notation \( \Sigma \) for the set of behavioral rule signatures.

So \( \Sigma = \{ \sigma_1, \sigma_2 \} \) where:

\[ \sigma_1 = (L \leftarrow K \rightarrow R, \mathcal{C}_L, \mathcal{A}_L, \mathcal{C}_R); \quad \sigma_2 = (L \leftarrow K \rightarrow R, \mathcal{C}_L^2, \mathcal{A}_L^2, \mathcal{C}_R^2); \]
L_1 = R_1 = L_2 = R_2 = G_1(1,2,3) ; K_1 = K_2 = G_2(1)

C_L^i = \{ \prod_{i=1}^n \alpha_{L_1}^i, \prod_{i=1}^n \beta_{L_2}^i \} ; L_1^i = \{ P_{\sigma_1}^i(u_1, \ldots, u_n) \} \alpha_{L_1}^i(u_i) = a_i, i=1,n \text{ and } a_i \in \text{attr}(L^1);

C_R^i = \{ \prod_{i=1}^n \alpha_{R_1}^i, \prod_{i=1}^n \beta_{R_2}^i \} ; R_1^i = \{ P_{\sigma_2}^i(y_1, \ldots, y_m) \} \alpha_{R_1}^i(u_i) = b_i, i=1,m \text{ and } b_i \in \text{attr}(R^1);

L_2 = R_2 = G_1(1,2,3) ; K_1 = G_2(1);

C_L^i = \{ \prod_{i=1}^n \alpha_{L_1}^i, \prod_{i=1}^n \beta_{L_2}^i \} ; L_1^i = \{ P_{\sigma_1}^i(u_1, \ldots, u_n) \} \alpha_{L_1}^i(u_i) = a_i, i=1,n \text{ and } a_i \in \text{attr}(L^1);

C_R^i = \{ \prod_{i=1}^n \alpha_{R_1}^i, \prod_{i=1}^n \beta_{R_2}^i \} ; K_1 = \{ P_{\sigma_2}^i(y_1, \ldots, y_m) \} \alpha_{R_1}^i(u_i) = b_i, i=1,m \text{ and } b_i \in \text{attr}(R^1);

The behavioral signatures thus defined will be transformed into behavioral rules at the level of the metamodel, by mapping them to the components of the sketch \( S \), and will represent the behavioral model at the level of the metamodel, i.e. the abstract behavioral semantics of the models. The behavioral rules at the level of the sketch \( S \) will then be mapped by matches at the level of the models.

The behavioral rule signatures must be mapped to the components of the graph \( G \) of the sketch \( S \) by sets of three diagrams, one for each of the graph forms \( L, R \) and \( K \). These will be defined by three functors \( d_L, d_R \) and \( d_K \) where \( d_K \) is the restriction of the functors \( d_L \) and \( d_R \) at domain \( K \); \( d_L \) and \( d_R \) are monomorphisms that inject the graph \( K \) into \( L \) and \( R \), respectively.

We will therefore define the diagrams corresponding to the signature of the behavioral rule \( \sigma_1 \):

\[ d_L^i : G_1(1,2,3) \rightarrow G_1(7,12, w_1, w_2) \text{ defined as } d_L^1(1) = \gamma_{112}^i ; d_L^1(2) = w_1 ; d_L^1(3) = w_2 ; \]
\[ d_R^i : G_1(1,2,3) \rightarrow G_2(7,12, w_1, w_2) \text{ defined as restriction } d_R^i = d_R^1/K_1 ; \]
\[ d_K^i : G_1(1,2,3) \rightarrow G_2(7,12, w_1, w_2) \text{ defined as } d_K^i = \gamma_{112}^i. \]

And for the signature of rule \( \pi_2 \) we have the diagrams:

\[ d_L^i : G_1(1,2,3) \rightarrow G_1(7,12, w_1, w_1) \text{ defined as } d_L^i(1) = \gamma_{12,1}^i ; d_L^1(2) = w_2 ; d_L^1(3) = w_1 ; \]
\[ d_R^i : G_1(1,2,3) \rightarrow G_2(7,12, w_1, w_1) \text{ defined as } d_R^i = d_R^2/K_1^2 ; \]
\[ d_K^i : G_1(1,2,3) \rightarrow G_2(7,12, w_1, w_1) \text{ defined as } d_K^i = \gamma_{12,1}^i. \]

Diagrams are functors that map the formal parameters defined by graph shapes to the concepts specified by the nodes of the sketch graph. The same graph shapes are, on the other hand, mapped to the components of a concrete model through matching applications.

A behavioral rule of the sketch \( S \) is a tuple \( t = (L \leftarrow K \rightarrow R, d_L(C_L), d_R(C_R), d_K(C_K)) \) where \( \sigma = (L \leftarrow K \rightarrow R, d_L(C_L), d_R(C_R), d_K(C_K)) \) is a signature of a behavioral rule. We used the following notations:

\[ d_L(C_L) = (\prod_{i=1}^n \alpha_L(u_i)) ; \quad d_R(C_R) = (\prod_{i=1}^n \beta_R(u_i)) \]

Thus, starting from a behavioral signature, we generate a set of behavioral rules at the level of the metamodel, i.e. at the level of the components of the graph of the sketch.

If we denote with \( \Sigma \), the set of behavioral rules induced by the behavioral signature \( \Sigma \), then a behavioral metamodel is a tuple \((G, S(\Sigma))\) where \( G \) is the graph of the sketch \( S = (G, C(G)) \).

In our approach each of these behavioral rules will be implemented as an FMU component. The behavioral metamodel corresponding to the SML language is defined by two behavioral rules \( \Sigma = (\sigma_1, \sigma_2) \) where:

\[ (\sigma_1) = (L \leftarrow K \rightarrow R, \{ P_{\sigma_1}^i(1,2,3) \}) \text{, } d_L(d_{\sigma_1}(1)) = d_R(d_{\sigma_1}(1)), \]
\[ (\sigma_2) = (L \leftarrow K \rightarrow R, \{ P_{\sigma_2}^i(1,2,3) \}) \text{, } d_L(d_{\sigma_2}(1)) = d_R(d_{\sigma_2}(1)). \]

Thus, for our SML metamodel we will implement two FMU components corresponding to the two behavioral rules \( (\sigma_1) \) and \( (\sigma_2) \).

In order for the behavioral rules specified in the metamodel \( S \) to be applied at the level of a concrete model we will have to find the matches of each behavioral rule from \( S \) in a model from \( \text{Mod} (S, \text{Set}) \).

A match of a graph \( G \) = \((N, A, s, t)\) in the image of a functor \( \phi : G \rightarrow \text{Set} \) is a total monomorphism of graphs \( m : G \rightarrow \phi(G) \) which maps the graph \( G \) to the graph \( \phi(G) = m(N), m(A), m(s), m(t) \) so that \( \forall y_i \in m(N) \Rightarrow \exists x_i \in N \text{ with } y_i \in \phi(x_i) \) and \( \forall a_i \in m(A) \Rightarrow \exists r_i \in N \text{ with } a_i \in \phi(r_i) \) respecting the conditions of homomorphism \( m(s(r_i)) = m(s)(m(r_i)) \) and \( m(t(r_i)) = m(t)(m(r_i)) \) for all \( r_i \in A \). We will denote the set of graph matches \( G \phi(G) \) with \( m(\phi(G)) \).

In this way the graph transformations and the actions on the attributes will be executed on a concrete model.

Under these conditions, a behavioral model, in the Set category, contains all the behavioral rules induced by the behavioral signature \( \Sigma \), in the Set category. We notice that the set of behavioral rules is specific to each concrete model, but they can be implemented generically at the metamodel level.

As we can see each behavioral rule \( \tau \) in \( S \), defines an application \( \tau : \text{M}_L \rightarrow \text{M}_R \), where \( \text{M}_L, \text{M}_R : \text{S} \rightarrow \text{Set} \) are functors which represents the domain and codomain of the rule \( \tau \) and all these behavioral applications together, maps the set \( S(\Sigma) \) of behavioral rules of the sketch into a set of behavioral rules \( \text{Set}(\Sigma) \) in \( \text{Set} \).

In the case of the SML language the atomic behavioral rules in \( \Sigma \) are of the form \( \tau = \text{L}_1 \rightarrow \text{L}_2, \text{R}_1 \rightarrow \text{R}_2 \), where \( \text{M}_L, \text{M}_R : \text{S} \rightarrow \text{Mod}(\text{S}, \text{Set}) \) and \( \text{M}_L, \text{M}_R \) are the restriction of \( \text{M}_L, \text{M}_R \) to \( K \), so that the diagram in Fig. 6 is a double pushout.

For the model from Fig. 2 we have 5 behavioral rules in \( \text{Set}(\Sigma) \), two for \( S(\sigma_1) \) and three for \( S(\sigma_2) \): \( \Sigma = \{ \tau_{11}, \tau_{12}, \tau_{21}, \tau_{22}, \tau_{23} \} \).
When we are going to apply a behavioral rule $\tau=(l, \mu, M^1,L^0, M^2)\in\mathcal{S}(\Sigma)$ we have the first component $M_L$, which represents the current state of the behavioral model, and we are going to determine the $M_K$ component which represents the state in which the transition is made. Therefore we can find the matches $m_k \in m(M_L,L)$ and $m_K \in m(M_K,K)=m(M_L,L)$ which are the first two components of a match $\mu=(m_L, m_K, m_k)$ (Fig. 11).

2) The preconditions are verified, i.e. the fulfillment of the predicates defined by the $C_k$ signatures, among which is the gluing condition. If the $C_L$ conditions are met the graph transformation defined by the cospan $L \leftarrow K \rightarrow R$ is executed in two steps, 1 and 2.

a) We calculate the complement $M_L(\mathcal{S})\backslash((m_L(L))m_K(k))$ of the pushout of $l$, with $m_k$, from Fig. 9.

b) Now we can calculate the pushout of $r$ with $m_k$, from Fig. 10 and therefore the functor $M_R$ and the component $m_K \in m(M_R,R)$ of the match $\mu$.

All these transformations are executed temporarily, i.e. with the possibility of being canceled.

3) In this phase, the Act action is temporarily executed.

4) If the postconditions are also verified then the transformations described at points 2 and 3 are permanently executed, otherwise they are canceled by a rollback operation.

Obviously, independent behavioral rules can be applied simultaneously, and also the same behavioral rule can be applied simultaneously to several areas of the model if these areas do not contain common elements.

The model was implemented on the ADOxx metamodeling platform (see Fig. 12). In the case of the SML metamodel we defined, as it results from the analysis of the graph $\mathcal{G}$ of the sketch $\mathcal{S}$, two classes, corresponding to nodes $b_1$ and $b_2$ and two classes’ relations corresponding to nodes $w_1$ and $w_2$. Defining classes in ADOxx is done visually, but the metamodel can be exported in ADL language or XML format. We used the ADL language to generate from classes, C structure types for standalone FMU.

In our approach, behavioral rules are approached in two distinct phases. In the first phase, these rules are defined, at the metamodel level, by behavioral signatures, and in the second phase, these rules are applied at the level of each concrete model. If the behavioral rules of the model are faithful to the modeled system, then their successive application mimics the behavior of the modeled system.

V. IMPLEMENTATION OF THE FMU GENERATOR

From the formalization presented in this paper results the fact that a diagrammatic metamodel has two dimensions, a static dimension represented by the categorical sketch and a behavioral dimension represented by the behavioral rules. A behavioral rule, as we have defined it, is an aggregation between a graph transformation on the structure of a model and a local action on the attributes of the model. If the functionalities of a metamodeling platform are designed to specify the graph structure of a metamodel and can be endowed with graph transformation facilities, behavioral actions are performed by complex systems with a high degree of heterogeneity which implies the need for modeling on various modeling platforms. A solution to this problem is the assembly through co-simulation of n+1 independent components where n is the number of behavioral rules. In other words, you can build an FMU component that manages the static dimension of the model together with the graph transformations on it and an FMU component for each behavioral rule that models the action corresponding to the behavioral rule.

Applying a transformation rule specified by a behavioral signature $\sigma=(L \leftarrow K \rightarrow R, C_L, Act, C_R)$ is done as follows:

1) We first consider the diagrams $d_L$ and $d_K$ which maps the behavioral signature $\sigma$ to the model sketch. In this way the components of the diagrams receive the types of components of the sketch.
The ADOxx metamodeling platform does not include behavior in classes and therefore we generated these classes as types of C structures. If the metamodeling platform would also include behavior this problem can be solved by function pointers. These structures were generated in a `<ModelName>_fmu_types.h` file, in our case SML_fmu_types.h. This type file is easy to write even manually, because it is written once and can then be used for all models specified with the implemented modeling tool.

We exported from ADOxx the model in ADL format from which we generated the FMU component corresponding to the static model, i.e. a graph structure corresponding to the specified model and with nodes that have corresponding types from the file `<ModelName>_fmu_types.h` and the name specified in the model. We put this graph structure in a file named `<ModelName>_structure.h`, in the case of the SML metamodel, SML_FMU_structure.h. Generating this graph structure is important because it is used in all specified models with the implemented modeling tool.

The behavioral part of the FMU component that manages the static dimension of the model was implemented manually in the C language. This is acceptable because it does not have a high complexity and is written only once for a modeling tool. The generation of this C code is possible but a translator from the ADOScript language to C should be implemented. To write this code we used FMU SDK [19] which can also be used in the case of generation from ADOScript.

FMU components corresponding to behavioral rules are usually written in another modeling tool. In the case of our SML metamodel, we specified the two components corresponding to the behavioral rules T₁ and T₂ in the VDM-RT language and exported them as standalone FMU.

Therefore, for the SML metamodel, we have 3 FMU components (Fig. 13) Which we briefly describe using the notations from [20]. In this sense an FMU is defined as a tuple $T_i = \langle S_i, U_i, Y_i, \text{set}_i, \text{get}_i, \text{doStep}_i \rangle$; where: $S_i$ is the space of states; $U_i$ is the set of input variables; $Y_i$ is the set of output variables; $\text{set}_i : S_i \times U_i \times \nu \rightarrow S_i$ and $\text{get}_i : S_i \times Y_i \rightarrow \nu$ are the input and output functions and $\text{doStep}_i : S_i \times R_i \rightarrow S_i$ is a function that calculates the state after a given step.

$$T_1 = \langle S_1, U_1, Y_1, \text{set}_1, \text{get}_1, \text{doStep}_1 \rangle$$

$$T_2 = \langle S_2, U_2, Y_2, \text{set}_2, \text{get}_2, \text{doStep}_2 \rangle$$

In the case of SML: $S_2 = S_1, U_2 = U_1, Y_2 = Y_1$ and $PT_1 = PT_1$.

The `doStep₁` function implements only the action $Act^{₁}$ because we do not do structural transformations of the model. The precondition for the execution of the action $Act^{₁}$ is:

$\text{initial\_stock} \geq \text{stockIn}$ and $\text{capacity} \geq \text{stockOut}$

The action $\text{final\_stock}, \text{final\_stock1}, \text{final\_stock2} = \text{Act}^{₁}(\text{final\_stock}, \text{final\_stock1}, \text{final\_stock2})$ defines the operations:

$\text{final\_stock} = \text{initial\_stock} + \text{stockIn}$; $\text{final\_stock1} = \text{initial\_stock1} + \text{stock1Out}$; $\text{final\_stock2} = \text{initial\_stock2} + \text{stock2Out}$. We will consider that we do not have postconditions in the case of the SML model.

Even in the case of this behavioral rule we do not have a postcondition.

For component $M$ we have the inputs and outputs identical to the inputs and outputs of the other two components in the case of the SML model. The `doStep₄` function finds the matches in the model and implements the distribution of activities to the $T_1$ and $T_2$ components. Of course, for the $T_1$ and $T_2$ components there will be several instances, one for each match. In the case of the example in Fig. 2 we have 2 instances of the $T_1$ component and three instances of the $T_2$ component. The distinction between the two types of instances is made by the value of the variables $\text{initial\_id}$ and $\text{final\_id}$. For the co-simulation of the three components we used INTO-CPS. We performed the co-simulation on an example of data and we obtained the output from Fig. 14. The graphs show the stocks resulting from the two instances of the $T_1$ component and three instances of the $T_2$ component.
As it results from the previous observations, there are some important problems to be solved that we will deal with in future work such as: the implementation of a more complex model containing graphical transformations or the implementation of the export facility of a tool-wrapper for DSMLs implemented with ADOxx.
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Abstract—Trend prediction is and has been one of the very important tasks in the stock market since day one. For a sophisticated trend prediction using real time stock market data, stock sentiment news and technical analysis plays a vital role. While predicting the trend in the conventional way, technical indicators are delayed due to temporal data and less historic data. All the conventional stock trend predicting methods sustained without sentiment scores, technical scores and time periods for trend prediction. Considering the fact that all the previous conventional methods of stock trend predictions are bound to take single stock for trend prediction due to high computational memory and time, this prototype of highly functioning algorithms focus on trend prediction with multi stock data breaking all the conventional rules. This multi stock trend prediction model commissions and implements the effectively programmed algorithms on real time stock market data set. In this multi-stock trend prediction model, a new stock technical indicator and new stock sentiment score are proposed in order to improve the stock feature selection for trend prediction. In order to find the best real time feature selection model, a technical feature selection measure and stock news sentiment score are developed and incorporated. We used integrated stock market data to make a hybrid clustered model to find the relational multi stocks. Giving a final verdict, this is a cluster based nonlinear regression multi stock framework in order to predict the time-based trend prediction. The multi stock trend regression accuracy is bettered by 12% and recall by 11% while we cross check the experimental outcomes, henceforth making this model more accurate and precision furnished.
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I. INTRODUCTION

Stock markets provide investors with the most profitable avenue to spend their money. The investors can’t find another way to make a high rate of return growth from anywhere else. They will have to bear the loss if things go south. This implies that investment is quite a risky thing to be involved. There is every opportunity to make returns bigger and bigger, and to lose everything [1]. When looked into theories, any change in share prices is associated with change in fundamental variable relevant to share price assessment. For example, Stock earnings, size, dividend pay-out ratio, various economic variables etc. A moving average can be calculated using a predetermined period by using the mathematical analysis of the stock’s average price value. Every time the price of the stock changes, the average price either goes up or down [2]. Simple (arithmetic), triangular, exponential, and variable and weighted moving averages, calculated using open, close, low, high and stock price volumes are the different type of moving average indicators. The trend of the price maybe hiked or inflated at times at any point. These common outlines the flow of market trading. The investors gain profit when they buy a stock that shows uptrend. The uptrend stock here is value-appreciating stock. In uptrend, the value of the stock appreciates consistently over a period, even if there are consolidated. For example, a company’s particular stock price began to say at ₹ 275, its price reached say ₹ 380, we say there is an uptrend for that stock, even though there were brief dips in stock prices between them. An uptrend can span hours, months, and years [3]. A downtrend is pretty much contrary of an uptrend. In downtrend, the stock price depreciates steadily over a period that may include some brief rises. If he follows these signals the investor can be benefited. Moving average trading is profitable if the price level shifts between selling and buying signals are adequate, otherwise it will result in losses. Bollinger Bands can be a great aid for dealers in dualistic decisions [4]. New openings to the trade can be opened by them. The market will likely get to seize around when the market approaches a Bollinger band. This information alone suffices for a dualistic decision to be won. Bollinger bands need a simple indication of how much they should make an attempt on the markets. Types of dualistic options with high outputs such as hierarchy options or one touch choices need this prediction, which is Bollinger Bands can turn a normal strategy into one that is highly profitable. Bollinger bands form essential levels of conflict and trend prediction. The relative strength index [5] is an indicator of momentum that measures the level of current price changes in order to assess the over-bought or over-sold conditions of a stock price or other quality. The RSI compares the momentum of stock price predictions [6].

When we select the appropriate technique of pre-processing data the sentiment analysis can be improved. This very fact makes pre-processing of data a crucial step in the process. Aside from the usual pre-processing techniques, some of the news articles require different pre-processing techniques because the content produced by the user community, for example, received messages from Twitter [7]. The views expressed in the news are either positive or negative or neutral opinion which plays an important role in the trend prediction. Analyzing sentiment is the task of selecting the sentiment label...
for a given news article. It may also be considered a task to classify. As a result of this news reporting on a company, the opinions are formed among the investors, so they can make informed decisions about their share in that company's stock. All inputs are deemed independent from each other to predict the test class labels. The financial media reporters gather the information through reliable sources and the same would be disseminated in news article format [8]. The news articles which are published must be checked for trustworthiness. There are different methods of media where these news articles can be disseminated, and source from which the sentiment is to be derived from the news articles published in that source must be decided with utmost care. A Research Paper's result accuracy is based on the credible sources. Yahoo finance, the money control is few official websites we can say where the news articles are trustworthy. In the text classification approach, each word in the article is weighted with the frequency and this is classified within the specified group. Considering the importance of trading volume in understanding stock market microstructure, comprehensive empirical studies were conducted to research the relation between price, volatility and volume of trading. Market investors are often inclined to look for better investment options providing higher returns as the investment decision is made to gain better returns than other avenues available, or to expect a higher return than others. The probability of not achieving the anticipated or targeted return is commonly known as risk, but risk estimation is a difficult activity. Volatility is usually taken as the indicator of risk. Simple words volatility is a standard deviation in returns. Volatility can be actual volatility, historical volatility, the volatility implied and the volatility forward. Although considering the reasons for volatility, the economists argue that the market is moving according to the information provided to the market; others argue that volatility has little to do with the economic or external factors, and it is the reaction of the investors that exerts greater market impact. Investors are generally averse to risk. At the same time investment with volatile assets has to be made. The investment in security usually has varying purposes. Some buy stock and keep long to have the privilege of owning these capital assets. But some others are buying stock to sell and have the price differences. The return on equities varies with shifts in stock prices. Stock rates rarely remain the same. It is unpredictable. On the one hand, price volatility [26] is an opportunity, on the other, a threat to the investors. Price stability will reduce the risk stemming from price volatility. Yet stock prices cannot stay steady over time, because they are more prone to shifts in environmental factors. There are no bounds or barriers to the flow of funds in a globalized environment. The major players now in the Indian Stock Market are the FII (Foreign institutional investors). With the incurring losses, the risk of the stock increases, this is in fact measured by standard deviation statistic. This is the dispersion from what is required of the real. The larger the dispersion the greater the perceived security risk will be. The risk of a stock is viewed in relation to the market as well. Each safety is susceptible to market influence. Market influence may be greater or smaller. But the fact is, to a greater extent, the fortune of the individual stock is governed by the market. This part of the risk to the stock is called the systematic risk. All stocks on the market must share that class of risk. Such risks are therefore also known as non-diversifiable risk, because they cannot be eliminated through diversification. The statistics used to measure this portion of overall risk are beta. A security beta tells how far the security is market related. Operation on the stock market became popular nowadays. Present investors don't find investing in the stock market as pointless. They find investment in stocks to be more remunerative than other opportunities. Formerly stock investment has not received due respect and it has been treated as somewhat speculative that even today some discounts for its social acceptability are considerable. Stocks give not just the institutional investors but also the small retail investors a better opportunity. But that doesn't mean everyone knows the surgery. Market operation transparency is still in jeopardy. The SEBI is trying hard to get things working.

Looking back at our previous contributions, we have developed a single stock trend prediction using the technical and news data in an intraday process. Now, we propose a single stock trend prediction model using the technical and news data in different periodic time intervals. In this contribution an advanced multi-stock trend prediction model is designed and implemented on real time stock market data in different periodic time intervals. In this paper, new multi-stock technical and sentimental scores are developed to improve the stock selection process. A multi-stock clustering algorithm and classification models are developed in order to predict the periodic multi-stock trend.

II. RELATED WORK

Jeon et al. [9] demonstrated behavior next day by using a random subsample of collected tweets for stock market. They've gathered the NASDAQ, S&P 500 and DJIA tweet posts. For each day, they considered the factor of combined fear and hope, and analyzed the relationship between market indicators and these factors. They reported that the above mentioned stocks had been negatively associated with emotional tweets. Their findings have proved that stock market reaction on the very next day can be predicted by collecting emotional data [10].

Vu [11] proposed a new machine learning system by integrating features, consumer assurance and last 3 days data into the products. The cross-validation method has been adopted in a Decision Tree classifier for integrating all of the filtered features. Pre-processing steps include extracting noisy data, normalizing tweets and selecting data. The model was tested with NER (Named Entity Recognition Task) and without NER for Google, Apple, Amazon, and Microsoft companies stock and yielded 80.49 percent, 82.93 percent, 75.00 percent, and 75.61 percent for up and down NER (Named Entity Recognition Task) labels, respectively [11].

Vijh et al. [12] created a thorough study of stock prediction from data collection (how to collect it from twitter and tweet description), cloud storage, and then the process of opinion analysis (software and techniques) and finally the phase of prediction. Over time they examined the correlation between financial markets and social media data. They built a cloud-based system in JSON format to store various dimensions of public emotions contained in fetched tweets. The program was assessed for four companies listed under the UK Stock
Exchange, and the data checked were collected for 30 days. Their finding will help the firms assess the concerns of stakeholders and establish a new market strategy. Overall, the research enhanced the efficiency in the forecasting phase with emotional analysis and synthesizing.

Zhang et al. [13] used the twitter and survey index sentiments and attentive indicators, volatility and trading volume of S&P index 500 to forecast returns. Various supervised learning techniques and the Diebold-Mariano test were conducted and compared with autoregressive baseline model to confirm the significance of sentiments and attention-based predictions. They noted that tweet volume and sentiments were relevant to predicting lower-market capitalization portfolios. In addition, they show that Kalman Filter indicators and Twitter sentiment were helpful in forecasting some sentiment labels based on surveys.

Chen et al. [14] analyzed the data obtained from various networking networks called chat rooms, web forums, and micro blogs and found different characteristics to be present. They believed that chat room posts at the activity level are strongly correlated with the trend in stock and assumption that is true. For chat room post sentiments the same performance was achieved with short posts reported from previous studies. The result indicated that post sentiments improved stock price return forecasting as compared to using only historical prices. They also developed a trading strategy and reported a return of 21 per cent over seven months. Proposed Model The overall process of predicting stock market direction consists of different steps that include data collection, pre-processing of text and selection of features. The programming is required for the overall work to be carried out. R language, python, was used with Java. The packages of those tools have been used to implement the algorithms proposed. The data our problem requires are of two types [15]. The historic stock values and the news stories from which the emotions are to be derived. Unlike other systems which used the static data, our system is based on both the streaming data and the static data. The crawler crawls on the specified website and extracts the specified company's news articles for which the future direction of the stock is to be predicted. Since the stock prices must be correlated with the news articles, the news articles must be extracted along with the time stamps. Such news articles then act as the input to the module for the study of sentiments. The researchers have been pursuing paths of sentiment analysis for many years, and have come up with many different algorithms to characterize the text’s feeling. Every algorithm has some advantages and disadvantages. Choosing the algorithm for sentiment analysis [25] may depend on the available datasets, domain and prior experience. One approach is to be chosen among approaches, linguistic-based, lexicon-based, and machine learning. If the approach is selected, the correct algorithm must be determined in that approach [16]. It is very crucial to decide what data set is being used for the research. Our framework does not dispose of readily accessible data sets. Most of the data is data processing that is being processed and stored in the database. Our system has to have two types of data. One relates to historical stock values and the other set of data containing news articles which are published online. The data used is from a combination of two different sources to study the correlation between news articles and stock prices: a dataset of historical data and a corpus of news articles. The initial source of data used to extract news articles is the website of money control, which has a large reservoir of critical news for the individual stocks. Money control is India’s premier source of financial information. They derived historical values for 2012 from http://ichart.finance.yahoo.com for the Infosys stock in NIFTY. This data is then loaded into a table of databases that can then be queried and processed. The moneycontrol.com Website was used for the news articles. To predict future prices based on the sequence of events, historical data are extracted from the moneycontrol.com web site for all the companies listed in BSE (around 3000) [17]. The code (scraper) is written to extract the open price of each company, close prices for the years 2007 to 2014. For this system, events from disclosure records and pieces of content collected from indiatimes.com, moneycontrol.com, sebi.com, watchoutinvestors.com, ecourts.gov.in, cibil.com are used as corpus.

Data pre-processing greatly decreases word space but there are still incentives for knowledge loss. Kang [18] measured the volatility of Indian stock market day-to-day returns. The study period was 1961-2005, and data were gathered together from the Economic Times Index and S&P CNX Nifty. The series observed volatility clustering quiet intervals of big returns were interspersed with cycles of volatility of great returns. The GARCH model was used to check the volatility effect asymmetry, and the result indicated a volatility asymmetry. It was known that high price movements started in response to strong economic fundamentals, and that the real reason for sudden movement was market imperfection [19].

Smruti et al. [20] proposed an extreme learning based PCA approach to predict the stock market data on limited training dataset. Shankgun et al. [21] proposed a gradient boosting approach to detect the trend in the china market. Shanoli et al. [22], proposed a novel time series model to predict the stock market data using the rule based approach on the training data.

III. FILTER BASEEDED STOCK TECHNICAL PREDICTION MODEL

In the paper [23], we have proposed a novel filtered based classification model on the technical and stock news datasets in order to predict the trend of the to find the bullish trend stocks on the real-time market data. This model is tested on the continuous type of technical data for trend prediction. In the proposed framework, a correlated multi-stock trend prediction model is designed and implemented on the real-time market data. In the initial phase, a real-time stock technical data and its related news are extracted from the money control and zerodha websites. These technical data and news data are pre-processed using the novel approaches developed in the papers [24]. In this work, an improved version of technical indicator and sentiment scores are defined based on the contextual information of the stock data. These scores and technical data are integrated to form the training data. A novel clustering measure is used to form the clusters based on the integrated data features. This clustering model is implemented to form the clusters based on the technical data and scores of an integrated dataset. Finally, this clustered data is given to classification
model to predict the trend of the multiple stocks based on the input test sample as shown in the Fig. 1.

A. Stock Technical and Comments Data Collection and Pre-Processing

In this phase, all the stock related technical and news data are extracted from the zerodha or trade view or money control websites for data collection. All these collected data are preprocessed using the models in the papers [20][21]. Text preprocessor is applied on the stock news data as text filtering. In this work, a modified version of stock technical score and sentiment score are developed on the technical and stock news datasets.

B. Hybrid Stock News Score

To each comment in the stock corpus S, we construct a dictionary of words that contains bullish and bearish words. In the stock news training data S, each input stock news is represented as sn[i] and term frequencies of the sn[i] is presented as tsn[i][j], where i, j represent the jth term of the ith stock news s. Here, the term frequency and normalized term frequencies are used to find the news score of the stock. This normalized data is scaled by using inverse document frequency (idf) and multi-stock scaling factor (mssf) is represented in Eq. (1)

\[
\text{mssf} = \max\{tf(S[i], tf(S[j]))/N * \text{Pr}ob(tf(S[i])/tf(S[j])); i \neq j \}
\]

C. Proposed New Stock Technical Indicator

In the paper, a novel mutual information (MI) is proposed to find the contextual relationship of the bullish and bearish stocks using the technical indicators. Hybrid technical mutual information is represented in terms of bullish and bearish cases as shown in Eq. (2).

\[
\text{Technical Indicator} = T1 = stgv(i, bu) \log \frac{stv(i, be)}{rstv(\text{bu})/rstv(\text{be})}
\]

Where bu represents the bullish and be represents the bearish stock type.

\[
T1 = P(\beta) * CP_s - MA \left( \frac{n + 1}{2} \right)
\]

Bu: T1 &ge; 0; n: time interval
Be: T1 &lt; 0
\[
T2 = P(\beta) * \frac{S_{ma(3)} + S_{ma(6)} + S_{ma(12)} + S_{ma(24)}}{4}
\]

Bu: CP_s &ge; T2
Be: CP_s &lt; T2

Final Multi-Stock technical indicator = MT = (T1+T2)/TI

where, S_{ma(i)} is the ith stock moving average. Strv: Super trend red value, Stgv: Super trend green value, MA: moving average. CPs: Closed price of a stock s.

---

![Proposed Multi Stock Trend Prediction Framework](image-url)
D. Bullish Dictionary Words

Escalated, gain, enjoy, expansion, aggrandize, elevated, increment, rise, prefer, hallow, expand, supersize, idolize, positive, appreciate, plus, relish, accelerate, augment, raise, more, amplify, soar, adore, appreciative, approbatory, desire, esteem, approving, raised, swell, extend, addition, worship, climb, ad, commendatory, venerate, augmentation, fancy, revere, friendly, proliferate, addendum, increased, escalate, proliferation, accumulate, love, stoke, complimentary, heightened, hype, uprise, accrual, boost, up, applauding, enlarge, admire, admiring, good, multiply, accretion.

E. Bearish Dictionary Words

Descend, recede, depreciative, abhor, drop, diminution, depreciatory, uncomplimentary, adverse, deplore, slide, detest, lower, plunge, lessen, unappreciative, depletion, dislike, dive, reduce, decrease, depressed, decreased, under, diminish, dip, low, derogatory, disapprove, unfavorable, negative, lowering, loathe, disfavor, unflattering, sink, receded, disdain, hate, decrement, unfriendly, subtract, loss, abate, decline, despire, fall, diminishment, lessening, downsize, abominate, minify, execrate, deprecate, unappreciative, dropped, shrinkage, reduction, wane, abatement, disapproving, dwindle, down.

F. Training Data with Integrated Scores

In this work, technical data is integrated with the newly computed technical score and the stocks news score as unlabeled data for data clustering. Here, multiple stock’s technical data and scores are integrated to find the score-based data clustering on multiple stocks.

G. Multi-Stock Data Clustering

Input parameters: SF: stock features, SC: stock clusters
1. for each feature f, i = 1,...,N in the stock feature space SF
2. for each instance all points do
3. for all stock clusters SC, j = 1 to k
4. do
5. Compute
\[ C_i = \frac{1}{n} \sum_{k=1}^{n} (f_k - \mu_k)^3 \] \[ \text{max} \{ d_{k} \} \]
6. Find \( C^* (f) = \arg \min (\frac{1}{n} \sum_{k=1}^{n} (f_k - \bar{X})^3 \] \[ \text{max} \{ d_{k} \} \]
7. Update multi-stock cluster \( C_i = \{ f \mid C^*_i (f_a) = i \} \)
8. repeat until k clusters
9. end for /number of features
10. end for /number of clusters

H. Multi-Stock Trend Prediction Model

In the proposed multi-stock trend prediction model, a hybrid multi-linear regression model is designed and implemented to predict the trend of the multiple stocks. In this model, a new probability estimation based non-linear regression model is designed and implemented on the training clustered dataset. A Non-linear regression estimation using the time wise trend prediction is given as.
\[ k(r_{(a)}, r_{(b)}) := \frac{r_{(b)}}{\pi[(x - r_{(a)})^2 + r_{(b)}^2]} \]

\[ \text{ProbEsti} = D \left( \frac{r_{(b)}}{\pi^*[(x - r_{(a)})^2 + r_{(b)}^2]} \right) e^{-\chi^2(x)} \left( \frac{\phi_{(a)} \phi_{(b)}}{(\phi_{(a)} + \phi_{(b)})^2} \right) \]

\[ = \frac{\partial}{\partial x} \left( \frac{r_{(b)}}{\pi^*[(x - r_{(a)})^2 + r_{(b)}^2]} \right) e^{-\chi^2(x)} \left( \frac{\phi_{(a)} \phi_{(b)}}{(\phi_{(a)} + \phi_{(b)})^2} \right) \]

\[ = \frac{r_{(b)}}{\pi^*[(x - r_{(a)})^2 + r_{(b)}^2]} e^{-\chi^2(x)} \left( \frac{\phi_{(a)} \phi_{(b)}}{(\phi_{(a)} + \phi_{(b)})^2} \right) \]

\[ = -\chi e^{-\chi^2} \left( \frac{r_{(b)}}{\pi^*[(x - r_{(a)})^2 + r_{(b)}^2]} \right) e^{-\chi^2(x)} \left( \frac{\phi_{(a)} \phi_{(b)}}{(\phi_{(a)} + \phi_{(b)})^2} \right) \]

Estimate non-linear least square equation for

\[ \text{Trend T}^* = \max \left\{ -\chi e^{-\chi^2} \left( \frac{r_{(b)}}{\pi^*[(x - r_{(a)})^2 + r_{(b)}^2]} \right) e^{-\chi^2(x)} \left( \frac{\phi_{(a)} \phi_{(b)}}{(\phi_{(a)} + \phi_{(b)})^2} \right) \text{max}\{b(s(\alpha), b(s(\beta)))\} \right\} \]

\[ b(s(\alpha)) = \sum_{i=1}^{n} \left( p(s(\alpha))_i - \frac{1}{n} \sum_{i=1}^{n} q(s(\beta))_i \right) \]

\[ b(s(\beta)) = \frac{1}{n} \left( \sum_{i=1}^{n} q(s(\beta))_i - b(s(\alpha)) \sum_{i=1}^{n} p(s(\alpha))_i \right)^2 \]

4. If \( T^* > 1 \text{M(MBB)} \) then \( \& \& T^* > 1 \text{M(MACDS)} \)
5. then
6. stock s has Trend Positive.
7. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 minute time frame.
8. Else
9. stock s has Trend Negative.
10. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 minute time frame.
11. If \( T^* > 3 \text{M(MBB)} \) then \( \& \& T^* > 3 \text{M(MACDS)} \)
12. then
13. stock s has Trend Positive.
14. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 3 minute time frame.
15. Else
16. stock s has Trend Negative.
17. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 3 minute time frame.
18. If \( T^* > 5 \text{M(MBB)} \) then \( \& \& T^* > 5 \text{M(MACDS)} \)
19. then
20. stock s has Trend Positive.
21. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 5 minute time frame.
22. Else
23. stock s has Trend Negative.
24. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 5 minute time frame.
25. If \( T^* \geq 10M(MBB) \land T^* > 10M(MACDS) \) 
26. then 
27. stock s has Trend Positive. 
28. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 10 minute time frame. 
29. Else 
30. stock s has Trend Negative. 
31. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 10 minute time frame. 
32. If \( T^* \geq 15M(MBB) \land T^* > 15M(MACDS) \) 
33. then 
34. stock s has Trend Positive. 
35. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 15 minute time frame. 
36. Else 
37. stock s has Trend Negative. 
38. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 15 minute time frame. 
39. If \( T^* \geq 30M(MBB) \land T^* > 30M(MACDS) \) 
40. then 
41. stock s has Trend Positive. 
42. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 30 minute time frame. 
43. Else 
44. stock s has Trend Negative. 
45. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 30 minute time frame. 
46. If \( T^* \geq 1H(MBB) \land T^* > 1H(MACDS) \) 
47. then 
48. stock s has Trend Positive. 
49. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 hour time frame. 
50. Else 
51. stock s has Trend Negative. 
52. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 hour time frame. 
53. If \( T^* \geq 1D(MBB) \land T^* > 1D(MACDS) \) 
54. then 
55. stock s has Trend Positive. 
56. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 day time frame. 
57. Else 
58. stock s has Trend Negative. 
59. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 day time frame. 
60. If \( T^* \geq 1W(MBB) \land T^* > 1W(MACDS) \) 
61. then 
62. stock s has Trend Positive. 
63. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 week time frame. 
64. Else 
65. stock s has Trend Negative. 
66. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 week time frame. 
67. If \( T^* \geq 1Mt(MBB) \land T^* > 1Mt(MACDS) \) 
68. then 
69. stock s has Trend Positive. 
70. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 month time frame. 
71. Else 
72. stock s has Trend Negative. 
73. Get stocks \( S^* \) with similar \( T^* \) value which satisfies the given condition on 1 month time frame.
In the proposed multi-stock trend prediction algorithm, a non-linear regression model is used to predict the trend of the input stock with different time frames. In this work, we have used 1m, 3m, 5m, 10m, 15m, 30m, 1H, 1D, 1W, 1Mt time frames in order to predict the trend of the given stock based on the clustered stock market dataset. Here, the computed non-linear regression estimator value is tested against the MACD signal value and middle line Bollinger line values to predict the similar type of trends in the real-time market.

IV. EXPERIMENTAL RESULTS

Experimental results are simulated using java environment and real-time market data. Proposed model is compared to the traditional stock market classification models to verify the performance of the hybrid feature selection-based clustering and classification model to the traditional models. Also, proposed model is compared to the traditional techniques by using various statistical performance measures such as accuracy, true positive rate, recall, precision, false positive rate, runtime etc. These performance metrics are analyzed and compared by using third party java libraries. Different types of statistical metrics such as recall, precision, accuracy, F-measure are evaluated on the stock market sentiment data along with the technical data. These statistical measures are evaluated based on the confusion matrix as described in Table I.

Accuracy: It is the ratio of correctly labelled stock predictions class labels to the entire stock class labels as shown in Eq. (3):

\[
Stock\ Accuracy(SA) = \frac{(STP+STN)}{(STP+SFP+SFN+STN)} \tag{3}
\]

Precision: It is the ratio of correctly classified positive stock classes to the all actual positive and negative labelled stock classes as shown in Eq. (4):

\[
Stock\ Precision(SP) = \frac{STP}{(STP+SFP)} \tag{4}
\]

Recall: It is the ratio of correctly classified positive stock classes’ labels to the all predicted positive and negative labelled stock classes as shown in Eq. (5):

\[
Stock\ Recall(SR) = \frac{STP}{(STP+SFN)} \tag{5}
\]

F-Measure: It is the harmonic average of recall and precision as shown in Eq. (6):

\[
Stock\ F-Measure(SF) = \frac{2 \times SR \times SP}{SR + SP} \tag{6}
\]

<table>
<thead>
<tr>
<th>Model Predicted values</th>
<th>Stock Positive</th>
<th>Stock Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual stock values</td>
<td>Stock positive</td>
<td>Stock false positive predictions(SFP)</td>
</tr>
<tr>
<td>Stock negative</td>
<td>Stock false negative predictions(SFN)</td>
<td>Stock true negative predictions(STN)</td>
</tr>
</tbody>
</table>

TABLE I. STOCK STATISTICAL MEASURES

[Fig. 2. Zerodha: 5 Min Reliance Industries Candlestick Chart.]

[Fig. 3. Zerodha: 10 Min Reliance Industries Candlestick Chart.]

[Fig. 4. Zerodha: 15 Min Reliance Industries Candlestick Chart.]

[Fig. 5. Zerodha: 5 Min HDFC Bank Candlestick Chart.]
Fig. 6 illustrates the 10 min candlestick pattern graph in the ZERODHA brokerage website. As shown in the Fig. 6, it is noted that the HDFC bank stock is downtrend in the morning session and slightly uptrend in the afternoon session.

Fig. 7 illustrates the 15 min candlestick pattern graph in the ZERODHA brokerage website. As shown in the Fig. 7, it is noted that the HDFC bank stock is downtrend in the morning session and slightly uptrend in the afternoon session.

Fig. 8 illustrates the 5 min candlestick pattern graph in the ZERODHA brokerage website. As shown in the Fig. 8, it is noted that the Nifty index is uptrend in the entire session.

Fig. 9 illustrates the 10 min candlestick pattern graph in the ZERODHA brokerage website. As shown in the Fig. 9, it is noted that the Nifty index is downtrend in the morning session and slightly uptrend in the afternoon session.

Fig. 10 illustrates the 15 min candlestick pattern graph in the ZERODHA brokerage website. As shown in the Fig. 10, it is noted that the Nifty index is downtrend in the morning session and slightly uptrend in the afternoon session.

Table II describes the performance of computational runtime (ms) of stock trend feature extraction using the proposed approach on large datasets. From the Table II, it is clearly shown that the present feature extraction procedure has low computation runtime as compared to the conventional approaches.

Table III illustrates the proposed multi-stock feature selection measures on the input data. From the Table III, it is observed that the proposed multi-stock feature selection has better filtering than the conventional feature selection measures.

Table IV describes the historical data of the multiple stocks from the real-time market. From the Table IV, periodic levels of stock such as stock volume, stock MACD, stock volume change, low and high details are taken from the real-time market.

<table>
<thead>
<tr>
<th>Stocks</th>
<th>Roughset</th>
<th>PCA</th>
<th>PSO</th>
<th>MultiStockFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>6238</td>
<td>6637</td>
<td>6030</td>
<td>3777</td>
</tr>
<tr>
<td>#2</td>
<td>6868</td>
<td>6354</td>
<td>6086</td>
<td>3682</td>
</tr>
<tr>
<td>#3</td>
<td>7780</td>
<td>7637</td>
<td>6301</td>
<td>3858</td>
</tr>
<tr>
<td>#4</td>
<td>6321</td>
<td>5105</td>
<td>7771</td>
<td>3679</td>
</tr>
<tr>
<td>#5</td>
<td>6641</td>
<td>6633</td>
<td>6813</td>
<td>3995</td>
</tr>
<tr>
<td>#6</td>
<td>6290</td>
<td>6609</td>
<td>5357</td>
<td>3756</td>
</tr>
<tr>
<td>#7</td>
<td>6362</td>
<td>7051</td>
<td>7573</td>
<td>4742</td>
</tr>
<tr>
<td>#8</td>
<td>6939</td>
<td>5876</td>
<td>7640</td>
<td>4292</td>
</tr>
<tr>
<td>#9</td>
<td>5349</td>
<td>6132</td>
<td>5701</td>
<td>4231</td>
</tr>
<tr>
<td>#10</td>
<td>6942</td>
<td>6153</td>
<td>7816</td>
<td>4780</td>
</tr>
<tr>
<td>#11</td>
<td>6860</td>
<td>5317</td>
<td>5191</td>
<td>3575</td>
</tr>
<tr>
<td>#12</td>
<td>6552</td>
<td>6384</td>
<td>5442</td>
<td>3722</td>
</tr>
<tr>
<td>#13</td>
<td>7709</td>
<td>7463</td>
<td>6909</td>
<td>4518</td>
</tr>
<tr>
<td>#14</td>
<td>7457</td>
<td>5957</td>
<td>6097</td>
<td>3666</td>
</tr>
<tr>
<td>#15</td>
<td>7755</td>
<td>6264</td>
<td>5348</td>
<td>3688</td>
</tr>
<tr>
<td>#16</td>
<td>6157</td>
<td>6746</td>
<td>5625</td>
<td>3659</td>
</tr>
<tr>
<td>#17</td>
<td>5796</td>
<td>5386</td>
<td>5113</td>
<td>4546</td>
</tr>
<tr>
<td>#18</td>
<td>6833</td>
<td>7465</td>
<td>6554</td>
<td>3369</td>
</tr>
<tr>
<td>#19</td>
<td>5379</td>
<td>5538</td>
<td>5078</td>
<td>4593</td>
</tr>
<tr>
<td>#20</td>
<td>6142</td>
<td>6056</td>
<td>6448</td>
<td>3358</td>
</tr>
</tbody>
</table>
Table V describes the historical data of the multi-stock technical data with MACD less than zero for clustering and classification. From the Table V, periodic levels of stock such as stock high, stock low, stock change, and stock volume, stock MACD are taken from the real-time market.

Table VI describes the performance of F1-measure of multi-stock trend classification using the proposed framework on large datasets. From the Table VI, it is clearly shown that the present framework has better efficiency F1-measure as compared to the conventional approaches.

Fig. 11 describes the performance of recall of multi-stock trend classification using the proposed learning framework on large datasets. As shown in the Fig. 11, it is clearly shown that the present framework has better efficiency recall as compared to the conventional frameworks.

Table VII describes the performance of precision of multi-stock trend classification using the proposed framework on large datasets. From the Table VII, it is clearly shown that the present framework has better efficiency precision measure as compared to the conventional approaches.

Fig. 12 describes the performance of accuracy of stock trend classification using the proposed multi-stock trend prediction framework on large datasets. As shown in the Fig. 12, it is clearly shown that the present framework has better efficiency accuracy as compared to the conventional frameworks.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>% change</th>
<th>price</th>
<th>volume</th>
<th>High</th>
<th>low</th>
<th>MACD(&gt;0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UNICHEMLAB</td>
<td>19.99</td>
<td>282.1</td>
<td>1284742</td>
<td>282.1</td>
<td>239.1</td>
<td>17.86</td>
</tr>
<tr>
<td>AMBER</td>
<td>16.69</td>
<td>1730</td>
<td>465661</td>
<td>1749.95</td>
<td>1490</td>
<td>25.69</td>
</tr>
<tr>
<td>VIMTALABS</td>
<td>14.63</td>
<td>119.5</td>
<td>1574820</td>
<td>122.85</td>
<td>101.55</td>
<td>5.36</td>
</tr>
<tr>
<td>KREBSBIO</td>
<td>12.74</td>
<td>101.75</td>
<td>178157</td>
<td>105</td>
<td>85.65</td>
<td>2.55</td>
</tr>
<tr>
<td>SOLARA</td>
<td>11.2</td>
<td>846.2</td>
<td>989205</td>
<td>897</td>
<td>778.3</td>
<td>31.99</td>
</tr>
<tr>
<td>MASTEK</td>
<td>10.95</td>
<td>635</td>
<td>942715</td>
<td>649.5</td>
<td>573.9</td>
<td>52.34</td>
</tr>
<tr>
<td>PGEL</td>
<td>9.95</td>
<td>45.85</td>
<td>106109</td>
<td>45.85</td>
<td>43.15</td>
<td>-0.28</td>
</tr>
<tr>
<td>KOPRAN</td>
<td>9.92</td>
<td>52.65</td>
<td>908150</td>
<td>52.65</td>
<td>47.4</td>
<td>3.55</td>
</tr>
<tr>
<td>ONMOBILE</td>
<td>9.91</td>
<td>32.15</td>
<td>255665</td>
<td>32.15</td>
<td>28.85</td>
<td>0.437</td>
</tr>
<tr>
<td>JUBLANT</td>
<td>9.81</td>
<td>873</td>
<td>1649341</td>
<td>895</td>
<td>791</td>
<td>45.33</td>
</tr>
<tr>
<td>SMSPHARMA</td>
<td>9.71</td>
<td>82.45</td>
<td>2135488</td>
<td>83.9</td>
<td>74</td>
<td>5</td>
</tr>
<tr>
<td>RATNAMANI</td>
<td>9.56</td>
<td>1144.95</td>
<td>40209</td>
<td>1192.85</td>
<td>1043.2</td>
<td>16.2</td>
</tr>
<tr>
<td>NEOGEN</td>
<td>9.39</td>
<td>590.15</td>
<td>109135</td>
<td>593.45</td>
<td>538.35</td>
<td>12.35</td>
</tr>
<tr>
<td>BLISSGVS</td>
<td>8.9</td>
<td>116.85</td>
<td>1111067</td>
<td>118</td>
<td>106.85</td>
<td>2.4</td>
</tr>
<tr>
<td>CAPLIPOINT</td>
<td>8.31</td>
<td>467.85</td>
<td>922628</td>
<td>472</td>
<td>435</td>
<td>21.79</td>
</tr>
<tr>
<td>NEULANDLAB</td>
<td>8.2</td>
<td>845.1</td>
<td>449593</td>
<td>850</td>
<td>765</td>
<td>63.7</td>
</tr>
<tr>
<td>ERIS</td>
<td>8.09</td>
<td>531.05</td>
<td>778165</td>
<td>550</td>
<td>481.05</td>
<td>4.84</td>
</tr>
<tr>
<td>INFOBEAN</td>
<td>8.06</td>
<td>117.35</td>
<td>75037</td>
<td>119.3</td>
<td>107.4</td>
<td>3.01</td>
</tr>
<tr>
<td>WOCKPHARMA</td>
<td>8.01</td>
<td>298.1</td>
<td>2887437</td>
<td>301.9</td>
<td>276</td>
<td>3.49</td>
</tr>
<tr>
<td>SMSLIFE</td>
<td>7.97</td>
<td>362.9</td>
<td>63598</td>
<td>368</td>
<td>331</td>
<td>10.01</td>
</tr>
<tr>
<td>GRANULES</td>
<td>7.85</td>
<td>294.75</td>
<td>8874157</td>
<td>304.3</td>
<td>274.4</td>
<td>20.76</td>
</tr>
</tbody>
</table>

Table III: Stock Trend Features Extraction Using the Proposed Model

<table>
<thead>
<tr>
<th>Stocks #</th>
<th>Roughset</th>
<th>PCA</th>
<th>PSO</th>
<th>MultiStockFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>62</td>
<td>66</td>
<td>58</td>
<td>47</td>
</tr>
<tr>
<td>#2</td>
<td>58</td>
<td>67</td>
<td>64</td>
<td>55</td>
</tr>
<tr>
<td>#3</td>
<td>65</td>
<td>65</td>
<td>62</td>
<td>52</td>
</tr>
<tr>
<td>#4</td>
<td>63</td>
<td>61</td>
<td>60</td>
<td>54</td>
</tr>
<tr>
<td>#5</td>
<td>67</td>
<td>66</td>
<td>62</td>
<td>48</td>
</tr>
<tr>
<td>#6</td>
<td>67</td>
<td>59</td>
<td>63</td>
<td>53</td>
</tr>
<tr>
<td>#7</td>
<td>66</td>
<td>63</td>
<td>63</td>
<td>53</td>
</tr>
<tr>
<td>#8</td>
<td>64</td>
<td>67</td>
<td>67</td>
<td>48</td>
</tr>
<tr>
<td>#9</td>
<td>59</td>
<td>63</td>
<td>60</td>
<td>50</td>
</tr>
<tr>
<td>#10</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>50</td>
</tr>
<tr>
<td>#11</td>
<td>67</td>
<td>61</td>
<td>62</td>
<td>53</td>
</tr>
<tr>
<td>#12</td>
<td>62</td>
<td>61</td>
<td>64</td>
<td>55</td>
</tr>
<tr>
<td>#13</td>
<td>65</td>
<td>64</td>
<td>67</td>
<td>54</td>
</tr>
<tr>
<td>#14</td>
<td>62</td>
<td>61</td>
<td>68</td>
<td>54</td>
</tr>
<tr>
<td>#15</td>
<td>68</td>
<td>67</td>
<td>65</td>
<td>48</td>
</tr>
<tr>
<td>#16</td>
<td>65</td>
<td>63</td>
<td>66</td>
<td>49</td>
</tr>
<tr>
<td>#17</td>
<td>66</td>
<td>61</td>
<td>62</td>
<td>54</td>
</tr>
<tr>
<td>#18</td>
<td>68</td>
<td>60</td>
<td>64</td>
<td>48</td>
</tr>
<tr>
<td>#19</td>
<td>67</td>
<td>68</td>
<td>62</td>
<td>53</td>
</tr>
<tr>
<td>#20</td>
<td>68</td>
<td>61</td>
<td>64</td>
<td>54</td>
</tr>
<tr>
<td>symbol</td>
<td>% change</td>
<td>price</td>
<td>volume</td>
<td>High</td>
</tr>
<tr>
<td>--------------</td>
<td>----------</td>
<td>-------</td>
<td>-----------</td>
<td>-------</td>
</tr>
<tr>
<td>MAANALU</td>
<td>18.3</td>
<td>60.45</td>
<td>178577</td>
<td>61.3</td>
</tr>
<tr>
<td>KGL</td>
<td>14.29</td>
<td>0.4</td>
<td>197734</td>
<td>0.4</td>
</tr>
<tr>
<td>UVSL</td>
<td>11.11</td>
<td>0.5</td>
<td>18958673</td>
<td>0.5</td>
</tr>
<tr>
<td>NTL</td>
<td>11.11</td>
<td>0.5</td>
<td>4300</td>
<td>0.5</td>
</tr>
<tr>
<td>FCSSOFT</td>
<td>11.11</td>
<td>0.5</td>
<td>2335985</td>
<td>0.5</td>
</tr>
<tr>
<td>METKORE</td>
<td>10</td>
<td>0.55</td>
<td>7913</td>
<td>0.55</td>
</tr>
<tr>
<td>CUPID</td>
<td>9.64</td>
<td>227.55</td>
<td>447482</td>
<td>231.8</td>
</tr>
<tr>
<td>ALICON</td>
<td>8.85</td>
<td>270.1</td>
<td>11552</td>
<td>283.5</td>
</tr>
<tr>
<td>GAMMINFRA</td>
<td>7.69</td>
<td>0.7</td>
<td>559919</td>
<td>0.7</td>
</tr>
<tr>
<td>EROS MEDIA</td>
<td>7.65</td>
<td>19.7</td>
<td>753262</td>
<td>20</td>
</tr>
<tr>
<td>INDI NIPPON</td>
<td>7.1</td>
<td>286.5</td>
<td>158200</td>
<td>300.1</td>
</tr>
<tr>
<td>TATAMTRDVR</td>
<td>6.67</td>
<td>40</td>
<td>13128562</td>
<td>40.3</td>
</tr>
<tr>
<td>TASTYBITE</td>
<td>6.63</td>
<td>12568.95</td>
<td>3575</td>
<td>12589.8</td>
</tr>
<tr>
<td>StockName</td>
<td>SVM</td>
<td>RF</td>
<td>NB</td>
<td>NN</td>
</tr>
<tr>
<td>--------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>LT</td>
<td>0.91</td>
<td>0.95</td>
<td>0.9</td>
<td>0.91</td>
</tr>
<tr>
<td>ASIAN_PAINT</td>
<td>0.94</td>
<td>0.89</td>
<td>0.94</td>
<td>0.9</td>
</tr>
<tr>
<td>AXIS_BANK</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>BAJAJ_AUTO</td>
<td>0.93</td>
<td>0.87</td>
<td>0.94</td>
<td>0.91</td>
</tr>
<tr>
<td>BAJFINANCE</td>
<td>0.89</td>
<td>0.91</td>
<td>0.91</td>
<td>0.94</td>
</tr>
</tbody>
</table>

TABLE VI. PERFORMANCE ANALYSIS OF F1-MEASURE USING DIFFERENT TRADITIONAL CLASSIFICATION LEARNING FRAMEWORKS
<table>
<thead>
<tr>
<th>StockName</th>
<th>SVM</th>
<th>RF</th>
<th>NB</th>
<th>NN</th>
<th>CNN</th>
<th>MultiStockFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAJAJFINSV</td>
<td>0.93</td>
<td>0.91</td>
<td>0.95</td>
<td>0.95</td>
<td>0.89</td>
<td>0.97</td>
</tr>
<tr>
<td>BPCL</td>
<td>0.91</td>
<td>0.9</td>
<td>0.9</td>
<td>0.89</td>
<td>0.9</td>
<td>0.96</td>
</tr>
<tr>
<td>BHARTIARTL</td>
<td>0.94</td>
<td>0.92</td>
<td>0.88</td>
<td>0.91</td>
<td>0.92</td>
<td>0.99</td>
</tr>
<tr>
<td>INFRATEL</td>
<td>0.88</td>
<td>0.88</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.96</td>
</tr>
<tr>
<td>BRITANNIA</td>
<td>0.94</td>
<td>0.92</td>
<td>0.94</td>
<td>0.92</td>
<td>0.91</td>
<td>0.97</td>
</tr>
<tr>
<td>CIPLA</td>
<td>0.93</td>
<td>0.89</td>
<td>0.9</td>
<td>0.93</td>
<td>0.91</td>
<td>0.97</td>
</tr>
<tr>
<td>COALINDIA</td>
<td>0.94</td>
<td>0.91</td>
<td>0.91</td>
<td>0.88</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>DRRREDDY</td>
<td>0.9</td>
<td>0.88</td>
<td>0.87</td>
<td>0.88</td>
<td>0.93</td>
<td>0.97</td>
</tr>
<tr>
<td>EICHERMOT</td>
<td>0.89</td>
<td>0.95</td>
<td>0.91</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
</tr>
<tr>
<td>GAIL</td>
<td>0.88</td>
<td>0.87</td>
<td>0.9</td>
<td>0.91</td>
<td>0.92</td>
<td>0.98</td>
</tr>
<tr>
<td>GRASIM</td>
<td>0.88</td>
<td>0.9</td>
<td>0.94</td>
<td>0.92</td>
<td>0.9</td>
<td>0.98</td>
</tr>
<tr>
<td>HCLTECH</td>
<td>0.88</td>
<td>0.94</td>
<td>0.94</td>
<td>0.93</td>
<td>0.92</td>
<td>0.97</td>
</tr>
<tr>
<td>HDFC BANK</td>
<td>0.89</td>
<td>0.89</td>
<td>0.87</td>
<td>0.89</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>HEROMOTOCO</td>
<td>0.94</td>
<td>0.88</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
<td>0.97</td>
</tr>
<tr>
<td>HINDALCO</td>
<td>0.93</td>
<td>0.87</td>
<td>0.89</td>
<td>0.91</td>
<td>0.95</td>
<td>0.98</td>
</tr>
</tbody>
</table>

![Fig. 11. Performance Analysis of Recall using different Traditional Feature Selection based Classification Frameworks.](image)

**TABLE VII. Performance Analysis of Precision Measure using different Traditional Classification Learning Frameworks**

<table>
<thead>
<tr>
<th>StockName</th>
<th>SVM</th>
<th>RF</th>
<th>NB</th>
<th>NN</th>
<th>CNN</th>
<th>MultiStockFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>LT</td>
<td>0.91</td>
<td>0.88</td>
<td>0.89</td>
<td>0.9</td>
<td>0.88</td>
<td>0.99</td>
</tr>
<tr>
<td>ASIANPAINT</td>
<td>0.87</td>
<td>0.92</td>
<td>0.88</td>
<td>0.93</td>
<td>0.88</td>
<td>0.99</td>
</tr>
<tr>
<td>AXISBANK</td>
<td>0.93</td>
<td>0.94</td>
<td>0.89</td>
<td>0.88</td>
<td>0.93</td>
<td>0.97</td>
</tr>
<tr>
<td>BAJAJ_AUTO</td>
<td>0.88</td>
<td>0.93</td>
<td>0.87</td>
<td>0.93</td>
<td>0.89</td>
<td>0.99</td>
</tr>
<tr>
<td>BAJFINANCE</td>
<td>0.9</td>
<td>0.92</td>
<td>0.89</td>
<td>0.88</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>BAJAJFINSV</td>
<td>0.88</td>
<td>0.94</td>
<td>0.89</td>
<td>0.92</td>
<td>0.89</td>
<td>0.97</td>
</tr>
<tr>
<td>BPCL</td>
<td>0.88</td>
<td>0.94</td>
<td>0.91</td>
<td>0.93</td>
<td>0.9</td>
<td>0.97</td>
</tr>
<tr>
<td>BHARTIARTL</td>
<td>0.88</td>
<td>0.92</td>
<td>0.91</td>
<td>0.88</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>INFRATEL</td>
<td>0.89</td>
<td>0.93</td>
<td>0.95</td>
<td>0.92</td>
<td>0.9</td>
<td>0.99</td>
</tr>
<tr>
<td>BRITANNIA</td>
<td>0.9</td>
<td>0.94</td>
<td>0.93</td>
<td>0.93</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>CIPLA</td>
<td>0.92</td>
<td>0.91</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
<td>0.98</td>
</tr>
<tr>
<td>COALINDIA</td>
<td>0.93</td>
<td>0.95</td>
<td>0.87</td>
<td>0.89</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>DRRREDDY</td>
<td>0.93</td>
<td>0.9</td>
<td>0.94</td>
<td>0.95</td>
<td>0.94</td>
<td>0.98</td>
</tr>
</tbody>
</table>
V. INFERENCES

Performance of various segments such as precision, recall, F-Measure, accuracy and runtime are improved due to data filtering and feature selection in the above model as we can see in the results from the above tables. From the above tables, it is clearly identified that the proposed feature extraction and scoring approach optimizes the stock sentiment of the social media comments and its technical data. The proposed stock feature has less runtime and more efficiency in the real-time stock market databases when compared with the traditional feature extraction measures. When the traditional classifiers and the proposed non-linear classifiers are compared from the above tables, it is observed that the performance of the non-linear classifiers are better than the traditional classifiers in terms of recall precision, accuracy and runtime (ms). 12% of accuracy is obtained through the proposed model when compared to the traditional stock market prediction classifiers.

VI. CONCLUSIONS

In this paper, a hybrid real-time multi-stock trend prediction model is designed and implemented on the stock market data. Since, most of the conventional single stock trend prediction models are depend on data size and limited feature space, it is difficult to find a novel feature selection measure on the stock technical data and stock news data. Also, these models are independent of temporal features for stock trend prediction. In this work, an advanced time based multi-stock trend prediction model is developed on the real-time data. In this model, a new technical stock feature selection indicator and sentiment scores are computed for the clustering method. Finally, a cluster based non-linear regression framework for periodic multi-stock trend prediction is applied on the real-time stock market data. Experimental results proved that the present model has better efficiency than the traditional technical indicators in terms of accuracy, f-measure, precision and recall. From the experimental results, it is observed that the proposed stock market trend prediction model has 9% of runtime (ms) and 12% of average classification accuracy as compared to the traditional trend prediction models on training and test dataset.
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Abstract—One of the advantages that organizations have when using an Information System is the control of their activities. This article develops an Information System that will allow an organization to graphically obtain the real results of a production process by applying Nelson's eight rules to determine if any measured variable is out of control. The software architecture pattern used is the Model View Controller (MVC) to keep the functionality of the application separate. The front-end, that is, the part that interacts with the users, was developed in C# as a programming language, the SQL Server database management system and the entity framework. As a result, the system sends an e-mail as an alarm with an explanation of what has happened when it detects that some measured variable is out of control by applying Nelson's rules. This allows the organization to make effective decisions in the processes involved.
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I. INTRODUCTION

Technology can help all kinds of businesses improve the efficiency and effectiveness of their business processes, managerial decision making, and workgroup collaboration, which strengthens their competitive positions in rapidly changing marketplaces [1].

Also, technology is used to solve problems, through its systems that must be adapted to the needs of the organizations.

Information Systems and Technologies are vital components of successful businesses and organizations some would say they are business imperative [1]. Information System is defined as group of elements organized with the purpose of supporting management and operational decision making [2].

It is important to mention that Information Systems can be developed using fourth-generation software tools; their functionality is that users in organizations can access data, create, and interpret reports quickly to facilitate processes.

The benefits that an organization has when using an Information System in the long term are the following: automation of operational processes, provision of an information platform for decision making, and achievement of competitive advantage.

In the production processes, different factors and elements are combined on which measurements must be made, that is to say, in each process it is necessary to control variables such as pressure, weight, flow, etc. to guarantee the quality of a product.

According to the above, it is necessary to develop a system as a support tool that allows us to obtain graphically the real results of a productive process, applying Nelson's eight rules. As it will be explained later, these rules will allow controlling the production process to determine if any measured variable is out of control.

The theoretical fundamental for the development of the graphic Information System is shown below, considering the MVC software architecture model and the software used for the back-end and front-end. The results expected at the end of the processing as output are directly related to the characteristics and processing development of the proposed Information System, which guarantees the efficiency of its effectiveness.

II. RELATED WORKS

For the area of education, the work in [3] presented the Development of Information System for a University.

The student Information System of a university stores and tracks all student data which are needed by the faculty and staff to manage the operations of the university. Information such as grades, attendance records, admission information, and financial aid are tracked through these platforms [3].

In this paper [3], students Information System has been developed to maintain the information and other content of digitized Information using ADO .NET technology and Microsoft SQL. This system is mainly intended to be used by the staff from the student affairs department and faculties of the university.

In the paper titled “Implementation of Scrum work framework in the development of quality assurance Information System” uses the Scrum agile development methodology.

The purpose of this research is to develop a quality assurance Information System by implementing the Scrum
Framework. Scrum is one of the popular frameworks in Agile Development Methodology. In this way, the development of productivity increases significantly. In this Applied Research, the Action Research approach is used [4].

The work in [5] presented a system that was designed using PHP and MySQL as the programming language for the database. The system can classify the brown sugar by calculating the weight of the criterion. Besides, the classification process is performed to determine the optimal value.

III. THEORETICAL FUNDAMENTAL

A. Information System

An Information System can be any organized combination of people, hardware, software, communications networks, data resources, and policies and procedures that stores, retrieves, transforms, and disseminates information in an organization [1].

The requirements of an Information System are determined by the objectives of the organization for which the system is being designed and built [6].

The functions of Information Systems according the reference [2] are the following:

- As a source of information to help in effective decision making by managers.
- A contributor to productivity efficiency and customer satisfaction.
- The Information System is useful to achieve success in various functions such as Finance, operations, marketing, human resource, and store management.

In addition, Bagad in his book "Management Information Systems" [2] comments on Information System Activities. It is indicated that in a business process, the different information processing activities take place. For example:

1) The input of data resources
2) Processing of data into information
3) The output of information products
4) Storage of data resources
5) Control of system performance

B. Nelson’s Rules

The Nelson rules were published first in the October 1984 issue of the Journal of Quality Technology in an article by Lloyd S. Nelson. Nelson rules are methods in process control of determining if some measured variable is out of control [7].

These zones are used in conjunction with a set of pattern analysis rules to determine when a process has gone out of control [9]. In general, when identifying these rules, the region between the usual ±3 sigma limits are divided into six region and the pattern is explained with respect to ±1, 2 and 3 sigma limits as shown in the Fig. 1 [8].

Nelson's rules shown in his 1984 article [7] are as follows:

- Rule 1. One point is more than three standard deviations from the mean.
- Rule 2. Nine (or more) points in a row are on the same side of the mean.
- Rule 3. Six (or more) points in a row are continually increasing (or decreasing).
- Rule 4. Fourteen (or more) points in a row alternate in direction, increasing then decreasing.
- Rule 5. Two (or three) out of three points in a row are more than two standard deviations from the mean in the same direction.
- Rule 6. Four (or five) out of five points in a row are more than one standard deviation from the mean in the same direction.
- Rule 7. Fifteen points in a row are all within one standard deviation of the mean on either side.
- Rule 8. Eight points in a row exist, but none within one standard deviation of the mean, and the points are in both directions from it.

The rules apply to an XS control chart in which the magnitude of some variable is plotted against time. The rules are based on the mean value and standard deviation of the samples considered through time.

C. Software Development Tools

1) Integrated Development Environment

IDE support means the tools can generate code, help you write code, and provide features and artifacts that accelerate your coding. Here is where many third-party languages often fall short. It takes a lot to provide IDE support to build the many application types Visual Studio enables [10]. Visual Studio is part of the family of integrated development environments (IDE) [11].
2) Programming Language

Visual C# is a programming language designed for those who are familiar and comfortable programming in C-Style languages (such as C, C++, and Java). C# is type-safe, object-oriented, and targeted for rapid application development. C# developers tend to spend more of their time inside the Visual Studio code editor and less time with the designers [10].

ASP.NET is a web platform that provides all the services that you require to build enterprise-class server-based Web applications. One of the major benefits of ASP.NET is the change from interpreted code, previously used for Classic ASP (the programming model before ASP.NET), to compiled code, allowing web application to have better performance [12].

In addition, ASP.NET includes the following features [12]:

- A page and controls frameworks
- The ASP.NET compiler
- Security infrastructure
- Application configuration
- Health monitoring and performance features
- Debugging support

Razor is a template syntax that allows you to combine code and content in a fluid and expressive manner. Razor lets you write code using languages such as C# or Visual Basic.NET [13].

ASP.NET Razor uses a simple programming syntax that lets you embed server-based code into a web page [12].

ASP.NET MVC is a free fully supported framework for building web applications that use the model-view-controller pattern. The MVC pattern itself makes it easier to manage complexity by clearly separating the functionality of the application into three core parts, the model, the view, and the controller [12].

Fig. 2 shows a simple implementation of the MVC pattern.

The straight arrows indicate direct associations, whereas curved arrows identify indirect associations.

Explanation of Fig. 2 is shown below:

Models: models are basically a collection of classes where you will be working with data logic as well as business logic. Views: views are nothing but a pure HTML which decides how the UI (User Interface) is going to look like. Controllers: Controllers are basically a bunch of classes which handles communication from the user [14].

ASP.NET MVC works well for web applications that are supported by large teams of developers and for web designers who need a high degree of control over the HTML [12]. ASP.NET is a complete and effective low-cost answer. It allows processes to be separated effectively continued with its effectiveness. This is done through the MVC solution. The ease of maintenance and scalability of ASP.NET depends on the skills of the developer. If the developer has enough programming knowledge, in the development of C#, the framework will be simple to use and take advantage of its main characteristics.

JavaScript is a programming language, light, interpreted, object-oriented, prototype-based and first-class functions, better known as the Web's scripting language. It is the programming language that Netscape created to bring your browser to life (on the front end client side) [15]. JavaScript is a scripting language that allows you to create dynamically updated content, control multimedia, animate images, and just about everything else.

The main goal of Bootstrap is to provide a web frontend framework for responsive developing with cross-browser compatibility [16]. Bootstrap is an open source product. It has evolved from being an entirely CSS-driven project to include a host of JavaScript plugins and icons that go hand in hand with forms and buttons [17].

One of the highlights is the build took on Bootstrap’s website, where you can customize the build to suit your needs, choosing which CSS and JavaScript features you want to include on your site [17].

CSS is the recommended format for pages written in HTML based on “Cascading Style Sheets” standards. CSS allows the use of methods to create structures by treating the styles separately, reducing the rendering time, offering the client a faster and more efficient connection.

Also, HTML documents using CSS are small, since the style design is used. Therefore, the page increases the speed of transmission of content information, benefiting customers, page owners, and Web server administrators.

SQL Server is an enterprise-class database management system (DBMS) that is capable of running anything from a personal database only a few megabytes in size on a handheld Windows Mobile device up to a multiserver database system managing terabytes of information [18].

The database is effectively the highest-level object that you can refer to within a given SQL Server [19]. Besides, SQL Server offers a variety of administrative tools to ease the burdens of database development, maintenance, and administration.
IV. METHODOLOGY

Fig. 3 shows the diagram of the Information System developed.

The MVC software design pattern was used in the development of the system. The part of the front-end, that is, the one that interacts with the users was developed in ASP.NET, JavaScript, HTML 5, Razor and Bootstrap. On the other hand, for the back-end, which is the part that processes the input from the front-end and performs the calculations, operations, communication with the database and file reading, it was developed with C#, SQL Server and entity framework, as described.

ASP.NET is the development environment used for the creation of the web page, using C# as the back-end.

Fig. 4 shows the design of the controller view model of the Information System developed.

In ASP.NET a web server was created with the style of MVC software architecture. When the client tries to navigate to a specific URL, the URL is taken by the controller, it uses the models (classes) and returns a view that is the page shown to the client.

To create this page, environments and languages were used such as HTML 5 to create the graphics, JavaScript to perform calculations on the client-side, Bootstrap and CSS for the design part (fonts and colors).

For the back-end, C# was used to communicate with databases in SQL Server 2012 and to perform calculations. It is significant to mention that this database management system was used because ASP.NET has stable communication with SQL Server and offers access to .net functionalities.

Fig. 5 shows the tables used in the developed system.

As mentioned above, one element that Information Systems must have is data entry. In the system designed the ways to make the data entries are the sensors, the keyboard or from data files.

To start working in the system, the corresponding user must capture the information requested in the window shown in Fig. 6.

This information corresponds to the configuration of the variables of the production processes that will be subject to measurement. The data are headed as follows: key, description, model, upper specification limit (USL) and lower specification limit (LSL), and will form the records in the database used.
Once the system has the necessary data to work, such as: the keys, the description, the model, the USL and the LSL, form the data collection that will be processed and stored. This information corresponds to the variables that will be measured in the production processes of the organization. Nelson’s eight rules will apply to these variables for their corresponding evaluation.

The variables considered for evaluation are determined by the productive processes of each organization.

Fig. 7 shows some of the records captured in the system. The data considered are the following: total weight, total volume, humidity test, noise level, resistance, temperature, etc. In this same window, it is possible to make some changes in the data of the records.

The above information will be stored in the database of the SQL Server 2012 management system. Once the information is processed, the system will show the data output graphically, as it will be explained later.

Fig. 8 shows the data captured in the system, which corresponds to the measured variable “weight” of a production process.

The system considers the observations of the sample made, calculates the arithmetic mean and the standard deviation of the set of results. It also uses the established factors to build control diagrams, applying the corresponding coefficients to calculate the graph control limits in the formulas allowing the creation of XS control charts.

Fig. 7. Data Storage.

V. RESULTS

Once the configuration of the corresponding parameters is done, and the data entered in the Information System completes, the system makes the control charts to analyze and determine if any variable is out of control.

Nelson’s eight rules apply to each of the variables involved in the production process. The magnitude of the variable gets plotted against time. As mentioned above, the rules bases on the arithmetic mean and standard deviation of the samples.

As a result, the developed Information System performs the processing and analysis of the variables and displays the XS control chart. Fig. 9 shows the XS control graph corresponding to the measured variable “weight”, where the real results of the arithmetic mean applied to the samples are observed. In addition, the upper and lower control limits and the additional 1 and 2 sigma limits are plotted on the control chart, as shown.

Fig. 10 shows the XS control chart of the previous variable, but with the standard deviation data calculated. The control limits and the 1 and 2 sigma limits are the same.

Remembering Nelson's Rule 6 which says: Four (or five) out of five points in a row are more than one standard deviation from the mean in the same direction [7], as shown in Fig. 11.

As can be seen, in the graph in Fig. 9, Nelson’s rule number 6 is presented, since samples 5, 6, 7, 8, and 9, which are points in a row, are more than one standard deviation from the mean in the same direction, as shown in Fig. 12.

Fig. 9. XS Control Chart of the Arithmetic means of the Calculated Results.

Fig. 10. XS Control Chart of the Standard Deviation of the Calculated Results.
At another point in the same graph, the Information System detects Nelson's Rule 6, as shown in Fig. 13 and displays it as a result in the alarm, as can be seen in Fig. 14.

Fig. 13. Second Segment where Nelson's Rule 6 is Detected.

The Information System shows as a result once the data analysis is done and graphed, an e-mail with the alarms that have occurred when applying Nelson's eight rules and detecting if any measured variable is out of control, as shown in the Fig. 14. In this case, the variable measured was the total weight that has a KEY 4421.

As explained above, Nelson's rules are a set of methods that detect trends in the analyzed data. The system also shows the following values: Upper Specification Limit (USL) and Lower Specification Limit (LSL), as well as the automatically calculated values: Upper and Lower Control Limits, average and standard deviation.

TOTAL WEIGHT (4421) Alert:
- Four (or five) out of five points in a row are more than 1 standard deviation from the mean in the same direction.

Fig. 14. Alarm Presented by the Information System.

The developed Information System allows to analyze in a graphic way the real measures in the productive processes, facilitating the decision making in real time by issuing the corresponding alarms.

VI. CONCLUSION

As a conclusion, the Information Systems allows the organization to have effective control over activities. In addition, such systems help to increase the effectiveness in the productive processes, since they anticipate and foresee situations so that the decision making is effective.

Nelson's rules allow us to know and analyze the variables that are measured in the production processes and that are out of control, improving the quality of the products.

The use of these rules facilitates the interpretation of the control charts, but the experience of the human expert should indicate to what extent the results should be taken.

A trend in Information Systems is the use of technology as an essential part of corporate strategy, achieving an administrative advantage by facilitating decision making. In addition, technology is important for design and production control.

The use of technology will transform the organization, changing its structure. The information technology will significantly support the redesign of the processes through the Information Systems.

It is important to mention that the future work for the application and development of this paper could be to develop usable systems to facilitate the monitoring of process quality from the design of a product until it leaves the factory and is delivered to the final customer. On the other hand, it can be used in complementary areas for quality improvement in production processes, such as sales, inventory and purchases.

VII. DISCUSSION

With the development of Science and technology, the Information System is essential in our daily life, according to the reference [3].

The use of Information Systems will continue to be useful and effective in decision-making in various areas of each organization.

Organizations should use a system that ensures that their manufactured products meet specified quality standards, keeping in mind that the system must be tailored to the needs of that organization.

The author in [4] indicates an important factor that must be taken into account for the successful development of the Information System proposed in its research: human resources management, that is, the importance of the composition of the staff teams involved.
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Abstract—Advancements in the electronic commerce industry have helped online travel services (OTA) in many ways. The paper examines the overall impact of traveller’s using online services and their sentiments derived from a collection of reviews for online travel service providers known as online travel agents (OTA) in India. Customer reviews from different identified sources are collected and the satisfaction of travellers using various online travel services is analyzed using netnographic analysis and text mining. This paper also covers a detailed process of data collection, analysis using netnography and text mining methods which helps us for the analysis and deriving sentiments from collected reviews. Various results obtained are presented as part of token lists, keyword analysis, and service-specific analysis. The statistical analysis of different results is tested to understand the relationship between various services and OTA.
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I. INTRODUCTION

A. Tourism Market in India

India, the country is known for its rich history, cultures. India placed 40th out of 136 nations as per the report of Travel & Tourism Competitiveness for the year 2017 [1]. The tourism industry in India is playing a significant role in the economy [2].

The current scenario shows that India has a bright future in the tourism sector as lots of development taking place in the Indian tourism industry. In the last few years, the Ministry of Tourism, Government of India, has initiated various attempts to lift tourism in a country that has opened research opportunities in it. The plans like PRASAD, e-tourist Visa, Mobile applications for tourists are helping out to gain a new tourist footprint [3].

B. Online travel services in India

It is expected that by the end of 2020, the count of the bookings made online is likely to reach 4 billion in India.[4] Makemytrip.com has been positioning high on the rundown of movement sites that fill in as a one-stop look for the whole group. The online booking travel related firm is a commonly known name these days & it has been collaborating with imperative players in the industry. Yatra.com[5] is the best for movement specialists, long-standing corporate customers, and easygoing hikers alike & is an excellent travel site in India.

The best costs and cashback bargains on air are assured with yatra.com.

Cleartrip online travel service provider offers internet booking for train and flight tickets for domestic and international bookings. Goibibo.com is another name which offers the best arrangements/bookings in trains, flight. From booking universal/local occasions to encouraging Foreign Exchange, Visa, Passport, protection for movement purposes. Thomas cook does this everything for the travellers. Travelguru.com, regularly appraised as a standout amongst the most went by Indian travel destinations on the web, is a fortune place of treats with regards to booking air tickets, lodging offices.

Netnography and Tourism industry: Netnography is Method used for studying culture and communities online. It is a tool to understand social interaction in digital communications [6]. Netnography is a known tool accepted as a virtual ethnography tool, is being explored along with text mining. The approach used in this paper also produces an analysis of perceptions of travellers in India using text mining techniques.

Phases in the Netnography Process [11]: Fig. 1 explains various phases in the process of netnographic analysis; below are the various phases in it:

1) Research planning: Research planning [3] is the initial phase in netnographic studies. This phase speaks about defining the problem, defining the research objectives, should talk about translating the research objectives into a specific set of questions.

2) Entrée: In this phase, online communities, blogs, groups are identified and allows an ethnographic to enter into the communities to get a better knowledge of cultures and communities.

3) Data collection: Data collection is a very vital phase in this type of study. In this phase, Netnographer collects data from Internet data, interview data, and field notes. Travellers’ reviews downloaded using various rating & referral sites like mouthshut.com and consumeraffairs.com. These are the websites that allow the user to collect millions of reviews posted by travellers in India. The whole reviews were collected using systematics steps in the netnographic process[7].
4) **Interpretations/Data analysis**: This makes use of One of the data analysis techniques known as Analytical coding. Renal data analysis consists of coding, noting, abstracting, checking and refining, generalizing and theorizing as shown in Fig. 2.

5) **The data collection** process was performed from sources like mouthshut.com [8] and Consumer Affairs.com for this study. More than 2000 reviews from these platforms have been collected and maintained in an excel sheet.

**Fig. 1.** Phases in Netnography Process [11].

**Fig. 2.** Analytical Data Analysis [11].

**II. RESEARCH METHODOLOGY**

The online travel agents considered in this research work includes MakeMyTrip, Goibibo, Cleartrip, redBus, and Yatra. A good number of reviews for each of these agents [12] selected are evaluated using netnographic studies. The analysis performed as netnographic analysis is used to carry out the sentiments, the levels of sentiments of travellers using this online travel-related online services in India. Fig. 3 shows the overall rating for Cleartrip on mouthshut.com.

Fig. 4 represents the sample to review and rating for Cleartrip [7]. In addition to actual comment, Reviews contain values from 1 (low) to 5(high) for all the website components.

Fig. 5 is a sample of the overall rating for MakeMyTrip. Referring to the Fig. 5, it is very much clear that for all five website components, the overall rating for MakeMyTrip is 2 [8].

Data collected from the identified referral, rating sites is stored in the Excel sheet. This data contains various fields as 1) Date of review, 2) Reviewer name, 3) Gender, 4) Age, 5) Location, 6) Review, 7) Source, 8) Review rating, 9) Service and support, 10) Information depth, 11) Content, 12) User-friendly, 13) Time to load.

Fig. 6 shows an Excel document of reviews collected from different sources of online travel agents.

**A. Text Pre-Processing**

The reviews were collected from various online platforms & referral rating sites need to have a series of text preprocessing before referring them for analysis using Text mining. The concept of text preprocessing consists of a series of stages, which include spelling in normalization, filtering, lemmatization. The various text preprocessing tasks are being essential and this includes content cleanup, tokenization, grammatical form tagging [9].

Table 1 represent various phases in determining positive negative reviews the process of determining sentiments consist of some of the essential processes like splitting words, POS tagging, lemmatization, joining and then sentiment analysis.

**Fig. 3.** The Overall Rating for Cleartrip (Source: Mouthshut.com).

**Fig. 4.** Sample Review and Rating for Cleartrip (Source: Mouthshut.com).
III. RESULTS AND DISCUSSIONS

The results obtained from this research are presented in this section.

1) Token identification: Various subsections are being identified based on the results. After processing the textual reviews collected using text mining techniques following are the detailed list of tokens identified. The below section represents the top 25 tokens from the overall volume of reviews processed and also online agent-specific [10].

Tokens identified are used for deriving the overall perception of the travellers for the overall. Table II represents the top 25 tokens from both the categories positive and negative. The top 25 tokens based on the frequency of their occurrence has shown in the Table II For overall positive tokens care, support, help, these are the frequently used words by the reviewers while posting the reviews. Similarly, in the negative tokens category words like problems, fraud, cheat, and mistakes are some of the commonly used words by the reviews while expressing on social platforms.

Fig. 7 and 8 graphically represents the top 5 tokens in positive and negative category respectively

2) Gender-specific (Male) Analysis of tokens: In the gender-specific category of tokens obtained, the Table III represents the top tokens based on their frequency of occurrence in reviews that are listed. It is also identified from the Table III that when it comes to male support, care, friend, help these are the frequently used words while expressing in the form of review. And it denotes the satisfaction of the travellers the category of male.

Similarly, for or negative categories in males, the commonly used words based on the results obtained are a problem, fraud, Waste, mistake. This represents the dissatisfaction of travellers regarding online travel-related services. Tables III and IV represents the top 5 positive and top 5 negative tokens for males. Overall male analysis performed and results obtained indicate that usually while expressing on social platforms about satisfaction, travellers have used quite similar words.
Overall male analysis performed and results obtained indicate that usually while expressing on social platforms about dissatisfaction, travellers have used quite similar words.

**TABLE II.** 
OVERALL POSITIVE-NEGATIVE TOKENS

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Words</th>
<th>Frequency</th>
<th>Polarity</th>
<th>Sr. No</th>
<th>Words</th>
<th>Frequency</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Care</td>
<td>489</td>
<td>0.49</td>
<td>1</td>
<td>Problem</td>
<td>244</td>
<td>-0.4019</td>
</tr>
<tr>
<td>2</td>
<td>Support</td>
<td>454</td>
<td>0.40</td>
<td>2</td>
<td>Fraud</td>
<td>153</td>
<td>-0.5859</td>
</tr>
<tr>
<td>3</td>
<td>Friend</td>
<td>267</td>
<td>0.49</td>
<td>3</td>
<td>Cheater</td>
<td>70</td>
<td>-0.4588</td>
</tr>
<tr>
<td>4</td>
<td>Please</td>
<td>191</td>
<td>0.32</td>
<td>4</td>
<td>Mistake</td>
<td>65</td>
<td>-0.34</td>
</tr>
<tr>
<td>5</td>
<td>Help</td>
<td>189</td>
<td>0.40</td>
<td>5</td>
<td>Cheater</td>
<td>60</td>
<td>-0.5423</td>
</tr>
<tr>
<td>6</td>
<td>holiday</td>
<td>133</td>
<td>0.40</td>
<td>6</td>
<td>Fault</td>
<td>57</td>
<td>-0.4019</td>
</tr>
<tr>
<td>7</td>
<td>thanks</td>
<td>109</td>
<td>0.44</td>
<td>7</td>
<td>Waste</td>
<td>50</td>
<td>-0.4215</td>
</tr>
<tr>
<td>8</td>
<td>credit</td>
<td>90</td>
<td>0.38</td>
<td>8</td>
<td>Emergency</td>
<td>47</td>
<td>-0.3818</td>
</tr>
<tr>
<td>9</td>
<td>Kind</td>
<td>88</td>
<td>0.53</td>
<td>9</td>
<td>Delay</td>
<td>45</td>
<td>-0.3182</td>
</tr>
<tr>
<td>10</td>
<td>trust</td>
<td>65</td>
<td>0.51</td>
<td>10</td>
<td>Error</td>
<td>35</td>
<td>-0.4019</td>
</tr>
<tr>
<td>11</td>
<td>thank</td>
<td>59</td>
<td>0.36</td>
<td>11</td>
<td>Loss</td>
<td>33</td>
<td>-0.3182</td>
</tr>
<tr>
<td>12</td>
<td>solution</td>
<td>42</td>
<td>0.32</td>
<td>12</td>
<td>Complain</td>
<td>27</td>
<td>-0.3612</td>
</tr>
<tr>
<td>13</td>
<td>promise</td>
<td>40</td>
<td>0.32</td>
<td>13</td>
<td>Trouble</td>
<td>25</td>
<td>-0.4019</td>
</tr>
<tr>
<td>14</td>
<td>value</td>
<td>37</td>
<td>0.34</td>
<td>14</td>
<td>Penalty</td>
<td>25</td>
<td>-0.4588</td>
</tr>
<tr>
<td>15</td>
<td>hope</td>
<td>30</td>
<td>0.44</td>
<td>15</td>
<td>Shock</td>
<td>22</td>
<td>-0.3818</td>
</tr>
<tr>
<td>16</td>
<td>comfort</td>
<td>29</td>
<td>0.36</td>
<td>16</td>
<td>Hell</td>
<td>21</td>
<td>-0.6808</td>
</tr>
<tr>
<td>17</td>
<td>profit</td>
<td>26</td>
<td>0.44</td>
<td>17</td>
<td>Fool</td>
<td>20</td>
<td>-0.4404</td>
</tr>
<tr>
<td>18</td>
<td>resolve</td>
<td>25</td>
<td>0.38</td>
<td>18</td>
<td>inconvenience</td>
<td>19</td>
<td>-0.3612</td>
</tr>
<tr>
<td>19</td>
<td>hand</td>
<td>23</td>
<td>0.49</td>
<td>19</td>
<td>Doubt</td>
<td>19</td>
<td>-0.3612</td>
</tr>
<tr>
<td>20</td>
<td>satisfaction</td>
<td>22</td>
<td>0.44</td>
<td>20</td>
<td>Rude</td>
<td>16</td>
<td>-0.4588</td>
</tr>
</tbody>
</table>

Overall positive tokens (Top Five):

- Support: 327
- Care: 284
- Friend: 199
- Help: 125
- please: 116

Overall negative tokens (Top Five):

- Problem: 173
- Fraud: 89
- Waste: 34
- mistake: 33
- emergency: 33

**Fig. 7.** Overall Positive Tokens (Top Five).

**Fig. 8.** Overall Negative Tokens (Top Five).
3) Gender-specific (Female) Analysis of tokens: This section describes various tokens used in the form of reviews while expressing on social platforms by female travellers. The analysis carried out in below Table V and VI represents the top 5 tokens based on their value of frequency. It also represents their importance while deriving positive and negative sentiments from the reviews hosted by female travellers. In a positive category, the frequently used word by female Travellers is Care, support, please, and so on. In negative categories, the most frequently identified words are problem fraud, cheat, a mistake.

Tables V and VI are the tabular representation of the top 5 reviews from gender-specific analysis of tokens in female traveller.

Overall female analysis performed and results obtained indicate that usually while expressing on social platforms about dissatisfaction, travellers have used quite similar words.

The analysis carried out in table VI represents the top 5 tokens based on their value of frequency for the positive female category.

Table VII represents a comparison matrix with the top ten tokens in each OTA. Based on the results shown, it is very much clear that satisfied travellers are frequently expressing with words like support, help, kind, comfort, and dissatisfied travellers are using words like problem, fraud, cheat, while expressing on social platforms.

The comparison matrix shows the frequency of particular words when Traveller post their comments reviews on various sites. This comparison matrix also helps us understand comparative analysis between the keywords in the form of tokens for all the five online travel agents chosen in this research. Words like problem, help, and support are common in all the OTA.

4) Keyword Analysis: Following part of the research paper presents various keyword visualizations to understand more importance of each of the keyword plays in the entire study. Fig. 9 explains lines of code referred from Python-based implementation which has helped to get the overall graphical representation of keywords and its analysis.

Fig. 10 represents the first Visualization of keywords for the real data values collected for the research purpose. From the results obtained, it very much clear that words like Hotel, book, ticket, service, call are the most critical words based on their appearances.

Fig. 11 and 12 represents the essential keywords in positive and negative category for the entire study. From the overall positive category, it is very much clear that words like best, awesome, trust, kind, super are the critical words describing positive sentiments in this category. In contrast, in overall negative word analysis. Words like fraud, bad, horrible, pathetic, failed is the crucial words that frequently occurred while expressing sentiments by the Travellers.

<p>| TABLE V. Top Five Positive Female |
|-------------------------------|----------------|----------|----------|</p>
<table>
<thead>
<tr>
<th>Sr. No</th>
<th>Words</th>
<th>Frequency</th>
<th>polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Care</td>
<td>193</td>
<td>0.49</td>
</tr>
<tr>
<td>2</td>
<td>support</td>
<td>115</td>
<td>0.40</td>
</tr>
<tr>
<td>3</td>
<td>please</td>
<td>73</td>
<td>0.32</td>
</tr>
<tr>
<td>4</td>
<td>friend</td>
<td>63</td>
<td>0.49</td>
</tr>
<tr>
<td>5</td>
<td>Help</td>
<td>62</td>
<td>0.40</td>
</tr>
</tbody>
</table>

<p>| TABLE VI. Top Five Positive Female |
|-------------------------------|----------------|----------|----------|</p>
<table>
<thead>
<tr>
<th>Sr. No</th>
<th>words</th>
<th>Frequency</th>
<th>Polarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>problem</td>
<td>68</td>
<td>-0.4019</td>
</tr>
<tr>
<td>2</td>
<td>Fraud</td>
<td>60</td>
<td>-0.5859</td>
</tr>
<tr>
<td>3</td>
<td>Cheat</td>
<td>34</td>
<td>-0.4588</td>
</tr>
<tr>
<td>4</td>
<td>mistake</td>
<td>31</td>
<td>-0.34</td>
</tr>
<tr>
<td>5</td>
<td>cheater</td>
<td>29</td>
<td>-0.5423</td>
</tr>
</tbody>
</table>

| TABLE VII. Comparison Matrix for OTA’s Against Top 10 Tokens |
|----------------|----------------|-------|----------------|----------------|----------------|----------------|----------------|
| Sr. No | Yatra | redBus | MMT | Goibibo | Cleartrip |
|-------|-------|-------|-----|--------|----------|--------|--------|
| Positive | Negative | Positive | Negative | Positive | Negative | Positive | Negative |
| 1 | care | problem | Care | problem | support | problem | care | problem | support | fraud |
| 2 | please | fraud | Support | fraud | care | cheat | support | fraud | care | cheat |
| 3 | support | waste | Friend | mistake | friend | fraud | friend | cheat | friend | problem |
| 4 | holiday | cheat | Please | delay | holiday | mistake | please | cheater | help | cheat |
| 5 | help | emergency | Help | emergency | help | error | help | waste | please | fault |
| 6 | thanks | mistake | kind | fault | please | emergency | thanks | fault | credit | delay |
| 7 | friend | penalty | thanks | waste | kind | loss | credit | mistake | thanks | mistake |
| 8 | credit | fraudsters | comfort | trouble | thanks | fault | holiday | fake | thank | cheating |
| 9 | kind | Cheater | thank | cheater | promise | penalty | trust | loss | trust | doubt |
| 10 | value | Delay | trust | rude | credit | cheater | kind | fool | holiday | scam |
The section below describes the online travel agent (OTA) Specific keyword analysis.

5) Cleartrip Keyword analysis: Fig. 13 and 14 depicts the visualization of keywords in Cleartrip. Based on the results obtained, it is very much clear that words like best, trust, great, happy are the most critical in a positive category for Cleartrip. In contrast, Fig. 13 shows bad, fraud, pathetic, fail other common words in negative categories for Cleartrip.

6) Goibibo Keyword analysis: Fig. 15 and 16, covers keywords based on their frequent occurrence for Goibibo. Based on the analysis carried out for Goibibo keywords excellent, best, great, trust, free are the crucial words in the positive category for Goibibo. Whereas worst, bad, fraud, hate is the commonly observed keywords in the negative category for Goibibo.

7) MMT Keyword Analysis: MakeMyTrip (MMT) keyword analysis is expressed in Fig. 17 and 18 in graphical representation. In a positive category, best, free, kind, happy, wonderful are critical words for MMT. In contrast, when it comes to negative category pathetic, bad, worst, horrible, fraud, these are the words carrying much importance in MMT keyword analysis.
8) redBus Keyword Analysis: Similar to other online travel agents, keyword analysis is performed for redBus. Fig. 19 and 20 depicts various important words in positive and negative categories for redBus. Best, happy, kind, comfortable these are the top-rated words in the positive category, and bad, worst, horrible these are some of the highly-rated words in the negative category for redBus.

9) Yatra Keyword Analysis: Fig. 21 and 22 is the word count analysis done on online reviews collected for Yatra online travel agent. The outcome of the analysis demonstrates the words like best, great, kind, splendid, love is the essential words in the positive category for the Yatra. In the negative category, analysis says the words like bad, fraud, worst, unprofessional, horrible are some of the words that play an essential role in Yatra.

10) Analysis based on Rating: Each of the review collected from the Mouthshut.com has a rating value attached to it ranging from 1 as Low to 5 as High. Following is the OTA’s and reviews based on rating value percentage Fig. 23 covers lines of code for getting the statistical value of review ratings for all the reviews which are being collected and processed and relevant graphical representations are obtained with the help of similar lines of code.

The Table VIII represents a statistical analysis of reviews regarding the overall rating given by the reviewer on the scale of 1 to 5, where 1 is low, and 5 is high. The table shows a good number of reviews for each of the online travel agents as review rating low, which means dissatisfaction of travellers is low. At the same time the volume of reviews classified under 5 represents the high level of satisfaction of travellers using an online travel agent and there relevant services MakeMyTrip, Goibibo and Cleartrip are having good volume of reviews under the highest rating.

```python
sum = []
percent = []
for i in range(5):
    sumval = 0
    for j in range(5):
        sumval += len(ratingList[j][i])
    sum.append(sumval)
for i in range(5):
    percent = []
    for j in range(5):
        percent.append(round(((len(ratingList[j][i]) * 100) / sum[i]) , 1 ))
    worksheet.write(i, j, round(((len(ratingList[j][i]) * 100) / sum[i]) , 1 ))
    worksheet.write(i, 5, sum[i])
    percent.append(sum[i])
print(percent)
workbook.close()
```
Table IX represents the statistical analysis of review ratings for all the OTA in percentage collected and processed for each of these online travel agents. From the table, it is very much clear that MakeMyTrip is having the highest percentage of review rating value with 5. It means the satisfaction level of travellers using various services offered by MakeMyTrip is also high in comparison to other online travel agents.

Cleartrip has 16.2% reviews based on the overall rating given to the review this percentage and it’s second after MakeMyTrip. Goibibo is third in the list with the highest percentage under 5. It is very much clear from table values that Yatra is having low preference under the top-level, which means satisfaction is very low for the Yatra.

Looking at Table IX for Yatra, 64.9 percent of Travellers have given Low review rating, represent the percentage of the satisfaction of Travellers using services offered by Yatra.

### IV. ARCHITECTURAL VIEW OF MODEL

In this research work, netnography and Text mining techniques are used as an integrated approach. The following are the various stages in the architectural view of the basic model in this study.

Fig. 24 represents the architectural view of the platform used in the text mining process. As mentioned in the diagram, the following are the steps that help get a visualized representation of specific results. The first stage in the architectural view is inputting of the review. In this research study, the reviews or posts used are collected from various online platforms using Netnographic guidelines. Collected reviews are maintained in a repository. The second stage is the preprocessing stage. In this stage, preprocessing of the text reviews collected is done using various techniques of splitting the words, converting the words, checking for the missing values is performed. The next stage is cleaning the reviews; in this process of cleaning of the reviews, it is very much essential that some of the processes which help the text to refine and get a meaningful text for further processing. Sentiment score stage, the sentiments of each word, and then for the entire review are obtained in this stage, using the Vader sentiment lexicon dictionary. The sentiments are derived as positive, negative, neutral—compound sentiment score help to classify the review into positive or negative. In the review classification stage, based on the compound sentiment scores with more than 0.05 compounded courses are classified as positive, and the sentiment scores between -0.05 and 0.0 are considered neutral review. The review has a compounded score of less than -0.05 classified as negative reviews. In the visualization stage, based on the review, the various analysis has been carried out in the graphical representation has been generated in the form of the word cloud, pie charts.

### V. STATISTICAL ANALYSIS OF RESULT

In this section, the statistical analysis results obtained using the Chi-square test are discussed. A Chi-square test for various parameters is performed to understand and test the relationship between various variables based on the results of the test acceptance or rejection of the hypothesis is being chosen. Performed Chi-square test on the following scenarios:

1) Scenario 1(OTA vs. Gender): Here, the Chi-square statistical test is used to test whether two variables are independent or not. Chi-square hypothesis testing is used to understand whether there is any relationship between the online travel agent and the gender of travellers.

   a) Null hypothesis (H0): No association/relationship between gender of traveller and OTA.

   b) The alternate hypothesis (H1): Gender of traveller and OTA has an association/relationship.

   Table X(a) and X(b) shows the calculations of test statistics.

   P-value obtained is .0000009307. With the degree of freedom 4 and at 5% level of significance, the critical value/tabular value is 9.49. The calculated chi-square value(33.54) is greater than the critical or table value(9.49).
There is enough statistical evidence to reject the null hypothesis and to accept the fact that there is an association or relationship between OTA Sentiment, gender and people using OTA.

Since 33.52 > 9.48 or our P-value < 0.05

The alternate hypothesis is accepted. Thus there is an association between gender and people using OTA.

Fig. 25 is the graphical representation of observed values for males and females for all the online travel agents against the total volume of reviews collected.

2) OTA vs. Positive Negative Sentiments: In this section, the Chi-square statistical test performed to understand the relationship between positive negative sentiments of travellers and various online travel-related service providers (OTA).

a) Null hypothesis (H0): No association between Sentiment and people using OTA.

b) Alternate Hypothesis (H1): Association between Sentiment and people using OTA.

From Table XI, P-value obtained using the chi-square test is 0.01, chi-square value from P-value is 12.78; critical or tabulated chi-square value at the degree of freedom 4 and level of significance 5% is 9.49; since 12.78 > 9.48 An alternate hypothesis is accepted; it means an association or relationship between sentiments and people using OTA. Fig. 26 is a graphical representation of about table values representing the relationship between OTA Sentiment against the total number of reviews for the online travel agents.

3) Statistical Analysis of Positive negative ratio Vs. Gender: In the below section, a detailed analysis of the relationship between positive-negative sentiment ratio and gender. Based on the data shown in the Table, P-value using the Chi-square statistical test is 0.00. The following are the null and alternate hypotheses framed to identify whether there is any relationship between the positive-negative sentiment ratio and gender.

a) Null hypothesis (H0): No association between Sentiment and Gender

b) Alternate Hypothesis (H1): Association between Sentiment and Gender.

Referring to Table XII, The Chi-square value calculated using P-value is 12.96. And with a 5% level of significance and 4 degrees of freedom, the tabular value for chi-square is 9.48. Since the calculated value, 12.96 is more than the tabular value for chi-square 9.48. There is enough evidence to reject the null hypothesis and accept the alternate hypothesis, which says there is a relationship between Sentiment and gender. Since 12.95 > 9.48, Alternate hypothesis is accepted.

Fig. 27 represents a detailed classification of the total volume of reviews and sentiments as a positive and negative gender-wise. The finding from the analyses says that the male and female total percentage of negative review sentiment in male is less than female.
VI. SERVICE SPECIFIC ANALYSIS

Online travel agents used in this research provides a various set of services to the users, customers, travellers. These services include hotel booking, flight booking, bus booking. In this section, the results obtained regarding these services are evaluated, and reasonable interpretations are derived. Fig. 28 shows lines of code help to do the analysis with reference to sentiments for each of the OTA specific to services identified.

![Fig. 26. Sentiments and Gender Relationship for OTA.](image)

TABLE XI. TEST STATISTICS FOR OTA VS. POSITIVE NEGATIVE SENTIMENTS

<table>
<thead>
<tr>
<th>Gender OTA</th>
<th>Positive</th>
<th>Negative</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed</td>
<td>Expected</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>%</td>
<td>Male</td>
</tr>
<tr>
<td>Cleartrip</td>
<td>165</td>
<td>178.5</td>
<td>14.9</td>
</tr>
<tr>
<td>Goibibo</td>
<td>303</td>
<td>295.14</td>
<td>27.4</td>
</tr>
<tr>
<td>MMT</td>
<td>291</td>
<td>261.16</td>
<td>26.3</td>
</tr>
<tr>
<td>redBus</td>
<td>225</td>
<td>237.83</td>
<td>20.3</td>
</tr>
<tr>
<td>Yatra</td>
<td>122</td>
<td>133.37</td>
<td>11.0</td>
</tr>
<tr>
<td>Total</td>
<td>1106</td>
<td>100</td>
<td>1075</td>
</tr>
</tbody>
</table>

![Fig. 27. Classification Reviews and Sentiments.](image)

TABLE XII. RELATIONSHIP BETWEEN SENTIMENTS AND GENDER

<table>
<thead>
<tr>
<th>Gender Sentiment</th>
<th>Observed</th>
<th>Expected</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male</td>
<td>%</td>
<td>Male</td>
</tr>
<tr>
<td>Positive</td>
<td>773</td>
<td>69.89</td>
<td>673</td>
</tr>
<tr>
<td>Negative</td>
<td>333</td>
<td>30.11</td>
<td>402</td>
</tr>
<tr>
<td>Total</td>
<td>1106</td>
<td>100</td>
<td>1075</td>
</tr>
</tbody>
</table>

![Fig. 28. Service Specific Sentiment Analysis LOC.](image)

The graphical representation below Fig. 29 clearly indicates for bus-related bookings our services Travellers have preferred redBus.

![Fig. 29. Sentiments of Bus Reviews for OTA.](image)

After redBus Travellers preferred Goibibo and then Makemytrip, the finding here is for bus-related services, redBus is on top of all.

Flight-related services are offered by the following online travel agents chosen for the study. Cleartrip, Goibibo, MakeMyTrip, and Yatra. The graphical representation Fig. 30 shows that for the flight-related services, the volume of negative reviews and sentiments are more with Cleartrip than other service providers. For Goibibo, the positive sentiments are little more than the negative sentiments which we can interpret in a manner that Travellers or customers are a little happier regarding flight-related services offered by Goibibo. Similarly, for MakeMyTrip, positive sentiments are more than negative sentiments for all the possible reviews processed for flight-related services which also represents the satisfaction of travellers is more than dissatisfaction for Makemytrip. For Yatra, the positive sentiments are less than the negative sentiments. Also, the volume of reviews for Yatra regarding flight-related services is low; it represents the satisfaction is
lower than the dissatisfaction and preference for flight-related services is not towards Yatra.

![Fig. 30. The Sentiment of Flight Reviews for OTA's.](image)

The following are the online travel agents that offer hotel booking related services online Cleartrip, Goibibo, MakeMyTrip, Yatra. Fig. 31 clearly explains the results of the analysis done regarding Hotel related services offered by these online travel agents in India. When it comes to Cleartrip Hotel related services, Fig. 31 represents the negative sentiments are more than positive it means when it comes to hotel-related services, online dissatisfaction is more observed in customers or travellers about Cleartrip. Goibibo looks at the top choice for Hotel related services online. Again based on the analysis, it is proved that positive sentiments are more than negative sentiments. It means the satisfaction of travellers using Hotel related services offered by Goibibo is high. MakeMyTrip also follows the line of Goibibo when it comes to hotel-related services. It has become the second preference for Hotel related services after Goibibo. It is also clearly indicated that Yatra is rarely preferred by travellers when it comes to online Hotel related services.

![Fig. 31. The Sentiment of Hotel Reviews for OTA's.](image)

**VII. CONCLUSION**

Customer is King for a successful business, customer satisfaction is considered to be a prime attribute. This research helps in consumer decision making while choosing various travel-related services and also businesses to choose their strategies to improve on services offered based on listening to the consumers.

Netnography and Text mining techniques used to perform analysis and processing of reviews and comments collected from various online platforms. The review collection has followed all the guidelines suggested by netnographic studies for five online travel agents i.e. MakeMyTrip (MMT), Yatra, Cleartrip, Goibibo, redBus analysis is performed using text mining as an integrated approach.

Based on results obtained regarding service-specific analysis, it is possible to conclude that for flight booking, related services traveller's satisfaction is more with MMT, Goibibo. Consumers have preferred MakeMyTrip as the first option and Goibibo as Second and followed by Yatra. For Hotel booking related services satisfaction of travellers using services from MMT, Goibibo is high compared to others. For bus booking related services, users are more happy and satisfied with redBus then Goibibo and MMT.

This research work has used various approaches concerning the understanding of satisfaction, dissatisfaction, or the perception of travellers using selective travel-related online service providers in India to build a competitive advantage to customers and company too. Online travel service providers in India can make appropriate decisions according to the results obtained from the study regarding customer perception and create a competitive advantage. Also, consumers can choose a particular online travel-related service provider based on the result of the study for improved services and traveller satisfaction.
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Abstract—Occupational fraud is defined as the deliberate misuse of one’s occupation for personal enrichment. It poses a significant challenge for organizations and governments. Estimates indicate that the funds involved in occupational fraud cases investigated across 125 countries between 2018 and 2019 exceeded US$3.6 billion. Process-based fraud (PBF) is a form of occupational fraud that is perpetrated inside business processes. Business processes underlie the logic of the work that organizations undertake, and they are used to execute an organization’s strategies to achieve organizational goals. Business processes should be examined for potential fraud risks to ensure that businesses achieve their objectives. While it is impossible to prevent fraud entirely, it must be detected. However, PBF detection metrics are not well developed at present. They are scattered, unstandardized, not validated, and, in some cases, absent. This study aimed to develop a comprehensive PBF detection metric by leveraging and operationalizing a taxonomy of fraud detection metrics for business processes as an underlying theory. 41 PBF detection metrics were deduced from the taxonomy using design science research. To evaluate their utility, the application of the metrics was undertaken using illustrative scenarios, and a real example of the implementation of the metrics was provided. The developed metrics form a complete, classified, validated, and standardized list of PBF detection metrics, which include all the necessary PBF detection dimensions. It is expected that the stakeholders involved in PBF detection will use the metrics established in this work in their practice to increase the effectiveness of the PBF detection process.

Keywords—Business process fraud; fraud detection; fraud indicators; fraud measures; fraud metrics; PBF; red flags

I. INTRODUCTION

Fraud refers to an action that is designed to deceive others. Fraud results in a loss for the victim and gain for the perpetrator [1]. The Association of Certified Fraud Examiners (ACFE) defines occupational fraud as the “use of one’s occupation for personal enrichment through the deliberate misuse or misapplication of the employing organization’s resources or assets” [2, p. 86]. Organizations and individuals alike can be financially or physically affected by fraud [3].

Fraud can either be internal, when it is committed by someone inside an organization, or external, when it originates from outside an organization [4]. In this research, the focus is on internal or occupational fraud.

Fraud is becoming a globally prevalent threat [5]. It is estimated that the overall loss resulting from 2,504 cases of occupational fraud that were investigated between January 2018 and September 2019 exceeded US$3.6 billion across 125 countries [2]. The ACFE estimates that organizations lose approximately 5% of their revenues to fraud each year [2]. The wave of financial scandals that has been sweeping the world in the current century has also heightened the awareness of the need to manage fraud risk [6].

Process-based fraud (PBF) is a form of fraud that occurs in business processes. It can be identified by measuring the deviation from the process model [7]. However, deviation in the business process model is not always regarded as fraud; in order to confirm that fraud has taken place, a domain expert must investigate the matter.

Business process refers to a collection of related events, activities, decision points, actors, and objects that lead to an outcome that is valuable to at least one customer [8]. Business processes are core assets of organizations [8], and they are essential in the implementation of organizational strategy [9]. Business processes should be examined to detect any associated potential fraud risks that may threaten the achievement of business objectives [10]. However, at present, PBF detection metrics are not well addressed [11]. They are incomplete, overlapping, scattered, and not standardized [11]. Furthermore, the increase in fraud in recent years reflects the persistent nature of the issue [12]. Therefore, as it is impossible to prevent PBF completely, detecting it when it occurs is essentially.

This manuscript aims to develop comprehensive metrics that cover all the components necessary for the effective detection of PBF. The developed metrics will contribute to the effective detection of PBF as they provide a comprehensive, validated, and standardized list of PBF detection metrics.

First, the metrics are deduced from the taxonomy of fraud detection metrics for business processes [13]. The taxonomy serves as the underlying theory using design science research (DSR). The use of this taxonomy provides a complete understanding of PBF detection, coverage of all PBF detection elements, and a checklist of best practices that define PBF detection metrics [13]. Second, an illustrative scenario, as an evaluation method [14], is provided for each of the developed metrics in order to validate their utility. Ultimately, an implementation that uses the process mining technique is proposed to demonstrate the technical application of the metrics.

1 https://www.acfe.com
The remaining contents of this paper are organized as follows: Section II provides the background of the topic; Section III explains the methodology followed in the current work; Section IV proposes the complete PBF detection metrics; Section V provides a real example of the implementation of the metrics; Section VI shows and discusses the results; and, finally, in Section VII, the conclusions and direction in which the work in this field may progress in the future are presented.

II. BACKGROUND

Implementing fraud detection and fraud prevention systems is essential for effective fraud risk management [15]. Fraud prevention consists of measures to avoid or reduce fraud. In addition, in fraud detection, measures that help identify fraud when it occurs are used [15]. Since preventing every instance of fraud is impossible, continuous application of fraud detection techniques is necessary to protect against any instances that were not prevented [3].

Fraud detection techniques can be placed into one of three categories [16]. First, the misuse-based detection technique uses a predefined list (i.e., known patterns) of possible fraud schemes to detect fraud. It is an expert fraud detection system that uses predefined metrics. Its advantage is a low false alarm rate, but it cannot detect instances of fraud that follow new patterns [16]. Second, the anomaly-based technique can be implemented using machine learning techniques, which leads to the detection of any suspicious behavior that deviates from standard behavior [17], [18]. It does not require a predefined list of fraud schemes, and it can detect new cases of fraud. However, it suffers from a high false alarm rate [19]. Third, the hybrid technique attempts to combine the previous two techniques to overcome their limitations [16].

Successful fraud detection must include an examination of business processes to identify the potential origins of fraud [20]. Business processes are the core of business process management (BPM), which is a management discipline that uses business processes to implement organizational strategy [9]. It is a management discipline that requires continued focus, and often, significant changes in management style [9].

PBF detection metrics form the intersection between fraud risk management and BPM, as reflected in the bidirectional arrow mentioned in Fig. 1. The use of such metrics is common in fraud risk assessment and process monitoring and control2 which are elements of fraud risk management and BPM, respectively.

Fraud detection can be achieved using a taxonomy to predefine initial fraud schemes [1], [21]. A taxonomy is a set of dimensions, each consisting of a set of mutually exclusive and collectively exhaustive characteristics [22]. A taxonomy of fraud detection metrics for business processes was proposed in [13], as depicted in Fig. 2. The taxonomy provides a holistic view of fraud detection in business processes. It consists of the dimensions examined in the following subsections.

A. Fraud Domain

This dimension covers the application domain of fraud detection. Knowing the fraud domain is crucial in the detection of fraud because it allows an understanding to be gained of the problem domain [23]. In addition, specific fraud, which is particular to certain domains, exists, and these cases require special handling. This dimension contains two characteristics:

- **General**: Describes all metrics that can be used in any application domain.
- **Specific**: Covers a particular application domain, such as finance.

B. Fraud Data Scheme

This dimension covers all the potential fraud schemes in the data. Fraud data schemes provide a list of possible data schemes used for committing fraud, which means that understanding them is critical for detection. This dimension contains the following data schemes:

- **Anomalous**: Covers any data that can be characterized as ambiguous or exceptional (e.g., too long, too short, excessive, and outliers).
- **Discrepant**: Describes inconsistent data (e.g., the conflict between input and output, and between past and current).
- **Missing**: Covers insufficient and absent data.
- **Wrong**: Covers incorrect data (e.g., inaccurate, non-conforming, fictitious, error, and outdated).

![Fig. 1. Execution Scope of PBF Detection Metrics.](image)

![Fig. 2. Taxonomy of Fraud Detection metrics in Business Processes. Source: [13].](image)
C. Presentation Layer

This dimension aims to examine all layers of the business processes, as illustrated in Fig. 3.\(^3\) The layers are essential for detecting fraud because every layer can give specific auditing information [24]. Additionally, some fraud cases do not become apparent by looking at a single layer. The dimension contains the following characteristic layers:

- **Process map**: Gives an overview of all business processes and determines their relationships. The process map also contains aggregated data on all business processes in the organization. It is useful for planning fraud detection in business processes.

- **Process stream**: Offers a greater level of detail compared to the process map. It helps set the scope by focusing on a collection of processes that form a specific (and usually vital) business cycle, such as the purchase-to-pay cycle. This layer allows fraud examiners to aggregate data on a particular business cycle.

- **Process model**: Represents a single business process, such as the payment process. It provides more detail on the structure of the process, its controls, activities, and actors. This layer contains aggregated data on many instances of a specific business process.

- **Process instance**: Depicts the details of one particular instance of a process model. It contains concrete data on one specific business process instance, such as payment instance number 123.

- **Process activity**: This is the lowest layer in the presentation layer dimension. It can be considered an element of the process instance layer with a particular focus. It gives concrete data with more detail on a specific activity in a particular process instance, such as approval activity.

D. Process Perspective

This dimension looks at business process from various angles because, for successful fraud detection, it is necessary to examine all aspects of business process [20]. This dimension contains the following characteristics:

- **Time**: This perspective regards business process’s time (e.g., throughput time, actual processing time, waiting time, and deadlines).

- **Function**: This perspective is concerned with the implementation of the activities in business process (e.g., work frequency, work sequence, work decision, process steps, and process control flow).

- **Data**: The data perspective covers all the data that are entered, consumed, and delivered by business process (e.g., process objects).

- **Resource**: This perspective involves all the actors that interact with business process, including customers, software, business role, business units, suppliers, and employees.

- **Location**: This perspective is concerned with the location of business process’s execution.

The results of the literature review on PBF detection metrics\(^4\) are summarized in Fig. 4 in the form of a literature map [11]. The literature map illustrates the topics relevant to fraud detection metrics in business processes, as well as the frequency of their recurrence in the literature. Omair and Alturki [11] demonstrated that, at present, the explicitly defined PBF detection metrics, which are listed in Table I, do not adequately address the essential conceptual perspectives of business process.

Combined metrics and process mining can improve fraud detection [25]. Process mining is a methodology that aims to discover, monitor, and improve real processes by analyzing their event logs [26]. It connects model-based process analysis (e.g., simulation) and data-oriented analysis techniques (e.g., data mining) [27]. Process mining associates the actual processes with their data and the process models [28].

Process mining has been successfully applied to detect fraud [23], [29]–[31]. It can reveal fraudulent transactions that cannot be detected using traditional audit methods [29], [32], [33]. Relying on measurements of throughput processing (not just measurements of the input-output relation), process mining can identify a problem’s root cause. This involves identifying the process model, and, subsequently, the performance of the process [34].

Using process mining to detect fraud has many advantages. Since event logs are automatically logged in most existing systems [35], it is possible to save time and effort, and to improve detection accuracy by taking real and complete data as opposed to samples [36]. Also, reading from event logs ensures independence from human intervention, which guarantees unaltered and error-free data [37]. According to the ACFE report [2], the median time for detecting fraud is 14 months. During the interval between occurrence and detection, the most significant financial losses tend to occur. However, using online process mining solutions can change this reality [38].

---

\(^3\) For more information, see [13], [24].

\(^4\) For the complete literature review and analysis, see [11].
Process mining anomaly techniques include control flow analysis, role resource analysis, throughput time analysis, and decision point analysis [39]. The study undertaken by [4], which proposed a process mining method for PBF detection, suggested the concept “1 + 5 + 1”, which includes (1) log preparation; (5) (a) log analysis, (b) performance analysis, (c) social analysis, (d) conformance analysis, (e) process analysis; and (1) refocusing and iteration. A combination of the red flag approach (i.e., metrics approach) and process mining were proposed in [25] to reduce the false positive rate in detecting fraud. The method connects the red flag approach with process mining by using the red flag to present unusual behavior, whereas process mining involves visualizing the business process flow. In [40], a validated method, based on the most accepted lifecycle model for the implementation of the process mining project [41], was proposed for an application in auditing information systems. It used process mining as an expert system engine to address the limitations of other auditing methods involved in fraud detection, including sampling, due to questionable effectiveness as they lack automation and have a narrow scope.

III. METHODOLOGY

In her remarkable and exceptional work, Gregor [47] explained information systems (IS) theories in terms of five types: analytic theory, explaining theory, prediction theory, explaining and prediction theory, and design and action theory. Taxonomy is a taxonomic theory and can be classified as an analysis theory [47]. Analysis theories define or classify specific dimensions or characteristics of individuals, groups, situations, or events by describing the shared features found in discrete observations [47]. These theories answer what questions, and they are used as a foundation for developing more advanced theories, as shown in Fig. 5 [47], [48].

![Evolution of Analytic Theories into other Types](image)

The DSR methodology can be used to conduct research when the desired goal is an artifact or a recommendation [49]. DSR artifacts are classified into constructs, models, methods, and instantiations [50]. The developed PBF detection metrics are subsumed under the method artifact type [51]. This study aims to design an artificial (i.e., human-made) artifact (i.e., PBF detection metric), which fits well within the DSR

---

5 For more information, see [47].
Following the DSR paradigm, the taxonomic theory [13] was used in this research as the foundation for deriving PBF detection metrics. The taxonomy [13] was developed using DSR’s build/evaluate cycle [52], which led to the definition of the building blocks of PBF detection metrics by implementing the method of Nickerson et al. [22]. Since taxonomy can be used as a foundation to produce new knowledge [22], [47], [48], [53], the taxonomy of fraud detection metrics for business processes [13] was used deductively to develop the PBF detection metrics (i.e., the taxonomy’s objects). Adapting [54], the following steps were taken to develop the metrics:

- Define the measured entity in the study, namely, business process.

- Specify the attributes of the defined entity (i.e., business process), which are already developed by the taxonomy (i.e., the taxonomy’s dimensions and characteristics) [13].

- Define the metrics by matching the attributes of the defined entity.

Theoretical validation of the developed metrics can be achieved through the use of a validated taxonomic theory [13]. In addition, in order to evaluate the utility of every developed metric, an illustrative scenario was used [16]. Lastly, an implementation was provided to explain the metrics technical application.

IV. PBF DETECTION METRICS

Using the taxonomy of fraud detection metrics for business processes as the underlying theory [13], PBF detection metrics can be derived by matching the characteristics of the taxonomy’s dimensions. Selecting the matched characteristics depends on the application domain, project scope, and the case situation. However, general PBF detection metrics can be developed by matching the selected characteristics from the process perspectives, presentation layers, and fraud data schemes dimensions.6 Table II shows the derived list of PBF detection metrics, including the metric’s ID, name, description, and the illustrative scenario. The generally derived PBF detection metrics covered all the dimensions of PBF detection (i.e., full-dimensional metrics), as stated in the taxonomy of fraud detection metrics for business processes [13].

<table>
<thead>
<tr>
<th>ID</th>
<th>Metric name</th>
<th>Description</th>
<th>Illustrative scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Wrong instance time</td>
<td>Shows whether the process instance’s time is incorrect.</td>
<td>The waiting time between activity A and activity B in an invoiced instance exceeds the allowed time.</td>
</tr>
<tr>
<td>3</td>
<td>Wrong stream time</td>
<td>Indicates whether the process stream’s time is incorrect.</td>
<td>The waiting time between the raising of invoice XYZ and its payment as processes in the purchase-to-pay stream exceeds the allowed time.</td>
</tr>
<tr>
<td>4</td>
<td>Discrepant instance time</td>
<td>Shows whether the process instance’s time causes conflict.</td>
<td>The throughput time of an activity is longer than the throughput time of the instance that includes the activity.</td>
</tr>
<tr>
<td>5</td>
<td>Discrepant stream time</td>
<td>Reveals whether the process stream’s time causes conflict.</td>
<td>The execution time of invoice XYZ and its payment as processes in the purchase-to-pay stream are identical.</td>
</tr>
<tr>
<td>6</td>
<td>Anomalous activity time</td>
<td>Indicates whether the process activity’s time is abnormal.</td>
<td>The throughput time of a payment instance is too short.</td>
</tr>
<tr>
<td>7</td>
<td>Anomalous instance time</td>
<td>Indicates whether the process instance’s time is abnormal.</td>
<td>The execution time of all payment instances for supplier XYZ are all at 8 P.M.</td>
</tr>
<tr>
<td>8</td>
<td>Anomalous model time</td>
<td>Shows whether the process model’s time is abnormal.</td>
<td>The waiting time between receiving and inspection as processes in the purchase-to-pay stream is very long.</td>
</tr>
<tr>
<td>9</td>
<td>Anomalous stream time</td>
<td>Indicates whether the process stream’s time is abnormal.</td>
<td>The total execution time of all the organization’s processes is too short.</td>
</tr>
<tr>
<td>10</td>
<td>Anomalous map time</td>
<td>Indicates whether the process map’s time at the map layer is abnormal.</td>
<td>The decision was incorrectly made in activity XYZ.</td>
</tr>
<tr>
<td>11</td>
<td>Wrong activity function</td>
<td>Indicates whether the process activity’s work is incorrect.</td>
<td>A payment instance must not be executed because the vendor’s work is not yet finished.</td>
</tr>
<tr>
<td>12</td>
<td>Wrong instance function</td>
<td>Shows whether the process instance’s work is incorrect.</td>
<td>A payment process was executed before the receiving process in the purchase-to-pay stream.</td>
</tr>
<tr>
<td>13</td>
<td>Wrong stream function</td>
<td>Reveals whether the process stream’s work is incorrect.</td>
<td>The approval activity in invoice XYZ is missing.</td>
</tr>
<tr>
<td>14</td>
<td>Missing activity function</td>
<td>Indicates whether the necessary process activity’s work is missing.</td>
<td>The inspection instance to show that item XYZ was checked is missing.</td>
</tr>
<tr>
<td>15</td>
<td>Missing instance function</td>
<td>Demonstrates whether the necessary process instance’s work is unusual.</td>
<td>The decision made in activity XYZ was unexpected.</td>
</tr>
<tr>
<td>16</td>
<td>Anomalous activity function</td>
<td>Indicates whether the process activity’s work is unusual.</td>
<td>Unnecessary activities (i.e., excessive work) are performed in executing an invoice instance.</td>
</tr>
<tr>
<td>17</td>
<td>Anomalous instance function</td>
<td>Shows whether the process instance’s work is unusual.</td>
<td>The number of refund instances of customer XYZ is unusual.</td>
</tr>
<tr>
<td>18</td>
<td>Anomalous model function</td>
<td>Indicates whether the process model’s work is unusual.</td>
<td>Purchase-to-pay processes</td>
</tr>
</tbody>
</table>

6 Other metrics can be similarly developed by matching the selected characteristics that should be specified for every project.  
7 The selected characteristic of the fraud domain dimension is general. This is because the scope of the developed metrics does not focus on a specific fraud domain.
<table>
<thead>
<tr>
<th>Stream function</th>
<th>Process stream’s work is unusual.</th>
<th>Anomalous instance resource shows whether the process instance’s resource is suspicious. The same employee did most of the activities in a receiving instance XYZ.</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Anomalous map function indicates whether the process map’s work at the map layer is unusual.</td>
<td>Anomalous model resource indicates whether the process model’s resource is suspicious. The same employee approved all the payments for supplier XYZ.</td>
</tr>
<tr>
<td>21</td>
<td>Discrepant stream function shows if the process stream’s work causes conflict.</td>
<td>Wrong activity location shows whether the process activity’s location is incorrect. The activity XYZ of a receiving inventory instance was executed outside the approved receiving area.</td>
</tr>
<tr>
<td>22</td>
<td>Wrong activity data indicates whether the data produced or consumed by the process activity are incorrect.</td>
<td>Wrong instance location reveals whether the process instance’s location is incorrect. Two activities to be executed at the same location for an invoice instance performed at different locations.</td>
</tr>
<tr>
<td>23</td>
<td>Missing activity data indicates whether the data produced or consumed by the process activity are missing.</td>
<td>Anomalous activity location indicates whether the process activity’s location is suspicious. The execution location of activity XYZ in a payment instance was very distant.</td>
</tr>
<tr>
<td>24</td>
<td>Discrepant activity data shows whether the data produced or consumed by the process activity are inconsistent.</td>
<td>Anomalous activity location shows whether the process activity’s location is suspicious. All the large payments are made only at one location.</td>
</tr>
<tr>
<td>25</td>
<td>Discrepant instance data shows whether the data produced or consumed by the process instance are inconsistent.</td>
<td>Anomalous stream location indicates whether the process stream’s location is suspicious. Two processes that are usually executed in the same place in the order-to-cash stream were executed at different locations.</td>
</tr>
<tr>
<td>26</td>
<td>Discrepant stream data indicates whether the data produced or consumed by a process stream are inconsistent.</td>
<td>Missing activity location shows whether the process activity’s location is missing. The execution location of activity XYZ in a payment instance is not specified.</td>
</tr>
<tr>
<td>27</td>
<td>Anomalous activity data shows whether the data produced or consumed by the process activity are suspicious.</td>
<td>Anomalous activity location shows whether the process activity’s location is suspicious. All the large payments are made only at one location.</td>
</tr>
<tr>
<td>28</td>
<td>Anomalous instance data shows whether the data produced or consumed by a process instance are suspicious.</td>
<td>Anomalous model location shows whether the process model’s location is suspicious. Two processes that are usually executed in the same place in the order-to-cash stream were executed at different locations.</td>
</tr>
<tr>
<td>29</td>
<td>Anomalous model data shows whether the data produced or consumed by the process model are questionable.</td>
<td>Anomalous activity resource shows whether the process activity’s resource is suspicious. The same employee did most of the activities in a receiving instance XYZ.</td>
</tr>
<tr>
<td>30</td>
<td>Wrong activity resource indicates whether the process activity’s resource is incorrect.</td>
<td>Wrong activity resource shows whether the process instance’s resource is incorrect. Issue and review of invoice XYZ performed by the same employee (violates the separation of duties law).</td>
</tr>
<tr>
<td>31</td>
<td>Wrong instance resource indicates whether the process instance’s resource is incorrect.</td>
<td>Missing activity resource indicates if the process activity’s resource is missing. An anonymous person performed activity XYZ in an invoice instance.</td>
</tr>
<tr>
<td>32</td>
<td>Missing activity resource indicates if the process activity’s resource is missing.</td>
<td>Anomalous activity resource shows whether the process activity’s resource is suspicious. Activity XYZ in a payment instance, usually executed by employee X is executed by employee Y instead.</td>
</tr>
</tbody>
</table>

### V. Implementation

Based on [25], [40], [41], as well as the taxonomy developed in [13], a method can be proposed for implementing PBF detection metrics. The method uses data and process mining to ensure an effective PBF detection process. Both techniques are used to detect fraud in business processes [45], [55]. Although data mining and process mining share many features, the key difference is that data mining aims to discover previously unknown and interesting patterns in the datasets, while process mining focuses on finding process relationships [28]. Thus, data mining techniques for detecting fraud are usually unsuitable for analyzing the behavior of control flow in a business process [39]. However, process mining can be used to assess the control flow of a business process [56] and to analyze process performance, event sequence, and process roles [57]. Still, process mining focuses on the control flow of transactions [56] and not on process content (e.g., transaction value). Therefore, data mining and process mining are both needed.

Real data [58] on purchase-to-pay process events in a multinational paints and coatings company were used for implementation. The implementation method is illustrated in Fig. 6 and described in the following steps:

*To reduce data noise, the data were filtered according to document type, item category, and timeframe to include "standard PO," "three-way matching," "invoice before GR," and 2018 (quarter 2).*
Stage 0: At this stage, the scope and aims should be defined after establishing a thorough understanding of the application domain. This includes understanding the business process, identifying the theoretical existence of fraud schemes, cataloging all potential fraud methods and red flags\(^9\), defining the general multi-dimensional metrics by using the taxonomy, and defining specific multi-dimensional metrics for the selected fraud schemes and methods. Every metric may include a metric formula, data source, metric description, data update frequency, metric unit, threshold or compared value, related fraud scheme, and fraud method or red flag.

In this implementation, the aim was to detect fraud in the purchase-to-pay process by examining execution deviations. The scope was determined based on the following dimensions and characteristics of the taxonomy of fraud detection metrics for business processes [13]:

- **Fraud domain:** In this implementation, the purchase-to-pay business process was selected. Thus, {specific: finance and general} were chosen as the fraud areas for the implementation because general PBF detection metrics are also used.

- **Presentation layer(s):** {process stream, model, instance, and activity} were selected to satisfy the aim. However, the process stream layer was not included in the implementation due to missing data.

- **Process perspective(s):** {time, function, data, and resource} were selected. Location perspective data are not available. However, depending on the case situation and data availability, it may be useful to include all process perspectives.

- **Fraud data scheme(s):** To specify critical data schemes that can effectively detect fraud in this implementation, {anomalous, discrepant, missing, and wrong} were selected. The selection of the fraud data scheme characteristics was based on the case situation and the quality of existing data. However, if possible, it is always useful to include all fraud data schemes.

The selected dimensions, along with their characteristics, ought to assist in developing the predefined metrics. Fraud examiners can also add more useful metrics based on their experience. In this implementation, the generic and specific metrics defined in Appendix A are used based on the case situation and the existing data.\(^10\) The specific multi-dimensional metrics for the fraud schemes and fraud methods are defined based on the common fraud schemes appearing in the fraud tree [10].\(^11\) The fraud tree was selected for the following reasons: (1) it represents a comprehensive classification of the most common occupational financial fraud schemes; and (2) it is developed by a standards organization (ACFE).

Stage 1: At this stage, all the useful process data for detecting PBF should be collected. Examples of data that should be collected are the past audit reports, process events log, and process model, as depicted in Fig. 7 [59]. This model is referred to as the *de jure* model, which represents the desired, ideal, or required process.

---

\(^9\) Red flags are signs of potentially fraudulent behavior [62].

\(^10\) Sound knowledge of business rules is valuable in defining effective metrics.

\(^11\) For more information about the fraud tree, see [10].
**Stage 2:** Using the process mining discovery technique, the *de facto* model with general statistical information was constructed as shown in Fig. 8. The *de facto* model describes reality with potential violations [60]. It was implemented using the Celonis process mining software. It is possible for the auditor to analyze differences between the *de jure* and *de facto* models in order to detect fraud [33]. Moreover, the predefined metrics were represented on dashboards, as shown in Appendix B. In this case, the Celonis process mining software was also used.

**Stage 3:** This stage involves enriching the *de facto* model based on the process perspective characteristics selected in stage 0, as shown in Appendix B. In addition, the *de facto* model is linked to the dashboards that are used to represent the predefined metrics using Celonis process mining software.

**Stage 4:** Conformance checking and process deviation analysis should be applied to combine misuse-based techniques and anomaly-based techniques. The misuse-based technique is implemented by creating dashboards that leverage business intelligence (BI) techniques for the predefined metrics, while the anomaly-based technique is implemented using the conformance checking technique. Conformance checking is used to compare the business process with its SOP [30]. This is relevant to auditing because it can detect, locate, and explain the deviation from the behavior expected in business process [56]. It helps detect the occurrence of event skipping and enables analysis of the flow of the business process [30]. Using conformance checking to classify standard and non-standard business process variants can assist in detecting potential risks [33]. A process variant is a single path (i.e., routing) that is followed by at least one business process instance [33]. All business process instances that follow the same path are grouped into the same variant [33]. Thus, it is possible to examine process variants to find out all business process instances that are in non-standard paths [33]. In turn, each process variant can be prioritized using the metrics, thereby reducing the rate of false positives in detecting fraud [25]. Reducing false positives saves time and cost [61].

**Stage 5:** In this stage, the fraud symptoms should be investigated with domain experts to confirm the presence or absence of fraud [25].

**VI. RESULTS AND DISCUSSION**

Using the enriched model in stage 3, the conformance checking procedure was applied to extract non-conformances that form potentially fraudulent cases. The findings of the conformance checking revealed that there were 431 process flow variants (control-flow perspective). The number of variants is usually large because the process should be flexible to meet all business needs. Thus, the use of metrics as filters is essential to save time and effort, and to discover new signs of fraud.

Using the enriched model assists in fraud detection without the influence of the fraud examiner [40]. Moreover, using the predefined metrics in stage 0 ensures the accuracy and comprehensiveness of fraud detection. This is because the
predefined metrics can be used to detect fraud in the content perspective (not just the control-flow perspective) of the business process.

The combination of visual analytics and process mining can help to identify data integrity issues such as missing, non-conforming, or anomalous activities undertaken by a privileged user, or those with suspiciously short execution times [56]. Furthermore, applying the metrics using process mining reduces the number of false positives in fraud detection [25]. Thus, conformance checking and process deviation analysis are used to detect PBF [62].

In Appendices A and B, the implementation screens and results are provided. Each implementation screen serves as a link between the process flow view and the data view to present a complete view. The results show that 13 metrics produced results that should be investigated.

This implementation shows that the developed metrics can be used in the following ways: (1) directly, thereby conserving time and effort; (2) as a template, thereby facilitating the definition of other metrics and ensuring consistency among PBF detection stakeholders; and (3) to determine the implementation scope. Additionally, the developed metrics are process-oriented metrics that can measure throughput processing, as opposed to just measuring process input–output relations. This helps to detect and predict fraud, with its root cause, in its initial stages.

VII. CONCLUSIONS

This study sought to develop a comprehensive list of fraud detection metrics for business processes. A taxonomy of fraud detection metrics for business processes was used as a “building” theory to generate all possible metrics for detecting fraud in business processes. Compared to the 8 existing PBF detection metrics, 41 comprehensive metrics were developed, classified, and demonstrated. These metrics cover each of the PBF detection dimensions that are not entirely (e.g., presentation layer) or partially incorporated into existing PBF detection metrics. Additionally, their applications were demonstrated by using illustrative scenarios. Finally, their technical implementation was explained by providing an implementation that offers an accurate and comprehensive view for PBF examiners.

The study’s contributions to the literature are twofold. First, the study offers improved DSR artifacts (i.e., the developed metrics and their implementation method), which can enhance the ability to detect PBF. Second, the study enriched the construction of the taxonomic theory [13] (i.e., by leveraging the taxonomy for a purpose beyond analysis). This is a step toward developing advanced theories such as design and action theory. The study also is relevant due to its practical contribution in improving PBF detection in the workplace. PBF stakeholders can improve their practices by using the developed PBF detection metrics to bolster their effectiveness.

The limited availability of data on fraud is one of the limitations of this study. This relates to the fact fraud is a sensitive topic in public discussion, and so it is not an issue spoken about openly. However, the data issued by standard-setting organizations such as the Committee of Sponsoring Organizations (COSO)\textsuperscript{13} and the ACFE can mitigate this limitation to a certain degree. Nevertheless, the data from these organizations are mainly from the finance domain. In addition to these limitations, reviewing the metrics results with domain experts (i.e., the investigation step) is needed to confirm fraud cases. However, the scope here is specified to detect possible PBF.

Extending and validating the metrics in other domains (e.g., the telecommunications sector) is suggested as a possible direction for future research. In addition, case studies within organizations, which prioritize the use of the metrics in their specific context, are suggested. Linking each metric to a full list of possible deviation patterns is another worthwhile research opportunity. For example, the wrong instance function is a suitable metric that can be linked with deviation patterns such as looping, swapping, and inserting activities in the process model.
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**APPENDIX A**

<table>
<thead>
<tr>
<th>Metric name</th>
<th>WAT_Generic</th>
<th>Threshold</th>
<th>Fraud data scheme</th>
<th>Presentation layer</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process perspective</td>
<td>Time</td>
<td>Generic</td>
<td>Presentation layer</td>
<td>Activity</td>
<td></td>
</tr>
<tr>
<td>Metric description</td>
<td>Counts the activities with execution time not in 2018 (Q2).</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric formula</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric name</th>
<th>AAT_Generic</th>
<th>Threshold</th>
<th>Fraud data scheme</th>
<th>Presentation layer</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process perspective</td>
<td>Time</td>
<td>Generic</td>
<td>Presentation layer</td>
<td>Activity</td>
<td></td>
</tr>
<tr>
<td>Metric description</td>
<td>Counts the activities with execution time outside of normal working hours (between 8 PM and 6 AM).</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric formula</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result</td>
<td>15254</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric name</th>
<th>AIT_Generic</th>
<th>Threshold</th>
<th>Fraud data scheme</th>
<th>Presentation layer</th>
<th>Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process perspective</td>
<td>Time</td>
<td>Generic</td>
<td>Presentation layer</td>
<td>Activity</td>
<td></td>
</tr>
<tr>
<td>Metric description</td>
<td>Monitors instances throughput time that is less than 2 days.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric formula</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result</td>
<td>920</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric name</th>
<th>AMT_Generic</th>
<th>Threshold</th>
<th>Fraud data scheme</th>
<th>Presentation layer</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process perspective</td>
<td>Time</td>
<td>Generic</td>
<td>Presentation layer</td>
<td>Activity</td>
<td></td>
</tr>
<tr>
<td>Metric description</td>
<td>The instance throughput time is less than or greater than 43 days (average instance throughput time) by 50%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric formula</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result</td>
<td>5187</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric name</th>
<th>WIF_Generic</th>
<th>Threshold</th>
<th>Fraud data scheme</th>
<th>Presentation layer</th>
<th>Instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process perspective</td>
<td>Function</td>
<td>Generic</td>
<td>Presentation layer</td>
<td>Activity</td>
<td></td>
</tr>
<tr>
<td>Metric description</td>
<td>Monitors the wrong work sequence (i.e., “Create Purchase Order Item” activity occurred after “Receive Order Confirmation”)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric formula</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Result</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric name</td>
<td>Threshold</td>
<td>Fraud data scheme</td>
<td>Process perspective</td>
<td>Metric description</td>
<td>Metric formula</td>
</tr>
<tr>
<td>---------------</td>
<td>-----------</td>
<td>--------------------</td>
<td>---------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>MIF_Generic</td>
<td></td>
<td>Missing</td>
<td>Function</td>
<td>Finds an instance where the “Purchasing Document” (PO number) is null, which is because every event should be connected to a PO number in the events log</td>
<td>[ \text{filtered\ count \ is\ null} \left( \text{&quot;Q_Disco_export_TAX_xlsx_Q_Disco_export_Copy&quot;_CASE_PURCHASING\ DOCUMENT\ #\ 1} \right) ]</td>
</tr>
<tr>
<td>AMF_Generic</td>
<td></td>
<td>Anomalous</td>
<td>Function</td>
<td>Finds the less frequent activity “Record Subsequent Invoice” (which occurred only once in the events log)</td>
<td>[ \text{avg} \left( \text{match\ activities}(\text{node[&quot;Record\ Subsequent\ Invoice&quot;]}) \right) ]</td>
</tr>
<tr>
<td>AIF_Generic</td>
<td></td>
<td>Anomalous</td>
<td>Function</td>
<td>Counts instances that do not end with “Clear Invoice” activity</td>
<td>[ \text{avg} \left( \text{case\ when\ pu\ last}(\text{&quot;Q_Disco_export_TAX_xlsx_Q_Disco_export_Copy_CASES&quot;,} \right. \left. &quot;Q_Disco_export_TAX_xlsx_Q_Disco_export_Copy&quot;,\text{&quot;ACTIVITY&quot;}\ \text{#\ 1}\ \text{then\ 1}\ \text{else\ 0}\ \text{end}) \right) ]</td>
</tr>
<tr>
<td>MAD_Generic</td>
<td></td>
<td>Missing</td>
<td>Data</td>
<td>Counts activities with missing price (null).</td>
<td>[ \text{sum} \left( \text{case\ when\ is\ null}(\text{&quot;Q_Disco_export_TAX_xlsx_Q_Disco_export_Copy&quot;,\text{&quot;CUMULATIVE\ NET\ WORTH\ (EUR)&quot;}\ #\ 1}\ \text{then\ 1}\ \text{else\ 0}\ \text{end}) \right) ]</td>
</tr>
<tr>
<td>DID_Generic</td>
<td></td>
<td>Discrepant</td>
<td>Data</td>
<td>Counts instances where the number of “Create Purchase Order Item” is not equal to that of “Create Purchase Requisition Item”</td>
<td>[ \text{avg} \left( \text{case\ when\ pu\ count}(\text{&quot;Q_Disco_export_TAX_xlsx_Q_Disco_export_Copy_CASES&quot;,} \right. \left. &quot;Q_Disco_export_TAX_xlsx_Q_Disco_export_Copy&quot;,\text{&quot;ACTIVITY&quot;}\ \text{#\ 1}\ \text{then\ 0}\ \text{end}) \right) ]</td>
</tr>
<tr>
<td>DIF_Generic</td>
<td></td>
<td>Discrepant</td>
<td>Data</td>
<td>The metric checks if the execution times of (first) “Record Invoice Receipt” and (first) “Clear Invoice” are the same, and it also checks whether “Create Purchase Order Item” activity occurred at the same time as “Receive Order Confirmation”</td>
<td>[ \text{avg} \left( \text{case\ when\ pu\ count}(\text{&quot;Q_Disco_export_TAX_xlsx_Q_Disco_export_Copy_CASES&quot;,} \right. \left. &quot;Q_Disco_export_TAX_xlsx_Q_Disco_export_Copy&quot;,\text{&quot;ACTIVITY&quot;}\ \text{#\ 1}\ \text{then\ 0}\ \text{end}) \right) ]</td>
</tr>
<tr>
<td>Metric name</td>
<td>Fraud data scheme</td>
<td>Process perspective</td>
<td>Metric description</td>
<td>Metric formula</td>
<td>Result</td>
</tr>
<tr>
<td>-------------</td>
<td>-------------------</td>
<td>---------------------</td>
<td>-------------------</td>
<td>----------------</td>
<td>--------</td>
</tr>
<tr>
<td>AAD_Generic</td>
<td>Anomalous</td>
<td>Presentation layer</td>
<td>Monitors activities where the price of the purchased item is equal to 1 euro</td>
<td>$\text{sur} \ (\text{CASE WHEN } &quot;\text{Q_Disko_export_TAX_xlsx_Q_Disko_export_Copy}\text{&quot;}, \text{CUMULATIVE NET WORTH (EUR)} = 1 \text{ THEN } 1 \text{ ELSE } 0 \text{ END})$</td>
<td>7</td>
</tr>
<tr>
<td>AMD_Generic</td>
<td>Anomalous</td>
<td>Presentation layer</td>
<td>Counts instances that have a price less than or greater than 383 euros (average price) by 50%</td>
<td>CASE WHEN AND(&quot;\text{Q_Disko_export_TAX_xlsx_Q_Disko_export_Copy}\text{&quot;}, \text{CUMULATIVE NET WORTH (EUR)} = 383 * 0.5 \text{ THEN } 1 \text{ ELSE } 0 \text{ END}</td>
<td>13</td>
</tr>
<tr>
<td>WAR_Generic</td>
<td>Wrong</td>
<td>Presentation layer</td>
<td>Monitors the resource of “Vendor Create Invoice”, which should be a vendor value (i.e., NONE in the events log)</td>
<td>$\text{sur} \ (\text{CASE WHEN } &quot;\text{Q_Disko_export_TAX_xlsx_Q_Disko_export_Copy}\text{&quot;}, \text{ACTIVITY} \neq \text{&quot;Vendor creates invoice&quot; THEN 1 WHEN } &quot;\text{Q_Disko_export_TAX_xlsx_Q_Disko_export_Copy}\text{&quot;}, \text{RES source} = \text{&quot;NONE&quot; THEN 1 ELSE 0 END})$</td>
<td>0</td>
</tr>
<tr>
<td>WIR_Generic</td>
<td>Wrong</td>
<td>Presentation layer</td>
<td>Checks the violation of the segregation of duties rule, where the resource of “Record Invoice Receipt” should not be the same resource as “Clear Invoice”</td>
<td>$\text{sur} \ (\text{CASE WHEN } &quot;\text{Q_Disko_export_TAX_xlsx_Q_Disko_export_Copy}\text{&quot;}, \text{ACTIVITY} \neq \text{&quot;Record Invoice Receipt&quot; THEN 1 WHEN } &quot;\text{Q_Disko_export_TAX_xlsx_Q_Disko_export_Copy}\text{&quot;}, \text{RES source} = \text{&quot;Clear Invoice&quot; THEN 1 ELSE 0 END})$</td>
<td>13</td>
</tr>
<tr>
<td>MAR_Generic</td>
<td>Missing</td>
<td>Presentation layer</td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Metric description</td>
<td>Metric formula</td>
<td>Result</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------</td>
<td>--------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Counts activities with null resource</td>
<td><code>SUM(CASE WHEN ISNULL(&quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;RESOURCE&quot;) = 1 THEN 1 ELSE 0 END)</code></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Checks whether a resource undertook more than one activity in a complete instance</td>
<td><code>AVG(CASE WHEN PU_COUNT(&quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;ACTIVITY&quot;), &quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;ACTIVITY&quot; = 'Clear Invoice') = 0 THEN 0 WHEN PU_COUNT_DISTINCT(&quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;RESOURCE&quot;) &lt;&gt; PU_COUNT(&quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;ACTIVITY&quot;) THEN 1 ELSE 0 END)</code></td>
<td>963</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitors to determine whether employee frequency is suspicious (e.g., appears only once)</td>
<td><code>COUNT_TABLE(&quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;)</code> (based on resource dimension)</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>By using “Missing Instance Function”, it is possible to define this specific metric, which checks whether the &quot;Clear Invoice&quot; activity is missing, while &quot;Record Invoice Receipt&quot; exists</td>
<td><code>AVG(CASE WHEN PU_COUNT(&quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;ACTIVITY&quot; = 'Record Invoice Receipt') * 0 THEN 0 WHEN PU_COUNT(&quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;RESOURCE&quot;) &lt;&gt; PU_COUNT(&quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;ACTIVITY&quot;) = 'Clear Invoice') * 0 THEN 1 ELSE 0 END)</code></td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>By using “wrong activity data”, this specific metric can be defined, which checks to see whether the activity price is equal to zero</td>
<td><code>CASE WHEN UPT(&quot;filtered count&quot;, &quot;Q2_Disco_export_XSLT_2Q_Disco_export_Case&quot;., &quot;ACTIVITY&quot;) = 0 THEN 1 ELSE 0 END)</code></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric name</td>
<td>Threshold</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>-----------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMR_ExcOfSup</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMR_OwnershipOfSup</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AMR_FictitiousSup</td>
<td>0, 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIR_PhantomSup</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fraud data scheme</th>
<th>Presentation layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anomalous</td>
<td>Model</td>
</tr>
<tr>
<td>Anomalous</td>
<td>Model</td>
</tr>
<tr>
<td>Anomalous</td>
<td>Model</td>
</tr>
<tr>
<td>Discrepant</td>
<td>Instance</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process perspective</th>
<th>Fraud domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resource</td>
<td>Finance</td>
</tr>
<tr>
<td>Resource</td>
<td>Finance, economic</td>
</tr>
<tr>
<td>Resource</td>
<td>Finance, conflict</td>
</tr>
<tr>
<td>Resource</td>
<td>Finance, fraudulent</td>
</tr>
<tr>
<td>Resource</td>
<td>Finance, fictitious</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric description</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Checks if the supplier frequency</td>
<td></td>
</tr>
<tr>
<td>(e.g., #PO and PO value) is</td>
<td></td>
</tr>
<tr>
<td>sharply decreasing over time</td>
<td></td>
</tr>
<tr>
<td>Checks if the supplier frequency</td>
<td></td>
</tr>
<tr>
<td>(e.g., #PO and PO value) is</td>
<td></td>
</tr>
<tr>
<td>sharply increasing over time</td>
<td></td>
</tr>
<tr>
<td>By using “Anomalous model</td>
<td></td>
</tr>
<tr>
<td>resource”, this specific metric</td>
<td></td>
</tr>
<tr>
<td>can be defined, which checks</td>
<td></td>
</tr>
<tr>
<td>for a supplier that appears only</td>
<td></td>
</tr>
<tr>
<td>once (showing supplier frequency)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric formula</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>COUNT_TABLE(&quot;Q2_Disco_export_TAX_xlsx_Q2_Disco_export_-_Copy_CASES&quot;)</td>
<td></td>
</tr>
<tr>
<td>(based on time dimension)</td>
<td></td>
</tr>
<tr>
<td>COUNT_TABLE(&quot;Q2_Disco_export_TAX_xlsx_Q2_Disco_export_-_Copy_CASES&quot;)</td>
<td></td>
</tr>
<tr>
<td>(based on vendor dimension)</td>
<td></td>
</tr>
<tr>
<td>COUNT_TABLE(&quot;Q2_Disco_export_TAX_xlsx_Q2_Disco_export_-_Copy_CASES&quot;)</td>
<td></td>
</tr>
<tr>
<td>(based on vendor dimension)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Result</th>
<th>237</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result</td>
<td>0</td>
</tr>
<tr>
<td>Result</td>
<td>0</td>
</tr>
<tr>
<td>Result</td>
<td>155</td>
</tr>
<tr>
<td>Result</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric name</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIR_PoachingSup</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fraud data scheme</th>
<th>Presentation layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discrepant</td>
<td>Instance</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Process perspective</th>
<th>Fraud domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resource</td>
<td>Finance</td>
</tr>
<tr>
<td>Resource</td>
<td>Finance, fictitious</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric description</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Checks if vendor in “Record Invoice Receipt” is different than that in “Vendor Create Invoice”</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metric formula</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>COUNT_TABLE(&quot;Q2_Disco_export_TAX_xlsx_Q2_Disco_export_-_Copy_CASES&quot;)</td>
<td></td>
</tr>
<tr>
<td>COUNT_TABLE(&quot;Q2_Disco_export_TAX_xlsx_Q2_Disco_export_-_Copy_CASES&quot;)</td>
<td></td>
</tr>
<tr>
<td>COUNT_TABLE(&quot;Q2_Disco_export_TAX_xlsx_Q2_Disco_export_-_Copy_CASES&quot;)</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Metric name</th>
<th>AIF_FakeInv</th>
<th>Threshold</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraud data scheme</td>
<td>Anomalous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Process perspective</td>
<td>Function</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fraud domain</td>
<td>Finance, fictitious expenses, fake invoice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric description</td>
<td>By using “Anomalous instance function”, this specific metric can be defined, which checks activity frequency for “Cancel Invoice Receipt” to determine whether it occurs more than once. This is because fraud may be undertaken by creating fake invoices (e.g., to increase expenses for any reason), which are canceled at a later date.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric formula</td>
<td>CASE WHEN KPI(&quot;Ratio&quot;, MATCH_ACTIVITIES(MDPE, ANY([&quot;Cancel Invoice Receipt&quot;]))) &gt;1 THEN ELSE END</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Result**

<table>
<thead>
<tr>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
</tr>
</tbody>
</table>

**APPENDIX B**

**Screen 1.** Process view Linked with Data view.

**Screen 2.** BI Dashboards for Analyzing Process Content.

Screen 4. Trend Analysis Dashboards.

Screen 5. An Enriched Process Model for Case id 4507026365_00020, Showing Activity Frequency, Username, Average Throughput Time, and Execution Timestamp.
Video Processing for Animation at Key Points of Movement in the Mimosa Pudica
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Abstract—The processing of an image of a moving plant is inadequate, for this reason, digital video processing must be incorporated, which allows the behavior of an algorithm to be analyzed over time. A method is presented that takes images of a plant with autonomous movement filmed on video; the frames are digitally processed and the information is used to generate animations. Our representation of the structure is derived from an analysis of the image where the plant is deformed; the projections of the movement of the plant are recovered from the video frames and are used as a basis to generate videograms in an animation based on key points taken from an image; Harris and Brisk algorithms are applied. The main plant used is the Mimosa Pudica. Once the frames have been obtained, correlation is proposed as a mechanism to find movement. The techniques are equally useful for any other moving plant such as carnivores or sunflowers.

Keywords—Harris; Brisk; correlation; ROI (Region of Interest); Canny; Sobel; Mimosa Pudica; movement

I. INTRODUCTION

Most people think of plants as inactive [1]. Plants move in different ways and for different reasons [2]. Numerous investigations have led to a deeper understanding of the physiology and biomechanics of these living beings; however, they are not yet fully understood [3]. Because their movements occur in multiple ways [4].

The leaves of Mimosa pudica and many other legumes are characterized by their motor organs that allow the leaves to carry out sleep movements [5] [6]. These actions appear to be regulated by electrical signals and chemical properties [7]. The movements go through four stages: open state, closed state, locked state, semi-open state [8] [9]. The investigations try to discover if these plants have an electrical component [10]; based on the characteristic of cyclic voltage current, where the possibility of memory must manifest itself [11]; in this way, mathematical and electrical-chemical models have been proposed [12].

The study using video shots when the plant is impacted by rain or some other substance can reveal how the system is activated [13]. However, Mimosa pudica rapidly closes its leaves in response to mechanical stimulation [14]; in such a way that the properties of the electrical signals generated can be studied [7], but a video turns out to be a better option because, although they lack muscle, plants have developed a remarkable variety of mechanisms to create movement. Video can show how the plant uses mechanical instability to accelerate its movements [15]. In the video you do not necessarily see what the eyes observe; Frames can reflect the effect of applying techniques such as the based on classifiers, neural networks, corner detectors, etc. [16] [17].

Many structural and functional properties that plants possess have great potential to stimulate new concepts and innovative ideas in the field of biomimetic engineering. Key from biology can be used to create efficient and optimized structures [5]. The study of plant movement has generated applications such as robots [18] [19], energy harvesting systems [20], development of simple teaching laboratories to illustrate the dynamic qualities of plant movement using smartphones [21]; the realization of tactile sensors inspired by the schismatic movement of plants [22]. The use of animation techniques and their algorithms can lead to a greater number of applications, especially in the area of artificial intelligence [23]. Therefore, the impact of the system with animation has potential aspects. Since the development of a system that animates the movement of the Mimosa pudica allows the analysis in time intervals.

The referenced articles (1 to 23) perform an analysis considering a mechanism that isolates the plant considering an image, such a situation avoids a method that allows reviewing the behavior of the plant in a sequence of time, and with the disadvantage of not being under a natural environment, this a problem is solved in this article through image processing techniques and the use of key points generated from methods such as Harris and Brisk presented in animation.

Another obvious problem is that the processing of the referenced works is applied to isolated plants, which affects the natural behavior of the plant. To avoid the problem, a way to isolate the problem is by using ROI (Region of Interest).

The main objective is to develop a procedure that allows generating animations from keypoints detected in videos of the mimosa pudica plant; The system first performs motion detection and subsequently performs a statistical analysis of the sequence of frames in an animation, without modifying the natural environment in which the Mimosa pudica is found.

The present work aims to carry out video processing applicable to plants with autonomous movement, through the digital treatment of frames of the Mimosa Pudica and to generate animations of the collected data, which allow its evolution to be visualized. In addition to producing a technique based on key points for the analysis of movements. In this way,
the hypothesis that the movement can be detected utilizing the correlation coefficient of frames with key points is supported.

The main motivation is the development of the system that will allow the intelligent behavior of plants to be analyzed in their natural environment, since it will permit the generation of systems based on the movements of the plants, starting with sensors, reaching the generation of artificial intelligence paradigms, based on the results delivered by the system or methodology presented.

II. METHODS

A. Incremental Life Cycle

The research methodology used is based on the Incremental Life Cycle of a system. The model is built by increasing functionalities. It was carried out by modules that fulfill different functions within the investigation. The increments allow the capacities of a system to be gradually improved [24].

In the diagram of Fig. 1, the blocks of the procedure are observed. The pre-processing adapts the video frames through filters, enhancement of certain parameters, conversion to gray levels, etc.; the part of the interest of the Mimosa Púdica plant is located through ROI (Region of Interest). Following the incremental model, key points are located, by the Harris or Brisk method and an analysis of key points or Landmarks is performed [25]. Once finished, the animation is generated on which the amount of movement is determined. Animations can be generated in various stages; which improves the behavior analysis of the techniques used.

![Diagram of Incremental Life Cycle](image)

Fig. 1. Affective Pattern Recognition and Learning Systems.

B. Region of Interest

A region of interest (ROI) is a part of an image that you want to filter or operate on in some way. To determine the area you can use many shapes, such as circles, ellipses, polygons, rectangles; hand-drawn shapes were chosen. In the present project, it was used to create a binary over-face image [26].

C. Sobel

The Sobel operator handles a matrix where the central row or column of the filter is given greater weight [27]. Said matrix is defined in equation (1).

\[
H_x^2 = \begin{pmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1 \\
\end{pmatrix}
\]

and

\[
H_y^2 = \begin{pmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1 \\
\end{pmatrix}
\]

D. Canny

The method applies several filters in different directions and resolutions, which are combined. The method has three objectives: Minimize the number of false, improve edge localization, deliver a border of one-pixel width. The technique is based on the gradient and the second derivative of Laplacian [27].

E. BRISK Corner Detector (Binary Robust Invariable Scalable Key Points)

The detector can be used to locate corners with multiple scales. The goal is to decompose an image into regions of local interest; which reduces complexity while exploiting appearance properties. The hotspot detector finds regions in the image that stands out even when the viewer of point of observation changes. See Fig. 2. BRISK has three phases, the detection of the characteristic, the composition of the descriptor, and finally the pairing of the key points [28].

The technique is applied during the sampling of the intensity of the image at the standard \( p_i \) point, and a Gaussian smoothing with standard deviation \( \sigma_i \) proportional to the distance between the points of the respective circle [22]. Also, the pattern is positioned and scaled according to the key point \( k \), in one of the \( (N(N-1))/2 \) pairs of sampled points \( p_i, p_j \). The smoothed intensity values at these points are \( I(p_i, \sigma_i) \) and \( I(p_j, \sigma_j) \) respectively, and are used to estimate the gradient \( g(p_i, p_j) \). See equation 2.

\[
g(p_i, p_j) = \frac{I(p_j, \sigma_j) - I(p_i, \sigma_i)}{||p_j - p_i||}
\]

The distance thresholds are \( \delta_{max} = 9.75t \) and \( \delta_{min} = 13.67t \) with a \( t(k) \) scale. Iterating through the even points in \( L \), the direction over all the characteristics of the pattern of key point \( k \) is estimated, using equation 3.

\[
g = \frac{\langle s_x \rangle}{\langle s_y \rangle} = \frac{1}{L} \sum_{(p_i, p_j) \in E} g(p_i, p_j)
\]
F. Harris Detector

A corner can be interpreted as the junction of two edges, where one edge is a sudden change in the brightness of the image. The Harris algorithm detects corner points, regardless of rotation and change in gray level [29]. The response is used to select isolated corner pixels, and reduce the pixels at the edge. The Harris matrix is a symmetric matrix similar to a covariance matrix. The main diagonal is made up of the two averages of the square gradients "y". See equation 4. The off-diagonal elements are the averages of the cross product of the gradient $(G_{xy})$.

$$A_{\text{Harris}} = \begin{bmatrix} \langle G_x^2 \rangle & \langle G_{xy} \rangle \\ \langle G_{xy} \rangle & \langle G_y^2 \rangle \end{bmatrix} \tag{4}$$

First, the measure of the response of the corner $R$ is considered. The contours of the constant $R$ are shown by thin lines. $R$ is positive in the corner region, negative in the border regions, and small in the flat region. The $R$ values increase the contrast and magnitude of the response. The flat region is specified by $Tr$, which falls below some selected threshold. $R$ can be determined by equation 5.

$$R = \text{det}(A_{\text{Harris}}) - k T r^2 (A_{\text{Harris}}) \tag{5}$$

where $k$ is a constant typically with a value of 0.04; $R$ can also be expressed with gradients:

$$R = (\langle G_x^2 \rangle (\langle G_y^2 \rangle - \langle G_{xy} \rangle^2) - k (\langle G_x^2 \rangle + \langle G_y^2 \rangle)^2 \tag{6}$$

So when the response is greater than a predefined threshold, a corner is detected. See equation (7).

$$R > k_{\text{thresh}}$$

$$\left((\langle G_x^2 \rangle (\langle G_y^2 \rangle - \langle G_{xy} \rangle^2) - k (\langle G_x^2 \rangle + \langle G_y^2 \rangle)^2 > k_{\text{thresh}} \tag{7}$$

In this way, a pixel in the corner region is selected (positive response) if its response is a local maximum of 8 axes. Pixels in the edge region are considered boundaries if their responses are local minima and negative in the x or y directions; depending on, if the magnitude of the first gradient is greater in the x or y-direction. The result is continuous thin edges that generally end in corner regions.

G. Animations

An environmental animation algorithm is a laboratory for the dynamic investigation of programs. Multiple graphs of an algorithm in action can be presented, exposing program properties that in other cases would be difficult to understand or notice.

To animate an algorithm, the frame of reference must be prepared. The framework works as a test, connecting the algorithm to an input generator, and monitoring both input and internal events, displaying the action in one or more views. A videogram is an image of an abstract state of the algorithm or its data, handled by events [30]. Frames show relevant parameters and variables, of the current state. An algorithm in the video becomes clearer. The idea is to help humans quickly get a clear picture of what is happening. Properties can be intuited that can be verified with more formal methods [31].

Steps to create a frame animation:

1) Run a simulation or generate data.
2) Draw / Render the stage in time $t_0$.
3) Take a snapshot of the scene
4) Advance time $t_0$ to $t_0 + 15$. Save movie

H. Correlation

The covariance of two random variables $X$ and $Y$, with a joint probability density function $f(x, y)$, is defined as:

$$\text{Cov}(X, Y) = E[(X - \mu_x)(Y - \mu_y)] \tag{8}$$

Where $\mu$ is the mean and $E$ is the mathematical expectation. The correlation coefficient is given by:

$$\text{Corr}(X, Y) = \rho_{x,y} = \frac{\text{Cov}(X,Y)}{\sigma_x \sigma_y} = \frac{\sigma_{xy}}{\sigma_x \sigma_y} \tag{9}$$

Where $\sigma_x > 0 \sigma_y > 0$

Correlation is a measure of the linear relationship between two random variables. If the joint distribution of two variables has a correlation coefficient, then $-1 \leq \rho_{x,y} \leq 1$. When $\rho_{x,y} = 1$, then $X$ and $Y$ are perfectly related positively. The conclusion is that the possible values of $X$ and $Y$ lie on a line with a positive slope. On the other hand, when $\rho_{x,y} = -1$ then the situation is opposite: $X$ and $Y$ are perfectly negatively correlated. If $X$ and $Y$ are independent, then $\rho_{x,y} = 0$ [32].

III. RESULTS

A. Active Contours vs. Region of Interest

One of the main problems for the analysis of the mimosa pudica is that it is immersed within an environment whose image segmentation makes a problem is not solved; since if the segmentation is done by color, the algorithm is confused when finds similarities between the other sheets and backgrounds with a similar color. Thus, the first option that was considered was a semiautomatic segmentation. The original snake model of the active contour proposed by Kass [33], is represented as a parameterized curve $v(s) = [x(s), y(s)]$, $s \in [0, 1]$ that moves through a spatial domain and that seeks to minimize the following energy functional.

$$E^*_{\text{snake}} = \int_0^1 E_{\text{snake}}(v(s)) \, ds \tag{10}$$

Active Contours seems like a good option, but the results show the opposite, as made known in Fig. 3 and 4. The situation is difficult to analyze in the image in Fig. 5 because
even for one person it is difficult to separate the branch to observe. In Fig. 4, the cut leaf can be detected since the selected area (in yellow line) is modified due to the algorithm of the snake. This fact impairs the analysis since part of the movement of the plant is truncated. The intrusion of other objects is again due to the similarity of patterns with the rest of the leaves and the surrounding environment, together with the fact that the leaf to be analyzed is moving. That is, the area of energy covered by the integral of equation (10) is modified, which is easily observable in animation with frames. For this reason is better to use a region of interest by freehand limiting.

The binary mask created allows us to isolate the region to be analyzed using ROI. The area remains throughout the cycle of movements of the plant. Therefore, the edges should be chosen with excess, but without going too far from the extremes to be analyzed. Trying to cover the entire movement. As seen in Fig. 5. In this way, the problem of analyzing the plant in its natural environment is solved without affecting the conditions that we wish to review. In Fig. 5 can be seen that the frame covers only the area to be analyzed without invading other regions, so this method gives better results than the snake algorithm. Fig. 5 shows the intermediate Frame of the animation sequence.

If the key point detection algorithms are applied to the pudic Mimosa without using ROI, the results shown in Tables I and II are obtained. Several videos were processed with shots of the Mimosa; the results were similar to those presented in Tables I and II. Table I shows the Mimosa with the leaves practically horizontally. It is not possible to observe the details that happen over time in a single image of the added value of the animation. Using the Brisk algorithm, motion detection is easy, as more circles appear as the sheets are folded. Finally, the Harris algorithm detects corner points that change position, but they are not enough. The case presented in Table I is the worst-case evaluated.

Table II shows a case where the Mimosa leaf is facing the camera. For the Brisk algorithm, although letter-shaped noise is detected, such fact is easy to observe the accumulation of detections at points where the sheet is folded. Finally, when applying the Harris algorithm, the stem and green points are detected at the tips of the leaves, reducing the distance between points as the movement evolves; Tables I and II show the utility of these methods used; however, a single image does not allow us to observe the behavior of the plant concerning the passage of time; therefore, an animation is essential. However, the video generation consumes several computing resources; therefore, only the key points should be used rather than the entire image.

The primary results would indicate that is feasible to analyze the movement of the plant just by using the key point detectors. However, is not the case, since the problem arises when the branch to be analyzed is found in clusters of mimosa; Separating the plant with a mechanism modifies the normal conditions and therefore changes the behavior of the plant. ROI is used to solve the problem. The results are shown in Table III.

Before the detection of key points, digital filters are applied and we have Fig. 4. The Sobel and Canny techniques improve the detection of key points, which is best observed with animation and that would be difficult to notice with a single image or with a set of them, especially if is considered that the conditions are changing over time. This fact is observed in Table III for the cases presented in the second 1, 2.5, and 4 when applying Brisk to the video.

Results are better when applying Canny Edge Detector. Table IV shows the results when applying the Harris detector with Canny. The second 1 is the case when the movement starts, the second 2.5 is the middle of the movement and the second 4 is the end of the movement. You can see the similarities and differences in the detected points.

![Fig. 3. Original Image [34].](image)

![Fig. 4. Snake Method.](image)

![Fig. 5. ROI Method.](image)
### TABLE I. RESULTS OF MIMOSA PROCESSING USING DIFFERENT ALGORITHMS

<table>
<thead>
<tr>
<th>Original Image</th>
<th>Brisk</th>
<th>Harris</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Original Image</th>
<th>Brisk</th>
<th>Harris</th>
</tr>
</thead>
</table>

### TABLE II. RESULTS OF MIMOSA PROCESSING USING DIFFERENT ALGORITHMS, CASE 2

<table>
<thead>
<tr>
<th>Imagen Original</th>
<th>Brisk</th>
<th>Harris</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Imagen Original</th>
<th>Brisk</th>
<th>Harris</th>
</tr>
</thead>
</table>

### TABLE III. KEY POINTS WERE DETECTED

<table>
<thead>
<tr>
<th>Tiempo</th>
<th>1 seg</th>
<th>2.5 seg</th>
<th>4 seg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sobel</td>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
<td><img src="image3" alt="Graph" /></td>
</tr>
<tr>
<td>Fotograma</td>
<td><img src="image4" alt="Fotograma" /></td>
<td><img src="image5" alt="Fotograma" /></td>
<td><img src="image6" alt="Fotograma" /></td>
</tr>
<tr>
<td>Canny</td>
<td><img src="image7" alt="Graph" /></td>
<td><img src="image8" alt="Graph" /></td>
<td><img src="image9" alt="Graph" /></td>
</tr>
<tr>
<td>Fotograma</td>
<td><img src="image10" alt="Fotograma" /></td>
<td><img src="image11" alt="Fotograma" /></td>
<td><img src="image12" alt="Fotograma" /></td>
</tr>
</tbody>
</table>

### TABLE IV. KEY POINTS WITH CANNY EDGE DETECTION

<table>
<thead>
<tr>
<th>Tiempo</th>
<th>1 seg</th>
<th>2.5 seg</th>
<th>4 seg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fotograma</td>
<td><img src="image13" alt="Fotograma" /></td>
<td><img src="image14" alt="Fotograma" /></td>
<td><img src="image15" alt="Fotograma" /></td>
</tr>
</tbody>
</table>
B. Statistical and Correlation Analysis

Brisk

The detection of key points by the Brisk technique was applied to videos of Mimosa Púdica. The first video frame to be analyzed is shown in Fig. 6. The Region of Interest exposed in Fig. 7 will be processed.

The area shown by Fig. 7 is chosen, and from this selection, the frames that form the animation are generated. Thanks to the generation of the animation, it is possible to perform the statistical analysis during the time interval in which the movement of the plant lasts.

Animation with Brisk key points was obtained; the final frame is shown in Fig. 8. A single 3-second video can generate more than 300 images. In the same way, as with the Harris method, it is observed that the amount of information to be processed allows the saving of computing resources since the whole image or its contours do not have to be processed, the key points are enough.

Fig. 9 shows the result of the application of the basic statistics of the key points. Obtaining the correlation coefficient. Changes that reflect the movement of the plant are observed in the graph.

Table V presents the analysis of the graph. A value equal to 1 or -1 is never observed, so there is a linear dependence between images, but obviously, the movements are not sudden. The maximum value is 0.62 for frame 90. The minimum has a value of 0.31 because there is no movement.

Harris

The video processing was also performed by applying the Harris corner detector to a square area of the leaf frame of the Mimosa Púdica. As shown in Fig. 10. Only the contours generated by Canny are shown in Fig. 10.

Fig. 11 shows the key points of the final frame. With frames of 400 x 400 pixels. The amount of information processed is much less than if the original image were processed, so computing resources are saved; Since we have the position of the key points, the statistics of the time interval that the video lasts are taken.

<table>
<thead>
<tr>
<th>Foto</th>
<th>Correlación</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>1</td>
</tr>
<tr>
<td>max</td>
<td>90</td>
</tr>
<tr>
<td>Mean</td>
<td>45.5</td>
</tr>
<tr>
<td>Mode</td>
<td>1</td>
</tr>
<tr>
<td>std</td>
<td>26.12</td>
</tr>
<tr>
<td>range</td>
<td>89</td>
</tr>
</tbody>
</table>

Fig. 9. Correlation Plot.

Fig. 10. ROI by applying Harris Corner Detector.

Fig. 11. The Final Frame of the Animation.
The graph in Fig. 12 shows the basic statistic points between frames. As there is a greater number of Mimosa pudica plants, more chaotic movements are shown where the correlation coefficient can range from -0.14 to 0.28 as shown in Table VI.

![Graph of the basic statistic points between frames.](image)

**Fig. 11. Harris Key Point.**

**Fig. 12. Graph of the basic Statistics of the Correlation.**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>min</td>
<td>1</td>
<td>-0.1415</td>
<td></td>
<td></td>
</tr>
<tr>
<td>max</td>
<td>209</td>
<td>0.2854</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>105</td>
<td>0.0185</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mode</td>
<td>1</td>
<td>-0.1415</td>
<td></td>
<td></td>
</tr>
<tr>
<td>std</td>
<td>60.48</td>
<td>0.7399</td>
<td></td>
<td></td>
</tr>
<tr>
<td>range</td>
<td>208</td>
<td>0.4269</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE VI. BASIC STATISTICS OF THE CORRELATION**

IV. CONCLUSIONS

The processing of an image of a moving plant is inadequate, for this reason, digital video processing must be incorporated, and the generation of animations facilitate the review of the behavior of an algorithm over time, solving the problem of having a large magnitude of time-consuming images compared to animation. An analysis was proposed employing a non-autonomous segmentation (Region of interest) that avoids that when the conditions change over time, the segmentation of the information is out of control. The referenced articles isolate the plant from its natural environment, with the proposal it is feasible to carry out the analysis within the natural environment of the plant without using mechanisms or systems that affect the behavior or the analysis.

We comply to develop a procedure that allows generating animations from Harris or Brisk key points of the pudic mimosa plant, where motion detection was first achieved, and later a statistical analysis of the sequence of frames in animation is performed. The use of key points as data to be analyzed is another contribution, since it greatly reduces the computation used, unlike the referenced articles.

As for the key point detection algorithms, we can take the information and perform simulations and/or animations based on the movement of the plants. The ROI application manages to reduce the amount of information to be analyzed and improves the processing speed of landmarks.

Regarding the analysis carried out as a research tool, the application of the detection of key points can yield interesting results that can lead to applications of biomimetic impact, the development of sensors, and the use of movement mechanics for the generation of small energy sources.

The correlation coefficient presents us with an alternative for the detection and analysis of the movement of the Mimosa Púdica. As the correlation coefficient increases, the amount of movement decreases.

Regarding animations, the relative execution of different algorithms becomes clearer and improves their potential. The idea is to help humans quickly acquire a clear picture of what is happening. Due to the exploration of the algorithm in a visual way, you can intuit properties that are verified with methods more formal.

As future work, using the implemented algorithms, the behavior of the Mimosa pudica plants will be observed for the generation of paradigms in artificial intelligence based on the behavior of the plants.
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Abstract— In this information era, with the advancement in technology, there is a high risk due to financial fraud which is a continually increasing menace during online transactions. Credit card fraudulent identification is a toughest challenge because of two important issues, as the profile of the credit card user’s behavior changes constantly and credit card datasets are skewed. The factors which greatly affects the credit card fraudulent transaction detection are primarily based on data sampling models, features involved in feature selection and detection approaches implied. To overwhelm these issues, instead of using certainty theory, this paper encapsulates with three different empowered models are deployed for intellectual way of fraudulent transaction detection. In this work uncertainty theory of intuitionistic fuzzy theorem to determine the significant features which will influence the detection process effectively. Maximized relevancy among dependent and independent features of credit card dataset are determined using grade of membership and non-membership information of each features. The intuitionistic fuzzy mutual information with the knowledge of entropy it selects the features with highest information score as significant feature subset. This proposed model devised Fuzzy Deep Belief Network enriched with Sea Turtle Foraging for credit card fraudulent detection (EFDBN-STFA). The fuzzy deep belief network greatly handles the complex pattern of credit card transactions with its deep knowledge and stacked restricted Boltzmann machine the pattern of dataset is analyzed. The weights assigned to the hidden nodes are fine-tuned by the sea turtle foraging using its fitness measure and thus it improves the detection accuracy of the FDBN. Simulation results proved the efficacy of EFDBN-STFA on two different credit card datasets with its gained ability of handling hesitation factor and optimization using metaheuristic approach, it achieves higher detection rate with reduced false alarms compared to other existing detection models.

Keywords—Credit card fraudulent; uncertainty; intuitionistic fuzzy; fuzzy deep belief network; sea turtle foraging

I. INTRODUCTION

In modern days, usage of internet for commercial transactions started increasing exponentially because of its availability and flexibility. Usage of credit cards for online or offline transactions is very useful for business peoples [1]. But credit card fraud becomes significant issue in financial sectors, banks and card issuers. This credit card fraud detection becomes an important and interesting topic of research for the scientific community. To handle such voluminous transaction system, it needs high sophisticated security system to analyze transactions and detect fraud transactions more quickly. This necessitates with the advantage of modern technology utilizing machine learning, mining and artificial intelligence influence’s the process of credit card detection more accurately. Detection of fraud has become an important activity which involves in reducing the impact of fraudulent transactions [2]. But credit card fraud detection is very challenging from the perspective of learning process due to its nature of class imbalance.

Generally, classification models are deployed to examine all the approved transactions and alert the utmost suspicious ones. The alerts are investigated by the professionals and intimate the cardholders to discover whether it is genuine or fraudulent transactions for each altered transaction [3]. This provides feedback to the classification system during the training phase to update itself and detect the fraud detection more accurately. Meanwhile, it is very essential to highlight the major difference among user behavior and fraud analysis. The fraud detection models extract the signature of fault tricks pattern and it greatly assist during the testing process. The ultimate goal of this work is to reduce the false detection of fraudulent detection in a more precise way. This is achieved by developing a Population based Optimized and Condensed Fuzzy Deep Belief Network for Credit Card Fraudulent Detection.

The rest of the research is organized as follows: Section I gives the importance of detection of frauds, Section II highlights the related works done before. Section III describes the methodology of the proposed work. Section IV represents the conceptual framework used and Section V gives the results and its discussion. Followed by the conclusion and references.

II. RELATED WORK

This section discusses about some of the existing work which involves in credit card fraudulent detection using machine learning algorithms and mining approaches.

Vaishnavi et al. [4] in their work anticipated a novel approach for fraud detection on streaming transaction data,
which analysis past history of customers transaction details. The behaviour patterns of transaction are extracted and card holders with same patterns are clustered depending on their amount of transaction. They used sliding window concept and transactions are aggregate to determine fraudulent and genuine transaction.

Imane et al. [5] developed a comparative model which comprised of various approaches of machine learning models are deployed for credit card fraud detection. The authors mainly focused on investigating neural network performance. They stated that this study aims to guide the researches to choose best approaches for credit card fraud detection.

Wen-Fang et al. [6] presented an outlier mining model to accurately forecast fraudulent credit card transaction. Distance summing algorithm is used to emulate variation among normal and fraud detection. The outlier approach is mainly used to detect anomalous transactions.

Maniraj et al. [7] devised a recognition model to check weather a new incoming transaction normal or fraudulent. They performed preprocessing and analyzed PCA converted credit card transaction data. They deployed isolation forest model and local outlier detection for classifying multiple type of anomaly detection.

Andrea et al. [8] in their work contributed three different approaches to discover fraudulent transactions. They handled class imbalance problem by designing a novel learning policy. They worked with real time dataset with the concept of drifting and verification.

Navneet et al. [9] investigates fraudulent transactions in banking sectors and analyzed vulnerabilities during online transaction. This work explores possible ways to prevent fraud transaction by developing graph database and finding the patterns of fraud transaction.

Salvatore et al. [10] in their work stated that understanding the purpose of meta learning policies will greatly influence during the process of fraud catching rate and deduction rate. They used skewed distribution to work with balanced data during training that results in better classification.

Dheepa and Dhanapat [11] developed a behavioral classification model using support vector machines. The features are extracted to determine the significant behavioral transaction patterns. If there any conflict occurs then it is examined as suspicious and this is considered to discover the frauds.

Chuang et al. [12] presented a mining model, which uses web services on online bank transaction. The banks which are involved in these scheme shares their knowledge about fraud patterns in a heterogenous environment and with the distributed system it further improves the ability of fraud detection with less financial loss.

Tao Guo et al. [13] developed a neural network model to discover customer’s behavior pattern. The significant task is to discover any deviation from the usual transaction pattern. This is archived by training the neural network with dataset and their confident value is computed. Those credit card transactions with less confident value is treated as fraudulent transaction.

Suvasini Panigrahi et al. [14] in their work designed a fusion model which comprised of four components like dempster-shafer, rule-based filter, transaction history and Bayesian model. Rule filter is used to determine fraudulent transactions. DST is used to compute belief value of each transaction based on its evidence value.

III. METHODOLOGY OF POPULATION BASED OPTIMIZED AND CONDENSED FUZZY DEEP BELIEF NETWORK FOR CREDIT CARD FRAUDULENT DETECTION

This proposed work aims to overcome the ambiguity, vagueness and uncertainty in prediction of credit card fraudulent detection shown in “Fig. 1”. This work used two different datasets where one is collected from Kaggle repository and another dataset is collected with a case study of a specific bank. The existing models uses the neural networks, support vector machine, random forest and other conventional classification models to perform this fraudulent detection process. Most of them fails to concentrate on handling vagueness and inconsistency which often arise in the real time dataset when there are transactions which cannot be finitely defined either as fraudulent or normal transaction. To overcome this problem the proposed model works in two stages, in order to reduce the redundancy among features involved in fraudulent detection and increase the relevancy among feature and class. This is achieved by adapting intuitionistic fuzzy mutual information as feature subset selection, whose ultimate goal is to choose the most significant attributes involved in process of prediction. The pattern of credit card transactions is analyzed in depth by using fuzzy Deep belief network which is fine tuned by introducing sea turtle foraging algorithm which optimizes the assignment of weights in FDBN.

A. Dataset Description

This work used two different credit card datasets for fraudulent transaction detection. The first dataset comprised of 284,807 transactions [15]. The input variables are in PCA transformation and they are denoted as V1, V2, ... V28 vector values. Other variables are time, amount is not transformed and class is a feature which is considered as a target variable. The second credit card dataset comprised of 30,000 transactions with 25 features including the class variable [16]. The features of this dataset are limit value, gender, education, marital status, age, payment and billing details. This proposed work uses these two credit card datasets to discover the fraudulent transaction.

B. Normalized Intuitionistic Fuzzy Mutual Information

A searching procedure which selects a subset of features which greatly influence the classification process is known as feature subset generation. This method applies a subset evaluation function to assess the current subset, if the present subset performs better than the previous subset, the current subset is replaced with the pervious set [17]. This is a cyclic process which repeats the subset generation and evaluation until termination condition is met. The termination condition relies on both evaluation and generation function, the former
case the iteration terminates when the insertion or deletion of an attribute doesn’t produce a better subset. In later case until a predefined number of attributes are selected or specified number of iterations are done.

This research work develops a normalized intuitionistic fuzzy feature subset selection scheme, which starts with an empty feature subset \( E \). Consecutively, each feature is selection in such a way that it maximized the criteria of evaluation and add the relevant feature to \( E \). The selected feature subset is evaluated based on the minimum redundancy and maximum relevancy principle. Each features relevancy is measure using Intuitionistic Fuzzy mutual information (IFMI) between feature \( f_r \) and the class variable \( f_{cl} \). The feature’s redundancy is evaluated by finding IFMI between \( f_r \) and the subset of previously selected features which are in the \( E \) list is computed. To overcome the biased nature of multivalued features this work uses Normalized Intuitionistic Fuzzy mutual information (NIFMI). The NIFMI among two features \( f_{rs} \) and \( f_r \) is computed by finding the ratio between the intuitionistic fuzzy mutual information IFMI(\( f_{rs}; f_r \)) of the two attributes and the minimum entropies of those two attributes \( (H(f_{rs});H(f_r)) \). Likewise, Normalized Intuitionistic Fuzzy mutual information is defined as:

\[
\text{NIFMI} \left( f_{rs}, f_r \right) = \frac{\text{IFMI} \left( f_{rs}, f_r \right)}{\text{Min} \left( \text{IFMI} \left( f_{rs}, f_r \right) \right)}
\]  

(1)

Let \( F \) be the list of attributes of a dataset, which is represented as \( F = \{ f_{r_1}, f_{r_2}, f_{r_3}, \ldots, f_{r_n} \} \) where \( n \) denotes number of attributes. Let us defined that \( C \) and \( D \) are two Intuitionistic fuzzy sets defined on the fuzzy sets \( Y \). The Intuitionistic fuzzy membership value of \( i^{th} \) feature for \( i^{th} \) class represented as \( \mu_{i,r} \), degree of non-membership value is \( \theta_{i,r} \) and its degree of hesitation is represented as \( \pi_{i,r} \).

The membership value \( \mu_{i,r} \) is computed as

\[
\mu_{i,r} = \left( \frac{\|f_{r_i} - f_{r_s}\|}{d + \epsilon} \right)^{-\frac{2}{\sigma - 1}}
\]  

(2)

The non-membership value \( \theta_{i,r} \) is computed as

\[
\theta_{i,r} = \frac{1 - \mu_{i,r}}{1 + \mu_{i,r}}
\]  

(3)

The indeterminacy value \( \pi_{i,r} \)

\[
\pi_{i,r} = 1 - \mu_{i,r} - \theta_{i,r}
\]  

(4)

Where \( \epsilon \) is the intuitionistic fuzzification coefficient, \( \sigma > 0 \) is used to evade distinctiveness, \( \sigma \) denotes standard deviation while performing distance calculation [18]. \( \bar{f}_{ci} \) signifies attributes mean value which belongs the class \( i \). The radius of data \( d \) is denoted as \( d = \max( \| \bar{f}_{ci} - f_{ci} \| \sigma ) \). The intuitionistic fuzzy entropy (IFE) of the fuzzy sets \( C \) and \( D \) is computed as follows:

\[
\text{IFE}(C) = \frac{1}{n} \sum_{f_r \in F} [\mu_C(f_r) \log \mu_C(f_r) + \theta_C(f_r) \log \theta_C(f_r) - (1 - \pi_C(f_r)) \log(1 - \pi_C(f_r))]
\]  

(5)

\[
\text{IFE}(D) = \frac{1}{n} \sum_{f_r \in F} [\mu_D(f_r) \log \mu_D(f_r) + \theta_D(f_r) \log \theta_D(f_r) - (1 - \pi_D(f_r)) \log(1 - \pi_D(f_r))]
\]  

(6)

\[
\text{IFE}(C \cup D) = \frac{1}{n} \sum_{f_r \in F} [\mu_C(f_r) \lor \mu_D(f_r)] \log [\mu_C(f_r) \lor \mu_D(f_r)] + [\theta_C(f_r) \lor \theta_D(f_r)] \log [\theta_C(f_r) \lor \theta_D(f_r)] - [1 - \pi_C(f_r) \lor \pi_D(f_r)] \log [1 - \pi_C(f_r) \lor \pi_D(f_r)] - [\mu_C(f_r) \lor \mu_D(f_r)]
\]  

(7)

\[
\text{IFE}(C, D) = \text{IFE}(C) + \text{IFE}(D) - \text{IFE}(C \cup D)
\]  

(8)

Normalized Intuitionistic Fuzzy Mutual Information based feature selection with maximized relevancy and minimized redundancy of an Intuitionistic Fuzzy dataset \( C \) with the class feature \( f_{cl} \) is computed as in “equation (9)”.

\[
\text{NIFMI} \left( C, f_{cl} \right) = \frac{\text{IFMI}(C, f_{cl})}{\text{Min} \left( \text{IFMI}(C, f_{cl}) \right)}
\]  

(9)

**Fig. 1.** Overall Workflow of the Proposed Population based Optimized Fuzzy Deep Belief Network for Credit Card Fraudulent Detection.
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C. Fuzzy Deep Belief Network

Prior to assigning the input to the DBN network the domain value has to be converted to the fuzzy representation using the formula:

$$\mu_{CDS}(x) = \begin{cases} 
0 & (x < a) \text{or}(x > d) \\
\frac{x-a}{b-a} & a \leq x \leq b \\
1 & b \leq x \leq c \\
\frac{d-x}{d-c} & c \leq x \leq d 
\end{cases}$$

(10)

where $\mu_{CDS}(x)$ refers to the membership of each instances of credit card dataset towards normal transaction as in “Fig. 2”.

A sort of Deep neural network which comprised of multiple layers of belief network known as deep belief network. In this model each layer is a Restricted Boltzmann Machine (RBM) which are stacked to each other and constructs deep belief network. DBN consist of two various types of networks they are belief network and restricted Boltzmann machine [19]. A Belief network is comprised of layers of stochastic binary units whose connections are weighted. This network is acyclic graph which permits to observe the kind of data the belief network believes. It adjusts the weights of the states between these units so that the network can produce appropriate result. The binary units in belief networks have either the state 0 or 1.

The initial process of DBN is to learn a layer of features of the visible units with contrastive divergence method. Next, to treat the activations of previously trained features as visible units and learn features of features in a second layer. At last, the entire DBN is trained when the final hidden layer finished its learning process. The greedy learning approach is used for training the DBN, because while training RBM with CD for each layer it falls under local optimum and the next stacked RBM layers takes those trained optimal values and look more local optimum. Finally, all the layers are consistently involving for local optima it gets its global optimum.

As shown in the “Fig. 3”, Restricted Boltzmann machine is a recurrent neural network which consist of binary units and undirected edges among units. The probability distributions on visible and hidden units are termed with its function of energy. The functions are formulated as follows:

$$\text{Prob}(Vs, Hd) = \frac{1}{Z} \exp(-Eg(Vs, Hd))$$

(11)

$$Z = \sum_{Vs, Hd} \exp(-Eg(Vs, Hd))$$

(12)

$$Eg(Vs, Hd) = -\sum_i va_i V_{s_i} - \sum_j hb_j H_{d_j} - \sum_i \sum_j V_{s_i} W_{t_{i,j}} H_{d_j}$$

(13)

where Vs refers to the visible node and Hd refers to Hidden nodes , va denotes visible bias, hb signifies the hidden bias of the final layer and finally wt refers to the weight value between the previous layer and the present layer.

Like logistic regression, the conditional probabilities $\text{Prob}(Vs(i)= 1|Hd)$ and $\text{Prob}(Hd(i)= 1|Vs)$ and when a hidden vector $Hd(Hd_1, . . . , Hd_j, . . . , Hd_m)$ is known, the activation probability of the ith visible unit can be computed as follows:

$$\text{Prob}(Vs_i = 1|Hd) = \sigma(va_i + \sum_{j=1}^{m} wt_{i,j} H_{d_j})$$

(14)

Similarly, Activation probability of jth hidden unit can be formulated when a set of visible vector $vs(vs_1, . . . , vs_i, . . . , vs_n)$ is represented as:

$$\text{Prob}(Hd_j = 1|Vs) = \sigma(hb_j + \sum_{i=1}^{n} wt_{i,j} V_{s_i})$$

(15)

Fig. 2. Representation of Membership Function.

Fig. 3. Deep Belief Network RBM.
where, \( \sigma(\cdot) \) is a sigmoid function, \( w_{ij} \) is the link weight among the \( i^{th} \) visible unit and the \( j^{th} \) hidden unit and the \( h_j \) is the hidden bias of the \( j^{th} \) hidden unit.

To maximize the joint probability of the bunch of training inputs then it is signified as in “equation (16)”. 

\[
\text{arg} \max_{\text{all \Vs}} \prod_{\text{Vs \in \Vs}} \text{Prob}(\Vs)
\]  

(16)

where, \( \Vs \) is set of all training inputs of dataset.

D. Sea Turtle Foraging Algorithm

This algorithm is inspired by the sea turtle’s food searching behaviour. The sea turtle senses a kind of odor smell known as dimethyl sulfide came from their sources of food and they move towards the food source which gives out the strongest odor [20]. Ocean current also helps the turtle for their movement. The artificial foraging process of sea turtle is discussed in the subsequent steps.

Algorithm: Sea Turtle Foraging Algorithm.

Steps involved:
1. Initialize N population of turtles.
2. Initialize the position of each turtle in a random manner
   \[
   \text{Pos}(0) = [\text{pos}_1^i, \text{pos}_2^i, \text{pos}_3^i, \ldots, \text{pos}_D^i]
   \]  

(17)

where, \( i = 1 \) to \( N \) number of turtles and \( D \) refers to \( D \) dimensional searching space which is contentious.

3. Generate the initial velocities of turtles in a random manner
   \[
   \text{Vel}(0) = [\text{vel}_1^i, \text{vel}_2^i, \text{vel}_3^i, \ldots, \text{vel}_D^i]
   \]

(18)

4. Initial position of M food sources generated randomly
   \[
   \text{Fd}(0) = [f_{d_1}^1, f_{d_2}^1, f_{d_3}^1, \ldots, f_{d_M}^1]
   \]

(20)

where, \( j = 1 \) to \( M \) food sources which has \( D \) dimensional space for searching it.

5. Initial position of each source of food is given as the input into the objective function and estimate it to get the fitness value of that source of food.

6. Assign the position of each turtle as objective function and estimate it to get the fitness value of the concern turtle, turtle with the highest fitness value is recorded as \( I \)
   \[
   I = \text{arg} \max_i (\text{fit}_{\text{pos}(t)})
   \]

(21)

where, \( \text{fit}_{\text{pos}(t)} \) is the turtle’s fitness value at time \( t \).

7. Velocity of each turtle is updated as shown:
   \[
   \text{vel}_i(t) = \text{vel}_i(t-1) + \left( \frac{\text{fit}_{\text{pos}(t)} - \text{fit}_{\text{pos}(t-1)}}{\text{fit}_{\text{pos}(t-1)}} \right) (\text{pos}_i(t) - \text{pos}_i(t-1))
   \]

(22)

where \( \text{pos}_i(t) \) refers to the turtle position at time \( t \) and \( \text{pos}_i(t-1) \) signifies the turtle position at time \( t-1 \).

8. Compute the ocean currents velocities by
   \[
   \text{VOC}_i(t) = \alpha (\text{pos}_i(t) - \text{pos}_i(t))
   \]

(23)

9. Sum the turtle velocity to that of ocean current velocity to get the united velocity
   \[
   \text{UVOC} = \text{vel}_i(t) + \text{VOC}_i(t)
   \]

(24)

10. If the turtle’s fitness value is less than that of the food source, then its contribution of food source (CFS) is represented as
    \[
    \text{CFS}_j = \sum_{q=1}^{M} \text{fit}_{\text{Fd}_q}
    \]

(25)

11. Determine the distance among the turtle and the food source using the formula
    \[
    \text{Dist}_{ij} = ||\text{pos}_i - \text{Fd}_j||
    \]

(26)

12. Compute the level of odor of the food source \( j \) seeming by the turtle \( i \)
    \[
    C_{ij}(t) = (\text{CFS}_j * \exp(\frac{-\text{Dist}^2_{ij}}{2\sigma^2(t)}))
    \]

(27)

\[
\sigma(t) = \sigma_0 \exp\left(\frac{-t}{T}\right)
\]

(28)

where, \( \sigma(t) \) indicates the level of fading of odor with short-lived time, \( \sigma_0 \) is a persistent set to be equivalent to 1, and \( T \) is referring to iterations denoting the longest time the odor completely disappears.

13. Discover the turtle’s best food source, which has the highest value of \( C_{ij} \) compared to all other food sources available.
    \[
    J = \text{arg} \max_j (C_{ij})
    \]

(29)

14. Update each turtles position as follows:
    \[
    \text{pos}_i(t + 1) = \text{pos}_i(t) + \text{UVOC}_i(t) + \text{CFS}_j(FS_j - \text{pos}_i)
    \]

(30)

15. Stop the process if the maximum no of iteration is reached or else go to the step 6.
E. Proposed Algorithm: Fuzzy Deep Belief Network enriched with Sea Turtle Foraging Algorithm (EFDBN-STFA)

```
Input: Credit Card Dataset: CCDS
N : number of instances in the CCDS
Procedure
Stage 1: Feature Subset Selection
   • Apply preprocessing on CCDS
   • For l = 1 to N
      o Calculate the Intuitionistic fuzzy Mutual Information by applying the equations (1) to (9)
      o Generate Reduced Feature subset of CCDS to RCCDS
Stage 2: Convert the input to Fuzzy domain representation by applying equation (10)
Stage 3: Classifying the credit card transaction using EFDBN-STFA
Training Data: Tr-RCCDS; Test dataset Ts-RCCDS
Number of Layers NLY, Number of Epochs NE;
Number of hidden layers in FDBN is HDL1,...,HDLNL;
Weight Wt = {wt1, . . . , wtN}; biases Va, Hb
For G = 1 to NLY – 1
   For L = 1 to NE
      o Apply the equation (16) for supervised learning done by FDBN
      o Compute the parameter values using the equations (14) and (15)
      o Improve the EFDBN hidden nodes HD1...HDNL
      o Call Sea turtle Algorithm for Weight optimization in EFDBN
      o Classify the transaction based on the trained EFDBN using the equation (16)
End
End
```

IV. CONCEPTUAL FRAMEWORK

The proposed EFDBN-STFA credit card fraudulent transaction detection is deployed using python code. The performance analysis is done on two different credit card datasets. The other detection models used for comparison are Aggrandized Random Forest (RF), Aggrandized Kernel based Support Vector Machine (SVM) and Artificial Neural Network (ANN). The evaluation metrics used for examining the performance of the detection models are done using accuracy, precision and recall measures.

Accuracy: It is defined as the ratio of transaction which are correctly predicted to the total credit card transactions. This measure instantaneously specifies how well a model is trained.

\[
\text{Accuracy} = \frac{\text{Total no. of correctly detected genuine and fraudulent transactions}}{\text{Total no. of transaction in credit card dataset}}
\]

Precision: This metric is defined as the ratio of correctly predicted fraudulent transactions to the total transactions predicted as fraud.

\[
\text{Precision} = \frac{\text{Total no. of correctly detected fraudulent transactions}}{\text{Total no. of transactions predicted as fraud}}
\]

Recall: This is signified as ratio of correctly predicted fraudulent transaction to the actual number of fraudulent transactions in the credit card dataset.

\[
\text{Recall} = \frac{\text{Total no. of correctly detected fraudulent transactions}}{\text{Total no. of actual fraudulent transactions in credit card dataset}}
\]

V. RESULTS AND DISCUSSIONS

By applying the normalized intuitionistic fuzzy mutual information feature methods, the five important features of each dataset is selected which is then used in further steps of the proposed system extended fuzzy deep belief network enriched with sea turtle foraging algorithm (EFDBN-STFA). This work is an extension of my previous work aggrandized random forest(RF) and aggrandized kernel based SVM(AKSVM+FPSO) which detects the credit card fraud transactions, thus leading to prediction based on the behavior patterns of the user with important features.

The “Fig. 4(a)” and “Fig. 4(b)” portrays the importance of features which involves in maximizing the relevancy among features with class and minimizes redundancy within features. By applying intuitionistic fuzzy mutual information (IFMI), the figures displays top five best features of two different credit card datasets. IFMI well treats the problem of inconsistencies in determining potential features of this credit card fraudulent detection. The features with highest score are considered for prediction process, using reduced feature subset which influences the process of credit card fraudulent detection more accurately.

![Fig. 4. (a) Feature Selection of Credit Card Dataset1, (b) Feature Selection of Credit Card Dataset2.](image-url)
From the above “Fig. 5” it is observed that the performance of the proposed EFDBN-STFA produced highest accuracy rate of 96.2% for dataset1 and 95.3% for dataset 2. The other three classification models produce less accuracy because they failed to handle uncertainty in classifying credit card transactions as either genuine or fraudulent. With the knowledge of intuitionistic fuzzy mutual information is used to determine the relevancy among features with class, the redundancy is greatly reduced and the proposed EFDBN-STFA uses only the attributes with highest information score. Thus, it achieves to produce better accuracy while comparing other three models.

The “Fig. 6” illustrates the performance of the four different credit card fraud detection models based on the precision measure on two different credit card datasets. With the ability of the fine tuning their weights and biases assigned to the hidden nodes in fuzzy deep belief network, it surpasses the performance of other conventional detection models. With the enriched knowledge of sea turtle foraging algorithm this proposed model instead of assigning the weights in the random manner, they optimized the weight assignment of the deep belief network more precisely.

It is proved from the results shown in the “Fig. 7” which compares the performance of the four different credit card fraud detection models namely RF, SVM, ANN and EFDBN-STFA. The percentage of total relevant results correctly classified was done by the proposed model EFDBN-STFA. As the real-world credit card datasets cannot be handled in the crisp value to get appropriate interpretation, the fuzzy model which treats them in the form of linguistic terms using membership grade have greatly influence the process of fraud detection process. The IFMI induce the significant features which has to be used as the input is used by EFDBN for credit card fraud detection process. The merit of population-based metaheuristic searching is done by sea turtle foraging mechanism so that the weights assigned to the deep belief networks are fine-tuned based on the optimization and thus this enriched model achieves highest recall value compared to the other models.

VI. CONCLUSION

The ultimate motive of this proposed research work is to detect the credit card fraudulent transaction as it is continuous in nature. This work developed an enriched fraud detection model which handles the presence of vagueness and complexity in determine the pattern of transaction by focusing on three different dimensions. As a primary factor, significant feature of the datasets is selected to handle voluminous credit card datasets using the intuitionistic fuzzy mutual information about the features. With the reduced feature set, the fraud detection process is greatly influenced by fuzzy deep belief network, which gains the deep knowledge of the datasets and the relationship among the features using the stacked restricted Boltzmann machine. Instead of assigning the weights in a chaotic manner, with the inspiration of sea turtle foraging based optimization the weights assigned to the hidden layers are fine-tuned and thus the expected and the observed results produced an accepted outcome. The performance of EFDBN-
STFA is done on two different credit card datasets which are represented entirely in a different domain value. The results proved the empowerment of EFDBN-STFA for credit card fraudulent detection in presence of uncertainty by consequence higher detection rate of fraudulent transaction compared to the existing models. The proposed model restricts the frauds to happen while transactions and promote prevention of fraud in the future.
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Abstract—Ubiquitous learning (u-learning) refers to anytime and anywhere learning. U-learning has progressed to be considered a conventional teaching and learning approach in schools and is adopted to continue with the school curriculum when learners cannot attend schools for face-to-face lessons. Computer Science, namely the field of Artificial Intelligence (AI) presents tools and techniques to support the growth of u-learning and provide recommendations and insights to academic practitioners and AI researchers. Aim: The aim of this study was to conduct a meta-analysis of Artificial Intelligence works in ubiquitous learning environments and technologies to present state from the plethora of research. Method: The mining of related articles was devised according to the technique of Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA). The complement of included research articles was sourced from the broadly used databases, namely, Science Direct, Springer Link, Semantic Scholar, Academia, and IEEE. Results: A total of 16 scientific research publications were shortlisted for this study from 330 articles identified through database searching. Using random-effects model, the estimated pooled estimate of artificial intelligence works in ubiquitous learning environments and technologies reported was 10% (95% CI: 3%, 22%; I² = 99.46%, P = 0.00) which indicates the presence of considerable heterogeneity. Conclusion: It can be concluded based on the experimental results from the sub group analysis that machine learning studies [18% (95% CI: 11%, 25%), I² = 99.83%] was considerably more heterogeneous (I² = 99.83%) than intelligent decision support systems, intelligent systems and educational data mining. However, this does not mean that intelligent decision support systems, intelligent systems and educational data mining is not efficient.

Keywords—Educational data mining; intelligent systems; artificial intelligence; PRISMA; machine learning; ubiquitous learning

I. INTRODUCTION

Ubiquitous learning (u-learning) is a shift from the e-learning paradigm which describes an environment that permits the use of ubiquitous computing devices to access teaching and learning contents by means of wireless networks at any time and in any location. U-learning is characterized by accessibility where the information is readily available whenever learners need its utilization. In u-learning the information remains on the platform and is always available to learners. There is immediacy where the information can be acquired instantly by the learners. The u-learning environment is interactive which allows learners to interact with teachers, peers, and experts effectively and efficiently via different media. Furthermore, u-learning is context-aware where the environment can adjust to learners’ real situations to necessitate adequate information for them [1-3]. U-learning has progressed in the recent unprecedented times of COVID-19 and climate change and its adoption is considered germane as conventional teaching and learning [4].

It is necessary to investigate scientific works in u-learning to understand the impact of scientific approaches in this evolving technology for teaching and learning that education systems around the globe have become increasingly reliant on. A systematic review and meta-analysis can put into perspective what studies have been conducted and expose gaps that exist for future studies. A systematic review provides an objective high-level overview on a research topic until present state. A meta-analysis is a statistical means of integrating diverse studies in a research area [5]. Limitations in existing work from the literature show that the impact of Artificial Intelligence and its applications in u-learning frameworks is not sufficiently addressed as a collective.

The systematic review and meta-analysis proposed by the authors have two main goals: 1) To present the evolution of artificial intelligence (AI) works in u-learning to map out the terrain for future scientific studies. 2) Highlight and analyze the specific application areas of predominate AI Algorithms in u-learning. This meta-analysis paper will provide more information to ensure that practitioners on the ground make well informed educational decisions on u-learning implementation and that scientific researchers gain valuable insights to make better research decisions for future trends.

II. RELATED WORKS

In the study by Meyliana, Hidayanto and Budiardjo in [6], students’ social media preference was analysed to increase student engagement with the university. Data was collected from 1021 students from fifty-eight Indonesian Universities using questionnaires. Entropy was used to process data and assign criteria weights for social media preference. Using the TOPSIS (Technique for Order Preference by Similarity to the Ideal Solution) method, it was established that the implementation of social media was more dependent on information quality as opposed to service quality. However, while comprehensiveness and usefulness of information was highly essential to students, they also valued system availability, efficiency, and fulfilment as it directly impacted their expectation and active learning process. TOPSIS was also used to rate the social media platforms which resulted in
LINE being the best social media platform and Podcast being the least likely platform to enhance student engagement with universities [6].

Since the advent of the primary Social Networking Site (SNS) as a novel way of communicating with other people, a lot of research has tried to identify theoretically and empirically the history of, the impact on, and the characteristics of the relationship between users and the SNS. There exists a behavioural studies research gap on the reasons why users join and participate in SNSs [7]. The study by Rad, Dahlan, Iahad, Nilashi and Ibrahim in [7] explored the influential factors causing users to adopt an SNS. A multi-criteria decision-making (MCDM) tool, fuzzy AHP (Analytical Hierarchy Process) was used to evaluate the level of importance that literature derived factors such as: performance expectancy, social influence, effort expectancy, trust, facilitating conditions, privacy, perceived enjoyment, self-efficacy, and attitude toward technology had on the adoption of an SNS. Data was collected from 291 University students in the field of SNS via questionnaires and the findings of the study were that trust, performance expectancy and security were critical influential facts in SNS adoption [7].

It is apparent that technology has changed the landscape of the learning environment and that the way in which school learners learn is enhanced by different modes of education. Classroom technology incorporates interactive learning technology such as e-book technology. In Malaysia, the acceptance of novel technology like e-book technology by school children was considered important [8]. The study by Elyazgi, Nilashi, Ibrahim, Rayhan and Elyazgi in [8], identified the interface factors of CCI (Children Computer Interaction) and the determinants of usability guiding e-book behavioural acceptance by 417 school learners. The combination of the TAM (Technology Acceptance Model) and the e-book technology-related literature review, the research hypotheses were established from the interrelationship of a detailed set of constructs. The research hypotheses built the measurement framework, which was quantified by a structured questionnaire comprising a five-point Likert scale. Using the questionnaire and TOPSIS the importance of interface factors was deduced. The analysis of data indicated positive results about perceived ease of use, perceived usefulness, learner behaviour, usability, and interface. The combination of CCI and TAM factors afforded results that showed that school learners accepted the use of e-books. The highest ranking was awarded to perceived ease of use whilst the lowest ranking was behaviour intention. The former was attributed to the functions and features of e-books which seemed to be easy to use. However, it was concerning that the e-book technology usability scale was lower than the interface scale, which inferred that school learners’ e-book technology acceptance will improve if it is viewed as championing an elevated level of interactivity [8].

The paper by Omorogbe and Igbinosun in [9] examined the attributes that parents considered for school choice enrolment of their children or wards. Twelve attributes from four categories of school alternatives were studied in this work. In Benin City, a survey was indiscriminately conducted in the three local government areas. The AHP was implemented to evaluate the attributes and intuitionist fuzzy TOPSIS was applied to rank the alternatives. The correctness and consistency of results were affirmed by the two metric functions that were used both producing the same result. The ranking of the schools was as follows in descending order: The Missionary schools (A4), private schools for middle class (A2), the premier private schools for the elite (A3), and the Public (government) schools (A1). It was concluded that by implementing a scientific approach to a humanistic system, appropriate and accurate results can be produced.

The study by Pires and Cota in [10], focused on developing a self-regulating adaptive intelligent system to enhance special education needs, extending the paradigm to special education needs, using non-linear methods to correct the learning path to cater for individual special needs, and extending the research paradigm to u-learning. The study was founded on inclusive education and multiple intelligences such that special needs learners were able to fill cognitive gaps in their learning process. The proposed architecture of the system was based on an intelligent structure supplemented by a Genetic Algorithm (GA) and a Chi-square statistical function. The study involved a sample population of 13 600 kindergarten learners of mixed abilities who were subject to an intelligent system comprising a Java developed GA module, and a XML & SCORM based module consisting of an LMS (learning management system) such as Moodle and a Knowledge Block repository [10].

The study by Angeli, Howard, Ma, Yang, and Kirschner [11] explained and addressed several key questions on the utilisation of data mining in educational technology classroom research. Previous studies conducted in Australia and Europe which used the data mining techniques fuzzy representations and association rules mining were presented as examples in this study. These studies investigated 115 university student and 12 978 school learners’ behaviours, experiences, and learning within computer-assisted classroom activities. In the study employing fuzzy representations, questionnaire data was inductively explored. This study aptly depicted how data mining could be used by educational technologists to monitor and guide the integration of school-based technology. The inferences of the study were reviewed based on the need to create educational data mining tools that could present information, results, comments, explanations, and recommendations in profound ways to novice users in data mining such as teachers. The study using association rules mining involved comprehension clarity on how learners with cognitive differences interact with a simulation in problem solving. The study used Statistica as a data mining tool and illustrated how data mining could be employed to enhance evaluation practices of educational software in the educational technology field. Finally, matters associated with data privacy were addressed in both studies [11].

A high accuracy of students’ performance prediction is useful in identifying the low performing students at the start of the learning process. This objective is achieved by machine learning where techniques are employed to uncover patterns or models of data which is valuable in decision-making [12]. The study by Belachew and Gobena in [12] applied machine learning concepts to the dataset obtained from the college of
computing and informatics of Wolkite University registries office. The study collected 1071 student’s transcript data that consisted of their grades in all courses and their final GPA (Grade Point Average). Machine learning methods, Naive Bayesian, Support Vector Machine (SMO) and Neural Networks were applied after pre-processing the data. Lastly, a model for each method was developed, and the performance and results of each model was evaluated. The aim of the study was to create a model using machine learning to derive conclusions on students’ academic performance [12].

Information and communications technology (ICT) have become very important in all spheres of human life. They are utilized in various fields as information systems (IS) using numerous telecommunication media to afford end-users the capability to control digital data [13]. Additionally, the development of relatively new technology, propagated distance learning through e-Learning platforms in the last two decades. Recommendation systems have become progressively used in IS, more so in e-learning platforms. These systems operate to recommend and propose content of these platforms to end-users corresponding to their needs to allot the most information for learning [13].

The paper by El Mabrouk, Gao and Riili in [13], presented a data mining based intelligent hybrid recommendation system using Neural networks, Bayesian networks and Decision trees with a population size of 700 university students. This system comprised four parts. The first part for data collection and centre of interest creation was done via two modes, namely: explicit data collection which was based on end-users and what they entered on their profiles, and automatic and implicit data collection by offering a survey to users to gather information about their interest. The second part involved managing the information previously collected and developing the learning model, to categorise users who posted the content and catalogue content to forward the results to the recommendation module. The third part drew parallels between content and learners and made recommendations for learners. The fourth part created a recommendation by learner log file which was used in the upcoming recommendation. The results of the study proposition were satisfactory, and the system was optimised with regards to response, processing time and accuracy when compared to traditional recommendation [13].

To effectively execute critical pedagogical interventions for students’ satisfactory and on-time graduation, students’ future performance based on their academic records must be predicted accurately. Student performance in completing degrees’ prediction has limited studies conducted which results in several new challenges such as: the disparity of student’s differences regarding selected courses and backgrounds; courses are not uniformly informative in making accurate predictions; and the incorporation of students’ evolving progress needs into the prediction [14]. The study by Xu, Moon and van der Schaar [14] developed a new machine learning method for student performance prediction in degree courses that could address the aforementioned key challenges. There were two major features of the proposed method: the first feature was a bilayered structure consisting of various base predictors and a flow of ensemble predictors to make predictions on students’ progressing performance; the second feature was a data-driven progressing performance built on probabilistic matrix factorization and latent factor models to unearth course relevance, which is imperative for creating efficient base predictors. With extensive simulations on a dataset of 1169 university students collected over three years, the study revealed that the proposed method achieved greater performance compared to benchmark approaches [14].

The study by Khoshi, Gooshki and Mahmoudi in [15] used fuzzy TOPSIS and AHP to prioritise the effective qualifications of medical lecturers from the opinion of medical students from the allied Tehran University of Medical Sciences in 2013 to 2014. Two hundred medical students were chosen based on random sampling method and were surveyed in accordance with Cochran’s formula. Research based questionnaires were used as data collection tools that were divided professional, technical, and individual parts. Experts approved content validity. By calculating the Cronbach’s alpha (α = 0.85), reliability was confirmed by measuring the internal cohesion degree [15].

A commonly employed approach for student modelling is Bayesian Knowledge Tracing (BKT). It is a commonly used approach for student modelling. A versatile model that can be used for various tasks is Long Short-Term Memory (LSTM) [16]. The study by Mao, Lin and Chi in [16] compared BKT, a derivative IBKT (Intervention-BKT) and LSTM based on two student modelling tasks: learning gains and post-test scores prediction. An automatic skill discovery method (SK) was incorporated into all three models which augmented the exercise-skill assignments with a nonparametric prior. A total of six models was explored: IBKT, IBKT+SK, BKT, BKT+SK, LSTM, and LSTM+SK. One training dataset was collected from Cordillera which is a language physics intelligent tutoring system. The other training dataset was collected from Pyrenees which is a standard probability intelligent tutoring system. The results of the study revealed that BKT and BKT+SK outdid the other models on post-test scores prediction. Additionally, LSTM and LSTM+SK attained the highest area under the ROC curve (AUC), F1-measure, and accuracy on learning gains prediction. Moreover, the study demonstrated that the BKT+SK combination could dependably predict post-test scores only using the first 50% of the total training sequences. For early prediction of learning gain, making use of the first 70% of the total training sequences, LSTM delivered an equivalent prediction using all of the training sequences. The findings of the study revealed a learning environment that could predict learning gains and students’ performance early and could afford an adaptive pedagogical strategy appropriately [16].

The study by Mohamed and Lamia in [17], involved the use of computers, tablets, smartphones, and other smart devices as auxiliary tools of contemporary teaching and learning methods. The flipped classroom approach was used as an element of IOT (Internet of Things) to encourage problem solving in a mathematical logic course both in and out of the classroom via an ITS (Intelligent Tutoring System). The sample population was 50 university students and the researchers employed on-way ANOVA to determine the effectiveness of the flipped classrooms. This study showed
that self-efficacy, perceived usefulness, perceived support, and compatibility for improving social ties are imperative precursors for continued use of flipped classrooms [17].

The study by Sirait, Fitriani, Hidayanto, Purwandari and Kosandi in [18] determined eleven criteria of social media platform selection to increase student participation in government activities and eight alternatives that best aligned to the criteria. Sirait et al. (2018) also established an order for assessing social media preferences and highlighted the social media that were popular to assist e-participation. Criteria generated was based on the theory of hedonic and utilitarian motivation. Data was collected from University students in Indonesia through a questionnaire and was processed via fuzzy AHP to ascertain the weight of social media to enhance e-participation in government activities. The TOPSIS method was employed to establish social media preferences. The results revealed that system quality of high importance along with hedonic gratification and information quality. The best SM application for student e-participation in priority order was: Line, Instagram, Path, YouTube, Facebook, Twitter, Blog and Wiki’s [18].

Adaptive e-learning platforms offer personalized learning process mainly depending on learning styles. The conventional way of finding learning styles relies on requesting learners to evaluate their own behaviours and attitudes through questionnaires and surveys. This method renders several weaknesses such as the lack of learners’ self-awareness of their own inclinations. Additionally, most learners feel bored when asked to complete a questionnaire and the conventional way presumes that learning styles cannot alter over time [19]. The paper by El Aissaoui, Oughdir and El Alliou in [19] proposed a generic approach for automatically identifying learning styles corresponding to a specific learning styles model. The study comprised two major steps: firstly, using web mining techniques to extract learning sequences from learners’ log files on the Moodle platform; and secondly, using clustering algorithms to classify the extracted sequences via a specific learning style model. This experimental study was performed using a classification Learning Style Model called Felder-Silverman Model (FSM) and a clustering algorithm called Fuzzy C-Means and used a real-world dataset of 1235 university students. The goodness of the study’s approach was compared with the K-means algorithm, MCQ method and the FCM algorithm. The results revealed that this two-step approach proved to be promising and outperformed traditional approaches [19].

Grouping learners specifically in high school is an essential process to classify and divide them into classes based on their interests and abilities as it helps them to thrive. Most schools apply academic grades to group learners but there are other approaches that exist. As this is an annual task with new learners, both the teachers and learners feel overwhelmed with grouping [20]. A solution to this repetitive task may be the implementation of a decision support system that can automate the grouping process. An example of an unsupervised learning algorithm is a SOM (self-organising map) which uses an artificial neural network structure to afford a reduced dimensional representation of the given input. SOM is also a clustering technique [20]. The study by Purbasarhi, Puspaningrum and Putra [20] used SOM to academically group 275 school learners based on their national examination results and rapport books into three distinct clusters, namely, Social Sciences, Life Sciences and Linguistics.

It is a valuable endeavour for any educational institution to predict students’ academic performance as the predictions can assist educators in supporting students who are at risk of failure. The process of educational data mining (EDM) is a machine learning and data mining technique which above other tasks can predict students’ performance [21]. The study by El Aissaoui, El Alami El Madani, Oughdir, Dakkak and El Alliou in [21] proposed a methodology to create a student performance prediction model using multiple linear regression (MLR) which is a supervised machine learning technique. The three major steps of the methodology were: 1) pre-processing and analysing the variables/attributes of students using a group of statistical analysis methods; 2) using different methods for selecting the most crucial variables; 3) constructing diverse MLR models centred on the variables selected and using the k-fold cross-validation technique for comparing the 395 students’ academic performance. The results obtained revealed that the model derived from the selected variables of the MARS (Multivariate Adaptive Regression Splines) method, outperformed the other constructed models [21].

AI methods, namely, Intelligent Decision Support Systems, Intelligent Systems, Educational Data Mining (EDM) and Machine Learning are captured in Table I below.

Table I is categorised according to the following fields: Number (#), Authors, Year, Artificial Intelligence Methods and Techniques, Problem Focus, Number of Algorithms, Number of Datasets, Number of Variables and Size. The table captures studies in Artificial Intelligence in u-learning from 2015 to 2020. The problem focus column suggests that there were lots of studies conducted in higher education and fewer studies in school based education.

Table I also shows the techniques employed by each Artificial Intelligence method. The study numbers can be used to reference the study in the table. Intelligent Decision Support Systems techniques used were: Entropy (#1), TOPSIS (#1, #3, #13), AHP (#2, #4, #10, #13) and Fuzzy TOPSIS (#10). Intelligent Systems techniques used were: Genetic Algorithms (#5), ANOVA (#12) and Self Organising Maps (#15). Education Data Mining (EDM) techniques used were: Data Mining (#6). Lastly, Machine Learning techniques used were: Neural Networks (#7, #8), Naïve Bayes (#7, #8, #11, #14), Support Vector Machines (#7), Ensemble methods (#9), Deep Learning (#11), Clustering (#14) and K-fold cross validation (#16).
<table>
<thead>
<tr>
<th>#</th>
<th>Authors</th>
<th>Year</th>
<th>Artificial Intelligence Methods and Techniques</th>
<th>Problem Focus</th>
<th>#Algorithms</th>
<th>#Dataset/s</th>
<th># Variables/s</th>
<th>Site</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Meyliana, M., A.N. Hidayanto, and E.K. Budiardjo</td>
<td>2015</td>
<td>Intelligent Decision Support Systems</td>
<td>Entropy and TOPSIS Method 10 alternatives</td>
<td>2</td>
<td>1</td>
<td>7</td>
<td>1021 University students</td>
</tr>
<tr>
<td>3</td>
<td>Elyazgi, M.G., Nilashi, M., Ibrahim, O., Rayhan, A. and Elyazgi, S</td>
<td>2016</td>
<td>Intelligent Decision Support Systems</td>
<td>Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) 6 criteria/34 indexes</td>
<td>1</td>
<td>1</td>
<td>34</td>
<td>417 School Learners</td>
</tr>
<tr>
<td>4</td>
<td>Omorogbie, D. E. A. and Igbinosun, L. I.</td>
<td>2016</td>
<td>Intelligent Decision Support Systems</td>
<td>integrated AHP-intuitionistic fuzzy TOPSIS 4 alternatives</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>144 Parents</td>
</tr>
<tr>
<td>5</td>
<td>Pires, J.M. and Cota, M.P.</td>
<td>2016</td>
<td>Intelligent Systems</td>
<td>Genetic Algorithm The Chi-Square function</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>13,600 Kindergarten Learners</td>
</tr>
<tr>
<td>6</td>
<td>Angeli, C., Howard, S.K. Ma, J.,Yang, J. and Kirschner, P.A.</td>
<td>2017</td>
<td>Educational Data Mining (EDM)</td>
<td>Association Rules Fuzzy Representations</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>115 University students</td>
</tr>
<tr>
<td>7</td>
<td>Belachew, E.B. and Gobena, F.A.</td>
<td>2017</td>
<td>Machine Learning</td>
<td>Neural Networks, Naive Bayesian and Support Vector Machine</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1071 University students</td>
</tr>
<tr>
<td>8</td>
<td>El Mahrouk, M., Gaou, S. and Rtili, M.K.</td>
<td>2017</td>
<td>Machine Learning</td>
<td>Neural networks, Bayesian networks and Decision trees. 1000 evaluations</td>
<td>1</td>
<td>1</td>
<td>1000</td>
<td>700 University Students</td>
</tr>
<tr>
<td>9</td>
<td>Xu, J., Moon, K.H. and van der Schaar, M.</td>
<td>2017</td>
<td>Machine Learning</td>
<td>A prediction layer and an ensemble prediction layer</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1169 University students</td>
</tr>
<tr>
<td>11</td>
<td>Mao, Y. Lin, C. and Chi, M.</td>
<td>2018</td>
<td>Machine Learning</td>
<td>Long Short-Term Memory (LSTM) Bayesian Knowledge Tracing (BKT) Intervention- (IBKT) in combination with a Skills discovery method (SK)</td>
<td>6</td>
<td>2</td>
<td>33</td>
<td>169 University students</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bayesian Knowledge Tracing (BKT) for predicting students’ performance- Learning gains prediction and Test score prediction.</td>
<td></td>
<td></td>
<td>11</td>
<td>475 University students</td>
</tr>
</tbody>
</table>
III. MATERIALS AND METHODS

A. PRISMA

Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) is an evidence based least group of items for writing a report in meta-analyses and systematic reviews. PRISMA concentrates on giving an account of reviews and is employed as the foundation for reporting systematic reviews, specifically intervention evaluation [22]. Meta-analyses and systematic reviews are methodologically rigorous studies that establish the reference standard for developing evidence in various clinical, business fields and scientific studies [23]. The number of studies makes it essential to ensure reporting transparency and quality are strictly followed. It is important to note study quality and reporting quality are not congruent, a feebly reported study is of inadequate value as it is difficult to make a transparent and complete judgment of its value in the absence of all the required information [24].

A study that has been conducted well may be reported poorly and perhaps eclipsed by its reporting [24]. It is a proven fact that digression from the reporting guidelines in meta-analyses and systematic reviews can result in bias [25]. Such work has consequently led to the development of the PRISMA statement which is a twenty-seven-item checklist ensuring transparency in the reporting of a review [25]. Given the upsurge of systematic reviews in e-learning, m-learning, and u-learning it is crucial to ensure reviews are effectively reported. The current study is appositely reported using the PRISMA methodology to ensure education researchers, scientific method researchers, policy makers and instructors can make transparent and complete judgements to steer key scientific or education decisions.

In this meta-analysis and systematic review, the following databases were searched for and afforded the most applicable published articles: ScienceDirect, Semantic Scholar, SpringerLink, IEEE, Google Scholar, and Academia. Other databases affording fewer applicable articles were Educause, Hindawi, Science Publishing Group, Taylor & Francis, MDPI, Modestum, Scopus, Eric, SAGE Journals, Emerald, and World Scientific. These databases were restricted to English papers published between 2015 to 2020 using the following combination of terms: Intelligent Decision Support Systems, Intelligent Systems, Machine Learning, Data Mining, Educational Data Mining, Ubiquitous Learning, u-learning, e-learning and m-learning. The search terms were separated or combined using Boolean operators such as ‘OR’, ‘AND’ and ‘NOT’. The studies identified by the search strategies were downloaded. A total of 330 published articles between the years 2015 and 2020 were identified as depicted in Fig. 1. The abstract and introduction sections were read in order to determine the eligibility the papers dealing with scientific methods used in u-learning research. As a corresponding process, reference lists of the appropriate studies were manually checked for any citations omitted by the electronic database searching. The scope was reduced to 16 scientific works which was analyzed in-depth in the meta-analysis.

B. Inclusion Criteria

As the focus of the study was on scientific methods used in u-learning studies, the criteria for inclusion of the articles were: Intelligent Systems (IS), Intelligent Decision Support Systems (IDSS), Machine Learning (ML); and Educational Data Mining ( EDM) which were applied to u-learning studies. Since u-learning comprises e-learning and m-learning, these factors were also added to the inclusion criteria [26]. Additionally, the inclusion criteria were specific to scientific methods used in u-learning in school-based and university education.

C. Intelligent Systems (IS)

IS are technically innovative and autonomous systems that sense and react to the physical and social world to achieve human users’ goals. A study of how computers can comprehend and translate video sequences and static images into visual information emerged between the 1950’s to 1960’s.
and has since evolved into a potent technology that is pivotal to most sectors such as education [10]. The fundamental factors that have attributed to this evolution are the exponential augmentation of the algorithms, memory capacity, and processor speed of technology. Research in intelligent systems faces numerous challenges, many of which relate to representing a dynamic physical world computationally [20].

D. Intelligent Decision Support Systems (IDSS)

IDSS is a decision support system that extensively uses AI techniques. AI techniques have been employed over a longstanding history as IS and knowledge-based systems in management IS [9]. Preferably, an IDSS should perform as a human consultant in helping decision makers to collect and examine evidence, detect and make a diagnosis on problems, and propose and evaluate solutions. The purpose of AI techniques rooted in an IDSS is to ensure that the previously mentioned tasks are completed by a computer under well-known decision parameters, while closely mimicking expert human capabilities [9]. In research, AI directed towards allowing systems to react to innovation and indecision in more adaptable ways is beginning to be used in IDSS. For instance, intelligent agents that conduct difficult cognitive tasks without human involvement have been utilized in a variety of decision support applications [15]. Competences of these intelligent agents consist of machine learning, knowledge sharing, automated inference, and machine learning. An array of AI techniques like fuzzy logic, rough sets, and case-based reasoning have also been employed to facilitate better performance of decision support systems in uncertain conditions [15].

E. Machine Learning (ML)

ML involves computer algorithm studies that develop instinctively through experience [14]. It is a subgroup of AI. ML algorithms construct a mathematical model centred on training data (sample data), to make decisions or predictions without being overtly programmed to do so [16]. ML algorithms are employed in a vast array of applications, for instance with computer vision and email filtering, where it is complex and not feasible to create traditional algorithms to execute the desired tasks [19]. ML is closely associated to computational statistics, which involves making predictions with computers. The mathematical optimization studies afford application, theory, and technique domains to the machine learning field. Data mining is a connected field of study [19].

F. Educational Data Mining (EDM)

EDM is a developing discipline, involved with emerging methods for investigating the rare and progressively large-scale data that are derived from educational settings. It also involves applying those methods to better comprehend learners, and the settings which they learn [11]. Irrespective of whether educational data is mined from; learners’ use of administrative data from universities and schools, computer supported collaborative learning, or interactive learning environments; it frequently has numerous levels of evocative hierarchy, which need to be decided by the data properties, rather than in advance. Other impacting factors in the study of EDM are context, time, and sequence [21].

G. Exclusion Criteria

Articles that were excluded were: written in dialects other than English; published before January 2015; study designs such as letters to editors, reviews, commentaries, editorials, book chapters, books, expert opinions, books, theses, and brief reports; and scientific applications to enhance u-learning. Also, articles that neglected to account for the inclusion criteria were excluded. All non-scientific publications on u-learning were excluded. Fig. 1 shows the flow diagram of the study based on the PRISMA methodology.

H. Quality Assessment

Information that aligned with the inclusion criteria were rooted out from the chosen studies. The study with 100% correlation to the inclusion criteria was applicable for the meta-analysis and systematic review. The first author extracted the following information from the studies which met the inclusion criteria: the author’s name, year of publication, scientific model, size, and algorithms. The first and second authors assessed the qualities of each article included by using a critical appraisal tool for use in the systematic review for a study examining artificial intelligence works in ubiquitous learning environments and technologies.

I. Statistical Analysis

Data were extracted in a Microsoft excel spreadsheet, and analysis was carried out using statistical software. Heterogeneity among reported prevalence was assessed by computing p values of Higgins’s I² statistics; I² was considered as significant at a p-value < 0.05. The DerSimonian and Laird’s random-effects meta-analysis model [28] was used to determine the pooled effect size since the actual effect is not the same in all studies. We deal heterogeneity with subgroup analysis, meta-regression, and sensitivity analysis. Subgroup analysis was done based on study scientific model approaches. Besides, an effort to understand the sources of heterogeneity, univariate meta-regression analysis was conducted for sample size, and publication year. A forest plot [29] was used to describe pooled prevalence with 95% confidence intervals. The size of each box indicated the weight of the study, while each crossed line refers to a 95% confidence interval with the mean effect at the centre. The possibility of publication bias was assessed visually with funnel plots, and the objectivity test of Egger’s test with a p-value less than 0.05 was considered evidence of publication bias.
The pooled estimate showed that there is statistically significant heterogeneity between the studies. Hence, this necessitated the use of random-effects model. Thus, using random-effects model [28], the estimated pooled estimate of artificial intelligence works in ubiquitous learning environments and technologies reported by the 16 studies was 10% (95% CI: 3%, 22%; \( I^2 = 99.46\% \), \( P = 0.00 \)) which indicates the presence of heterogeneity. The pooled estimate of artificial intelligence works in ubiquitous learning environments and technologies was presented using a forest plot (Fig. 2). From the forest plot in Fig. 2, the black dot at the centre of the grey box indicates the estimated prevalence point of each study, and the line indicates the 95% confidence interval of the estimates. The grey box indicates the weight of each study, contributing to the overall pooled prevalence estimate. The blue diamond represents the 95% confidence interval of the pooled rotavirus prevalence estimate.

### IV. RESULTS

Subgroup analyses (Fig. 3) were carried out stratified scientific model approaches. The subgroup analysis by scientific model approaches was conducted to assess the potential heterogeneity between studies. Of the 16 studies, the highest pooled estimate was found in studies conducted with machine learning [18% (95% CI: 11%, 25%), \( I^2 = 99.83\% \)] followed by studies conducted with intelligent systems [13% (95% CI: 1%, 26%), \( I^2 = 0.0\% \)] while both intelligent decision support systems and educational data mining have the lowest percentage given as [7%(95% CI: 3%, 11%), \( I^2 = 95.21\% \)] and [7%(95% CI: 5%, 9%), \( I^2 = 0.0\% \)] respectively (Fig. 3). Meanwhile, the high heterogeneity could be as a result of significant variation in the number of students among various studies.
Fig. 2. Forest Plot Showing the Overall Pooled Estimate of Artificial Intelligence Works in ubiquitous Learning Environments and Technologies.

Fig. 3. Subgroup Analysis of Artificial Intelligence Works in ubiquitous Learning Environments and Technologies Stratified by Scientific Model Approaches.
V. CONCLUSION

This study analysed different artificial intelligence works in ubiquitous learning environments and technologies based on the four major scientific approaches – intelligent decision support systems, intelligent systems, machine learning and educational data mining. The meta-analysis experimental result divulged that studies which used the machine learning approach gave the best result. Machine Learning studies have garnered significant interest and is variable in intervention effects being evaluated. Machine learning studies show heterogeneity in terms of sample size and variation in the choice of algorithms. Nevertheless, it does not mean that intelligent decision support systems, intelligent systems, and educational data mining are not efficient. The analysis show that while intelligent decision support systems is highly heterogeneous intelligent systems and educational data mining show no heterogeneity. It is observed from the studies that intelligent decision support systems although vary in intervention effects they have smaller datasets and employ fewer standard algorithms than studies in machine learning. Scope exists for future studies in all areas of artificial intelligence to provide solutions in varied u-learning environments and technologies.
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Abstract—Social media networks such as Twitter are increasingly utilized to propagate hate speech while facilitating mass communication. Recent studies have highlighted a strong correlation between hate speech propagation and hate crimes such as xenophobic attacks. Due to the size of social media and the consequences of hate speech in society, it is essential to develop automated methods for hate speech detection in different social media platforms. Several studies have investigated the application of different machine learning algorithms for hate speech detection. However, the performance of these algorithms is generally hampered by inefficient sequence transduction. The Vanilla recurrent neural networks and recurrent neural networks with attention have been established as state-of-the-art methods for the assignments of sequence modeling and sequence transduction. Unfortunately, these methods suffer from intrinsic problems such as long-term dependency and lack of parallelization. In this study, we investigate a transformer-based method and tested it on a publicly available multiclass hate speech corpus containing 24783 labeled tweets. DistilBERT transformer method was compared against attention-based recurrent neural networks and other transformer baselines for hate speech detection in Twitter documents. The study results show that DistilBERT transformer outperformed the baseline algorithms while allowing parallelization.
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I. INTRODUCTION

Social media platforms such as Twitter are publicly accessible digital resources for online communication and collaboration. Despite its popularity and convenience, Twitter is increasingly being used to spread hate speech. The level of anonymity granted by Twitter makes it conducive for the dissemination of hateful speech about people. Furthermore, a proportional relationship between hate speech propagation and the occurrence of hate-related crimes is highlighted in other studies [1, 2]. Given the high volume and nature of messages posted on Twitter, it is imperative to develop ways to curb the dissemination of hateful messages.

Currently, social media companies such as Twitter and Facebook employ human annotators to manually delete messages deemed to be hateful [3]. Moreover, users of these platforms are encouraged to flag and report contents they perceive to be inimical to the public. Nevertheless, these methods are labor-intensive and subject to human judgment [4]. The grave consequences of hate speech propagation and inherent limitations of human annotators have necessitated the development of automated hate speech detection methods that use machine learning algorithms. Machine learning algorithms can be classified into two broad categories, which are classical machine learning and deep learning. Both methods have been exploited and tested for hate speech detection in earlier studies.

Classical algorithms depend on feature engineering, a process which is complex and time-consuming. The complexity of the feature engineering process negatively impacts the capture of semantic and syntactic text representations [5]. Deep learning algorithms perform end-to-end training by allowing highly predictive representations to be effectively coded. Deep neural networks such as recurrent neural network (RNN) can preserve sequence information over time, thereby integrating contextual information better in classification tasks [6]. However, their inherently sequential nature prohibits parallelization, thereby increasing processing time. Moreover, RNN suffers from the limitation of long-term dependency, making it less effective as the hiatus between where information appears and the point where the information is required increases. This is particularly important in context-dependent applications such as hate speech detection.

Researchers have created techniques based on recurrent neural networks in conjunction with the attention mechanism to solve some of these problems. Such attention-based recurrent neural networks allow for the modeling of dependencies regardless of distance between the input or output sequences [7, 8]. However, the inclusion of recurrent neural network prohibits parallel processing and negatively impacts processing time. Due to such limitations, some recent works have focused on improving attention mechanisms. Research in this direction has given birth to transformers that perform sequence transduction entirely based on attention [9]. This allows for capturing relevant information that might be contained in every word within a sentence while allowing parallel processing. Consider the following statements for an example. “Foreigners must fall. They are taking our jobs. Some of them are stealing from us”. Current approaches which are mostly based on traditional deep learning algorithms fail to capture that the word “Some” in the third sentence refers to foreigners because of their reliance on past hidden states to capture dependencies with previous words. Transformer algorithms are designed to capture such long-term dependencies using positional embedding to remember word order in sequences [9]. In addition, parallelization enables faster training when compared to traditional deep learning approaches that are based on sequential processing [9].
Consequently, this research seeks to enhance hate speech detection by capturing long-term dependencies using transformer methods while allowing parallel processing. The remainder of this paper is organized as follows. Section II reviews the related works. Section III describes the materials and methods of the study. Experiments and results of experiments are presented in Section IV. Finally, Section V presents the conclusions and future works.

II. RELATED WORK

Supervised machine learning techniques are the predominant approach used for automated hate speech detection [10]. Hate speech detection can be modeled in machine learning as a dichotomous class or multiclass classification problems that can be addressed adequately using either classical learning algorithms or deep learning algorithms. Classical learning algorithms rely on manually engineered features while deep learning algorithms automatically learn features from the input data, instead of adopting handcrafted features [5]. The unstructured nature of human language presents many intrinsic challenges to automated text classification methods. One key challenge faced by existing methods of hate speech detection is the failure to capture long-term dependencies. This leads to loss of contextual information, which is vital for semantic interpretation. Deep learning algorithms, particularly the recurrent neural network (RNN) algorithms, have been the de-facto methods in handling sequence data such as text [11, 12]. However, they have been limited in the length of sequences they can capture [13]. Transformers are a promising way for capturing long-term dependencies in textual data. However, the technical barriers that need to be surmounted to adapt transformers to automated hate speech detection are not trivial.

RNN algorithms such as long short-term memory (LSTM) [14] and gated recurrent units [15] were developed specifically to address the problem of long-term dependencies which other machine learning algorithms suffer from. The Vanilla RNN works by assigning more weights to prior data points of a sequence, making it suitable for classification of textual data in a way that facilitates improved semantic analysis [16]. Nevertheless, RNN is prone to problems of exploding gradient and vanishing gradient during backpropagation training [17].

The LSTM has a chain-like structure of the Vanilla RNN, but further incorporates multiple gates to control the quantity of data that are allowed into every node state. LSTM is especially helpful in minimizing the vanishing gradient problem [18]. In addition, the LSTM preserves long-term dependencies efficaciously compared to the Vanilla RNN [16], thereby allowing the algorithm to capture more context. Despite these benefits, the LSTM cannot capture long term dependencies to arbitrary lengths. Specifically, the performance of the LSTM drops as sequence length increases beyond thirty words [7].

Further research that is aimed at addressing the problem of long-term dependencies has given birth to the attention mechanism [7]. Attention allows modeling of dependencies irrespective of the distance between input and output sequences [8]. Attention mechanisms work on the assumption that every word in each sentence is relevant. This allows for the capture of context that may be necessary when classifying subjective text such as hate speech. Attention-based models have been investigated with success in text-related tasks [19-21]. However, they are used in conjunction with RNNs [9] and therefore are unable to process word sequences in parallel. For a large corpus of text, this may significantly affect the processing time.

Recent adaptations of attention approach have shifted methods progressively from RNNs to self-attention and transformers [22]. Transformer has rapidly become the dominant architecture for natural language processing (NLP), outperforming RNNs in natural language generation and natural language understanding [23]. The transformer architecture scales well with training data and model size while facilitating efficient parallelization and capturing long-range sequence features. In addition, transformers allow transfer learning by fine-tuning large pre-trained language models for downstream NLP tasks with a relatively small number of training examples, resulting in an improved performance regardless of dataset size [24]. This is particularly important when dealing with highly imbalanced datasets with few instances of hate speech.

There are several types of transformer methods that have been investigated with success in NLP research. Bidirectional encoder representations from text (BERT) [22] has surpassed previous performance benchmarks in common NLP tasks [25]. BERT uses vast unlabeled data for creating models whose parameters can be tuned as desired for smaller supervised data to improve performance. The success of BERT has led to the development of several algorithms based on BERT architecture. These algorithms include RoBERTa [26], DistilBERT [27] and XLNET [28]. RoBERTa is an enhancement of BERT, which is trained on a bigger dataset to improve performance while DistilBERT learns a streamlined version of BERT. XLNET is a generalized autoregressive pre-training method that aims to reconstruct the original data from corrupted input.

III. MATERIALS AND METHODS

In this section, we present materials and methods used in this study, including acquisition and structure of experimental dataset and setup.

A. Experimental Dataset

Multiclass hate speech and offensive (HSO) language dataset was used in this study for model validation. The dataset was developed, first used by authors in [29], and it was distributed through CrowdFlower. This dataset contains 24783 Twitter text messages that have been labeled into one of the following three classes: ‘neutral’, ‘Offensive’ and ‘Hate’ where 77.4% of the messages are labeled as ‘neutral’, 16.8% as ‘Offensive’ and 5.8% as ‘Hate’. In this paper, the hate speech detection has been solved as a three classes classification problem.

B. Experimental Setup

The proposed methods of this study were implemented using Python programming language. Keras library was used to implement the attention-based LSTM method. The proposed
method was implemented using Hugging face transformers class embedded in Python. Experiments were conducted on a computer running Windows 10 operating system with the configuration of Intel(R) Core (TM) i5-8250U CPU @ 1.60GHz (8 CPUs), 1.8GHz, 8 GB RAM and 500 Gigabytes hard disk drive.

C. Preprocessing

Due to the colloquial nature of Twitter messages, Twitter data are highly unstructured and contain a lot of noise that can affect method accuracy. Consequently, it was deemed necessary to preprocess all Tweets to remove less predictive text features. Preprocessing is widely known to improve performance of classification methods [30] while reducing processing time. The labeled dataset was initially processed to normalize Twitter text as follows:

- Removal of the following noise characters i.e.: | : , ; &

- Normalization of hashtags into words, so that for instance, “#muslimsmustfall” becomes “Muslims must fall”. Hashtags are used to prefix tweets but do not give any valuable information. We have developed a python method to normalize hashtags.

- Lowercasing and stemming to reduce word inflexions.

- Removal of tokens that appear in the dataset less than 5 times that is elimination of low frequency terms at a threshold of 5.

D. Proposed Method

Transformers mirror the standard NLP machine learning method pipeline that includes the processing of data, application of a method, and making predictions. This approach was selected because of its inherent self-attention mechanism that allows it to capture long-term dependencies while allowing parallel processing of input features. The capture of long-term dependencies allows the transformer to perform anaphora resolution, which is one of the major challenges in text processing [31]. However, most transformer models require substantial computational resources, thereby limiting their applicability in resource-constrained environments [32]. For example, they cannot run on portable devices. Furthermore, these models are slower at inference times, making them unfeasible for real-time situations. To address these problems, we propose DistilBERT a streamlined version of BERT that uses only half the number of parameters of BERT [27] but retains the performance of BERT in many text processing tasks [33] while making the inference 60% faster than BERT [34]. DistilBERT was created by removing token type embeddings and pooler from the default architecture of BERT [35]. DistilBERT further reduced the number of layers by 50%, thereby significantly reducing the footprint of the model.

In this study, we have used the distilBERT base uncased model with 66 million parameters pretrained on the Toronto Book Corpus and English Wikipedia [27]. The data used in the experiment was first preprocessed using the steps discussed in Section III of this paper. The preprocessed data were then split where a random 80% of instances were allocated for parameter fine-tuning and training, while 20% random instances were allocated for evaluating the performance of the final model. Fig. 1 shows the architecture of the proposed DistilBERT method of this study. The hyperparameter fine tuning component of the architecture is essential and will be explained in the subsequent section.

E. Model Parameters

The hyperparameter tuning is a crucial step when customizing pre-trained models to specific tasks. As shown in Table I, we optimized our method for hate speech detection by altering sequence length, batch size, early stopping patience and number of epochs. The maximum sequence length was set at 280 in line with the Twitter limit of allowable characters. The optimal number of epochs in our experiments was set to 4. We have configured the early stopping patience technique to prevent our method from overfitting. We set the early stopping patience value at 4, therefore, training is terminated if the evaluation loss fails to improve for four successive evaluations.

The evaluation batch size defines the number of examples that are processed concurrently during the training session. In our experiments, we set the evaluation batch size to 256 because it was the largest batch size that our processor could handle effectively. The proposed method has been evaluated using five state of the art metrics outlined in Section IV of this paper.

![Fig. 1. Architecture of the DistilBERT Hate Speech Detection Method.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>seq_length</th>
<th>epochs</th>
<th>Early_stopping</th>
<th>Batch_size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>280</td>
<td>4</td>
<td>4</td>
<td>256</td>
</tr>
</tbody>
</table>

TABLE I. PARAMETERS OF THE PROPOSED APPROACH
IV. RESULTS AND DISCUSSION

Results of the proposed DistilBERT method was compared against results computed by BERT, XLNet, RoBERTa and attention-based LSTM. We split the dataset in the ratio of 80:20 for model training and testing, respectively. The algorithms were analyzed in terms of six standard functional metrics of accuracy, precision, recall and F-measure, Mathews correlation coefficient (MCC) and evaluation loss. The results are presented based on the ability of the models to detect hate tweets.

A. Analysis of Accuracy

The experimental results of the proposed DistilBERT method, along with five baseline algorithms are presented in Table II and Fig. 2. It can be observed that the proposed DistilBERT method recorded the highest average accuracy of 92%. It is worth mentioning that the differences in accuracy scores for all transformer-based methods were negligible. This may be attributed to the fact that they all use standard extensively tested pre-trained models. Expectedly all transformer-based algorithms performed better than the LSTM with Attention. The least performing transformer method had an accuracy of 89%, which is superior to LSTM with attention which had 66% accuracy. This trend is because of the ability of the transformers to capture long-term dependencies better than LSTM with Attention.

B. Analysis of Precision

It can be observed from Table III and Fig. 3 that the DistilBERT (base-uncased) and XLNet algorithms jointly recorded the highest precision score of 75% whilst LSTM with attention recorded the least precision score of 65.9%. Although the LSTM with attention recorded the least result, it should be noted that this score is higher than scores recorded by methods using classical machine learning [29]. This result confirms the literature position that attention improves performance in NLP tasks [19].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Method Name</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>bert-base-uncased</td>
<td>0.90</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base</td>
<td>0.91</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base-openai-detector</td>
<td>0.90</td>
</tr>
<tr>
<td>XLNet</td>
<td>xlm-mlm-en-2048</td>
<td>0.91</td>
</tr>
<tr>
<td>LSTM with Attention</td>
<td></td>
<td>0.66</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>distilbert-base-uncased</td>
<td>0.92</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Method Name</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>bert-base-uncased</td>
<td>0.74</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base</td>
<td>0.74</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base-openai-detector</td>
<td>0.72</td>
</tr>
<tr>
<td>XLNet</td>
<td>xlm-mlm-en-2048</td>
<td>0.75</td>
</tr>
<tr>
<td>LSTM with Attention</td>
<td></td>
<td>0.66</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>distilbert-base-uncased</td>
<td>0.75</td>
</tr>
</tbody>
</table>
C. Analysis of Recall

Results from Table IV and Fig. 4 show that DistilBERT and XLNet recorded the average recall score of 75% to demonstrate its superior over other algorithms explored in this study. LSTM with attention had the least recall score of 66%. Although the LSTM with attention performed inferior in our experiments, it should be noted that it performed superior to an earlier study on the same dataset for the task of hate speech detection [29].

D. Analysis of MCC Scores

Table I lists the MCC scores calculated for the overall test tweets selected from the experimental dataset. It can be observed that our proposed method recorded the highest MCC score of 75%. Fig. 5 shows that the difference in MCC scores for all algorithms explored in this study is negligible. The worst performing algorithm was RoBERTa (robert-base-openai-detector) which recorded a MCC score of 71% while the best performing algorithm was DistilBERT (distilbert-base-uncased) which recorded a MCC score of 75%.

![Fig. 4. Illustration of Recall Scores using four Benchmarking Hate Speech Detection Algorithms and the Proposed DistilBERT Model.](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Method Name</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>bert-base-uncased</td>
<td>0.72</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base</td>
<td>0.65</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base-openai-detector</td>
<td>0.63</td>
</tr>
<tr>
<td>XLNet</td>
<td>xlm-xlm-en-2048</td>
<td>0.69</td>
</tr>
<tr>
<td>LSTM with Attention</td>
<td></td>
<td>0.66</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>distilbert-base-uncased</td>
<td>0.75</td>
</tr>
</tbody>
</table>

**TABLE IV. RECALL SCORES OF FOUR BENCHMARK HATE SPEECH DETECTION ALGORITHMS AND THE PROPOSED DISTILBERT MODEL ON THE HSO DATASET**

![Fig. 5. Illustration of MCC Scores using Four Benchmarking Hate Speech Detection Algorithms and the Proposed DistilBERT Model.](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Method Name</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>bert-base-uncased</td>
<td>0.73</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base</td>
<td>0.73</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base-openai-detector</td>
<td>0.71</td>
</tr>
<tr>
<td>XLNet</td>
<td>xlm-xlm-en-2048</td>
<td>0.74</td>
</tr>
<tr>
<td>LSTM with Attention</td>
<td></td>
<td>0.72</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>distilbert-base-uncased</td>
<td>0.75</td>
</tr>
</tbody>
</table>

**TABLE V. MCC SCORES OF FOUR BENCHMARK HATE SPEECH DETECTION ALGORITHMS AND THE PROPOSED DISTILBERT MODEL ON THE HSO DATASET**

E. Analysis of Evaluation Loss

Table VI shows evaluation loss recordings for the experiments carried out in this study. Fig. 6 clearly shows that our proposed method recorded the best (lowest) evaluation loss of 28% while the LSTM with attention recorded the worst evaluation loss of 36%. This shows that our proposed method maximized predictive capability while minimizing the misclassification error rate more than any of the baseline algorithms.

![Fig. 6. Illustration of Evaluation Loss Scores using four Benchmarking Hate Speech Detection Algorithms and the Proposed DistilBERT Model.](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Method Name</th>
<th>Eval loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>bert-base-uncased</td>
<td>0.32</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base</td>
<td>0.32</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base-openai-detector</td>
<td>0.33</td>
</tr>
<tr>
<td>XLNet</td>
<td>xlm-xlm-en-2048</td>
<td>0.31</td>
</tr>
<tr>
<td>LSTM with Attention</td>
<td></td>
<td>0.36</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>distilbert-base-uncased</td>
<td>0.28</td>
</tr>
</tbody>
</table>
Table VII shows the F-measure scores of the algorithms explored in this study. It can be observed that the DistilBERT (distilbert-base-uncased) recorded the best F-measure score of 75% while LSTM with attention recorded the lowest F-measure score of 66%. Although DistilBERT has fewer layers and parameters, it outperformed all other transformer algorithms explored in this study. The superior performance of DistilBERT may be attributed to the chosen hyperparameters during experimentation. The same hyperparameters were used to train all the models. It can be argued that the used parameters are not necessarily the optimal combination of hyperparameters for each model explored in this study. Careful selection of the best hyperparameters may improve performance of models such as BERT and RoBERTa.

TABLE VII. F-MEASURE SCORES OF FOUR BENCHMARK HATE SPEECH DETECTION ALGORITHMS AND THE PROPOSED DISTILBERT MODEL ON THE HSO DATASET

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Method Name</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>bert-base-uncased</td>
<td>0.73</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base</td>
<td>0.69</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>robert-base-openai-detector</td>
<td>0.67</td>
</tr>
<tr>
<td>XLNet</td>
<td>xlm-mlm-en-2048</td>
<td>0.72</td>
</tr>
<tr>
<td>LSTM with Attention</td>
<td></td>
<td>0.66</td>
</tr>
<tr>
<td>DistilBERT</td>
<td>distilbert-base-uncased</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Comparative results based on five different metrics from this work show that the transformer models consistently outperform the LSTM with attention. The superior performance of transformer demonstrates that limitations of LSTM, which are inefficient sequence transduction and lengthy processing time have been adequately addressed by the transformer method in hate speech detection.

V. CONCLUSION AND FUTURE WORK

Given the societal implications of hate speech, it is crucial that systems that can accurately distinguish between hate speech, offensive language and neutral speech are developed. Despite concerted efforts from social media companies, governments, and academia, hate speech detection remains a challenging problem in the society of today. In this paper, we have explored several transformer-based methods for hate speech detection. We have evaluated the effectiveness of our method using six state of the art metrics. The results showed that the DistilBERT, a distilled version of BERT, outperforms all transformer-based baseline methods and the attention-based LSTM explored in this study. We, therefore, conclude that the proposed method can be used to learn effective information for the classification of hate speech in resource-constrained environments because it is computationally inexpensive. In addition, transformers facilitate transfer learning, allowing them to be used where training data is limited. It is common for
hate speech on social media to be expressed in more than one language. For example, most people in Africa codeswitch their native languages with French, Portuguese, or English language. In future work, we plan to explore multilingual pre-trained models for the task of hate speech detection. The data used in this study were limited to textual Twitter texts only, whereas hate speech on Twitter may be expressed through different data formats such as images and videos. For example, a user may post a video inciting hate speech on Twitter and still go undetected. This limitation calls for the development of multimodal datasets that include other formats of data. Future study will develop methods that integrate both textual and image data for hate speech detection.
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Abstract—Citations are used to establish a link between articles. This intent has changed over the years, and citations are now being used as a criterion for evaluating the research work or the author and has become one of the most important criteria for granting rewards or incentives. As a result, many unethical activities related to the use of citations have emerged. That is why content-based citation sentiment analysis techniques are developed on the hypothesis that all citations are not equal. There are several pieces of research to find the sentiment of a citation, however, only a handful of techniques that have used citation sentences for this purpose. In this research, we have proposed a verb-oriented citation sentiment classification for researchers by semantically analyzing verbs within a citation text using VerbNet Ontology, natural language processing & four different machine learning algorithms. Our proposed methodology emphasizes the verb as a fundamental element of opinion. By developing and assessing the proposed methodology and according to benchmark results, the methodology can perform well while dealing with a variety of datasets. The technique has shown promising results using Support Vector Classifier.
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I. INTRODUCTION

Sentiment Analysis is a method to categorize and recognize feelings, thoughts, ideas, or sentiments conveyed in a text, to determine the writer’s intentions. Sentiment analysis depends on sentiment polarity and sentiment score [1]. Sentiment polarity [2] is the emotion expressed in a text, it can be positive, negative, or neutral, while sentiment score is based on one of the three models: Bag-of-words (BOW) model [3], part-of-speech (POS) model [4], and semantic relationships. In the Bag-of-words model, a text is described as the bag of its words, irrespective of grammar and word organization. POS tagging model identifies words in each language as one of many groups to define the role of a word. Categories of part-of-speech in the English language include nouns, adjectives, verbs, adverbs, etc. [5]. The last model is the semantic relationship, it is an association between the meanings of words.

Citation is a reference to a published source or even an unpublished one [6]. “Citation Sentiment Analysis” deals with the relationship between the citing paper and the cited paper to measure the quality of published work. Researchers usually need to analyze numerous scientific papers to find relevant articles to their work of research. Due to the significantly growing number of scientific papers, this task of analysis is time-consuming and complicated. To resolve this issue there exists many researchers [7]–[9] who deal with the sentiment analysis of citation sentences to improve bibliometric measures. Such applications can help scholars in the period of research to identify the problems with the present approaches, unaddressed issues, and the present research gaps [10].

There are two existing approaches for Citation Sentiment Analysis: Qualitative and Quantitative [7]. Quantitative approaches consider that all citations are equally important while qualitative approaches believe that all citations are not equally important [9]. The quantitative approach uses citation count to rank a research paper [8] while the qualitative approach analyzes the nature of citation [10].

However, qualitative analysis of a citation is deeper than the simple sentiment analysis of a citation sentence. There is a need to explore the reason for a citation [9]. Charles [11] is an author of the book titled “The Informed Writer”, wrote in his book “It is you who decides; what materials you need, discovers the connections between different pieces of information, evaluates the information”. Thus, the author of a research paper creates a cognitive relationship between the citing paper and the cited paper while citing. Another research suggests that authors use verbs to assert their sentiment while citing another research [12], [13]. Therefore, verbs are the most important grammatical terms used in a research paper to express a stance towards another research and to provide a rhetorical context. The choice of a verb in a citing sentence plays an important role. Using Part-of-Speech tagging, it is now possible to tag verbs in a citing sentence using Natural Language Processing techniques. Combining the sentiment polarity and verbs in a citation sentence can help to understand the true nature of the author’s intent.

This research aims to replace traditional citation sentiment analysis techniques by taking an ontological approach by using VerbNet Ontology and Mapping Graph [9] between verbs used within a citation to formulate opinions and its evaluation model that can identify the role of verbs in citation sentiment analysis. Section 2 describes the literature review and Section 3 has our proposed methodology. In Sections 4 and 5 experiments and results are delineated. Section 6 concludes the paper.

II. LITERATURE REVIEW

ACL Anthology Network dataset is a collection of 8736 citations from 310 research papers [10]. This sentiment corpus is a manually created dataset that can be used for automatic
classification citation sentences. In the experiments, using supervised classifiers an F-Score of 0.797 was achieved using 10-fold cross-validation. Later, a context-enhanced citation sentiment detection was performed on the same dataset [14]. In this experiment, the dominant sentiment in the citation is considered as the context that represents more than one sentiment in a citation. The effect of context windows of different lengths on the performance of a sentiment analysis system was also studied [15].

Niket Tandon and Ashish Jain [16] proposed a new technique to generate a structured summary of research papers. The proposed methodology classified citation context into one or more of five classes using a Language Model (LM) approach. Random k-Label sets with Naïve Bayes algorithm was used as the baseline to achieve 68.5% average precision. Xiaojun Wan & Fang Liu [17] used the Regression method to automatically evaluate the strength value each citation, and the strength value was used to measure the significance and influence of paper and the author. For this purpose, the Support Vector Regression method [18] was used. Bilal Hayat [19] proposed a novel automated method for the classification of citation sentiments as positive and negative. Sentiment lexicon was used to classify the citation by picking a window size of five sentences and for sentiment analysis, the Naïve Bayes classifier was used. The technique was assessed on a manually annotated dataset that consists of 150 research papers and the results depicted 80% accuracy. Cheol Kim and George R. Thoma [20] presented an automated technique to classify the sentiments articulated in Comment-on sentences using the Support Vector Machine (SVM) with a Radial Basis Kernel Function (RBF) and a Bag-of-Words input features constructed on n-grams word statistics. Jun Xu [21] presented the citation sentiment analysis of the citations in clinical research papers. For this purpose, the discussion section from 285 clinical trial papers was selected and extracted the n-grams, sentiment lexicons, and structure features. The citations were classified using Machine Learning methods and performance was evaluated using the 10-fold cross-validation method to achieve 0.8 Micro F-score and 0.719 Macro F-score.

Marco Valenzuela [22] proposed a supervised classification method that states the task of classifying meaningful citations with either two classes (important vs. non-important citation) or four classes (incidental: related work, incidental: comparison, important: using the work, important: extending the work.) Their approach used both direct citations and indirect citations. They achieved a precision of 65% for a recall of 90%. Faiza Qayyum and Muhammad Tanvir Afzal [7] presented a binary citation classification approach, using metadata-based parameters and cue-terms. Their work is close to the approach proposed by Valenzuela [22] which is the combination of metadata and content-based features, also used two types of parameters: Metadata based parameters (Titles, Authors name, Keywords, Categories, and References) and content-based parameters (Abstract and Cue-phrases). The experiments are performed on two annotated data sets, which were evaluated by using SVM, KLR, and Random Forest classifiers. The proposed model achieved 0.68 precision.

In 2018, Zehra Taskin [23] conducted a content-based citation analysis for Turkish research and they concluded that using computational linguistics for the evaluation of citation contexts provides better results. They divided the citation text into for main classes, meaning, purpose, shape, array. This research was significant for the evaluation of citation text by context. Imran Ihsan [9] proposed a Citation’s Context and Reasons Ontology (CCRO) that helped to identify citations’ relations using dominant verbs from citation sentences. The proposed ontology created 8 classes all extracted from Positive, Negative, and Neutral sentiments. The extracted verb was mapped to the relevant classes in CCRO based on the sentiment of the verb in a citation text. The results illustrate that the proposed ontology is reliable and complete.

VerbNet [24] is an ontology-based on Stanford Linguist Beth Levin’s English Verb Classes [25]. The ontology is a lexical resource that includes both semantic and syntactic information about its contents that houses over 230 verb classes. CCRO [9] has created a knowledge-based known as “Mapping Graph” among the verbs with predicative complements in the English Language, the verbs extracted from the selected corpus using NLP and CCRO classes. Combining VerbNet Ontology and Mapping Graph proposed in CCRO, this research uses Natural Language Processing techniques to extract and map verbs within a citation sentence for semantic-based citation sentiment analysis using various machine learning algorithms.

III. PROPOSED METHODOLOGY

Fig. 1 displays the main process blocks of our proposed methodology. The methodology has four major blocks: datasets, preprocessing, feature selection, and machine learning algorithms. Details of individual blocks are.

- **A. Datasets**
  - ACL ANTHOLOGY
  - H-INDEX

- **B. Preprocessing**
  - Citation ID
  - Cited ID
  - Citation Text
  - Sentiment Class

- **C. Feature Selection**
  - Compare Results
  - Extract Verbs
  - Assign Verb Class IDs
  - Create Feature Vector

- **D. Machine Learning**
  - SVM
  - Naïve Bayes
  - Random Forest
  - Decision Tree

- **VerbNet**
  - CCRO Mapping Graph

Fig. 1. Methodology.
A. Datasets

Two datasets are employed. One is the publicly available ACL Anthology Dataset while the second is the manually curated H-Index dataset. ACL Anthology Dataset comprises of all the papers published by ACL and Computational Linguistics journal. Athar [26] manually constructed a dataset comprising of 8738 citation sentences, labeled with Citing Paper ID, Cited Paper ID, Citation Sentences, and their sentiment polarity (Positive, Negative, and Neutral). The second dataset [27] is a specific version of the ANN dataset [13] comprising of 701 citation sentences with their sentiment polarity. The distribution of all three classes in both datasets is shown in Fig. 2. Kindly note, the two datasets are employed for comparative study purposes only.

B. Preprocessing

After selecting datasets next step is pre-processing on citation texts. The process comprises four steps. The first step is punctuation removal. Punctuation includes full stop, comma, and brackets, etc. used in writing to separate sentences and to clarify meaning. The second step is splitting up a sequence of citation text strings into pieces such as words, symbols called tokens. The third step is stop-words removal where commonly appearing words like ‘is’, ‘a’, ‘an’, ‘it’, ‘which’, etc. are considered as stop words and removed. The presence of stop words induces extra noise in different NLP problems that can negatively affect the results. In the last step, all the words in citing sentences are changed in their root terms. It does not simply chop off variations but uses a lexical knowledge like WordNet to gain an accurate form of words.

C. Feature Selection

In feature selection, the first step is to extract verbs from tokenized citation sentences and can be achieved using part-of-speech tagging (POS). POS is also known as grammatical tagging. This technique marks the words from a text to a specific part of speech. In our experiments, only verbs are be tagged. After tagging the next step is to assign a class ID using VerbNet. The VerbNet maps the verbs to their corresponding class. It is a lexical resource that includes both semantic and syntactic information about its contents. For this mapping, a Mapping Graph is used. Using the knowledge base and the extracted verbs in each sentiment, the Mapping Graph has been formulated [9] that provides a high level of abstraction on CCRO classes. Based on the citation context, one such property can be attributed to multiple classes. Therefore, the combination becomes a graph rather than a tree where one individual verb can belong to multiple classes based on the citation’s sentiment, making the class semantically coherent.

D. Machine Learning

Based on our literature review, most of the researchers have used Support Vector Classifier (SVC), Naïve Bayes, and Random Forest Machine Learning Algorithms for the evaluation. Therefore, four algorithms were used in our proposed methodology. We have utilized the Support Vector Machine (SVM) with RBF kernel and degree 2, Naïve Bayes, Decision Tree, and Random Forest with a total no. of 10 trees and 0 maximum depth. As we have a class imbalance problem, which can lead to biasness of outcomes by always predicting the incidental class accurately. To solve this problem, we have used the SMOTE filter [28] in python. This solved the class imbalance problem by equalizing the number of classes. We have macro averaged the results of precision, recall, and F1-score.

IV. Experiments

The experiments performed are divided into three levels. The first level of the experiment describes data preprocessing. The second level uses VerbNet Ontology to extract and map verbs from citation sentences on its class ID. The third level is to apply machine learning algorithms to classify a citation in three sentiment classes.

A. Data Preprocessing

To preprocess both datasets, a Python application was developed to remove punctuations, tokenize and remove stopwords, and lemmatization. The application using Spacy and NLTK Libraries. The resultant is a set of tokens in their base format. The sample output is shown in Fig. 3.

B. Extract Verbs

The second experiment was to extract verbs from the preprocessed citing sentences. This step was achieved using Part of Speech (POS) tagger using NLTK using algorithms from similar research [13]. The total number of unique verbs extracted from the AAL dataset was 555, and from the H-Index dataset were 337. The total occurrence of verbs in the AAL dataset was 18,789 and, in the H-Index dataset were 700. Later, these unique verbs were assigned IDs using VerbNet class IDs. Kindly note, a verb can be a part of multiple classes in VerbNet making it a graph rather than a tree. Table I shows some sample verbs and their assigned VerbNet Class ID.

C. Machine Learning Models

We have utilized the Support Vector Machine (SVM) with RBF kernel and degree 2, Naïve Bayes, Decision Tree, and Random Forest with a total no. of 10 trees and 0 maximum depth. As both datasets have a Class Imbalance problem that can lead to biases of outcomes by always predicting the incidental class accurately, SMOTE filter [28] was used. This solved the class imbalance problem by equalizing the number of classes. For the evaluation of results, macro averaged results were tabulated for precision, recall, and F1-score.
4) \( F \)-Score: \( F \)-measure combines both recall and precision into a single measure that has both the properties. Alone, neither recall nor precision expresses the complete story. So, once recall and precision have been calculated, both scores were combined into the calculation of \( F \)-measure. It is calculated by using the formula in Eq. 4.

\[
F - \text{Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

V. RESULTS

After all pre-processing is applied on both datasets, the datasets are passed to the model for training. To evaluate the performance of our algorithms, the datasets were divided into two sets (Training and Validation set). 70% of the labeled data was used for training and 30% of the labeled data was set aside for validation. After the training phase, 30% of the data was used to find out the accuracy of the algorithm. This labeled data was passed to the trained model. The model assigned labels to the verbs. These labels were then compared with the actual labels of the data. This comparison showed that our model was able to label all the verbs with an accuracy of 90%.

A. Results on AAL Dataset

Fig. 4 shows performance evaluation on AAL Dataset for four different classifiers, whereas Fig. 5 shows the precision-recall curve. The results show that SVM and Random Forest have performed better than Decision Tree and Naïve Bayes.

B. Results on H-Index Dataset

Fig. 6 shows performance evaluation on H-Index Dataset for four different classifiers, whereas Fig. 7 shows the precision-recall curve. The results show that SVM and Decision Tree have performed better than the other two.

\[\text{Accuracy} = \frac{\text{No of Correct Predictions}}{\text{Total No of Predictions Made}}\]  

\[\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}\]  

\[\text{Recall} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Negative}}\]
Fig. 5. Precision vs Recall Curve on 4 MLAs for AAL Dataset.

Fig. 6. Results on H-Index Dataset.
C. Combined Results

Combined results show that SVM has given better results than Naïve Bayes, whereas Random Forest has given the best results for both datasets implying that the extracted verbs as features have shown promising results using Support Vector Classifier and Random Forest as compared to Naïve Bayes.

VI. CONCLUSION

Research is a continuous and recursive process. Every research paper and articles are built on some prior knowledge in the field. Research papers include citations to the external resources to discuss the work done by the previous researcher. With the rapid development in the research area, it becomes challenging for researchers to recognize quality research work. We have explored various existing approaches where classification methods mostly use nouns, adjectives, etc. as features. This paper proposes a new verb-based approach as an important term of opinion. We have extracted opinion structures that regard the verb as an essential component. We have used publicly available ACL Anthology Citation Dataset and our curated H-Index dataset for experiments. The experiments show 90% accuracy using Random Forests.
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Abstract—Depth-Based protocol has gained considerable attention as an efficient routing scheme for Underwater Wireless Sensor Networks UWSNs. It requires only depth information to perform the routing process. Despite this feature, UWSNs which operate with the employment of DBR protocol are vulnerable to depth spoofing attack. In this paper, Depth Based Secure Routing protocol is proposed to overcome this vulnerability. DBSR modifies traditional DBR routing algorithm by securing the depth information which is embedded in the header part of DBR packet. In addition to that, each node verifies the sender’s identity based on a digital signature scheme. We extensively evaluate the overhead and performance gain of DBSR for two signature schemes based on Elliptic Curve Cryptography method considering various network conditions. The simulation study is performed using NS3-based simulator. Our results show that DBSR can avoid depth-spoofing attack by achieving 95% and 85% delivery ratios under low and high network loads respectively. Contrary to popular belief, results show that careful utilization of cryptographic techniques is justifiable without significant overhead on the communication cost.
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I. INTRODUCTION

Water covers more than 70% of earth planet. The nature of underwater world includes valuable resources such as unique minerals, various food sources, and other undiscovered sites. Traditionally, a diver or marine underwater vehicle collect data from fixed sensors which were used in order to observe underwater information. However, due to the harsh and unsafe environment of underwater world, scientists continue developing more tools to be used remotely [1], [2]. Moreover, this approach is not suitable for real-time applications such as military surveillances. As a result, Underwater Wireless Sensor Networks (UWSNs) have emerged as a promising technology due to their unique features [3] [4] [5]. First, underwater sensor networks provide useful sensing capabilities that can be used for long-term and short-term monitoring. They have the capability to be operated days, weeks, months even years wirelessly, hence, enable of wide sensing fields such as: temperature, salinity, current movements, video, image, chemical sensing [6][7]. Second, high density feature allows extensive discovering and exploration of wide underwater areas. Third, real-time sensing and monitoring missions can be achieved using underwater sensor networks [8]. Fourth, when unexpected failure occurred in any sensor in the network, rapid error detection and remote fixing are applicable features using underwater sensor networks [9]. Fifth, compared to traditional underwater equipment, underwater sensor networks offer the possibility of re-configuring sensors remotely and eliminate the need for physically accessing underwater sites. In summary, UWSNs help to transmit data through wide distances and harsh circumstances. Figure 1 shows an example of UWSN architecture. In this architecture, each underwater node is capable of gathering, relaying data through different transmission media (acoustic or optical) waves to the surface gateway. After collecting data from underwater nodes, gateways nodes transmit the observed data to the base station using radio waves.

There has been considerable effort to enhance the performance of UWSN for different objectives e.g. delay, power, mobility and other performance goals [10], [11]. Depth based routing protocol [12] was proposed in order to enhance routing functionality of UWSNs. In this protocol, the forwarding procedure depends mainly on the depth information of the source of each received packet. In other word, the main advantage of DBR is that it free doesn’t depend on complex geographic computation and perform a free localization method. In traditional DBR protocol, the routing mechanism is based on depth information of each forwarder node. When the node receive a packet, it checks the forwarder/sender depth then check if it is candidate for forwarding the received packet. If the sender’s depth is larger than its depth, it hold the packet for a certain amount of time called “holding time”. If this condition is not met, the packet will immediately be dropped. However, this approach is vulnerable to serious security attack namely, depth-spoofing attack [13]. In this attack, sender’s depth could be compromised and utilized for malicious activities. If an adversary succeeded in gaining information about current topology, it can easily deploy a malicious node at an excellent location where it can receive packets form different nodes in the network. In this case, the attacker will forward that packet with a fake depth projecting a better position. Accordingly, any node located at the attacker’s transmission range will drop their packets after receiving attacker’s spoofed message.
In this paper, we propose Depth Based Secure Routing protocol to mitigate the abovementioned vulnerability. We seek to study the performance analysis of securing DBR protocol based on cryptography approach extensively. The performance analysis considers state-of-the-art encryption schemes designated energy-constrained devices.

The rest of the paper is organized as follows: Section II points out relevant background and details the attack model. In Section III, related work is reviewed. Section V presents the proposed solution. Section VI highlights the main findings based on simulation results. Finally, Section VII summarize author’s conclusions.

II. BACKGROUND

Due to the unique challenges of aquatic environment, proactive or reactive general routing protocols do not behave well underwater and considered very costly. Hence, Geographic routing protocols provides better performance and most suitable for UWSN's.

A. Geographic Information-based Routing

Geographic routing protocols depend on location information of sensor nodes. The key factor of establishing routing paths between the source and destination is the location of each node. VBF [14] and DBR [12] are both among the most common geographic information-based routing protocols which are built for UWSNs. In this subsection, we review the main functionality of the two protocols. However, the main focus will be on DBR to highlight recent enhancements to this protocol, and its existing vulnerability named as the depth spoofing attack.

1) Vector Based Forwarding (VBF) Routing: In VBF, a path from source to destination will be limited to only few number of nodes which satisfy certain geographic conditions. Therefore, the vector allow will only high benefit nodes to be participated in the forward process. Other nodes will discard the packets to save energy. As it mentioned, participation in routing depends on which nodes fall in the path between source and destination. The packet compose of three fields, the sender (A), the sink (B), and the forwarder. The algorithm will find the routing vector from the sender to the sink A to B, then forward packets along the path. Each node belong to the path can forward the packets based on calculating a specific factor. This factor is called the “desirableness factor” which determines the suitableness of each candidate forwarding node. As a result, the node will discard if the calculated factor is large. Accordingly, if the results is 0, it will be optimal node for forwarding the packet.

2) Depth Based Routing Protocol DBR: The basic idea behind DBR is that, a node need only the recognize sender’s depth to decide whether it is eligible to forward the received packet or drop it. Hence, only optimal forwarder nodes will be considered among the routing process. Therefore, one of the main advantages of DBR is that any node inside the network doesn’t need to have any information about the current topology or further locations information of other nodes.

Among the preparation process of the transmission of a generated packet, an important step which the source node incorporates its depth in the header part. While all nodes which are located at the same transmission range of the sender will receive the packet, a packet will be dropped if the sender’s depth $d_s$ is lower than the receiving node’s depth $d_r$. Consequently, if $d_s > d_r$ receiving node will be candidate to forward the packet.

It is worth mentioning that candidate node will keep the received packet for a certain period of time called “holding time ($T$)”. This factor is used for the advantage of calculating the closest node to the surface which will be the qualified forwarder for the packet. The holding time cab be calculated as:

$$T = K(Y - \delta)$$

where $Y$ is the communication range for the node and $\delta$ is the difference between $d_s$ and $d_r$, $K$ is a constant which can be used to determine the maximum holding time.

a) DBR enhancement: Energy-Efficient Depth-Based Routing EEDBR protocol was proposed by [15]. The key difference between DBR and EEDBR is the decision of selecting the forward node. In EEDBR, the decision will be based on both the depth and the residual energy of the forwarder. The protocols requires that each node will broadcast its residual energy and depth to its neighbors frequently. Unfortunately, this drawback add more overhead to the routing procedure since more packets are required.

Light-weight depth-based routing LDBR was also proposed to enhance DBR for underwater wireless sensor network [16]. As in EEDBR, the residual energy is also taken into consideration when candidate nodes receive packets from the sender. However, the enhancement was made to the decision of determining the optimal forwarder. In addition of depth condition, the residual energy of sender and next hop packet will be one of the main factors to determine the optimal forwarder node.
An Improved Adaptive Mobility of Courier Nodes in Threshold-Optimized BDR Protocol IAMCTD was proposed [17]. In this proposed approach, the authors designed an improved DBR protocol to deal with real-time sensitive applications. In addition of depth, other network parameters also considered for routing decision such as network density. The protocol improved the network lifetime as well as transmission loss.

An Optimized Depth-Based Routing Protocol for Underwater Wireless Sensor Networks ODBR was also proposed [18]. The protocol address a shortcoming point which exists in DBR protocol. The nodes closest to the sink will lose energy more than other network nodes. Therefore, the proposed algorithm ensured an optimized method for energy balancing between all nodes. In ODBR, nodes with high traffic will be marked for a specific zone in order to reduce the energy consumption. Hence, ODBR improves lifetime, throughput and energy consumption of UWSNs.

III. RELATED WORK

Authors in [19] presented a study for evaluating the cost of digital signature schemes. They highlighted the usability of applying digital signature schemes for the environment of UWSNs. However, the study only considered the cost of signing while the verification cost is assumed to be performed by the sink only. Moreover, the routing protocol is not specified. In [20], authors mitigated the effect of depth-spoofing attack by combining between authentication-based method and thresholding strategy. Unlike DBR protocol, node will compare its depth with lower/upper bounds threshold. Hence, if the receiver’s depth falls within range of threshold, it forwards the packet. This window is calculated randomly by the sender depending on its neighbors information. However, the proposed approach suffered high transmission cost since each source node will depend on a randomized threshold window which may rise the cost significantly.

IV. ATTACK MODEL

We adapt the attack model presented in [6] to validate our proposed solution. In this attack model, the attacker first will try to eavesdrop the transmission and listen to at least two nodes in the area. Figure 2 illustrates the attack strategy. The source S is in the same range of first forwarder node f1. The attacker is also able to hear transmissions generated by the source because it is located in the same transmission range. When the source transmit packet, f1 should compare its depth with the source’s one. F1 will decide to hold the packet for a certain threshold since its depth is lower than the source. The packet should be forwarded by f1 to f2 by the end of holding time, however, since the attacking node received the same packet, it forward it with spoofed depth assuming lower value than f1. Accordingly, f1 will drop the packet which has been delayed due to the holding time period. Consequently, all other nodes in the attacker transmission range will receive the same packet with smaller depth and then will drop their packet. As a result, the attacker is network.

V. PROPOSED METHOD

A. Justifications

- Our proposed method is based on light cryptography techniques using elliptic curve algorithm which utilize fewer bits to secure transmission.
- The proposed method secure DBR routing protocol one of the most widely used in the are of underwater sensor networks.
- There is lack of extensive performance analysis of utilizing cryptography techniques to secure DBR protocol.

B. Assumptions

- The attacker and the legitimate nodes have the same transmission range.
- The attacker has better capability so that he/she will choose the best location in the network based on many factors such as (depth, weak links .. etc.).
- We assume homogeneous nodes i.e. all nodes have the same level of energy.
- We ignore the computation cost since it is negligible to communication cost for UWSNs [20].
- All public/private keys inside each node are secured by strong hardware-rooted encryption platform that makes it infeasible to compromise a node.
- We assumes that no additional nodes will be added to the network. Therefore, we leave the scalability issue for future work.

Able to prevent further transmissions and crash the DBSR methodology.
To mitigate the effect of depth spoofing attack we need to protect that sensitive information on which the best forwarder for the packet is selected. As depicted in Figure 3 DBR protocol encapsulates the sender’s depth with each packet as a part of the header. Unquestionably, this tiny information is very sensitive and it is highly vulnerable to the depth-spoofing attack. Our proposed approach add the following additional security steps to the existing protocol:

1) Pair of security keys (private/public) will be assigned to each node before deployment. The private key will be used for signing whereas the public key used for verification.

2) Each sensor node will be configured with its own private key and a list of all public keys of other node.

3) Pair of security keys (private/public) will be assigned to each node before deployment. The private key will be used for signing whereas the public key used for verification.

4) Each sensor node will be configured with its own private key and a list of all public keys of other nodes.

5) The DBSR packet header, shown in shown in Figure 3 contains two additional fields: The recent forwarder ID and the forwarder signature.

6) The sender/forwarder calculates the signature of: Packet ID (source ID , sequence number), forwarder ID, and forwarder depth.

7) The sender/forwarder places its signature and then transmits the whole packet to the next hop.

8) A receiver first verifies the signature. If the verification fails, the packet is considered malicious and it will be ignored.

Figure 4 summarizes the steps of the DBSR protocol. In the deployment stage, each node will be configured with pair of public/private key. In addition, each node stores list of all public keys of other nodes. In the operation stage, each node will verify sender’s depth before accepting the received packet.

C. Proposed Signature Scheme

UWSNs have unique characteristics which restrict the available resources for cryptography operations. Due to the limitation of available energy at underwater wireless nodes, ECC-based schemes are considered more suitable for wireless devices [19]. Therefore, we consider two efficient ECC-based algorithms for DBSR design, ECDSA and BLS digital signatures methods. As can be depicted from algorithm 1, the signing process leads to additional bits, therefore, the overhead will be investigated per hop considering various network conditions.

VI. PERFORMANCE ANALYSIS

A. Experiment Settings

To evaluate the overhead of authentication on the network, we set up three scenarios as follow: First, we highlight the behavior of DBR under different network conditions and various message lengths. Second, we investigate the effect of depth-spoofing attack on DBR. Third, we study the overhead of DBSR considering two encryption schemes.

Throughout the experiment, to study the effect of network capacity, we run the simulation for different generation bit rate of source nodes, namely 10 b/s, 50 b/s and 100 b/s for light, medium and high loads, respectively. Also, for effect of message length, we interchange the value of message length between 100b and 1kb. Moreover, we investigate the effect of attacker capability by varying number of malicious nodes between 1 and 7 nodes. Finally, for the effect of different signature schemes, we interchange the overhead between 40 bits and 20 bits for ECDSA and BLS respectively. Other simulations settings can be summarized in Table I.
Algorithm 1 DBSR sender signature generation based on ECDSA

1. Compute the header hash \( h = \text{hash}(\text{header}) \)
2. Compute a random number \( k \) where \( 1 \leq k \leq (p - 1) \)
3. Compute random point \((x_1, y_1) = k \times \text{Base point}(x,y) \mod p \)
   \[ r = x_1 \mod n \]
4. Check \( r \neq 0 \), if yes then repeat steps 1 to 3
5. Compute signature \( S = (k^{-1}(h + \text{sender's private key} \times r)) \mod n \)

Algorithm 2 DBSR signature verification by receiver based on ECDSA

1. Compute \( w = S^t \mod n \)
2. Compute \( u_1 = (h \times w) \mod n \)
3. Compute \( u_2 = (r \times w) \mod n \)
4. Compute \( C(x_2, y_2) = u_1 \times \text{Base point}(x,y) + u_2 \times \text{sender's public key} \)
5. Check \( x_2 \mod p \neq r \), if yes reject and report to sink

TABLE I. SIMULATION PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network area</td>
<td>500 m ( \times ) 500 m</td>
</tr>
<tr>
<td>Network Density</td>
<td>3</td>
</tr>
<tr>
<td>Number of source nodes</td>
<td>7</td>
</tr>
<tr>
<td>Communication Ranges</td>
<td>150 m</td>
</tr>
<tr>
<td>Interference Ranges</td>
<td>300 m</td>
</tr>
<tr>
<td>Interference Range</td>
<td>300 m</td>
</tr>
<tr>
<td>Total number of nodes</td>
<td>30 nodes</td>
</tr>
<tr>
<td>Channel Bit Rate</td>
<td>10000 b/s</td>
</tr>
<tr>
<td>ECDSA signature size</td>
<td>40 bits</td>
</tr>
<tr>
<td>BLS signature size</td>
<td>20 bits</td>
</tr>
</tbody>
</table>

B. DBSR vs DBR

To show the effectiveness and benefits of DBSR, we compare the delivery ratio and packet loss percentage of DBR protocol with DSBR protocol under low, medium and high traffic loads.

As can be observed from Figure 5 and Figure 6, DBR will be significantly affected by active attack especially when the networks operates under low traffic. The number of delivered packets decreases from 600 to 50 packets. On the other hand, DBSR improved the performance by achieving 585 successfully delivered packets.

C. Effect of Attacker Capability

Unquestionably, when the number of attacking nodes increases, the chance of attack effect increases. As can be seen in Figure 7 and Figure 8, the effect of the number of attackers on the delivery ratio is dominant. The more attacked nodes, the lower the delivery ratio. In the worst case, the attackers can reduce the delivery ratio by 91%. Similarly, the more attacked nodes, the higher the packet loss ratio. In the worst case, the attackers can increase the packet loss ratio by 90%. As can be observed also, the effect of the attack is more severe in lightly loaded networks. In addition, it is worth mentioning that when the network operates under no attack, the main factor affecting delivery ratio is the network load. Delivery ratio in a highly loaded network can be as low as 36% as can be seen in Figure 8.

D. Effect of Message Length

As mentioned previously, we evaluate the effect of different message lengths by considering small and large values for each generated message. As can be depicted by Figure 8, the effect of message length is negligible especially in lightly loaded networks (<2% change in delivery ratio). This is encouraging because it indicates that adding authentication can be justified in lightly loaded network.

E. Effect of Authentication

As can be seen in Figure 9, the overhead of authentication is smaller for long messages. Same results show that overhead of BLS authentication is smaller than ECDSR. This is due to the fact that BLS generates shorter signatures than ECDSR. The difference between BLS and ECDSA is more significant for the case of short messages in a highly loaded networks. This is due to the fact the overhead of authentication almost doubles the network load which leads to excessive packet loss due to congestion.
future work to extend the proposed approach to allow key exchange an interesting question that arose from this research is how to enhance this approach so a new node can be added to the network without need for mutual authentication between nodes.
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Abstract—The variety of purchased products is important for retailers. When a customer buys a specific product in a large number, the customer might get benefit, such as more discounts. On contrary, this could harm the retailers since only some products are sold quickly. Due to this problem, big retailers try to entice customers to buy many variations of products. For an offline retailer, promoting specific products based on the markets’ taste is quite challenging because of the unavailability of information regarding customers’ preferences. This study utilized four years of purchase transaction data to implicitly find customers’ ratings or feedback towards specific products they have purchased. This study employed two Collaborative Filtering methods in generating product recommendations for customers and find the best method. The result shows that the Memory-based approach (k-NN Algorithm) outperformed the Model-based (SVD Matrix Factorization). Another finding is that the more data training being used, the better the performance of the recommendation system will result. To cope with the data scalability issue, customer segmentation through k-Means Clustering was applied. The result implies that this is not necessary since it failed to boost up the models' accuracy. The result of the recommendation system is then applied in a suggested business process for a specific offline retailer shop.
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I. INTRODUCTION

Recommendation system is a collection of tools and techniques to provide products or services suggestions for users [1]. The existence of this system allows companies to develop a marketing strategy, attract more customers, and increase sales. Therefore, many companies try to implement a recommendation system for their business interest. Recommendation system has been applied in a variety of industries. It can be found in the entertainment domain (music, movies, TV shows, books), news or tourism sites, e-commerce, e-library, and e-learning systems [2].

Even though the recommendation system has been extensively used in e-commerce domain as described in [2] and [3], research in [4] argued that it can also be implemented in the traditional retail stores. They suggested personalization as the next possible strategy for this kind of retailers. Personalization establishes a one-to-one relationship between the retailer and the customer. By using a one-to-one relationship, a retailer can remember details and preferences for each customer. These preferences can be utilized to identify customer personal needs, wants, and demands. This personalization strategy can be realized by the implementation of recommendation system. E-commerce has already implemented the recommendation system with many benefits such as boosting up customer level of interaction, increasing sales, the diversity of items sold, customer satisfaction or loyalty, and also understanding customers’ demand better [5]. Such benefits are expected to be achieved in traditional or offline retail stores.

A traditional or offline retail store differs from e-commerce in several aspects. The first is that traditional retail store still having a physical store for storage, display, and transaction. This is costly for them to keep rarely sold items in inventory [4]. On the other hand, the diversity of customers’ demands always increasing. Retailers must be able to correctly identify customers’ demand as well as offering a variety of products. This is a way to keep the goods in inventory to keep moving. It differs from the e-commerce setting on which they do not always have physical storage to keep their products.

The other distinction between offline and online commerce is that in an offline retail store, it is often difficult to access customers’ purchase history and observe their purchase behavior. In some cases, the offline stores only keep the transactions without knowing who the buyers are. Of course, this is different from the online based stores, which the customers’ identities and activities are recorded in the system. From this situation, there is a problem related to the unavailability of the user related data. Moreover, it is difficult for all customers to give feedback towards items they have bought. The impact is that the predictions are often poor when other users or customers are looking for recommendations for the rarely rated items [4]. This is different from e-commerce business where users usually explicitly asked to give a rating when their transaction is completed. The availability of such feedbacks or ratings is crucial for recommendation system studies since customers’ feedback or ratings becomes one of available sources to derive any information that may be useful for other customers [6].
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This study is conducted based on the situation in a wholesale retail store in Indonesia, called PT XYZ. This retailer is categorized as a Broad-Deep-Mix retail store, which has large variety of products and heterogeneous customers [4]. This retailer has a personalized marketing scheme, by offering specific items either by phone or by sending product brochure to specific customers as presented in Fig. 1. Based on previous explanation, there are problems related to personalization in offline retail store. Inaccurate promotion target, either the items to be offered or the targeted customers can lead to the failure in selling those items. Hence, it will fail to fulfill their purpose to sell various products to customers, as well as fail to improve their profit. Therefore, the aim of this paper is to find a suitable approach to give better recommendations for customers on an offline retailer (specifically for PT XYZ) both empirically and practically, as well as considering the personalization approach that has already been used.

Following section will describe the related works and summarized proposed works about recommendation system in offline retailer. It continued to the next two sections with the materials and the research methodology. The result and discussion are presented in following section, and at the end of this paper the conclusion of this study will be presented.

II. LITERATURE REVIEW

A. The Problem of Limited Customers’ Data

Specific for offline retailer, the main issue of this study is related to the absence of explicit product ratings or feedback by customers. As the main input for the process of the recommendation system, it is important to define such things. A research in [7] summarizes about some experiments to deal with this problem. Many of them use the association rule that ended up with the lack of personalization. Study by [7] itself utilized the smart fitting room, i.e. the IT artifact that gives product recommendation to the customers through a screen stored in the individual cabin. Started from the use of Association Rule Mining, their study shows that combine the information from customers’ interaction to the screen with the contextual information about products could improve the product recommendation in fashion stores. Another study about fashion retailer as written in [8] combines the online product click data and offline product sale data to reflect the preference of the customers. This experiment concludes that it is better to substitute than complement the products in the recommendation system. The percentage of purchase by using the former approach is higher than the latter. Nevertheless, there is less information related to the use of online and offline data combination. Recalling the situation of PT XYZ, those used in these previous studies did not owned by PT XYZ. But the idea is that these two retailers utilized the availability system that interacts with their customers, e.g. the smart fitting room and the online system to combine with the offline product sale. In PT XYZ, there is a membership system. Customers who register for membership in this retail store have their transaction history recorded in the stores’ database. This study utilizes this data to generate the customers’ feedback.

B. Techniques in Recommendation System Study

There are several techniques to identify which items are recommended for specific users as summarized in [1]. They are distinguished based on the domain, knowledge, or the algorithm being used.

1) Collaborative Filtering (CF): This approach gives a recommendation of items based on the similar preferences of other users in the past. The similarity between users/items can be inferred from their previous behavior such as rating or buying history.

2) Content-based Filtering (CBF): This approach recommends items that are similar to what the user liked in the past. The similarity of items is obtained from their feature and description. The recommendation is compiled from the attribute information of items.
3) **Demographic recommender system:** The recommendation is given based on the demographic information, such as location, language, and age of user or customers. This approach implies that people with different demographic background should not receive the same recommendation.

4) **Knowledge-based recommender system:** By using this approach, system gives a recommendation based on specific knowledge over items from experts. It is then matched up to the items’ benefit for users. The similarity is implied from the user needs and items’ function. This approach identifies the similarity based on match “answer/solution” to users’ “question/problem description”.

5) **Community-based recommender system:** The recommendation is implied from the preference of users’ circle friend. This approach is popular on social network-based system.

Based on the previously mentioned techniques, there are some drawbacks on some techniques to be applied to an offline retailer, specifically for the case of PT XYZ. CBF approach is not applicable for this case since traditional retailers usually do not store comprehensive description about their products rather than only consists of name, price, main categories, and sub-categories (e.g. dry-food/fresh-food/non-food). There is also limited information about customers’ profile except for members of the stores (if any), so approach based on demographic is also not suitable for this case. Similarly, offline stores also do not maintain how their customers connected each other. By this condition it is difficult to get the recommendation based on customers’ circle or community. Lastly, offline stores usually provide various kinds of items, so find experts for various kinds or categories of items is another problem for employing knowledge-based approach. From this analysis, it implies that CF is the most suitable approach for the case of PT XYZ.

C. **Data Scalability vs Customer Segmentation**

Another issue in the recommendation system in general is the data scalability. It is caused by the huge amount of data that leads to the accuracy problem of the recommendation system [9], [10]. In some cases, this issue is related to the algorithm or approach being used to build the system, i.e. the use of Collaborative Filtering. Its performance on scalability is still poor given a huge user and item base [11]. The previous study in [9], [10], [12], as well as [13], try to include the customer segmentation process to cope with this challenge. This process is also used to identify profitable customers [9] [10], not only to make the data become smaller.

Commonly used approach to differentiate the customers into several segments is the simple-yet-powerful RFM model (Recency, Frequency, and Monetary). Recency is defined as the last time (in a month) a customer completed a transaction, Frequency describes how many total transactions for each customer, and Monetary calculates how much they buy in value [13]. Some examples of algorithms that can be used for segmenting customers are Artificial Neural Network (ANN) [10], k-Means clustering [9], Expectation-Maximization (EM) [13]. Both studies by [9] and [13] use this RFM model as the segmentation method and shows a satisfiable result. The difference is the former use Association Rules and hybrid method, while the later use k-NN. The performance of former study was affected by using hybrid method while the later by customer segmentation. Nevertheless, the study by [9] is based on homogeneous store, i.e. only sell one kind of item. It is different from the case used in [13], as well as PT XYZ that are selling various items (heterogeneous retailer).

D. **Proposed Work**

Based on the previous analysis in offline retailer about the problem of limited customers’ data, various techniques to use, and the challenge in the data scalability, this study propose some steps to be applied in the case of PT XYZ as a wholesale offline retailer. The first, to cope with the unavailability of the customers’ ratings data, this study takes advantage of the membership system applied in PT XYZ. Basically, customers’ activities recorded in the system is elaborated, and the rating data is generated implicitly from the customers’ purchase pattern based on a specific transformation metric. An assumption is made related to the result of this transformation: “The more frequently customers purchase an item, the higher the rating they implicitly give”. The second, Collaborative Filtering will be used in this study. Since there are two approach in this technique, this study also tries to find the best approach. The last, to cope with the data scalability, this study adapt the use of RFM model to apply the customer segmentation. An experiment is employed to elaborate whether this approach also gives better performance compared to the original process without segmenting the customers.

III. **COLLABORATIVE FILTERING**

CF is the most successful and widely used recommendation technique [14], [15]. CF utilizes a user-item matrix to make the recommendations. Suppose there is a set of m users \( U = \{u_1, u_2, \ldots, u_m\} \) and a set of n items \( I = \{i_1, i_2, \ldots, i_n\} \). CF constructs an \( m \times n \) matrix \( R \) representing the preference of users to items. For each user, the list of relevance items can be viewed from the descending order of matrix values related to the user. If there are two users giving the same rating to an item, then it can be implied that they have the same taste or preference. As an example, from Table I, the relevance item for User_C is Item_3 and Item_1, while another information is that User_A and User_C have the same taste or preference toward Item_3. There are two approaches that are commonly used in CF, they are Memory-based and Model-based [16]. A study by [17] specifically compared these two approaches in the e-commerce domain. The result indicates that the Model-based is better than Memory-based not only in the accuracy and the relevancies of the recommendation but also in the computational time. Following subsections will explain more about these approaches.

| TABLE I. AN ILLUSTRATION OF USERS PREFERENCE TOWARD ITEMS AS INPUT FOR USER-ITEM MATRIX |
|---------------------------------|----------------|----------------|----------------|----------------|
| User_A | 5 | - | 4 | - |
| User_B | - | 3 | - | 1 |
| User_C | 2 | - | 4 | - |
A. Memory-based Collaborative Filtering

This is also called Neighborhood-based CF. This is the most popular method in the recommendation system domain [15]. It generally shows that similar users have similar rating behavior, so do with similar items, they receive similar ratings [16]. The similarity can be defined among users (User-based) or items (Item-based). The distinction is that in the former case, the ratings are predicted using those of neighboring users, while in the latter case, they are predicted using the users’ own ratings on neighboring or closely related items [16]. In this study, the User-based CF is chosen instead of Item-based CF since based on the experiment the former is better in term of accuracy, time, and space complexity. This might be caused by the number of items that is greater than the number of users in the case of PT XYZ. It is also known that User-based CF is one of the most widely used among CF approaches [18].

This approach uses k-Nearest Neighbor (k-NN) algorithm to find the top k similar users and predict the rating for specific items that have been bought by those k users. The similarity between users can be calculated by using distance metrics, such as Cosine Similarity or Pearson Correlation. The recommendation then will be given based on the rating calculation of items obtained from each of the k users. Generally, Memory-based or Neighborhood-based is a simple and straightforward approach yet still have an accurate prediction. Nevertheless, it has some limitation such as a scalability issue in a large matrix and the cold-start problem where the model cannot recommend a new user/item [10], [12].

B. Model-based Collaborative Filtering

Basically, this model tries to find the hidden factors in the original/initial matrix [1]. To create the prediction model, it applies various data mining technique, such as the Decision Tree, Bayesian, and Latent Factor model. This approach is better than the Memory-based approach in several ways [19]. For example, it has better scalability since it has a good performance in a large matrix as well as the better accuracy, i.e by using Singular Value Decomposition (SVD) as the Latent Factor model [20]. SVD runs by decomposing an initial n users \( \times m \) products matrix into three matrices: \( U, \lambda, \) and \( V \) as illustrated in Fig. 2. These three matrices are updated continuously until the result of their multiplication is approaching the initial matrix. In Model-based CF approach, these matrices are equivalent to users U(n users \( \times r \) concepts), concepts \( \lambda (r \) concepts \( \times r \) concepts), and products V (r concepts \( \times m \) products) matrices. One of the important parameters in SVD is the number of the Latent Factor, which refers to the number of concepts that are hidden in the initial matrix.

![Illustration of SVD](image)

Fig. 2. Illustration of SVD [1].

IV. RESEARCH METHODOLOGY

Fig. 3 shows the research methodology of this study. Data sources are provided by PT XYZ as one of the largest retail chains in Indonesia. PT XYZ has a unique business model, it combines retail and wholesale sales. They serve both professional customers and end-user/individual consumers. The data set contains 2.5 years of transactions data from one of their branches. This research is mainly divided into two experiments. The first experiment examines the performance of both Memory-based and Model-based CF. The former approach employs k-NN algorithm and the later uses SVD matrix factorization. This study also observes the optimal value of k and the number of the latent factor for k-NN algorithm and SVD matrix factorization respectively. The second experiment focuses on the application of customer segmentation. k-Means algorithm is then used to differentiate customer into several categories based on the RFM model. The result of both experiments is compared based on the Root-Mean-Square-Error (RMSE) metric, as it is a stable means of comparison between models [21]. The better approach based on the minimum RMSE value is then applied for the recommendation system. Following subsections explain each process in this research.

A. Data Collecting and Clean Up

The data was taken in one of PT XYZ branch store. This data consists of information about users, products, and transactions from professional customers, including smaller retailer, hotel, restaurant, or catering, who buy products for their business necessities. This study only use the transactions from professional customers and omitting those from end-users because PT XYZ wants to test personalization to their professional customers first, before moving on to end-user later. Besides, PT XYZ already has a direct relation to professional customers by offering products via telephone. The expectation is to expand the relationship into one-to-one personalized marketing.
The information about the user consists of customer number (cust_no) and customer name (cust_name). Product data also consists of product code (prod_cd) and product name (prod_name). While the transaction data is the purchase of an item (prod_cd) by a customer (cust_no) in a specific time (sale_day). The data collected from 2.5 years of transactions from one store within time windows from January 2015 to September 2017. There are numbers of transactions that are not relevant for this study such as the internal purchase or transactions involving non-trade items such as insurance, administration fee, and shipping charges. Clean-up process is carried out by removing this type of transactions. From this data collection, a total of 8,515 customers, 23,532 items, and over 2,1 million transaction records are obtained.

B. Data Transformation

The Collaborative Filtering method utilizes the user-item rating matrix for making predictions. This matrix describes user u giving item i a rating value r_{ui}. Since this kind of data is not available in the case of a traditional retail store, the customers’ purchase history is utilized such that it implicitly represents customers’ feedback towards what they have bought. This approach is suitable for the characteristics of professional customers. Basically, they tend to continuously buy products for their day-to-day business operation. If they repeatedly buy a specific item, it is an implicit indication that they like that item because it shows that the more frequently they purchase an item, the higher the rating they give.

From the provided data, a customer did a transaction of a specific product in a specific time. From this data the number of purchases by customer for each item is extracted by using aggregate function. Table 2 presents an example of some complete transaction data, while Table 3 show the result of the aggregate process. The quantity and value of a transaction to create a level playing field between transactions in big and small companies are ignored. This is because the big company usually has bigger transaction value than the small company. From this process, one purchase of an item is considered as one transaction regardless to its total value of purchase.

The user-item matrix come from a purchase frequency matrix consists of user u buy item i for f_{ui} times. This information is converted into a rating value by using a min-max scaling algorithm as shown in Equation (1). The variable f_{ui} represents the frequency of purchase while f_{min} and f_{max} represent the minimum and maximum purchase respectively for each item. The variable r_{ui} represents the transformed rating value ranged from 1 (r_{min}) to 5 (r_{max}).

\[
r_{ui} = \left( \frac{f_{ui} - f_{min}}{f_{max} - f_{min}} \right) \times (r_{max} - r_{min}) + r_{min}
\]  

(1)

Table 4 shows the example of original data, consist of the frequency of purchasing an item by a customer. The definition of the value of f_{min} and f_{max} are based on the information of each column that represent each item instead of considering the minimum and maximum frequency of the whole matrix. Therefore, the sale rate of items can be analyzed whether they are fast-moving items or slow-moving items. Then Table 5 shows the transformation result, which is the implicit rating value of an item given by a user.

In some cases, the purchase frequency of specific items is too high, far from the purchase frequency on average case. This can result in the skewness of the rating value gather in a lower value. To overcome this condition, the data with too high purchase frequency are removed. The removal process is conducted by modelling the purchase distribution of frequency of each item as a normal distribution. When the purchase frequency (f_{ui} value) exceeding the normal distribution limit resulted from Equation (2), then this outlier is removed. The limit (T_i) is obtained from the mean value of purchase frequency of item i (\mu_i) added by 3 times the standard deviation (\sigma_i) value of item is’ purchase frequency.

\[
T_i = \mu_i + (3 \times \sigma_i)
\]  

(2)

C. Model Development

In this study, two collaborative-filtering approaches is compared, they are Memory-based by using k-NN and Model-based through SVD matrix factorization. These models have some adjustable parameters to obtain optimal performance as described below. The model for both k-NN and SVD is developed by using the optimal parameter values found in this experiment and evaluate their performance.

<table>
<thead>
<tr>
<th>TABLE II. AN EXAMPLE OF COMPLETE TRANSACTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>cust_no</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>6001000580465</td>
</tr>
<tr>
<td>6001000580465</td>
</tr>
<tr>
<td>6090001779264</td>
</tr>
<tr>
<td>6090001779264</td>
</tr>
<tr>
<td>6090001779264</td>
</tr>
<tr>
<td>6090001779264</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. THE RESULT OF THE AGGREGATE PROCESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>cust_no</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>6001000580465</td>
</tr>
<tr>
<td>6090001779264</td>
</tr>
<tr>
<td>6090001779264</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV. AN EXAMPLE OF USER-ITEM PURCHASE FREQUENCY MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item_1</td>
</tr>
<tr>
<td>User_A</td>
</tr>
<tr>
<td>User_B</td>
</tr>
<tr>
<td>User_C</td>
</tr>
<tr>
<td>User_D</td>
</tr>
<tr>
<td>User_E</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE V. THE DATA TRANSFORMATION RESULT: USER-ITEM RATING MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item_1</td>
</tr>
<tr>
<td>User_A</td>
</tr>
<tr>
<td>User_B</td>
</tr>
<tr>
<td>User_C</td>
</tr>
<tr>
<td>User_D</td>
</tr>
<tr>
<td>User_E</td>
</tr>
</tbody>
</table>
Evaluation for all experiments are based on the Root-Mean-Square-Error (RMSE) error metric, as shown in Equation (3). In this equation, \( \hat{R} \) is the collection of rating prediction, while \( r_{ui} \) is the actual rating in testing data set and \( \hat{r}_{ui} \) is the predicted rating from the model.

\[
RMSE = \sqrt{\frac{1}{|R|} \sum_{r_{ui} \in R} (r_{ui} - \hat{r}_{ui})^2}
\]  

(3)

1) In general, \( k \)-NN algorithm finds \( k \) most similar users \( (N^k(u)) \) based on the previous buying or rating pattern. The similarity between two users \( \text{sim}(u, v) \) is calculated through cosine similarity as shown in Equation (4) and the rating prediction \( (\hat{r}_{ui}) \) is computed by using Equation (5). The variable \( l_{uv} \) represents the item that is rated by user \( u \) and \( v \), \( r_{ui} \) is the rating prediction value from user \( u \) for item \( i \), and \( r_{vi} \) is the actual rating value from user \( v \) for item \( i \). One of the important parameters for \( k \)-NN is the number of nearest/similar users (the value of \( k \)). Fig 4 presents the result of an experiment to find the optimal value of \( k \). The experiment is performed with training data collected from 2015 Q1 to 2017 Q2 and use the testing data from transactions in 2017 Q3. RMSE metric is used to compare the result. \( k \)-NN delivers best result when the value of \( k \) is greater or equals to 80.

\[
\text{sim}(u, v) = \frac{\sum_{i \in l_{uv}} r_{ui}r_{vi}}{\sqrt{\sum_{i \in l_{uv}} r_{ui}^2 \sum_{i \in l_{uv}} r_{vi}^2}}
\]  

(4)

\[
\hat{r}_{ui} = \frac{\sum_{v \in N^k(u)} \text{sim}(u, v)r_{vi}}{\sum_{v \in N^k(u)} \text{sim}(u, v)}
\]  

(5)

2) SVD decompose original user-item matrix into user, concept, and item matrices. As explained in [1], the decomposition or the factorization process maps the users and items into latent factors space. This latent space explains ratings by characterizing both items and users on factors that are inferred from users’ feedback. Rating prediction that describes the overall interest of the user in characteristics of the item is computed within Equation (6). Each item \( i \) is associated with a vector \( q_i \) that measure the extent of item \( i \) possesses those factors. While each user \( u \) is associated with a vector \( p_u \) that measure the interest of user \( u \) towards factors. This study perform an experiment with SVD to evaluate the optimal number of factor, and the result is shown in Fig 5. The best result is achieved by using factors of less than or equals to 10. The result shows that SVD is able to find few factors in the original matrix, presumably because of the heterogeneous nature of items offered.

\[
\hat{r}_{ui} = q_i^Tp_u
\]  

(6)

After obtaining the optimal parameter values, then evaluation towards the use of Model-based CF by using \( k \)-NN and Memory-based CF through SVD matrix factorization in product recommendation is conducted. Each model is built based on those previously found parameter values, i.e. \( k = 80 \) for the implementation of \( k \)-NN algorithm and the SVD matrix factorization is trained by using the number of factors = 10.

The data set contains time-series data and divided into quarter year data. There are eleven quarters from 2015 Q1 until 2017 Q3. The transaction data from 2015 Q1 to 2017 Q2 are used as the training data set, while the transaction data in 2017 Q3 are used as the testing data set. The variant of each training set is made by removing data from the oldest quarter. This approach is used to determine the amount of data and the extent to which optimal training data points required. Is it sufficient to train only the newest data from the last quarter of the year? Or is it necessary to train as much data as possible? The models process the user-item rating matrix and produce rating prediction for every pair (item \( u \), user \( i \)) in the testing data set that is 2017 Q3 transactions (105,177 records). The rating prediction from each model is then compared to the factual sales data in this testing data set.

The better CF approach will be used to apply customer segmentation based on customer lifetime value using the RFM model. This to answer whether customer segmentation has a positive impact on the development of the product recommendation system. The segmentation process employs \( k \)-Means clustering algorithm with \( k = 3 \). The model is then tested by using the training data starting from 2015 Q1.

Fig. 4. The Experiment Result of Finding the Optimal Value of \( k \).

Fig. 5. The Experiment Result of Finding Optimal Value of the Latent Factors.
V. RESULT AND DISCUSSION

A. Memory-based vs Model-based Collaborative Filtering

The experiment in comparing the performance of using Memory-based by using k-NN and Model-based through SVD matrix factorization generally shows that the former is slightly outperforms the latter. As presented in Table 6, by using k-NN a better prediction is obtained compared to the use of SVD matrix factorization. Among the ten variants of data training, the error value by using k-NN is always below the error value of SVD, as long as the number of training data being used come from more than two quarters. This result is caused by the size of the matrix that is not exceptionally high and is still sufficient to be performed in the Memory-based approach.

Meanwhile, Table 6 also shows that the smallest value of RMSE for both approaches is obtained when all of the ten quarters training data are utilized. By comparing the result from each training data set, as the number of training data is decreased, the RMSE values are increasing consistently. From this point, it implies that the older the starting point of the training data or the more data available for training process, the less error value will be obtained, so the prediction result would be better.

B. Customer Segmentation

This experiment tries to differentiate the customers into several segments before applying the better model, which is Memory-based by using k-NN. Table 7 presents the characteristics of each segment and the result of this experiment. It implies that Recency is the most important variable since most of the transactions come from customers who have low Recency or recently purchased items. These customers tend to have high Frequency and Monetary value because they are buying products frequently (repeat buying). This customer segment is defined as “active”. On contrary, customers who have high Recency are rarely done transactions. This is based on their level of Frequency and Monetary that are ranged from medium to low. They called as “inactive” customers, and the remaining cluster between the “active” and “inactive” ones are called “semi-active” customers.

The other finding is that based on the RMSE value, the use of training data that only come from “active” customer results in a slightly better performance of the recommendation system compared to those from both “semi-active” or “inactive” customer segments. While the use of training data that come from both of these last two segments, yield the significantly decreasing performance compared to both of the use of only “active” customer or without clustering process.

Although the data from “active” customer yield good performance, the error value is still higher than the excluding of the segmentation process. This result implies that segmenting customers into several segments is failed to improve the performance of the models. One factor that causes this is the size of the data training. By dividing the data based on a specific customer, each cluster of training data has a fewer amount of data than the combined data. This result strengthens the previous verdict from the first experiment that the more data training being used, the better model will result.

C. Implementations

Experiment in this study basically shows that it is better to use Memory-based CF with the use of as many as training data. The recommendation provided by this model consists of the list of relevant products related to specific customers. This list is generated by sorting the prediction rating value obtained from the model. From this list of recommendations, the additional steps are inserted in the promotion flow of PT XYZ as the offline retailer so this would help them to give better promotion result as well as increasing their profit.

Fig. 6 shows the suggested business model for PT XYZ. The sales division promote their products by phone but based on the recommended products obtained from the output of the recommendation system. If these products are included in the promo items, then they can be immediately offered to the customers. The combination of recommended products with specific discounts will attract customers’ intention to buy them. This can improve the success rate of the promotion. If customers have already purchased a specific item on the recommendation list, the sales team should skip or remove this item then move to the next item on the list. This approach can improve the variety of items to be purchased by the customers.

Another advantage of the recommendation systems’ output is for the marketing division. The actions are similar to the previous promotion by phone. Furthermore, they can utilize PT XYZs’ personal mail to create personalization towards each customer. The content of the mail or brochure consists of relevant products for the specific customer. In the normal pipeline, they send this mail to the customer once in two weeks with the same content in one segment. Now they can adjust the content and the frequency of the mailing. This approach will decrease the number of human resources needed to make promotions by phone, in case there are only a few numbers of resource available. Sending this mail to all customers also effective to improve the sale rate.

### TABLE VI. MODEL EVALUATION RESULT BASED ON RMSE VALUE

<table>
<thead>
<tr>
<th>Training Data</th>
<th>Number of Quarter</th>
<th>RMSE</th>
<th>k-NN</th>
<th>SVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015 Q1 – 2017 Q2</td>
<td>10</td>
<td>0.624</td>
<td>0.750</td>
<td></td>
</tr>
<tr>
<td>2015 Q2 – 2017 Q2</td>
<td>9</td>
<td>0.639</td>
<td>0.753</td>
<td></td>
</tr>
<tr>
<td>2015 Q3 – 2017 Q2</td>
<td>8</td>
<td>0.653</td>
<td>0.762</td>
<td></td>
</tr>
<tr>
<td>2015 Q4 – 2017 Q2</td>
<td>7</td>
<td>0.673</td>
<td>0.770</td>
<td></td>
</tr>
<tr>
<td>2016 Q1 – 2017 Q2</td>
<td>6</td>
<td>0.699</td>
<td>0.788</td>
<td></td>
</tr>
<tr>
<td>2016 Q2 – 2017 Q2</td>
<td>5</td>
<td>0.727</td>
<td>0.802</td>
<td></td>
</tr>
<tr>
<td>2016 Q3 – 2017 Q2</td>
<td>4</td>
<td>0.762</td>
<td>0.824</td>
<td></td>
</tr>
<tr>
<td>2016 Q4 – 2017 Q2</td>
<td>3</td>
<td>0.818</td>
<td>0.850</td>
<td></td>
</tr>
<tr>
<td>2017 Q1 – 2017 Q2</td>
<td>2</td>
<td>0.890</td>
<td>0.887</td>
<td></td>
</tr>
<tr>
<td>2017 Q2 – 2017 Q2</td>
<td>1</td>
<td>0.974</td>
<td>0.926</td>
<td></td>
</tr>
</tbody>
</table>
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### TABLE VII. THE RESULT OF CUSTOMER SEGMENTATION EXPERIMENT

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Recency</th>
<th>Frequency</th>
<th>Monetary</th>
<th>Number of customers</th>
<th>% of transactions</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – “active”</td>
<td>Low</td>
<td>High, Medium</td>
<td>High, Medium</td>
<td>3,805</td>
<td>83%</td>
<td>0.636</td>
</tr>
<tr>
<td>2 – “semi-active”</td>
<td>Medium</td>
<td>Medium, Low</td>
<td>Medium, Low</td>
<td>2,513</td>
<td>12%</td>
<td>1.454</td>
</tr>
<tr>
<td>3 – “inactive”</td>
<td>High</td>
<td>Medium, Low</td>
<td>Medium, Low</td>
<td>2,198</td>
<td>5%</td>
<td>1.515</td>
</tr>
<tr>
<td>No cluster</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8,515</td>
<td>100%</td>
<td>0.625</td>
</tr>
</tbody>
</table>

![Fig. 6. Suggested Pipeline for the Promotion Process in PT XYZ.](image_url)

**VI. CONCLUSION**

The goal of this research is to develop a better approach to be implemented in a recommendation system for a traditional or offline retail store. Before suggesting the new pipeline for the promotion process in PT XYZ, some experiments are conducted. The first, related to one of the problems in an offline retail store is the unavailability of customers’ rating/feedback data towards products. This study deals with this problem by constructing a user-item matrix based on the number of purchases by the user as an implicit feedback score. The higher number of purchases implies the higher feedback or rating being given by a customer. Nevertheless, this approach only covers the data from customers who join the membership of PT XYZ.

The second, the widely used Collaborative Filtering approach is applied in this study. An experiment to find a better approach by using Memory-based and Model-based Collaborative Filtering is conducted to predict the rating given by the target customer. The result shows that Memory-based CF with k-NN outperforms the Model-based CF through SVD. Regarding the amount of training data, it can be concluded that more data training is always resulting in a better prediction. This result is concluded by conducting an experiment to find the optimal value of the parameters being used in k-NN algorithm and SVD matrix factorization. In k-NN model, the neighborhood size (the value of k) is directly proportional with the model accuracy. The higher the neighborhood size, the better accuracy is reached. On contrary, the number of factors that are used in SVD matrix factorization is inversely proportional, where best performance is found on the use of the fewest number of factors.

The last, related to the data scalability problem, some previous studies to cope with this problem by creating a smaller size of data is adapted. One of the approaches in previous studies is using customer segmentation based on specific criteria. Their studies show that it was better to add this segmentation process. This study applied this approach to differentiate the training data based on RFM model before running the recommendation system model, and the result implies that in the term of accuracy, it is not necessary to do this since the performance of the model is failed to be improved. Related to the case being used in this study, the more training data is needed to build a better model. While by segmenting the customers into three categories (active, semi-active, inactive) reducing the size of the training data.

As the contribution for the promotion process in PT XYZ, the best model to create a personalized list of recommended products for each targeted customer is utilized. The recommendation list can be generated by sorting the product by rating prediction. This list then can be integrated into current sales and marketing strategy, for example: creating promotional products, clearing stock or cross-selling. By offering the relevant product, a retailer can reap the benefit of the recommendation system such as personalized marketing, improving customer loyalty, and increasing cross-selling. The
main difference from previous pipeline is the list of recommended products has been adjusted to the target customers. It is more useful for customers since they are likely to receive recommendation of products they need.
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Abstract—The topic of human activity recognition has gained a lot of attention due to its usage for exercise monitoring, smart health and assisted living. Even though the aforementioned domains have received significant interest by researchers, activity recognition for industrial settings has received little attention in comparison. Industry 4.0 involves the assimilation of industrial workers with robots and other equipment used in the industry and necessitates the development of recognition methodologies for activities being performed in industries. In this regard, this paper presents a comparison in performance of various time/frequency domain features and popular machine learning algorithms for use in activity recognition in a logistics scenario. Experiments were conducted on inertial measurement sensor data from the recently released LARa dataset which involved three feature sets being used with four machine learning algorithms; Support Vector Machines, Decision Trees, Random Forests and Extreme Gradient Boost (XGBoost). The best result achieved in the experiments was an average accuracy of 78.61% using the XGBoost classifier while using both time and frequency domain features. This work serves as a baseline for activity recognition in logistics using IMU sensors and enables the development of solutions to support fulfillment of Industry 4.0 goals.

Keywords—Human Activity Recognition (HAR); inertial sensors; LARa dataset; smart industry

I. INTRODUCTION

Human activity recognition (HAR) has been a very popular application target for the development of mobile smart devices as it brings healthcare to the home. HAR involves the determination of activities that a person performs in their daily life such as walking, standing, sitting, jogging, etc. Wearable sensors such as accelerometers, gyroscopes, magnetometers can be worn on the body and collect movement data on a person while they are performing activities. Although, there are various modalities that can be used for activity recognition, such as videos or using environmental sensors (for e.g. pyroelectric infrared sensors), wearable sensors provide the benefit of being nonrestrictive to movement, are cost effective and easy to ‘carry’, thereby making them suitable for use in human activity recognition tasks.

While human activity recognition has attracted wide interest in the domains of smart health, ambient assisted living and more, the area of activity recognition in an industrial setting has received much less attention. This, even after the fact that the Industry 4.0 vision involves workers in a factory to be equipped with sensors and other smart devices to work fully integrated with robots and other devices. It is therefore necessary to develop algorithms that are able to perform activity recognition in such an environment that allows seamless integration of workers with machines in the industry and also facilitate optimization of processes and protocols. Moreover, from a health perspective, activity recognition might help in pointing to work related injuries or avoiding them altogether if sensor signatures are not as expected.

This paper investigates the performance of four machine learning algorithms, Support Vector Machines (SVM), Decision Trees (DT), Random Forests (RF) and Extreme Gradient Boost (XGBoost) for the use of activity recognition in logistics using inertial sensors. Different time and frequency domain features are used in this work which have been utilized for activity recognition previously and their performance is discussed on the recently published LARa dataset. It was found that XGBoost performs the best among the chosen algorithms using both time and frequency domain features. The paper is organized as follows, section II provides a disussion of the literature for activity recognition in the industry, section III provides an introduction to the dataset, section IV elucidates the methodology used in this work, the way the experiments have been set up, section V provides a discussion of the results obtained for the experiments while a conclusion is presented in section VI and future work is discussed in section VII.

II. LITERATURE REVIEW

One of the early works for activity recognition in the industry was carried out by Ward. et al. in [6] who use a combination of microphones and an accelerometer to identify different activities performed in assembly tasks in wood shops as a component for augmented reality/computer guided assembly jobs. Data is collected from subjects performing the activities with two microphones attached to them, one on the wrist and the other on the upper arm. The accelerometer is also placed on the wrist. Data from the microphones and accelerometer is segmented and they individually vote for the activity being performed. For classification on the microphone side, the authors compute the FFT, then use Linear Discriminant Analysis for dimensionality reduction followed by the computation of euclidean distance to samples in a training set for determining the current activity. For the accelerometer, they make use of Hidden Markov models to predict the activity being performed. Activity recognition for construction was presented in [7] who use data from five Inertial Measurement
Units (IMUs) placed on a worker (thigh, back of head, calf, upper arm and chest) to identify activities being performed on a construction site targeting increased productivity and reduced risk of injury. To do this, they compute various time and frequency domain features on the accelerometer and gyroscope measurements from the IMUs and after performing feature selection, compare three different ML algorithms, SVM, KNN and C4.5 decision trees for classification. They find that SVM performed the best from the models considered. The authors in [8] target behavioral modeling for assembly line workers using accelerometer data to enable task performance analysis as well as development of computer guided task instruction systems. An accelerometer is placed on a workers wrist and a two step recognition process is used, first windowed data is classified using a KNN classifier which is then passed to a state machine to identify completed tasks from the activity sequences.

In [9], human activity recognition has been performed using convolutional neural networks (CNN) on accelerometer data from the Skoda dataset[10]. Their network consists of one convolutional and pooling layer for each accelerometer signal axis followed by two fully connected layers and a softmax layer for classification. They are able to achieve an accuracy of 88.19% using their CNN. Targeting process optimization, the authors in [11] present a dataset which consists of triaxial accelerometer, gyroscope and magnetometer data from three IMU sensors of subjects performing activities in a picking process. One IMU is placed on the upper chest while the other two are placed on the right and the left wrist respectively. The authors also use this data to perform classification between activities using statistical features and three different ML algorithms, SVM, Naive Bayes and Random Forest from which Random Forest performed the best. In [12], the authors use a convolutional neural network on inertial measurement sensor data on the dataset in [11] to enable optimization in regard to Industry 4.0. Due to class imbalance, the authors use data augmentation and then pass the IMU data for each activity to a CNN with four convolutional layers, two pooling layers, one fully connected layer and a softmax layer for classification. They compare the performance of their CNN with a baseline determined using statistical features and three ML algorithms, SVM, Naive Bayes and Random Forests. The CNN outperforms the other methods by achieving an accuracy of 73.9% as the best result. Another approach which employs deep learning for human activity recognition in an industrial context is proposed in [4] who use CNNs with accelerometer data to differentiate between different activities from the dataset provided in [13]. They compare the performance of multiple preprocessing methods (raw data, spectogram and its variants) for use with a CNN for classification. They achieve the best results when using raw values.

The authors in [14] make use of semantic representations from motion data collected in a manual picking scenario to perform human activity recognition. They use the MoCAP dataset which consists of a multichannel time series of pose information recorded by 38 cameras. This data is labeled with three different attribute representations, two by experts and one by a nonexpert, and is passed to the convolutional neural network architecture described in [15]. The attribute representations differ in the granularity of the sequences used to describe the picking process, for e.g. representation 1 uses less attributes described for the picking process compared to representation 2. The CNN achieves a higher accuracy for representation 1 compared to the other two representations at 75%. The authors do note that the representation process is subjective as annotations are expert dependent.

As observed from the literature discussed, activity recognition in the industry is important for achieving Industry 4.0 goals of optimization, computer guided worker instruction, increased productivity and also to enable a safer work environment. However research in this direction has not been up to speed with activity recognition for other domains (smart health, assisted living etc) due to the absence of a large publicly available dataset. Fortunately, the recent introduction of the publicly available LARA dataset which contains recordings of activities performed in a logistics scenario opens up various opportunities for research in this domain. This paper uses the LARA dataset to perform activity recognition in logistics using IMU data in this work.

III. DATASET

The LARA dataset is a novel dataset that presents multimodal data for developing algorithms for activity recognition for logistics activity recognition. The dataset has been provided by the ‘InnovationLab Hybrid Services in Logistics’ at TU Dortmund and follows up from their previous research in this area [16]. The dataset consists of 14 individuals performing three different tasks in a logistics scenario, two related to picking and one related to packing. Each of these activities were recorded using an Optical Marker-based Motion Capture (OMoCap) system which measures movements of the participants as markers, RGB camera to capture videos of the participants and inertial measurement units to track participant movements while performing their activities. There are a total of 758 minutes of data in the LARA dataset which have been annotated for eight intra-activities which in certain sequences constitute the three tasks performed. In addition to this, they also provide 19 binary semantic annotations called attributes for the three scenarios which describe intra-activities in a different manner too. The activities annotated include standing, walking, cart (participant is walking with the cart), handling upwards (participant has atleast one hand raised upward to shoulder height), handling centered (participant can handle things without bending, lifting their arms or needing to kneel), handling downwards (participant has hands below his knees while kneeling or otherwise), synchronization (waving motion before each recording) and a set of samples which were unrecognizable by the annotators and have been marked as None.

This dataset is the first of its kind in that it provides an opportunity for researchers to develop automated algorithms for recognizing activities in the context of logistics operations as a public dataset. This work focuses on utilizing data from inertial measurement units for logistics activity recognition. Three types of inertial measurement units were used for recording this data and recordings from seven subjects is contained within the dataset. These units are used to measure accelerometer and gyroscope sensor readings on both the legs, arms and the chest/mid-body. Table I presents a summary of IMU measurements in the dataset. There are a total of 14 trials of scenario 1, 99 trials of scenario 2 and 95 trials of scenario...
For a detail on the sequences of each activity that form the three tasks the reader is referred to [5].

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Gender</th>
<th>Age</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>S07</td>
<td>M</td>
<td>23</td>
<td>13</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>S08</td>
<td>F</td>
<td>51</td>
<td>13</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>S09</td>
<td>M</td>
<td>35</td>
<td>14</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>S10</td>
<td>M</td>
<td>42</td>
<td>13</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>S11</td>
<td>F</td>
<td>47</td>
<td>12</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>S12</td>
<td>F</td>
<td>23</td>
<td>6</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>S13</td>
<td>F</td>
<td>25</td>
<td>14</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>S14</td>
<td>M</td>
<td>54</td>
<td>14</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>99</td>
<td>95</td>
<td></td>
</tr>
</tbody>
</table>

IV. METHODOLOGY

The methodology for this study follows a typical ML pipeline as shown in Fig. 1, where the first stage is preprocessing (windowing in this case), followed by feature extraction and then the use of ML to perform classification. Each of these steps are discussed in detail in subsequent sections. Three different tests were performed with the four machine learning algorithms, first using both frequency and time domain features, the second using time domain features only, and the third using only frequency domain features.

A. Preprocessing Stage

The sensor measurements from the inertial measurement units in the dataset are recorded with a sampling frequency of 100 Hz. Data collection takes place as the participants carry out each of the three scenarios. Moreover, each triaxial accelerometer and gyroscope reading has been annotated as belonging to one of the eight activity classes described in section III.

Since the data consists of tasks determined by the performance of a number of sequential activities, during preprocessing contiguous segments are extracted from accelerometer and gyroscope measurements having the same label. For example, for scenario 1, Fig. 2 depicts the sequence of events in the carrying out of this task by subject seven (trial number 1) as extracted from the labeled activities of IMU data. The figure also shows the business model of the activity performed [5] for context. The windowing process extracts the contiguous samples for each of these activities, in this case there were 28 windows extracted for the intra-activities that constitute the task in scenario 1 in terms of activities: standing (0), walking (1), cart (2), handling upwards (3), handling centered (4), handling downwards (5), synchronization (6) and None (7). After performing ‘windowing’ for all segments, features from annotations belonging to the categories None and synchronization were removed as they are not intended to be taken into account [5]. The remaining segments for six activities were passed on to the feature extraction stage.

B. Feature Computation

Feature extraction is the process of representing data in a meaningful format so as to make it more adaptable for use in computational processes such as regression, classification or other forms of decision making. The field of human activity recognition using wearable sensor data has utilized various types of feature extraction mechanisms such as wavelets [17], time and frequency domain computations [18] and also CNNs [19]. In this work, different time and frequency domain features have been used to represent the information contained in the extracted windows of the accelerometer and gyroscope sensors. This choice is motivated by the works of [20], [21] who achieve very good results for human activity recognition, we compute twelve time domain and four frequency domain features in the feature extraction process. These are listed in Table I. These parameters are computed for each of the segments extracted in the preprocessing stage. Moreover, for each sensor in each segment, feature values are normalized across the three axes to ensure that different scales/units of the sensors do not affect classification performance.

C. Classification

For classification, five different algorithms have been chosen to test their efficacy for HAR in the logistics scenario. The algorithms chosen are SVM, XGBoost, Random Forests and Decision Tree. Tree based ensemble schemes have been chosen as they have been useful in [22] for fall detection purposes. Moreover, SVM has been successfully used in [23] to perform human activity recognition using inertial sensors. Each of the chosen algorithms were tuned by performing a grid parameter search. The details of the grid search for each of the tested algorithm is given in Table III.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter</th>
<th>Grid Search values</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>Kernel</td>
<td>Linear, RBF, Sigmoid, Poly</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.1, 0.2, 0.4, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 10</td>
</tr>
<tr>
<td>Random Forest</td>
<td>Number of estimators</td>
<td>20, 50, 100</td>
</tr>
<tr>
<td></td>
<td>Criterion</td>
<td>Gini, Entropy</td>
</tr>
<tr>
<td></td>
<td>Max Depth</td>
<td>4.5, 6.7, 8</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Number of estimators</td>
<td>20, 50, 100, 200</td>
</tr>
<tr>
<td></td>
<td>Max Depth</td>
<td>4.5, 6.7, 8</td>
</tr>
<tr>
<td></td>
<td>Criterion</td>
<td>Gini, Entropy</td>
</tr>
<tr>
<td>XGBoost</td>
<td>Min Child Weight</td>
<td>1.5, 10</td>
</tr>
<tr>
<td></td>
<td>Gamma</td>
<td>0.5, 1.5, 2.5</td>
</tr>
<tr>
<td></td>
<td>Max Depth</td>
<td>4.5, 6.7, 8</td>
</tr>
<tr>
<td></td>
<td>Number of estimators</td>
<td>20, 50, 100</td>
</tr>
</tbody>
</table>

V. EXPERIMENTATION, RESULTS, AND DISCUSSION

In order to test the efficacy of the features used to represent IMU data for logistics activity recognition, we perform three different experiments. These experiments were conducted to...
ascertain the most appropriate algorithm to be used for the targeted task as well as the most appropriate feature set to be used. It is important to note that sensor data from all five locations on the body were utilized in these experiments. The implementations of support vector machine (SVM), and random forest (RF), decision tree (DT) and Extreme Gradient Boost (XGBoost) present in the scikit-learn toolkit\textsuperscript{1} have been used. Training is performed with a train-test split of 75-25 using five fold cross validation.

A. Experiment with Time and Frequency Features

In this experiment both frequency and time domain features were used as input to the classification algorithms. Tests were conducted using both accelerometer and gyroscope values. For the case of using features from both the time and frequency domains, a total of sixteen parameters were computed for each sensor modality present as given in Table II. The length of the feature vector for this experiment was 480.

Table IV presents the results from this experiment. This work reports on the accuracies achieved for activity classes. From the table, it can be observed that the best performing algorithm is XGBoost with a mean accuracy of 78.61%, followed by 76.67% for SVM. The mean accuracy achieved by

\textsuperscript{1}https://scikit-learn.org
TABLE IV. SUMMARY OF RESULTS: TIME AND FREQUENCY DOMAIN FEATURES

<table>
<thead>
<tr>
<th>Activity</th>
<th>SVM</th>
<th>RF</th>
<th>DT</th>
<th>XGB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand</td>
<td>75</td>
<td>74</td>
<td>60</td>
<td>80</td>
</tr>
<tr>
<td>Walk</td>
<td>83.33</td>
<td>66.66</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>Cart</td>
<td>66.66</td>
<td>50</td>
<td>50</td>
<td>83.33</td>
</tr>
<tr>
<td>Hand Up</td>
<td>75</td>
<td>56.25</td>
<td>37.5</td>
<td>75</td>
</tr>
<tr>
<td>Hand Center</td>
<td>73.07</td>
<td>80.76</td>
<td>66.66</td>
<td>74.35</td>
</tr>
<tr>
<td>Hand Down</td>
<td>84</td>
<td>84</td>
<td>68</td>
<td>84</td>
</tr>
<tr>
<td>Average Accuracy</td>
<td>76.6767</td>
<td>68.6167</td>
<td>55.36</td>
<td>78.6133</td>
</tr>
</tbody>
</table>

TABLE VI. SUMMARY OF RESULTS: FREQUENCY DOMAIN FEATURES ONLY

<table>
<thead>
<tr>
<th>Activity</th>
<th>SVM</th>
<th>RF</th>
<th>DT</th>
<th>XGB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand</td>
<td>54</td>
<td>46</td>
<td>70</td>
<td>48</td>
</tr>
<tr>
<td>Walk</td>
<td>75</td>
<td>66.66</td>
<td>58.33</td>
<td>75</td>
</tr>
<tr>
<td>Cart</td>
<td>33.33</td>
<td>6.66</td>
<td>16.66</td>
<td>50</td>
</tr>
<tr>
<td>Hand Up</td>
<td>25</td>
<td>9</td>
<td>6.25</td>
<td>18.75</td>
</tr>
<tr>
<td>Hand Center</td>
<td>75.64</td>
<td>76.92</td>
<td>48</td>
<td>76.923</td>
</tr>
<tr>
<td>Hand Down</td>
<td>64</td>
<td>68</td>
<td>28</td>
<td>68</td>
</tr>
<tr>
<td>Average Accuracy</td>
<td>54.495</td>
<td>44.04</td>
<td>37.8733</td>
<td>56.11217</td>
</tr>
</tbody>
</table>

TABLE V. SUMMARY OF RESULTS: TIME DOMAIN FEATURES ONLY

<table>
<thead>
<tr>
<th>Activity</th>
<th>SVM</th>
<th>RF</th>
<th>DT</th>
<th>XGB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand</td>
<td>66</td>
<td>74</td>
<td>52</td>
<td>76</td>
</tr>
<tr>
<td>Walk</td>
<td>91.66</td>
<td>83.33</td>
<td>16.66</td>
<td>75</td>
</tr>
<tr>
<td>Cart</td>
<td>50</td>
<td>50</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>Hand Up</td>
<td>75</td>
<td>56.25</td>
<td>37.5</td>
<td>75</td>
</tr>
<tr>
<td>Hand Center</td>
<td>70.51</td>
<td>80.76</td>
<td>61.53</td>
<td>73.07</td>
</tr>
<tr>
<td>Hand Down</td>
<td>88</td>
<td>88</td>
<td>68</td>
<td>88</td>
</tr>
<tr>
<td>Average Accuracy</td>
<td>72.195</td>
<td>72.05167</td>
<td>39.28167</td>
<td>72.985</td>
</tr>
</tbody>
</table>

C. Experiment with Frequency Domain Features Only

In this experiment, only frequency domain features were used for activity recognition. This resulted in a total of four features being computed for each sensor modality present. This resulted in a feature vector size of 90 for the classifiers. The results of the experiment are depicted in Table VI. The results indicate that the XGBoost performs the best among all the classifiers tested with a mean accuracy of 56.11% with the SVM achieving a mean accuracy of 54.495%. These results are a significant reduction from the results of experiments 1 and 2. Another point to note here is that the activity Hand up has the least individual performance followed by the activity Cart. This indicates that the frequency domain based features used here might not be enough to appropriately represent these activities for logistics activity recognition.

From the three experiments conducted, the most suitable combination of feature set and classifier is a combination of time and frequency domain features along with an XGBoost classifier. Table VII lists the precision, recall and F1 scores for the individual activities when using the best performing combination for activity recognition in a logistics scenario. It can be observed that the best scores are achieved for the activities Cart and Hand Down and the least scores are for the activities Walk and Hand Center.

TABLE VII. SUMMARY OF BEST RESULTS: TIME + FREQUENCY DOMAIN FEATURES AND XGBoost CLASSIFIER

<table>
<thead>
<tr>
<th>Activity</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stand</td>
<td>80</td>
<td>0.8</td>
<td>0.643161</td>
<td>0.714286</td>
</tr>
<tr>
<td>Walk</td>
<td>75</td>
<td>0.75</td>
<td>0.9</td>
<td>0.818182</td>
</tr>
<tr>
<td>Cart</td>
<td>83.33</td>
<td>0.833333</td>
<td>1</td>
<td>0.909091</td>
</tr>
<tr>
<td>Hand up</td>
<td>75</td>
<td>0.75</td>
<td>0.666667</td>
<td>0.705882</td>
</tr>
<tr>
<td>Hand Center</td>
<td>74.35</td>
<td>0.7435</td>
<td>0.816901</td>
<td>0.778323</td>
</tr>
<tr>
<td>Hand Down</td>
<td>84</td>
<td>0.84</td>
<td>1</td>
<td>0.913043</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In this study the problem of activity recognition in a logistic scenario is addressed. In this regard, this research makes use of IMU sensor data from the novel LARa dataset which contains OMOcap, video and IMU sensor recordings for individuals performing three different scenarios in an industrial setting. The experiments conducted in this work make use of several time and frequency domain based features which have been used in activity recognition/fall detection using wearable sensors along with popular machine learning frameworks which have also proved to perform well in such applications. From the conducted experiments, the XGBoost algorithm performed the best when used with the considered time and frequency domain features and the highest mean accuracy achieved was 78.61%.

VII. FUTURE WORK

This work establishes a baseline for logistics human activity recognition using inertial sensors on a novel dataset and can be used for optimization of logistics operations. Future work in this area will include using Deep Learning algorithms such as Convolutional Neural Networks and Recurrent Neural Networks which are able to capture information in sensor readings more intricately. Another scope of research is the use of sensor fusion of OMOCap and/or Video data with wearable sensor data for classification between the different activities for such logistics applications.
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Abstract—The real-time monitoring and tracking systems play a critical role in the healthcare field. Wearable medical devices with sensors, mobile applications, and health cloud have continuously generated an enormous amount of data, often called streaming big data. Due to the higher speed of the streaming data, it is difficult to ingest, process, and analyze such huge data in real-time to make real-time actions in case of emergencies. Using traditional methods that are inadequate and time-consuming. Therefore, there is a significant need for real-time big data stream processing to guarantee an effective and scalable solution. So, we proposed a new system for online prediction to predict health status using Spark streaming framework. The proposed system focuses on applying streaming machine learning models (i.e. streaming linear regression with SGD) on streaming health data events ingested to spark streaming through Kafka topics. The experimental results are done on the historical medical datasets (i.e. diabetes dataset, heart disease dataset, and breast cancer dataset) and generated dataset which is simulated to wearable medical sensors. The historical datasets have shown that the accuracy improvement ratio obtained using the diabetes disease dataset is the highest one with respect to the other two datasets with an accuracy of 81%. For generated datasets, the online prediction system has achieved accuracy with 98% at 5 seconds window size. Beyond this, the experimental results have proved that the online prediction system can online learn and update the model according to the new data arrival and window size.
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I. INTRODUCTION

Nowadays, the era has been described as the era of big data where all data is digitized and becomes of great importance in such beautiful fields. An enormous amount of data has been gathered and produced from different sectors, many sources like sensor networks, wireless machines, mobile applications, and from different fields [1]. Especially in the healthcare field, a big data collected in real-time by a remote sensing device, Wearable Medical Devices, and other data gathering tools, which produce new challenges that focus on data size and the fast growth rate of these data [2]. One of the most important challenges in data analytics is dealing with inappropriate technological tools to store, process, visualize, and extract knowledge with large and varied data types. In addition, exploring a new way to obtain valuable information for many users. However, the digital record of the patient's medical history is the primary health care data as it is obtained from various types of health care data sources in both clinical and non-clinical settings. Occasionally, these digital data are not available for research.

In the past, communication between doctors and patients was done by bounded visits, tele, and text communications. Consequently, doctors and hospitals could observe their patients’ health constantly, and even more, they couldn’t make recommendations accordingly. Thanks to IoT devices represented in wearable medical devices like heart rate monitoring cuffs, blood pressure, glucometer, etc. These devices can determine the space needed for each device and also determine the degree of interaction of people with these devices to provide health care solutions through continuous tracking of health conditions and giving patients access to personalized attention. However, the wearable medical devices continuously generate data; the amount of data stored and processed becomes a vital problem in real life. Furthermore, lately, many citizens and the elderly suffer from chronic diseases, and looking at the disadvantages of traditional health services is a very important thing. Therefore, the medical IoT is used to observe and take the required actions in real time for emergencies, like people with heart disease and diabetes[3]. Consequently, processing these enormous data generated by the sensors and implementing procedures in real time in critical cases is a very important challenge contribution.

Therefore, proposing a system that can handle big data faces three main challenges: First, collecting data from distributed systems is a complicated process due to the enormous amount of data. Second, storing that big and heterogeneous data is a major problem; therefore, the need for a big data storage system with efficient and effective performance is very essential. Third, this challenge relates to data analysis, especially big data processing in real time, including modeling, visualization, prediction, and optimization. Therefore, these challenges require new processing systems to deal with heterogeneous data or big data processing in real time. We will address the challenge related to data analytic in real time in the healthcare domain.

Recently, big data streaming computing has been used as an effective role in big data analytics to investigate the importance of big data in real-time healthcare. For example, a real-time system for flu and cancer monitoring is produced by applying twitter data mining in [4]. A model for real-time medical big data analysis is introduced in [5]. The model is performed by applying Spark Streaming [6] and Apache Kafka ¹ using a stream of healthcare data. In [7] a real-time health status prediction system is proposed, this work focuses on applying machine learning especially Desion Tree algorithm on data

¹https://kafka.apache.org
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streams received from socket streams using Apache Spark\textsuperscript{2}. However, researchers and developers face problems due to distributed data sources for healthcare (i.e., distributed queuing management technologies) like Kafka, and RabbitMQ\textsuperscript{3}. The aggregated health-based streaming data is analyzed using big data platforms for streaming processing such as Apache Spark, Apache Storm\textsuperscript{4}, Apache Samza\textsuperscript{5}, Apache Flink\textsuperscript{6}, relational databases, analytics systems, and other search systems. Most recent research relies on machine learning, but streaming big data that needs to apply machine learning in real time is not handled. In particular, the previous studies just applied traditional machine learning algorithms to analyze and predict health status for patients using historical data. These studies focused mainly on Hadoop, the batch-oriented computing system. For this reason, the important challenge is applying machine learning to streaming data because conventional machine learning systems are not effective in dealing with real-time streaming data.

To the best of our knowledge, no study has been done oriented to online predicting disease in real-time. This motivates us to introduce a new online prediction system that can predict health status in real time, using Kafka data streaming, Spark Streaming, and Spark MLlib. Consequently, the research in this paper works on three important case studies: Pima Indians diabetes, Cleveland heart disease and breast cancer Coimbra because a large percentage of people have been injured with these diseases, and leading to death. So the online prediction for these diseases can decrease the mortality rate. The proposed system is used to achieve high accuracy using streaming data, i.e. Kafka producers produce stream messages of data continuously and then apply an online model to the online prediction in real time by classifying the stream of data as containing disease indication or not. The proposed system has four phases: 1) Data ingestions from the input stream within the data source; 2) Streaming Process Pipeline; 3) Online Prediction; and 4) Output Stream. The paper contributions can be summarized as:

- Developing an online prediction system to the possibility of disease using streaming data from historical medical datasets (i.e., diabetes dataset, heart disease dataset, and breast cancer dataset) and from real-time data in the form of wearable medical devices.
- Generating streaming data from simulated to wearable medical sensors and then capturing a stream of data by Kafka topic provides name to the various diseases.
- Applying StreamingLinearRegressionWithSGD algorithm to classify streaming data.
- Evaluating the result for historical medical dataset and simulated wearable sensor generator to compare the accuracy for different window sizes.

The remainder of this paper is organized as follows: The related work is presented in Section II. The proposed system of online prediction is introduced in Section III. The experimental results are discussed in Section IV. Finally, conclusions are presented in Section V.

II. Related Works

In last years, big data analytics concerning healthcare analytics become an important issue for many research areas like machine learning, data mining with data from healthcare as well as the available information from inside hospitals. The progress of the data collection process is due to the huge development in technology in the field of health care, where data is collected through three main stages of the flow of digital data resulting from the patient’s clinical records, health research records, and organization operations records [3].

In [8] discuss an overview about the healthcare data sources. This study analyzes health care data played a very important role in many systems such as disease prediction, methods of prevention, medical guidance, and urgent medical decision-making in order to improve the standard of health care, reduce costs and increase efficiency. Also, Archanaa, J. and Anita [9] explain how can we apply Apache Spark to apply healthcare analytics through in-memory computations that can handle a large amount of structured, unstructured patient data and patients streaming data from their social network activities.

Multiple machine learning models on healthcare data using spark have been introduced in previous studies. For example In [10] Introduced a real time health status prediction system that uses spark machine learning streaming Big Data. The system was tested on the user tweets with his health attributes and the system receives these tweets, extracts the parameters and perform decision tree algorithm for user’s health status predict, and finally send a direct message to him/her to take the appropriate action.

Moreover, Alotaibi, Shoayee, et al. [11] proposed a Seha which is a big data analytics tool for Arabic healthcare Twitter data in the Kingdom of Saudi Arabia (KSA). The system uses two different ML algorithms, including Naive Bayes, Logistic Regression, and applying multiple feature extraction methods to detect various diseases in the KSA. In [12] the system that can able to predict real-time heart disease based on Apache Spark that applied machine learning on streaming data by using memory computations are explained. The system are developed with two main stages, the first one is streaming processing which use spark MLlib with Spark streaming by applying classification algorithms on data to heart disease prediction. The second stage is data storage and visualization which uses Apache Cassandra to store a huge volume of generated data.

Most of this studies relies on specific healthcare data sources and applying processing on the offline system, but in reality, the sources of health data are various and constantly produce various data of different sizes. In addition, real-time healthcare analytical involves real-time streaming data processing, streaming machine learning algorithms, and analyzing real time to build an online electronic system to deal with the stream of healthcare data. therefore, we developed an online prediction healthcare system for streaming data coming from IoT devices to predict health status for the patient in real time.
III. THE ONLINE PREDICTION SYSTEM

The online health status prediction system is a data analytic monitoring model that uses Kafka streaming and Spark streaming. The architecture of the proposed system consists of four phases, as shown in Fig. 1. In the first phase, data ingestions from different data sources; Kafka producers continuously generate a stream of data messages that are captured by Kafka streaming from different topics name correlated to various diseases. Second, Streaming Process Pipeline in which Spark streaming receives a stream of medical data with the attributes which related to each disease and then applies a streaming machine learning model to predict health status. Third, Online Prediction receives batches of input data and responsible for online learning and updating our deployed model according to the new data arrival. At the final phase, the Output predicted results to data sinks in which the output stream sends back again to Kafka to be consumed by other data sinks such as web service, alarm systems, dashboard, mobile application, and hospital social networks.

A. Data Ingestions

For analyzing healthcare data, Apache Kafka has been used as the tool for ingestion of the individual’s health data from distributed sources of historical data and real-time data. The historical data is ingested to the proposed system using multiple disease datasets; diabetes disease, heart disease, and breast cancer disease, each dataset uses different Kafka’s topics named “diabetes_disease_dataset,” “heart_disease_dataset,” and “breast_cancer_dataset”, respectively. The real-time dataset is collected by a simulated wearable sensor generator, which generates diabetes disease data on Kafka’s topic named “Diabetes_Generator_Dataset.” It is challenging to manage this data with Spark itself; therefore, Kafka is designed specifically for streaming data management[1]. Hence, it has been integrated into our system.

B. Streaming Data Processing over Apache Spark Streaming

The online prediction system is a data analytic model that uses a spark streaming machine learning library (MLlib) i.e. streaming linear regression with the SGD algorithm, which requires training data. Spark streaming receives a stream of records from historical data or real-time data, that is used as training data. Spark streaming data processing uses streaming computation by applying data decomposition ( see Fig. 1). In the first, spark streaming transforms the input data stream into a Discretized stream (DS). After that the DSs are converted into Resilient Distributed Datasets (RDD). Therefore, it is urgent to transform and perform the RDD to be able to fulfill streaming processing. Furthermore, spark streaming can process the RDD data based on MLlib; the online prediction system uses the StreamingLinearRegressionWithSGD algorithm, which will be described in the following section.

1) Spark MLlib Streaming linear regression algorithm:
Streaming linear regression uses Spark Streaming technology to train or predict a linear regression model based on streaming data. It applies SGD for each new batch of data coming from DStream to update the model. Each batch of data is expected to be an RDD of LabeledPoints. The spark streaming linear regression algorithm takes four parameters: the number of iteration, step size (learning rate), mini-batch fraction time, and initial weights vector. The number of iteration is needed to finish the gradient descent. The learning rate determines how slow or fast the algorithm can update the optimal regression coefficients. The initial weight vector must be provided; the default initial weight is 0.0. The mini-batch fraction time is used to set the batch time. The batch time parameter estimates the window time for spark streaming. Spark Streaming linear regression has a latency of many seconds, because of mini-batch time. Conversely, this mini-batch time efficiently ensures that each stream data will be processed exactly once [13].

C. Online Prediction

The online prediction phase is divided into two main components; the deployed model and the online learning mode. The online learning model takes the batches of input to train the model then send the training queue to the deployed model to learn and predict the result using the StreamingLinearRegressionWithSGD algorithm. The online learning algorithm takes the first batch result model and then picks up one to one observation from the training queue and recalibrates the weights on each input parameter. The deployed model is continuously learning, and it updates parameters for each batch result, which is close to “learning-on-the-fly”. It helps to learn variations in distribution as quickly as possible and improve accuracy in many cases. The online prediction is found to be relatively faster than their batch equivalent methods.

D. Output Predicted Results to Data Sinks

In this phase, the output stream is sent back again to Kafka to be consumed by other data sinks. As the proposed system suppose to work in real-time, these data sinks could be any online data consumer within the real-world healthcare application in the industrial setting such as 1) web service for healthcare monitoring [14], [15], 2) alarm systems which connected to the hospital emergency department [16], [17], 3) real-time dashboard [18], 4) hospital medical records which stored in big data cloud storage (e.g., HDFS, MongoDB) [19], [20], and 5) hospital social networks considering patients’ privacy.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the experimental evaluation of the proposed online healthcare monitoring system is presented, and the results are discussed. Experiments were conducted on two different data sources of healthcare 1) historical medical data and real-time data. The historical data is ingested into the proposed system using three medical datasets chosen from UCI machine learning repository; Pima Indians diabetes [21], Cleveland heart disease [22] and breast cancer Coimbra [23]. The real-time dataset is collected by a simulated wearable sensor generator which generates diabetes disease data. Further details will be extensively discussed in the next subsection.

A. Experimental Setup

The proposed system has been implemented on top of Apache Spark using scala. Our experiments are conducted through Apache Kafka and Spark Streaming for data ingestion and data processing, respectively. The online machine learning
classifier, which is the StreamingLinearRegressionWithSGD algorithm, is applied to train on streaming data and then predict patient status. The historical medical data have been read from the chosen datasets and then ingested into Kafka topic as well. For hardware specification, the experiments have been performed using Spark cluster version 2.3.1, consisting of one master node and two nodes for workers. Table I illustrates the characteristics of the master node and the worker nodes. For the performance metrics, the performance evaluation of the classification is done through various performance measures such as accuracy, precision, recall, and F1-score. Moreover, the performance comparisons are done according to the number of batches and window size. Accordingly, the performance evaluation of online prediction techniques is done through eight experiments. The first, second and third experiments were conducted using historical medical datasets, and the rest five experiments were conducted using generated datasets and five window sizes such as 1, 2, 3, 4, and 5 seconds.

B. Performance Analysis of the Historical Medical Datasets

To evaluate the efficiency of the proposed system, various experiments were conducted on different datasets that contain medical records describing the patient’s health information in terms of a set of attributes and the corresponding patient health status. For this research work, three medical datasets are used: Pima Indians diabetes dataset [24], Cleveland heart disease dataset [24], and breast cancer Coimbra disease dataset. Table II presents the description of the used datasets in terms of the number of samples, number of attributes, names of attributes, and labels. The reason behind using a real-time streaming method for historical data analysis is to assess the ability of the online prediction for the proposed system using benchmark datasets. Basically, Apache Spark reads data from a file and converts data to an RDD, then the continuous DStreams of data come from Spark Streaming. According to this work, each dataset is read from a CSV file and then sent to Spark streaming. Each RDD in a Dstream splits ingested data according to the window size and the size of the dataset. For the evaluation taken in this work, the datasets have been split into an 80% training set and a 20% testing set.

1) Results of Pima Indians diabetes dataset: In the first experiment, the Pima Indians diabetes dataset is performed. The number of samples of the Pima Indians diabetes dataset is 768, which has been read and sent to Spark Streaming. The window size has been configured into 2 seconds. According to the dataset size (i.e., the number of samples) and the configured window size, Dstream splits ingested data into two batches; the first batch and the second batch denoted by 1st
Batch and 2nd Batch respectively. Table III shows the results of the Pima Indians dataset. It is noted that the second batch has obtained higher performances with respect to the first batch. We attribute this behavior to the more data ingested to the model, the performance metrics become higher. In particular, when the number of samples increases, the model learns and updates itself by time. For example, the obtained accuracy in the first batch is 58%, which increases to 81% for the second batch (see Table III and Fig. 2). As can be seen, other performance metrics have improved in the second batch ( precision of 82%, recall of 79%, and F1-score of 78%). The reason behind this behavior is that the online prediction model learns and updates its performances by time. Based on this experiment using the Cleveland heart disease dataset, the improvement ratios for the second batch are higher with those obtained by the first batch. For instance, the obtained accuracy in the first batch is 58%, which increases to 81% for the second batch (see Table IV and Fig. 3). Also, other performance metrics have improved in the second batch ( precision of 82%, recall of 79%, and F1-score of 78%). The reason behind this behavior is that the online prediction model learns and updates its performances by time. Based on this experiment using the Cleveland heart disease dataset, the improvement ratios for the second batch for the performance metrics with respect to the first batch are 18%, 13%, 18%, and 23% for accuracy, precision, recall, and F1-Score, respectively.

Table III shows the results of breast cancer Coimbra disease dataset. It is noted that the second batch has obtained higher performances with respect to the first batch. We attribute this behavior to the more data ingested to the model, the performance metrics become higher. In particular, when the number of samples increases, the model learns and updates itself by time. For example, the obtained accuracy in the first batch is 58%, which increases to 81% for the second batch (see Table III and Fig. 2). As can be seen, other performance metrics, including precision, have improved with time as well in the second batch ( precision of 83%, recall of 81%, and F1-score of 80%). The improvement ratios for the second batch for the performance metrics with respect to the first batch are 28%, 22%, 28%, and 31% for accuracy, precision, recall, and F1-Score, respectively.

Table IV shows the results of the Cleveland heart disease dataset. It is noted that the second batch has obtained higher performances with respect to the first batch. We attribute this behavior to the more data ingested to the model, the performance metrics become higher. In particular, when the number of samples increases, the model learns and updates itself by time. For example, the obtained accuracy in the first batch is 58%, which increases to 81% for the second batch (see Table IV and Fig. 3). Also, other performance metrics have improved in the second batch ( precision of 82%, recall of 79%, and F1-score of 78%). The reason behind this behavior is that the online prediction model learns and updates its performances by time. Based on this experiment using the Cleveland heart disease dataset, the improvement ratios for the second batch for the performance metrics with respect to the first batch are 18%, 13%, 18%, and 23% for accuracy, precision, recall, and F1-Score, respectively.

Table V shows the results of the breast cancer Coimbra disease dataset. It is noted that the second batch has obtained higher performances with respect to the first batch. We attribute this behavior to the more data ingested to the model, the performance metrics become higher. In particular, when the number of samples increases, the model learns and updates itself by time. For example, the obtained accuracy in the first batch is 58%, which increases to 81% for the second batch (see Table V and Fig. 4). Also, other performance metrics have improved in the second batch ( precision of 76%, recall of 82%, and F1-score of 78%). The reason behind this behavior is that the online prediction model learns and updates its performances by time. Based on this experiment using the breast cancer Coimbra disease dataset, the improvement ratios for the second batch for the performance metrics with respect to the first batch are 18%, 13%, 18%, and 23% for accuracy, precision, recall, and F1-Score, respectively.

Table VI shows the results of the Pima Indians diabetes dataset. It is noted that the second batch has obtained higher performances with respect to the first batch. We attribute this behavior to the more data ingested to the model, the performance metrics become higher. In particular, when the number of samples increases, the model learns and updates itself by time. For example, the obtained accuracy in the first batch is 58%, which increases to 81% for the second batch (see Table VI and Fig. 5). Also, other performance metrics have improved in the second batch ( precision of 82%, recall of 79%, and F1-score of 78%). The reason behind this behavior is that the online prediction model learns and updates its performances by time. Based on this experiment using the Pima Indians diabetes dataset, the improvement ratios for the second batch for the performance metrics with respect to the first batch are 28%, 22%, 28%, and 31% for accuracy, precision, recall, and F1-Score, respectively.

### Table I. The Medical Datasets’ Descriptions

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Number of Samples</th>
<th>Number of Attributes</th>
<th>Names of Attributes</th>
<th>Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima Indians diabetes dataset</td>
<td>768</td>
<td>8</td>
<td>Pregnancies, Glucose, Blood Pressure, Insulin, Skin fold thickness, body mass index,</td>
<td>Classes: 0- absence, 1- present</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>diabetes pedigree function, Age</td>
<td></td>
</tr>
<tr>
<td>Cleveland heart disease dataset</td>
<td>303</td>
<td>13</td>
<td>Age, sex, chest pain type, resting blood pressure, serum cholesterol, fasting blood</td>
<td>Classes: 0- absence, 1- present</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sugar, resting electrocardiographic results, maximum heart rate achieved, exercise</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>induced angina, ST depression induced by exercise relative to rest, number of</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>major vessels (0-3) colored by fluoroscopy, that</td>
<td></td>
</tr>
<tr>
<td>Breast cancer Coimbra dataset</td>
<td>116</td>
<td>10</td>
<td>age, BMI, glucose, insulin, HOMA, leptin, adiponectin, resist in and MCP</td>
<td>Classes: 1- healthy, 2- patient</td>
</tr>
</tbody>
</table>

### Table II. The Performance Results of Online Prediction Using the Pima Indians Diabetes Dataset

<table>
<thead>
<tr>
<th>Batch No</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Batch</td>
<td>58</td>
<td>65</td>
<td>58</td>
<td>55</td>
</tr>
<tr>
<td>2nd Batch</td>
<td>81</td>
<td>83</td>
<td>81</td>
<td>80</td>
</tr>
</tbody>
</table>

### Table III. The Performance Results of Online Prediction Using the Cleveland Heart Disease Dataset

<table>
<thead>
<tr>
<th>Batch No</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Batch</td>
<td>65</td>
<td>71</td>
<td>65</td>
<td>60</td>
</tr>
<tr>
<td>2nd Batch</td>
<td>79</td>
<td>82</td>
<td>79</td>
<td>78</td>
</tr>
</tbody>
</table>

### Table IV. The Performance Results of Online Prediction Using the Cleveland Heart Disease Dataset

<table>
<thead>
<tr>
<th>Batch No</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Batch</td>
<td>65</td>
<td>71</td>
<td>65</td>
<td>60</td>
</tr>
<tr>
<td>2nd Batch</td>
<td>79</td>
<td>82</td>
<td>79</td>
<td>78</td>
</tr>
</tbody>
</table>

### Table V. The Performance Results of Online Prediction Using the Breast Cancer Coimbra Disease Dataset

<table>
<thead>
<tr>
<th>Batch No</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Batch</td>
<td>65</td>
<td>71</td>
<td>65</td>
<td>60</td>
</tr>
<tr>
<td>2nd Batch</td>
<td>79</td>
<td>82</td>
<td>79</td>
<td>78</td>
</tr>
</tbody>
</table>

### Table VI. The Performance Results of Online Prediction Using the Pima Indians Diabetes Dataset

<table>
<thead>
<tr>
<th>Batch No</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Batch</td>
<td>58</td>
<td>65</td>
<td>58</td>
<td>55</td>
</tr>
<tr>
<td>2nd Batch</td>
<td>81</td>
<td>83</td>
<td>81</td>
<td>80</td>
</tr>
</tbody>
</table>

---

Fig. 2: The Accuracy of Online Prediction using the Pima Indians Diabetes Dataset.

Fig. 3: The Accuracy of Online Prediction using the Cleveland Heart Disease Dataset.

Fig. 4: The Accuracy of Online Prediction using the Breast Cancer Coimbra Disease Dataset.

Fig. 5: The Accuracy of Online Prediction using the Pima Indians Diabetes Dataset.
recall of 74%, and F1-score of 73%). The reason behind this behavior is that the online prediction model learns and updates its performances by time. Based on this experiment using the Cleveland heart disease dataset, the improvement ratios for the second batch for the performance metrics with respect to the first batch are 17%, 9%, 15%, and 19% for accuracy, precision, recall, and F1-Score respectively.

Table V. The Performance Results of Online Prediction Using the Breast Cancer Coimbra Disease Dataset.

<table>
<thead>
<tr>
<th>Batch No</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Batch</td>
<td>63</td>
<td>70</td>
<td>63</td>
<td>60</td>
</tr>
<tr>
<td>2nd Batch</td>
<td>76</td>
<td>76</td>
<td>74</td>
<td>73</td>
</tr>
</tbody>
</table>

Fig. 4. The Accuracy of Online Prediction using the Breast Cancer Coimbra Disease Dataset.

4) Discussion: In the performance analysis of the historical medical datasets, three datasets have been evaluated using the proposed systems. Fig. 5 shows the accuracies of the second batch for the three medical datasets. As can be seen that the diabetes disease dataset has achieved the highest accuracy at 81% with respect to the heart and breast cancer datasets. The heart disease dataset has recorded the second rank on the average of the accuracy while breast cancer dataset has recorded the third rank (accuracy at 79% and 76% for heart and breast cancer dataset, respectively).

Fig. 5. The Accuracy of Online Prediction for the Second Batch using the Three Medical Datasets.

C. Performance Analysis for Real-time Streaming Dataset

After evaluating the proposed system using the historical medical datasets, we have noticed that the large dataset achieves higher performance for online prediction. Therefore, to assess the efficiency of the online prediction system, we have developed a simulated data generator to generate a large dataset that can be trained for achieving higher performances using multiple DStreams. In particular, the simulated data generator has been developed to generate streaming diabetes samples as JSON format (see Fig. 7). The multiple data streams samples are sent via Apache Kafka and then processed by Spark Streaming. The rule of thumb of generated samples of diabetes dataset is introduced in [25]. The diabetes disease depends on three factors, which represented as attributes: A1c, Fasting Plasma Glucose (FPG), and Oral Glucose Test (OGT) (see Table VI). A1c tests the blood trail of a person for recent months. FPG tests a fasting plasma glucose level to recognize diabetes. OGT describes the oral glucose to analyze diabetes.

From the results obtained in our experiments, Fig. 6 depicts deeply the empirical results showing the improvement ratio of the accuracies for the second batch with respect to the first batch for the three medical datasets. It can be noticed that the accuracy improvement ratio, which has been obtained using the diabetes disease dataset, is the highest one with respect to the other two datasets. However, the achieved accuracy of the first batch using the diabetes disease dataset was 58%, which is lower than the accuracies, which have been achieved by the other two datasets in the first batch (accuracy at 65% and 63% for heart and breast cancer dataset, respectively). We attribute this behavior to the online prediction, which is responsible for the batching of input data. The online prediction can online learn and update the model according to the new data arrival. For the diabetes disease dataset, the arrival of real-time training data is larger compared to datasets because of the large number of samples, 768. Based on these results, it can be tentatively concluded that using a larger number of samples for online prediction will improve the accuracy of the proposed system over time. Particularly, the larger number of samples can lead to updating of the model in real-time and further improving the accuracy of real-time prediction. For this reason and due to lack of large datasets, this motivates us to develop a data generator that simulates the medical sensors data to generate a large number of samples, which would improve the online prediction performance.

Fig. 6. The Improvement Ratios of the Online Prediction Accuracies for the Second Batch with respect to the First Batch using the Three Medical Datasets.
1) Comparison using different window sizes: To evaluate the efficiency of the proposed online prediction system, five experiments were conducted by fine-tuning the window sizes such as 1, 2, 3, 4, and 5 seconds and using the generated diabetes dataset. The obtained results from diabetes prediction of the first experiment using 1 sec are shown in Table VII. It can be seen that the Spark streaming has split the generated data into 14 batches. Also, it can be noticed that the accuracy of the online prediction has increased linearly and improved by time (see Fig. 8). The highest accuracy obtained with the 1st batch is 59%, while the highest accuracy achieved by the 14th batch is 86%.

Similarly, as we have configured window size in 2 seconds for the second experiment, Spark streaming has split the generated data into 12 batches (see Table VIII). Fig. 9 depicted the accuracy of the online prediction for the 12 batches, where the accuracy of the online prediction has increased linearly and improved by time. The highest accuracy obtained with the 1st batch is 60%, while the highest accuracy achieved by the 12th batch is 88%. For the third experiment, the window size has been configured to 3 seconds, which makes Spark streaming to split the ingested generated data into 9 batches. Consequently, the performances of the online prediction using 3 sec as a window size have been shown in Table IX. Also, Fig. 10 presents the obtained accuracy, which increases linearly from the 1st batch to the 9th batch starting by 64% and ending by 90%.

Table X describes the performance of the online prediction using 4 seconds window size. The performances have been obtained among 6 batches, which are split by Spark streaming. The obtained performances have increased by time similar to the previous experiments. For instance, the accuracy has increased from 71% for the 1st batch and then 78% for the 2nd batch and so on (see Fig. 11). For the fifth experiment, the window size has been set to 5 seconds, which leads to 3 batches. Table XI presents the corresponding performances which have been obtained using a 5 second window size. Also, Fig. 12 depicts the accuracies of the online prediction, which are 85%, 93%, and 98% for the 1st, 2nd, and 3rd batch, respectively. It can be seen that the three obtained accuracies have increased, and the improvement has grown faster by time.

2) Discussion: We analytically and experimentally summarize the performance gained from different window sizes. Fig. 13 depicts the window size tuning and their superiority over the time. In particular, if the window size is greater, the online prediction performances will be slightly improved. Consequently, a higher window size causes rapid prediction accuracy. For example, the 5 second window size has recorded 98% which is the highest accuracy among the other window sizes because the model learns and updates itself using three batches. Similarly, the 4 second, 3 second, 2 second and 1 have registered 95%, 90%, 88% and 86% using 6, 9, 12, and 14 batches, respectively. It can be seen that the larger window sizes allows the online prediction to process large data sizes.
even less batch number which improves the prediction accuracy. We can conclude that the window size has a significant impact on the processing rate of Spark Streaming in terms of training a larger number of samples.

V. CONCLUSION

In this paper, we have presented an online prediction system to predict real-time health status. The proposed system has been developed using Spark Streaming, Apache Kafka, Apache Spark, and streaming machine learning algorithm named streaming linear regression with SGD. It has applied to two distributed data sources; historical medical data sources (diabetes, heart and breast cancer) and simulated wearable sensor generator which generates diabetes dataset. The diabetes dataset has achieved the highest accuracy at 81% with respect to the heart and the breast cancer datasets. The generated
diabetes dataset has achieved the highest accuracy at 98% using 5-second window size comparing to other window sizes: 1, 2, 3 and 4 seconds. The experimental results have shown that the larger window sizes allow the online prediction to process large amounts of data sizes, even fewer batch numbers, which improve prediction accuracy.
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I. INTRODUCTION

Wireless technologies have become an indivisible part of the daily life of a person in this digitized era. Wireless network with high capacity and high data rates is always wanted by everyone. A very important consideration is how fast data can be sent over a channel. Previously the main focus was to overcome the distortion of the received wireless signal. As technologies are increasing day by day, flawless high data transaction rate is now a big concern. Good channel capacity indicates that high data rates can be supported by channel in light communication system and used entropy power inequity and Lagrangian function to develop closed form lower and upper bound. They have also investigated the beamforming design problem of BC and VLC based on the utilization of obtained closed-form expression [5]. In [6], authors focused on increasing the data rate capacity of multiple-input multiple-output (MIMO) system channels through comparison of SISO, SIMO and MISO systems. Experimental simulated results of SISO and MIMO are analyzed, discussed and compared [6]. Based on given error probability and block length, authors in [7], investigated maximal achievable data rate over quasi static SIMO channels. They have also verified the fast convergence to outage capacity through zero dispersion when there is an increase in the block length. Authors in [8], analyzed discrete time Rayleigh fading capacity in SISO & MIMO systems, presented and discussed their results obtained from their findings. In [9], authors studied SISO and SIMO channels and measured frequency response of line-of-sight (LOS) and non-line-of-sight (NLOS) channels. Their measurement result indicates that high data rates can be supported by channel capacity and it depends on the distance of the transmitter and the receiver. They also found in their measurement in [9], that the relationship between SIMO system channel capacity and number of receiving antennas is not linear. Considering the presence of an external eavesdropper, authors in [10], studied confidential communication in gaussian MIMO channel with a number of receivers. They also focused on proving the secrecy capacity of MIMO channels which are degraded based on some important factors. Researchers focus on various distribution models for analyzing and developing SISO, SIMO, MISO, MIMO channels. Gaussian or normal distribution,

Rician, Nakagami-m, Nakagami-n, Rayleigh are very popular distribution models. Beside these models, Nakagami-q is one of them and has a wide area of research interest. A fading distribution, Nakagami-q or also known as Hoyt distribution, serves as a suitable decent model under incontrovertible conditions. Using this distribution model, authors in [11],
presented a simulation program where envelopes of received signals can be modelled. They found that this modeling can be done without presiding over NLOS [11]. In [12], authors showed that it is possible to construct Hoyt or Nakagami-q distribution from a conditional exponential distribution model. They proposed a method that is able to analyze performances of any wireless link under Nakagami-q fading in a very convenient approach. Based on the derivation of the squared Hoyt distribution formula, authors in [13], derived simple expressions of secondary link capacity on various scenarios of their research interests. For severe fading, they showed that the capacity of ST-SR link increases in the presence of severe fading. Authors used this Hoyt distribution to model and analyze limit of SISO wireless communication channel’s data rate in [14].

In this work, capacity analysis of SIMO wireless system over the identically independently distributed Nakagami-q fading wireless channel is presented. This study follows the derivation of the channel capacity as described in [14] and modifies the system model and channel capacity equations to fit this SIMO wireless system of this study. First, the derivation of SIMO channel capacity equation is done for low SNR regime. Then the analysis of capacity is made with respect to the number of antennas at the receiver end while also depicting an improvement in the capacity. Capacity corresponding to the instantaneous SNR of this system and a comparison of the capacity of SIMO system and SISO system are also shown.

The rest of the paper is structured as follows. In Section 2, Nakagami-q/Hoyt distribution. In Section 3, SIMO system model for this research work. Calculation of capacity for low SNR regimes for this Nakagami-q fading channels in Section 4. Analysis and results is Section 5. At the end, Section 6 includes the conclusions and future work of this study.

II. NAKAGAMI-q/HOYT DISTRIBUTION

Throughout the long periods of remote correspondences, and relying upon framework working situations, an extraordinary number of channel models have been proposed to depict the measurements of the plentifulness and period of multipath signals. Nakagami-q is one of the popular proposed distribution models. This model was presented by Nakagami as an estimation for Nakagami-m distribution within the scope of fading that stretches out from one-sided Gaussian model to the Rayleigh model [15]. The distribution model is being utilized all the more habitually in execution investigation and different examinations identified with mobile radio interchanges. In [16], authors found that this model can be easily used in mobile communication channels. This fading is generally seen in satellite connection subject to amazing ionospheric flash and strongly shadowed conditions [16]. Nakagami-q or Hoyt model is normally used to delineate the transient sign subject to fading in variety of certain mobile communication channels [17]. It’s probably distribution function (PDF) [18] is

\[
p_\gamma(\gamma) = \frac{(1+q^2)\gamma}{2q^\gamma} e^{-\frac{(1+q^2)\gamma}{4q^2}} I_0\left(\frac{(1-q^2)\gamma}{4q^2}\right), \quad \gamma \geq 0
\]

(1)

where, \(q\) is the fading parameter of Nakagami-q distribution with the value range from 0 to 1. Instantaneous SNR is represented as \(\gamma\) and average SNR is represented as \(\bar{\gamma}\). \(I_0(.)\) is represented as the modified Bessel function of the first kind of zeroth-order [14]. When \(q=0\), it represents the one sided Gaussian fading and Rayleigh fading is represented by \(q=1\).

III. SIMO SYSTEM MODEL

The single-input multiple-output (SIMO) frequently used to empower a collector framework that gets signals from various free sources to scrap the impacts of fading. It has been utilized for a long time with short wave listening/accepting stations to cope with the impacts of ionospheric impedance and fading. The single-input multiple-output (SIMO) is the model where the transmitter includes a single antenna and the receiver end has numerous receiving antennas.

Fig. 1 represents the SIMO system model for this research work considering the fact that the receiving power of each antennas are identical and the receiver antennas are mutually independent. Here, other considering factors include \(P_t\) as transmitted signal power, signal getting corrupted by additive white gaussian noise (AWGN) at the receiving end and the transmission is continued with Nakagami-q distribution. Based on [19] received signal vector of this system is given by,

\[
r = hx + z
\]

(2)

In Eq. (2), channel gain from the transmitter to the receiver end is defined by \(h\) which is a vector, \(x\) as transmitted signal and complex additive white gaussian noise is represented by the vector \(z\) [19]. For SIMO systems, [20] states, Shannon channel limit is the most aloft responded data between the signal that is being sent and being received one. From [20], the equation which defines capacity is given as following,

\[
C = W\log_2(1 + \rho)
\]

(3)

In Eq. (3), transmitted signal to noise ratio is represented as \(\rho = P_t/\sigma^2\) and transmission bandwidth is represented as \(W\).
In [21] and [22] it has been said that, the channel is limited by power in the insight that, $P_I = E\{|x|^2\}$. Here, the $E\{\cdot\}$ denotes the expectation operator. This expectation operator can be assessed by the probability distribution function (PDF) of the above mentioned vector $h$.

Here, for low SNR regime, low limit argument approximation is considered as it is described by the author that, using low limit argument approximation, the zeroth-order modified Bessel function of the first kind can be estimated as $I_0 \approx 1$ in [17].

So, using $I_0 \approx 1$ in Eq. (1), it becomes,

$$p_\gamma(\gamma) = \frac{(1 + q^2)\gamma}{2q^\gamma} e^{-\frac{(1 + q^2)^2\gamma}{4q^2\gamma}}, \quad \gamma \geq 0 \quad (4)$$

So, for low SNR regime, Nakagami-q distribution under the condition of low limit argument approximation is represented by Eq. (4). By changing fading parameter to $q=1$, Eq. (4) turns to the Rayleigh fading as described in the Nakagami-q/Hoyt Distribution section.

For SIMO channel, all the antennas will be receiving fading signals, so the Nakagami-q fading parameter becomes, $q = n_R q_0$, where number of antennas at the receiver end are represented as $n_R$ and when $n_R = 1$ then the fading parameter, $q$ becomes, $1 * q_0 = q_0$, so the system becomes single-input single-output.

So, for SIMO channel Eq. (4) becomes,

$$p_\gamma(\gamma) = \frac{(1 + (n_R q_0)^2)\gamma}{2n_R q_0^\gamma} e^{-\frac{(1 + (n_R q_0)^2)^2\gamma}{4(n_R q_0)^2\gamma}}, \quad \gamma \geq 0 \quad (5)$$

For simplifying Eq. (5) let us consider

$$x = \frac{1 + (n_R q_0)^2}{2n_R q_0^\gamma}, \quad y = \frac{(1 + (n_R q_0)^2)^2}{4(n_R q_0)^2\gamma} \quad (6)$$

Using the simplifications of Eq. (6), Eq. (5) becomes,

$$p_\gamma(\gamma) = x^\gamma e^{-y^\gamma}, \quad \gamma \geq 0 \quad (7)$$

Here, Eq. (7) represents Nakagami-q distribution for for low SNR regime under low limit argument approximation [14].

IV. CALCULATION OF CAPACITY

The calculation of capacity in low SNR region for this SIMO wireless channel is done in this section. The capacity can be acquired a by using Eq. (3) [14].

$$C = \int_0^\infty p_\gamma(\gamma) \log_2(1 + \rho\gamma) d\gamma \quad (8)$$

Performing substitution of Eq. (7) into the Eq. (8), the channel capacity of SIMO channel becomes,

$$C = \int_0^\infty x^\gamma e^{-y^\gamma} \log_2(1 + \rho\gamma) d\gamma \quad (9)$$

An advanced computing system, Mathematica [23] of Wolfram Research is used here to elucidate and to validate Eq. (9) in order to analyze the capacity of SIMO channel.

The channel capacity, using Eq. (9) results in,

$$C_{SIMO} = \frac{x}{\rho^2 \log^2[2]} \left( G^{4,1}_{2,3} \left( \frac{y}{\rho^2}, -2, -1, -\frac{1}{2} \right) \right) \quad (10)$$

if $\text{Re}[\rho] > 0$ and if $\text{Re}[y] > 0$.

Here, $x = \frac{1 + (n_R q_0)^2}{2n_R q_0^\gamma}, \quad y = \frac{(1 + (n_R q_0)^2)^2}{4(n_R q_0)^2\gamma}$ and $G^{m,n}_{p,q}(x|_{\rho^2})$ is the Meijer Gamma function [14] and $C_{SIMO}$ represents the capacity of SIMO channel.

In the next section, Eq. (10) is used for the analysis of the SIMO channel capacity. The analyses are conducted with respect to the number of receiver antennas, average SNR, instantaneous SNR of the channel and the comparison of the capacity of SIMO and SISO systems are depicted also.

V. ANALYSIS OF CAPACITY

The analyses of SIMO channel capacity are presented here. The section is divided into four subsections. Capacity behaviour with respect to the number of receiver antennas, $n_R$ is presented in subsection one. For the improvement of the capacity of the system, capacity behaviour with respect to the number of receiver antennas, $n_R$ while varying the average SNR, $\gamma$ of this system is presented in the next subsection. The following subsection includes capacity behaviour with respect to the instantaneous SNR of the system. And the last subsection contains a comparison between SIMO channel capacity of this research work and SISO channel capacity, which was depicted in [14].

For the analysis section the value for fading parameter $q_0$ is considered 0.17 because it has been found in this analysis that when $q_0 > 0.17$, the conditions of Eq. (10) become false.

A. SIMO Channel Capacity with respect to the Number of Receiver Antennas

This subsection describes the channel capacity of the Nakagami-q fading SIMO channel. The channel capacity depicted by Eq. (10) is plotted with respect to the number of antennas at the receiver end.For this, value of $n_R$ taken from 2 to 6. And the value of the average SNR is taken $\gamma = 5$. The verification of the correctness of Eq. (10) is done also which has been procured from Eq. (9).

It is observed in Fig. 2 that the Eq. (10) is the correct solution of Eq. (9) as both equations have been plotted considering the same values and both the equations yields the exact same plot. So, the correctness of the SIMO channel capacity equation is justified.

From Fig. 2, it can be seen that the capacity is increasing with the increasing of the antennas at the receiver end. When there are 2 antennas at the receiver end the value of capacity of
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is 5.54478 bits/sec/Hz, when \( n_R = 4 \) the capacity is 24.4357 bits/sec/Hz and at last for \( n_R = 6 \), the channel capacity is at it’s highest which is 31.3864 bits/sec/Hz.

So, it is clear that with the increasing of the antennas at the receiver end the capacity of the this system is increasing.

**B. Improvement of SIMO Channel Capacity**

![Fig. 3. Capacity [bits/sec/Hz] with respect to Number of Receiver Antennas, \( n_R \) when \( \bar{\gamma} \) varies](image)

In this subsection again the capacity behaviour with respect to the number of receiver antennas are presented but varying the average SNR, \( \bar{\gamma} \) of the system. As in the previous subsection here also the number of receiver antennas are from 2 to 6. The value of average SNR of the system is taken, \( \bar{\gamma} = 3, 5, 7 \) respectively for the analysis of this subsection.

It can be observed in Fig. 3 that for all the three cases the channel capacity is increasing when the number of receiver antenna increases. But, it can also be observed that the capacity increase is even higher when there is an increase in the average SNR.

When average SNR, \( \bar{\gamma} = 3 \) the maximum capacity of the system is 16.6751 bits/sec/Hz, when average SNR, \( \bar{\gamma} = 5 \) the maximum capacity is 31.3864 bits/sec/Hz, at last, when \( \bar{\gamma} = 7 \), maximum capacity is 47.2828 bits/sec/Hz.

It is clearly seen that the capacity of this SIMO channel is on the rise as average SNR of the system increases. But, the capacity of the system is the highest when the average SNR, \( \bar{\gamma} = 7 \). So, the capacity can be improved when the average SNR of the system is considered higher.

**C. SIMO Channel Capacity with respect to the Instantaneous SNR**

In previous subsection it has been found that there is an improvement in the capacity of of the system when the average SNR is higher. So, in this subsection \( \bar{\gamma} = 7 \) is considered for analysis the SIMO channel capacity behaviour with respect to the instantaneous SNR of the system. And the number of receiver antennas are considered, \( n_R = 2, 4 \) and 6.

![Fig. 4. SIMO Channel Capacity [bits/sec/Hz] with respect to the Instantaneous SNR [dB].](image)

![Fig. 5. Comparison of SISO Channel Capacity [14] and SIMO Channel Capacity](image)

The increase of capacity with the increasing of instantaneous SNR for all the three numbers if receiver antennas can be observed from Fig. 4.

For receiver antenna, \( n_R = 2 \), the maximum capacity when SNR is at 30 dB is 10.9601 bits/sec/Hz. When, the number receiver antennas, for \( n_R = 4 \), the maximum capacity
is 45.7309 bits/sec/Hz and last, for \( n_R = 6 \), the maximum capacity at 30 dB is 58.2786 bits/sec/Hz.

The capacity of this system is higher when there are more receiver antennas, in this case it highest when there are \( n_R = 6 \) number of receiver antennas.

**D. Comparison of SIMO and SISO Channel Capacity**

In the previous subsection C it is found that when \( n_R = 6 \) the capacity of this SIMO system is highest with respect to instantaneous SNR. So, in this subsection the SIMO channel capacity is considered for value of \( n_R = 6 \).

The SISO channel capacity is taken with respect to instantaneous SNR from [14] for conducting the comparison with the SIMO channel capacity of this work.

In Fig. 5, the red line represents the maximum SISO channel capacity with respect to the instantaneous SNR [14] in low SNR regime. The green line in Fig. 5 represents the maximum SIMO channel capacity of this work also in the low SNR regime. Maximum channel capacity of the SISO channel is 27.5641 bits/sec/Hz [14] and maximum capacity of SIMO channel observed in this work is 58.2786 bits/sec/Hz. There is about 111.43% increase in the capacity the SIMO system of this work.

So, it can be said that the capacity in SIMO system is much more higher that the capacity of SISO system.

**VI. CONCLUSION AND FUTURE WORK**

In this work, the capacity of identically independently distributed Nakagami-q fading SIMO channel in low SNR regime is studied. For this study, the mathematical expression for the capacity in low SNR regime of this SIMO system is derived using small limit argument approximation. This paper presented in-depth analyses of the channel capacity of the SIMO wireless system. It has been found in this work that the capacity is increasing with the increasing of number of antennas at the receiver end and the capacity is higher when the average SNR of the system is higher. With respect to instantaneous SNR, it is seen that there is exponential growth in the capacity. The maximum capacity of this SIMO wireless channel is obtained when there are 6 number of receiver antennas at the receiver end in this case. From the comparison of the channel capacity between Nakagami-q fading SIMO and SISO wireless channels it has been found that the capacity of SIMO system outperforms the capacity of SISO system.

Though the derived equation can accurately measure the channel capacity, the measurement is only for low SNR regime. Moreover, as high SNR region is also an important part to consider when doing capacity performance analysis, the equations of this work can be re-used and modified to derive novel equation for high SNR region.
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Abstract—Accurate identification and counting of White Blood Cells (WBCs) from microscopy blood cell images are vital for several blood-related disease diagnoses such as leukemia. The inevitability of automated cell image analysis in medical diagnosis results in a plethora of research for the last few decades. Microscopic blood cell image analysis involves three major steps: cell segmentation, classification, and counting. Several techniques have been employed separately to solve these three problems. In this paper, a simple unified model is proposed for White Blood Cell segmentation, feature extraction for classification, and counting with connected mathematical morphological operators implemented using the max-tree data structure. Max-tree creates a hierarchical representation of connected components of all possible gray levels present in an image in such a way that the root holds the connected components comprise of pixels with the lowest intensity value and the connected components comprise of pixels with the highest intensity value are in the leaves. Any associated attributes such as the size or shape of each connected component can be efficiently calculated on the fly and stored in this data structure. Utilizing this knowledge-rich data structure, we obtain a better segmentation of the cells that preserves the morphology of the cells and consequently obtain better accuracy in cell counting.
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I. INTRODUCTION

Microscopic blood cell image analysis is crucial for the diagnosis of several blood-related diseases. It may require complete blood count (CBC) where a complete count of red blood cells, white blood cells, and platelets is investigated. In some cases, differential blood count (DBC) may be required where five different types of white blood cells: eosinophils, basophils, monocytes, lymphocytes, and neutrophils need to be separated and counted. Blood image analysis is also crucial in the diagnosis of leukemia where lymphoblasts are needed to be separated from the healthy WBCs and counted. Manual analysis by the human experts is time-consuming, the accuracy of the result vastly depends on the expert’s capability, and varying results may be obtained even if the procedure is repeated by the same expert. Thus, image-based analysis of blood cells gained much popularity in the past decades.

Image-based automated blood cell analysis poses three major challenges: segmentation, feature extraction for classification, and counting of cells from very complex blood smear images. To solve the challenging problem of cell segmenta-
utilized for cell segmentation, feature extraction, and counting. The cell counting part of the work is also reported in a conference paper [24]. In [24] only the structured representation of the image by the tree is utilized where the number of leaves in the tree is reported as the number of cells present in the image.

Piuri and Scotti proposed a system for leukocytes detection and classification based on the morphological operators in [27]. However, they used the structuring element based morphological operators for the identification of the cells. They only reported observational performance instead of any quantitative performance measure of their work. They also did not solve the cell counting problem. Besides, the structuring element based filtering is known to distort the original shape of the object. On the other hand, shape of the object is preserved in our method and thus yield better segmentation.

Moshavash et al. proposed a color-based cell segmentation technique where they converted the RGB images into CMYK color space and separate the background and red blood cells using the M-channel [28]. After the background and red blood cells are separated remaining are considered as the candidate for the WBCs.

On the other hand, this paper utilized connected morphological operators that filters without using any structuring element; rather it uses the structure of the input signal itself for filtering. Connected operators do not introduce any distortion or new structures to the resultant image. In this paper, a Max-tree data structure is used where connected components of the image are hierarchically stored thus every connected component is reachable for further processing. The main strengths of the proposed model are

- The method obtain a better segmentation of the cells that preserves the morphology of the different types of WBCs and their nuclei.
- The Method achieve better accuracy in counting cells.
- Feature extraction can be done on the fly.
- Segmentation, feature calculation, and counting are done in a unified model where Maxtree data structure plays the central role.
- Maxtree representation can be utilized in other applications such as cell tracking, cell visualization, etc.
- It is conceptually simple.
- Computationally efficient.

The rest of the paper is organized as follows: in Section 2, the concept of mathematical morphology and connected attribute filters are described. In Section 3, the basic idea, implementation detail of max-tree data structure, and attribute estimation methods are discussed. Section 4 contains a detailed discussion of the proposed method. A brief description of the data set can be found in Section 5. In Section 6, experiments and results are reported. Section 7 concludes the paper with a few directions for future work.

II. MATHEMATICAL MORPHOLOGY AND CONNECTED ATTRIBUTE FILTERS

Mathematical Morphology [29] is popularly used in digital image analysis consists of several operators based on topological and geometrical concepts such as size, shape, contrast, etc. In mathematical morphology, grayscale images are considered in a form \( f(x) : \mathbb{Z} \rightarrow \mathbb{R} \) where \( \mathbb{Z} \subseteq \mathbb{E} \) mapping Euclidean space or grid, \( \mathbb{E} \) into \( \mathbb{R} \). Image, \( f(x) \) is interacted with a small set called structuring elements, \( s(x) \) utilizing the order relation on \( \mathbb{R} \). Connected attribute filters are morphological operators that can eliminate or merge the connected components or flat zones of an image where the image signal is constant [30]. Its power of simplifying images without distorting the contours makes it popular for various applications.

The notion of connectivity in digital images can be defined as the local neighborhood of pixels. If a 2D image, \( I \), is mapped into \( m \times n \) grid and the position of a pixel, \( p \) in the grid is defined as row and column pair \((i, j)\). The four pairs of pixels positioned in \((i \pm 1, j)\) and \((i, j \pm 1)\) are 4-neighbors of \( p \). A common choice of the local neighborhood of a pixel in the case of 2D images is 4 or 8 adjacency; and in the case of 3D images is 6, 18, or 26 adjacency.

Connected operators act as a filtering tool on gray-level images that eliminates some of the connected components leaving other components unchanged. If \( I \) is the original image and \( S_k \) is the structuring element of size \( k \), the opening of \( I \) can be defined using equation 1 which is erosion \( (c) \) followed by dilation \( (\delta) \):

\[
J_0 = \delta S_k(c S_k(I)) \\
J_k = \delta_c(J((k - 1)) \cap I)
\]

where \( c \) = structuring element that defines the connectivity

The operation in equation 1 will mark the connected components that need to be preserved and iterating equation 2 until idempotence will provide the desired result. Different types of connected operators can be obtained by the composition of any family of openings and closings by reconstruction. Connected attribute operators such as attribute openings, closing, thickenings, and thinnings can be utilized to filter connected components based on their attributes such as size, shape, contrast, etc. Simplest size oriented connected operators can be obtained by area opening and closing which is idempotent, anti-extensive, and increasing [31]. A large number of connected operators based on size attributes such as the moment of inertia, diagonal length of smallest enclosing box, etc. can be obtained for image filtering. The binary area opening, \( \Gamma \) of a binary image, \( I \) at point \( x \) with threshold parameter, \( \lambda \) obtains the connected component with an area greater or equal to \( \lambda \) and to which \( x \) belongs:

\[
\Gamma_\lambda(I) = x \in I|A(\Gamma_x(I)) \geq \lambda
\]

Apart from filtering images using size-based connected operators, shape-based filtering can be implemented using attribute thinning and thickening which is antiextensive, idempotent, and scale-invariant [32]. Being scale-invariant shape-based operators are insensitive to the size of the structures. Several shape-based attributes such as elongation [33], complexity or simplicity, motion estimation, entropy, etc. [34] can
be derived using these connected operators. Binary attribute thinning can be defined in terms of binary connected openings. The trivial thinning $T^C$ with criterion $C$ of a connected set $S$ is the set that satisfies $C$, or empty otherwise. Thus $T^C$ of set $x$ with criterion $C$ can be obtained by

$$T^C(I) = \bigcup_{x \in I} T^C(\Gamma_x(X))$$  \hspace{1cm} (4)$$

To decompose an image, $I$, according to size or shape, the image needs to be filtered using $\Gamma_x(I)$ or $T^C(I)$ and after filtering the resulting image, $I_r$, will contain structures that meet the criteria $\lambda$ or $C$. The difference image, $I - I_r$, should contain the structures that fail to meet the desired criteria. Derivation of these size and shape based operators for grayscale images is straightforward and can be obtained from their binary counterpart.

### III. Implementation of Connected Operators

Implementing connected operators using a structuring element for more than one dimension is difficult [35]. There are several algorithms proposed for attribute opening and closing such as the Pixel-Queue algorithm [32], the Union-Find algorithm [36], Max-Tree algorithm [34]. In [37] Meijster and Wilkinson discussed the pros and cons of these algorithms. The method proposed in this paper considered the findings of [37] and uses the Max-Tree algorithm because it requires linear time in both the number of pixels and connectivity for processing and pruning the tree and also for creating output images. Additionally, it also can be used for thinning and thickening.

#### A. Max-Tree

Max-Tree is a proficient data structure introduced by Salembier et al. in [34] for connected attribute filtering of the images. Max-tree being a rooted tree provides a hierarchy of flat zones with ordering relationships for extracting and filtering of the connected components by the operators. To describe the Max-Tree description of a few related terms is required. A connected component or flat zone, $F_i$, at gray level $l$ of an image $I$ constitutes a set of pixels $p \in E[I(p)] = l$; a regional maxima, $R_i$, corresponds to a flat zone at level $l$ of which gray values of neighboring pixels are smaller than $l$; a peak component, $P_i$, is a flat zone of the thresholded image, $T_i(I)$ at level $l$. In these definitions, $i$, $j$, $k$ indicate the index of several such components. In the max-tree representation of an image, each node $N_i$ holds only those pixels of the peak component $P_i$ which have a gray value of $l$. The node $N_i$ also contains attributes such as area of $P_i$. The node $N_0$, the root of the tree and contains the flat zones with the lowest gray value and the hierarchical structure of the tree ensures that all of the flat zones of the highest gray value can be found in the leaf-nodes. After the max-tree representation of an image is obtained filtering of the image based on any attribute can be done by pruning the tree in an appropriate branch where all nodes have attributes such as area smaller than the threshold.

Fig. 1 depicts a pictorial description of the max-tree representation of an image containing six cells. The image has been binarized first then a Gaussian kernel is applied to obtain a smoothed image that will produce flat zones with various gray levels such as $G_0$, $G_1$, $G_2$, $G_3$, $G_4$ where $G_0 < G_1 < G_2 < G_3 < G_4$ (figure 1(c)). In Fig. 1(d) max-tree representation of the flat zones is shown where the root $A0$ represents the background of the image which is the flat zone at gray level $G_0$, $B1$, $C1$, and $D1$ are the three children of the root that correspond to the three flat-zones at gray level $G_1$. Among them, $B1$ has three flat zones as its children and $D1$ has two flat zones as its children. All the flat zones are stored in the tree preserving the parent-child hierarchy and the leaves $B04$, $B14$, $B24$, $C04$, $D04$, and $D14$ holds the connected components of the highest gray level $G_4$.

1) Max Tree Creation: The process of Maxtree creation can be described using the original work of Salembier et al. [25] where recursive flooding is utilized to build the tree. A hierarchical FIFO (first in first out) queue is implemented for each gray level value for the appropriate scanning and processing order of the pixels. The nodes, $N_{G_l}$, (represents all nodes at gray level, $G$ for all available gray levels, $G$) and the links between parent and child nodes are established by storing all local background pixels of gray level, $G$, to the parent node and the child nodes get the pixels at each connected component with a gray level higher than $G$.

2) Attribute Estimation and Filtering Approaches: Different attributes such as size, shape, the moment of inertia, etc. of each node of max-tree can be calculated on the fly. During the max-tree creation required attributes of each node (for each connected component) is also calculated.

In max-tree implementation whenever a pixel is added to a node, an associated variable is increased to obtain the area of the component in terms of the number of pixels. Similarly, the ratio of the moment of inertia, $M_t$ to the square of the area, $A$ i.e., $M_t/A^2$ is easily and accurately calculated as a shape attribute.

Later, during the filtering phase based on the threshold value of a specific attribute the algorithm decides to remove or keep the node. Different decision criteria for filtering are described in [25] such as Min, Max, Viterbi, Direct, etc. Urbac et al. proposed another decision criterion: the subtractive decision rule in [33]. According to Min decision rule, a node, $N_i$, is removed if the criterion value such as area, perimeter, or moment of inertia, etc., of that node, is less than the set threshold value or any of the ancestors of $N_i$ is removed. Max decision rule removes a node, $N_i$, along with its descendants if the criterion value is less than the set threshold value. Viterbi solves the filtering process as an optimization problem. The direct rule removes a node, $N_i$, if its criterion value does not meet the threshold value and assigns the pixels of that node to a gray value of its highest ancestor which meets the threshold value while keeping the descendants unchanged. The subtractive decision rule is the same as the direct rule but it changes the gray value of the descendants by the same amount as the node, $N_i$.

### IV. Proposed Method

This paper proposed a method of blood cell image segmentation, feature extraction, and counting using connected morphological operators implemented using the max-tree data structure. The work is based on the principle of mathematical
Fig. 1. (a) Cropped Region from a Microscopic Cell Image, (b) Thresholded image, (c) Different Gray Levels in Smoothed Image of (b), (d) Max-Tree Representation of the Image on (c)
morphology and connected attribute filters described in the previous section. Segmentation of the WBCs in the blood smear images has been done by pruning the max-tree that has been created as a representation of the image, based on area as a size attribute taking advantage of the distinct size of the RBCs and WBCs. Other attributes such as shape, moments, etc. that are computed on the fly during max-tree creation contributed to the feature vector to be used for the classification of the cells.

A. Morphology of the Blood Cells

The morphology of the blood cells plays a vital role in different steps of this work. There are three different major cells present in blood namely Red Blood Cell (RBC) or Erythrocytes, White Blood Cell (WBC) or Leukocytes, and Platelets (Thrombocytes). RBCs are generally smaller in size approximately 7µm – 8µm and have a very thin cell membrane that allows easy oxygen diffusion. The morphology of an RBC is similar to a torus without a whole inside and does not contain any nucleus. On the other hand, WBCs are larger in size of approximately 15µm – 20µm and contain a large nucleus that occupies most of the cell area. The platelets are the smallest in size approximately 2µm – 3µm in diameter with a very irregular shape. In this work, the separation of RBCs and WBCs is discussed where the platelets are considered to the RBC group.

B. Preprocessing

Microscopic blood-stained image datasets are usually with high-quality images because of their exclusive and careful acquisition processes. Due to this assumption, there are no noise removal steps involved in this work. However, this step can be introduced if needed and several filtering approaches can be utilized.

The preprocessing step of our work is greatly influenced by the staining process of peripheral blood smear images. Staining blood cells with different colorants is a common practice in peripheral blood smear images so that various components especially the white and red blood cells can be examined microscopically. Typical components of the stains are oxidized methylene blue, azure B, and eosin Y colorants [38]. The methylene blue and azure B stains the nucleus of cells with different shades of blue to purple color and eosin Y colorants stains the cytoplasm of cells an orange to pink shades [39]. Thus, after staining torus like part of an RBC get a nonuniform shade of pink where intense pink in some areas and pale shade in some other areas. The central part of the cell gets brighter intensity. The nucleus of the WBC is intensely stained with blue color and the cytoplasm is stained with different shades of blue.

To separate the WBCs from other blood cells the intense staining of its nucleus is utilized. Otsu’s [40] method for thresholding is applied to the images and the nucleus of the WBC being intensely stained resulted into larger connected components and the RBC turned in to a combination of several small connected components almost the size of the dot because of the non-uniform staining [see Fig. 2(c)]. After binarization, a Gaussian kernel is applied to obtain a smoothed image [Fig. 2(d)]. This is done to minimize the noise introduced by the binarization process and to obtain a continuous grayscale image.

C. Cell and Nucleus Segmentation through Attribute Filtering

The block diagram in Fig. 3 summarizes the proposed method. The proposed method concentrates on segmenting WBCs, calculating features for the feature vector to be used in the classification of different WBCs, and counting the WBCs.

RBCs and WBCs can be distinctly identified by their size and presence of the nucleus. In the preprocessing step, WBCs due to the presence of a nucleus and its intense staining resulted in connected components with the largest area, the second-largest area is the area between the nucleus and the cell membrane i.e., the cytoplasm, and rest of the blood components resulted in much smaller connected components due to the binarization process. Therefore, filtering based on size (area) attribute results in the removal of those connected components with an area smaller than the threshold value. Filtering based on area attributes separate the candidates of WBCs but there remain several abnormal components that need to be removed. These abnormal components are not WBCs but stained similarly as a WBC. However, these components are irregularly shaped, unlike the WBCs which are mostly circular. Thus, shape-based attributes such as Eccentricity, Solidity, Compactness, etc. can be utilized to remove such abnormal components. However, in this work, the ratio of the moment of inertia to the square of the area (as described in Section III-A2), is used where the value of $M_2/A^2$ increases as the shape deviates from the circular shape. This attribute is used for the filtering of the abnormal components.

In Fig. 4, cell and nucleus segmentation for a sample image from the ALL-IDB dataset is shown. The shape of the segmented region is the shape of the original cell or nucleus unlike structuring element based filtering where the shape of the segmented region is influenced by the shape of the structuring element. The proposed method faces difficulty if the cell boundary becomes hard to identify after the binarization process (see Fig. 5b). In that case, only the nucleus is segmented. However, in the Maxtree implementation, we also preserve the centroids of each nucleus which can be used to obtain the sub-image containing one WBC (Fig. 5d). Later using gray-level thresholding followed by hole filling and erosion resulted in cell segmentation (Fig. 5f).

D. Feature Extraction

Pattern spectra based on size, shape, or any other attribute or a combination can also be computed from the max-tree representation to obtain the feature vector for classification of
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Fig. 4. (a) Image Sample from ALL-IDB 1 Dataset [41], (b) Cell Segmentation, and (c) Nucleus Segmentation by Area and Shape Attribute Filtering using Maxtree Representation.

(a) (b) (c)

Fig. 5. Segmentation of Cells with Ill Defined Cell Boundary (a) Microscopic Image Containing Neutrophil WBC, (b) Binarized (Zoomed) Image of (a), (c) Nucleus Segmentation by Our Method, (d) Extracted Sub Image of (a) using Centroids of the Segmented Nucleus, (e) After Applying Gray Level Thresholding on (d), (f) Segmented WBC Cell.
the WBCs. Size and/or shape distribution, used for generating pattern spectra, comprises an ordered set of operators each of which removes features smaller than a particular size or shape from the image. Different sizes and shape-based features such as Area, Entropy, Moment of Inertia, Elongation, Mean x-position, Mean y-position, Eccentricity, Solidity, etc. can be calculated incrementally during the Maxtree creation. Besides, the number of lobes in the nucleus which is an important feature for the classification of WBCs can also be calculated from the Max-tree using the same technique used to count the number of cells [24]. Similarly, elongation of the connected components can be used as a shape measure. After obtaining the feature vector various state of the art classifiers can be explored for classification. In this paper, we did not explore the classifiers since a plethora of work achieved the state of the art classification performance with these features but the method of extracting the features was different than our approach. Nevertheless, we will also explore different classifiers with the features extracted using our approach in our future work.

E. Cell Counting

In [24] we have reported the process of counting and annotation of cells using Max-tree representation of the cell images. In segmented cell images with a dark background, cells are represented with bright intensity. Therefore, in Max-tree representation cells being the extremal intensity can be found in the leaves of the tree (see Fig. 1) and thus the number of cells can be approximated by the number of leaves. The proposed method is conceptually easy, does not require any prior training or annotation on the contrary to the other state of the art approaches. Rather the proposed method provides the annotation of the cells for further use. Our Maxtree based cell counting approach is robust in case of partial overlapping of cells. Segmentation of such cells will result in a single connected component. However, filtering the binary image with a Gaussian kernel creates a region in the center of each cell which is brighter than its surrounding (see Fig. 6(c)). In Maxtree representation these regions will be in three leaves and thus counted as three different cells. However, if the cells are fully overlapped, it is not possible to identify them with our method and will be counted as one cell.

![Fig. 6. (a) Partially Overlapped Cells, (b) Segmented as One Connected Component, (c) Identified as Three Different Cells in Proposed Method.](image)

V. DATASETS

In this work, we have tested the proposed method with two datasets: Leukocyte Images for Segmentation and Classification (LISC) database [42] and Acute Lymphoblastic Leukemia Image Database I (ALL-IDB I) [41].

A. LISC Database

LISC Database ¹ includes peripheral blood samples from healthy people. The Gismo-Right technique is used for smearing and staining the slides for obtaining microscopic images. The microscopic images are then digitized in BMP format with a size of (720 × 576) pixels. There are 250 images with ground truth provided with the freely distributed database. Ground truth for segmentation along with the classification of the WBCs into five classes of normal WBCs is done by the expert. There are 53 images with basophil, 39 images with eosinophil, 52 images with lymphocyte, 48 images with monocyte, and 50 images with neutrophil WBCs in this dataset.

B. ALL-IDB I Database

The ALL-IDB I Database ² includes blood samples from both Healthy Non-ALL subjects and probable ALL patients. There are 108 images in JPG format with 24-bit color depth and resolution of (2592 × 1944) pixels. It also includes the ground truth positions of the WBC cells in the images that are labeled by the experts.

VI. EXPERIMENTS AND RESULTS

The performance of the WBC cell segmentation follows the performance of the nucleus segmentation. Segmentation of the nucleus uniquely identifies a WBC from other blood cells since other cells do not have a nucleus. Therefore, we report the performance of the nucleus segmentation and compare the performance with the performance of the method proposed by Moshavash et al. in [28]. In [28] Moshavash et al. used a similarity measure defined as in equation 5 for measuring the performance of nucleus segmentation:

\[
\text{Similarity} = 100 \times \frac{(A_{\text{algorithm}} \cap A_{\text{expert}})}{\max(A_{\text{algorithm}}, A_{\text{expert}})} \quad (5)
\]

LISC database contains five classes of WBCs, each of the classes has nuclei with a distinct morphology. For example, nuclei of Neutrophil are mostly multilobed, nuclei of Basophil and Eosinophil are bilobed, nuclei of Lymphocyte are eccentric, whereas the nucleus of Monocyte is almost kidney-shaped. The performance of WBC Classification is immensely influenced by the proper segmentation of the different types of the nucleus. Moshavash et al. reported that their method obtained 76% of the average similarity measure for the LISC database which is much better than other methods. However, there is no discussion of the segmentation performance of their method in different classes of WBCs. The similarity measure used in performance measurement is based on the assumption that the true segmentation is the manual segmentation done by an expert. However, in our experiments, we have observed that the segmentation made by the expert fails to achieve the complex morphology of nuclei properly in most of the cases. In Fig. 7 it is visible that the proposed method achieved better segmentation of nuclei where lobes of the nucleus are properly segmented. The number of lobes present in the nucleus is

² available at https://homes.di.unimi.it/scotti/all/
one of the important features in classifying different types of WBCs. The proposed method will able to obtain this information more accurately because of its better segmentation of the lobes. Therefore, similarity measure obtained using equation 5 may not able to perform proper justice to the proposed method and the actual performance of the proposed method would excel.

Even though, the proposed method obtained significant improvement compared to the state-of-the-art method proposed by Moshavash et al. in [28] in segmenting nucleus (as seen in Fig. 8) where the proposed method achieved 89.912% average similarity measure. The segmentation performance of the proposed method varies among different types of the nucleus. This varied performance is mainly due to the quality of the staining of the nucleus. Cells with the properly stained nucleus are segmented more accurately since proper staining resulted in larger connected components.

In the ALL-IDB1 dataset, only the positions of the lymphoblasts are identified by the experts. However, there are lots of other healthy WBCs along with several abnormal components present in the images. Due to the absence of ground truth position of all WBCs and ground truth segmentation of the cells, it is not possible to measure the segmentation performance using the equation 5. Therefore, the performance of this dataset is evaluated visually (Moshavash et al., also do not report any similarity measure for this data set). Few results are shown in Fig. 9.

The performance of the cell counting algorithm proposed in [24] by the author of this paper mostly depends on the performance of the segmentation. If the cells are segmented properly the performance of the proposed counting algorithm also improves. In Fig. 10 the performance of the counting algorithm on the LISC dataset can be observed.

VII. CONCLUSION

The task of automated microscopic cell image analysis to identify the WBCs is very complex. Numerous researches have been done to solve this problem. However, to overcome the challenges of different stages such as segmentation, feature extraction, classification, and counting different techniques are utilized. In this paper, a system based on connected mathematical morphological operators implemented using Maxtree data
structure is proposed to solve the problem of segmentation, feature calculation, counting of the WBCs. In the proposed system Maxtree data structure plays the central role that facilitates the analysis of the cell images. It stores the connected components of every gray level present in the image along with their different attributes/features calculated on the fly during max-tree creation. These attributes are used in the segmentation stage and also can be used as a feature vector in the classification stage. Besides, the hierarchical structure of the tree enables the counting of the number of WBCs present in the image. The proposed system is conceptually easy, computationally efficient, and performs better than a state of the art method.

VIII. FUTURE WORK

In the future, the performance of the classifiers will be explored using the features obtained from Maxtree. An interactive platform for ALL cell detection will be developed using the proposed technique.
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Abstract—The concept of Industry 4.0 is a newly emerging focus of research throughout the world. However, it has lots of challenges to control data, and it can be addressed with various technologies like Internet of Things (IoT), Big Data, Artificial Intelligence (AI), Software Defined Networking (SDN), and Blockchain (BC) for managing data securely. Further, the complexity of sensors, appliances, sensor networks connecting to the internet and the model of Industry 4.0 has created the challenge of designing systems, infrastructure and smart applications capable of continuously analyzing the data produced. Regarding these, the authors present a distributed Blockchain-based security to industry 4.0 applications with SDN-IoT enabled environment. Where the Blockchain can be capable of leading the robust, privacy and confidentiality to our desired system. In addition, the SDN-IoT incorporates the different services of industry 4.0 with more security as well as flexibility. Furthermore, the authors offer an excellent combination among the technologies like IoT, SDN and Blockchain to improve the security and privacy of Industry 4.0 services properly. Finally, the authors evaluate performance and security in a variety of ways in the presented architecture.
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I. INTRODUCTION

Mostly, the monitoring and control mechanism in industries that manages specifics of commodity production, inventory data, knowledge of employees working in the supply chain, is typically time-intensive, costly, and sluggish. Industry 4.0, often referred as the Industrial Internet of Things (IoT), is a modern step of the Industrial Revolution, focused extensively on interconnectedness, robotics, artificial intelligence, and real-time data. In addition, the smart industry has four intelligent features. Firstly, sensors that make decisions to alter behaviour based on environmental changes. Secondly, it has internet connectivity and real-time access. Then, IR 4.0 is strongly compatible with robot vision systems and AI techniques. The last one is Virtual Reality (VR) strategies that enable human-machine interaction in IR-4.0 [1]. However, the IT protection issue is the most daunting part of the adoption of industry 4.0 platforms or strategies. Further, the key issues in Industry 4.0 are the absence of granularity of knowledge and real-time tracking [2].
On the contrary, the SDN [3], [4] is an evolving technology that enables the implementation of a protected Industry 4.0 manufacturing environment [5], because low-level computing functions in SDN are far more effective, authentication functions are embedded in the network rather than being centralized in individual network components. Hence the key aim of introducing SDN is to minimize public response time and continuous availability. These technologies do have specific types of implementations in various smart technical fields, such as smart buildings, grids, healthcare, industries, and many more. Furthermore, research into security mechanisms is critical for next-generation IoT and the creation of advanced confidentiality defence schemes to tackle numerous attacks on IoT networks. To deliver influential functionality such as continuing anonymity, verification, and robustness; Blockchain technology is a secure solution [6]. In addition to this, Blockchain accounts for new technology and developments of the future. The invention of the Blockchain is a radical change of the conventional societal structure and style of service. Due to the popularity of Ethereum and Bitcoin cryptocurrency, Blockchain has gone authoritative in the field of network security. It creates immutable data structures that cannot be hacked, changed. The process of new block data appendage is performed by some proof of work and acknowledging the current blocks of data appended already in the decentralized public ledger of the Blockchain [7].

Several researchers have investigated the importance of various innovations for developing the smart industry or IR 4.0 [8], [9]. Nevertheless, such innovations cannot address the current problems of Industry 4.0 alone, such as stability, data protection, etc. On the other hand, utilizing all the new technology together, such as SDN, IoT, Blockchain, deep learning, etc. techniques would contribute to complicated structures. However, the IoT, Blockchain, SDN innovations are integrated to reach a higher degree of operating performance, profitability, transparency, protection, and privacy in Industry 4.0. Within IR 4.0 major focus is paid to SDN, Blockchain and IoT, etc.

After analyzing the above discussion, this study proposed a model based on distributed Blockchain through SDN-IoT enabled architecture to ensure adequate security which is the primary concern in industry 4.0. Moreover, the authors focus on the significant concerning issues of Industry 4.0 applications like security, privacy, confidentiality efficiently.

The main contributions of the paper are following:

- This study proposes a framework “DistB-SDoIndustry” focused on both SDN-IoT and Blockchain technologies to control more securely in Industry 4.0 services.
- We also address Blockchain technology for data validation, verification, broadcasting, and so on. Additionally, it is capable of providing data with a confidential route to enter the desired cloud locations efficiently.

The remaining sections of the paper are structured as follows. The authors present related works in Section II. Section III highlight the proposed “DistB-SDoIndustry” architecture for industry 4.0 security management. After that result analysis and discussions are also presented in Section IV. Finally, this work concludes with the significance and future ramifications in Section V.

II. Motivational Background And Literature Reviews

A. Background Study

In this section, the authors discuss the IoT, SDN and background knowledge of Blockchain technology with Industry 4.0 applications briefly.

1) IoT with SDN technologies: The IoT includes various types of information advancing devices like routers, different environment detector which can perceive data from surroundings and pass the data to the next level of digital system [10]. IoT can choke the data collected from the natural world but not securely and conveniently. To handle the information smartly, the compound structure of IoT, including Software Defined Network (SDN) is helpful. SDN controls the information through multiple central processors and makes the system pliant with the reward of programmability [11], [12]. It could have pertained as a secret agent between the data control layer and IoT by which information is collected.

2) Overview of Blockchain Concept: Blockchain [13] is a system of recording data in a way that makes it difficult or impossible to change, hack, or cheat the system. A Blockchain is a decentralized, distributed, and public digital which consists of blocks. In general, every block is connected between them and sets of timestamped transactions. The chain of blocks, or Blockchain, serves as a publically accessible digital ledger. In this technology node exchange data by creating a transaction and each transaction depends on the previous transaction, where one transaction outputs are connected in another transaction as inputs hence forming chain among them. The Blockchain representation is shown in Fig. 1. The first block is called a generic block, and the rest of the blocks create by participating nodes called miners to try to solve a cryptographic puzzle named Proof of Works. Hence, participating nodes create a trusted network over untrusted participants in the network. New transactions are verified by all participating nodes that exclude the requirement of the central dependency and propose a distributed management system. Each block holds the hash of its previous block which assures the integrity of the transaction; therefore, make sure no alteration of the block in the network. If one transaction is valid, then the transaction is continuously stored in the Blockchain network that can be reached by any node. All transactions in this network are signature using public-key cryptography so that the authenticity nature of Blockchain is fulfilled [14].

3) Blockchain for Industry 4.0: Industry 4.0 aims to assemble, study, disc the information of individuals and assure the activities in real-time. Today’s world is having a lot of
industries, and each industry deals with a vast amount of products and customers. This information helps the industry to take the decision about manufacturing products in future. It is quite backbreaking to take care of the information of yield and clients and predicting the doings [15]. IoT with other relevant technologies extensively fires the 4th industrial revolution [16]. It can be considered as a bright set up of a factory and extraordinarily dynamic and automated production mesh. Moreover, it is to develop the manual manufacturing process into an elastic and self-coordinating production channel [17]. In a real-time machine, it is quite risky to store and control data as a lot of actuators are collecting information from different places. Blockchain comes up at this point. As mentioned earlier Blockchain can secure data through its unique structure and processing power. It is not impossible to litigate a transaction of the product without any human resources using Blockchain.

B. Literature Review

Several researchers have been proposed in recent years based on Blockchain and SDN with IoT technologies in various purposes. Throughout this portion, we are going to present similar studies based on IoT convergence with SDN and Blockchain for Industry 4.0 applications.

In [18] through this contribution, the enhanced framework for considering the smart industry can be demonstrated by using IoT. Moreover, the authors taken an energy-efficient approach into account for Industry 4.0 but not mentioned stability. On the similar research, an IoT network protection framework by using the core technologies provided by the SDN proposed by [19] such an advanced protection strategy including IoT system authentication and authorizing approved flows will help secure IoT networks from malicious IoT devices and attacks. However for Peer to Peer (P2P) connectivity between IoT systems and SDN controllers, [20] proposed design that utilizes public and private Blockchains, to remove Proof-of-Work (POW), in addition, the proposed model has used cluster configuration routing algorithm to maximize energy usage and improve protection. On the other hand, in [6] introduced a protection architecture and applied it as a Blockchain-based Platform-as-a-service (PaaS) paradigm to validate the data secrecy of authenticated users while applications are on the move and provide a robust solution to threat detection for usage in the IoT context. The proposed model for protection is efficient. From a virtualization viewpoint, it can be improved, maintaining certain protection features such as secrecy, transparency, etc. Again, the similar work [21] authors proposed “DistBlockBuilding” framework to handle the stable and efficient movement of data from one surface to another, also assessed the efficiency of a protected network based on IoT-SDN architecture. They suggested a cluster head selection algorithm; in addition, they included energy-saving and load balancing resources for SDN-IoT infrastructure in distributed Blockchain-based network. Further, [22] authors developed 5G network intrusion detection and mitigation technologies for the SDN/NFV cloud. Additionally, [23] focused Blockchain definition that can be converged to an SDN based IoT framework to strengthen its protection aspects further.

In another research growth, in [24] discusses the effects of Blockchain for IoT also stresses how IoT can take advantage of the Blockchain’s decentralized, arbitrary and transparent nature to improve agility in asset management. But they overlooked Blockchain’s technological qualities. Therefore, the practicalities of applying the core characteristics have not been assessed. Moreover, Rane et al. [25] suggested Man4Ware architecture with the supplementary Blockchain infrastructure. Also, the creation of smart manufacturing software compatible with the Industry 4.0 vision with “Man4Ware” support will generate enough incentives for innovative and insightful apps. But the proposed architecture does not include more sophisticated functionality and help for technological innovations and Blockchain apps. To render Blockchain entirely available and customizable [17] reviewed the current research on the applicability of Blockchain in various IIoT-specific industries. In Industry 4.0 and IIoT, they looked at the different industrial application of Blockchain to include an abstract indicator of acceptance in practice; Then, they added that in order for Blockchain to be completely functional and scalable, industry-oriented work would also tackle several of these problems, including personal data security, block system scalability, the participating organization’s data confidentiality and safety, Blockchain deployment and implementation costs, and policy regulations. Besides, [26] have defined IIoT technologies and have addressed the state-of-the-art protection vulnerabilities in Industry 4.0. Furthermore, Oztemel et al. [27] analyzed Industry 4.0, and associated innovations also [28] reviewed some of the cyber-security threats included in the advanced industrial production and Industry 4.0 path, further the relevant preventive measures currently adopted or under implementation. On the similar work to introduced an energy-efficient and QoS-aware parallel routing optimization algorithm for Software-Defined IIoT focused on healthcare systems, a scalable routing scheme for an outsized IIoT network has proposed [29] which is eight times faster than the existing programmes. Moreover, a quick parallel online routing optimization architecture is pro-
posed for SDN-enabled smart healthcare networks supported IIoT.

In summary, existing researches have focused on many branches of Blockchain, IoT-SDN technologies. But only a few number of researchers have addressed Industry 4.0 applications. As the field is still new and, is facing many threats in security correspondence. That’s why, we attempt to minimize challenges such as security threats in the Industry 4.0 applications.

III. PROPOSED “DISTB-SDIoINDUSTRY” FOR INDUSTRY 4.0 APPLICATIONS

From the above discussed sections we can conclude that Industry 4.0 is vulnerable to security issues. To manage a massive amount of data that is transferred need to be maintained efficiently and securely. In addition to this, the privacy of data also need to ensured as the data transferred over the internet is highly susceptible to attackers. For managing the different applications of Industry 4.0, the authors propose a model “DistB-SDIoIndustry” based on emerging technologies like SDN-IoT and Blockchain in security purposes, which shown in Fig. 2. We consider several steps for elaborating the proposed architecture, such as SDN-IoT enabled environment with perception, control and application layers, distributed Blockchain-based security in Industry 4.0 credentials, and Industry 4.0 services and security. In addition, the whole architecture is controlled by SDN and Blockchain technologies. Indeed, SDN helps to provide the programmability and data flexibility to the Industry 4.0 environment. Then, Blockchain is capable of handling the security, privacy as well as the confidentiality of the desire networks efficiently [30].

A. SDN-IoT Enabled Environment

Basically, the IoT sensor is capable of sensing data for desire applications. The IoT provides these data-enabled devices like firewalls, routers, switches, and so on. On the other hand, SDN helps to ensure data security and flexibility in the IoT environment. Indeed, an SDN is organized by some distinct planes such as data, network, and application planes efficiently. In addition, discussion of these layers is given below.

1) Perception Layer: First of all, this layer is responsible for providing data to the Industry 4.0 management. It can collect huge data for future use in the goal system perfectly. However, the initial sources of data forwarding are treated as smart sensor, actuators, and core smart grid networks. Moreover, it can perform and monitor all data effectively. In SDN platform, it estimates the data path management regionally on this layer using compromises node-to-node in real-time standings. On the other hand, requests for more extended bandwidth or source may be difficult to meet the device requirement in real-time, as this is unpredictable information subject to application and traffic Profile. Moreover, an SDN data plane manages the whole gathered data using a common gateway path; this gateway incorporates data as well as filtering this from external interruptions.

2) Control Layer: In the SDN paradigm, a most essential plane is the control path. This basically provides all benefits of the SDN platform like data control and data security also control the transmission of data from the edge layer to manage layer efficiently. Therefore, the workflow of the control layer in the SDN environment, several protocols like OpenFlow, OpenDayLight, and OpenStack used. However, it interfaces of two Application Program Interface (API), such as southbound and northbound APIs. Where the Southbound APIs features, provide connectivity with the switch fabric, virtualized network frameworks, or the consolidation of a decentralized network of computers. On the other hand, a northbound interface is an interface that allows the communication with a higher-level feature of a specific component of a device. Nevertheless, the entire data path can be updated if the application layer demands a change based on the gathering of data, availability of contact connections and a distribution scheme.

3) Applications Layer: The application layer is the topmost tier of the SDN stages, and it involves data centre, servers, storage, analysis, processing, and statements. It efficiently processes all data. Further, SDN application layer collects all filtered data from SDN controllers applying suitable instructions of the control layer. After performing all operation of data in the data and control layer, the application layer consists of all filtered data suitably. Moreover, it helps to store these data in the cloud storage using a secure communication path. Then, Industry 4.0 entertains these secured data in various applications efficiently.

B. Distributed Blockchain-based Security in Industry 4.0 Applications

There are many challenges in the growing Industry 4.0 applications; these challenges are cost challenge, structural, technology, security challenges, and so on. Moreover, Industry 4.0 applications are facing data integrity and data redundancy problems. In this paper, the author’s primary concern is security challenges. Indeed, the authors also highlighted security improvement using the Blockchain approach for Industry 4.0 services management. In the presented model, the Blockchain approach provides the solution such a concerning issues like confidentiality, access control, authorization, and integrity in the Industry 4.0 applications. Moreover, a Blockchain is a chain based strategy, which provides the chain to connect every block to each other. Each block consists of data, timestamp, hash data, and so on, as depicted in Fig. 3. In the Blockchain scenario, hash data is a unique component that can point one block to another. Every block of information is connected with one to another using the hash function properly. First of all, the genesis block creates by the system, then the rest of the block continues their activity based on the genesis block. If a new block is added to the Blockchain environment, it will need get the permission of all minor blocks. When it achieves the consent of at least 60-80 percent block, it will be added in the Blockchain network as a new member securely. This process is performed very confidentially and
firmly. In contrast, there is no involvement of a third party or any intruder in this communication system. For the benefits of Blockchain, we have addressed this technology in the proposed method. In Industry 4.0 applications, all data would be safe by using Blockchain technology. Then, it provides different services like data validations, cleaning, broadcasting, as well as data capturing & query interfacing in the modern Industry 4.0 environment, as shown in Fig. 2. Furthermore, it can manage various security attacks and also able to perform a large number of operations in the Industry 4.0 applications.

C. Industry 4.0 Services and Securities

Modern Industry 4.0 provides some benefits like efficiency in automation, the innovation of new products, costs consideration, revenues, etc. [31]. It can also offer intelligent components such as connectivity, automation, and optimization. Moreover, the IIoT consists of all sensors and machines in the Industry 4.0 platform.

In addition, automation means the digitalization of all services for Industry. After that Industry 4.0 includes some leading technologies like AI, whose main contributor is Big
Data and Analytics, which utilizes machine learning and AI techniques efficiently. Based on these services of Industry 4.0, the authors mention different services such as security services, smart services, as well as smart energy, as shown in Fig. 4. Indeed, the authors also address various types of services such as smart cities, smart apartments, smart healthcare, energy, manufacturing, agriculture, payments, hospital, business, smart grid, and so on, as shown in Fig. 2 based on Blockchain technology with SDN-IoT architecture to enhance the Industry 4.0 applications exceedingly.

IV. RESULTS ANALYSIS AND DISCUSSIONS

A. Environment Setup

In this section, we have analyzed to set up the proposed model with the Emulator (Minininet), Mininet-Wifi simulation tools for measuring the environmental activities of the SDN. Again, the OpenFlow protocol is used in the SDN context to accomplish the goal outcomes. Further, different types of packet sizes are used, such as bytes 256, 800, and 1024. Nodes turn in the rectangular field according to the configuration of the random waypoint. In which, at some random location, each node is positioned the rectangular area at simulation initialization. Throughout the simulation period, all nodes shift in line with the movement set out in the scenario script. The nodes are allowed to move in the dimension 3000m x 3000m rectangular area. In addition, Ubuntu (GNU/Linux), x86 (2.20GHz), 8GB RAM, 2TB ROM, and other external memory used to test our desired performance. Importantly, the Wireshark platforms have been adequately utilized to visualize the IoT network performance based on the SDN platform.

B. Performance Analysis

In this segment, the authors have considered three parameters, such as throughput analysis, secured rate analysis and packets failure rate comparison, to evaluate the execution of the proposed system efficiently.

1) Throughput Analysis: The authors have analyzed the throughput based on the number of packets transmission, as shown in Fig. 5.

However, it displays the throughput comparisons between existing centralized model and the suggested model diagrammatically. Further, we have regarded that when the number of packets is less, then the throughput is almost the same with each other. But when the number of packets is progressing, then the throughput is also growing. After performing a particular time, we have also noticed that due to less engagement of attacks or undesired components like noise and intruder our proposed architecture “DistB-SDoIndustry” shows a much better performance than the centralized core model performance effectively.

2) Security Rate Analysis: Then, we have observed the security rate according to the number of data packets, as shown in Fig. 6. After that, it shows the comparisons of the protection rate between the core model and the proposed system “DistB-SDoIndustry”. Moreover, we have also noticed that when the number of data packets is less, the security rate is nearly the equivalent. But when the number of packets increases, then both of the performance is also expanding. Furthermore, due to the rise in the number of data flow after performing a specific
time, the authors have remarked that the proposed “DistB-SDoIndustry” model shows better security than the performance of the existing network. 

3) Node Failure Rate Analysis: On the other hand, in Fig. 7 shows the data failure rate based on the number of nodes between our proposed system and the core system—actually, node failure rate occurs based on different types of attacks. From the above analysis, it is clear that the proposed design performs the minimal node failure rate due to less impact of attacks. Further, the authors have notified that the node failure rate is initially less for both. However, with the increase in the number of nodes, the failure rate also progresses. Besides, the authors have also observed that primarily node failure rate is 2% or 3% only for both. But after completing a few times in the core scheme’s node failure rate is 90% or above, on the contrary, the proposed scheme’s failure rate is 38% to 43% only. Thus the above analysis shows that the offered secured system “DistB-SDoIndustry” overcomes failure rate significantly than the traditional core model.

V. CONCLUSION

This paper presents a model “DistB-SDoIndustry” based on distributed Blockchain technology with SDN-IoT architecture for Industry 4.0 applications. Basically, we have highlighted two technologies such as SDN and Blockchain, in order to provide robust privacy and reliable security in the Industry 4.0 environment efficiently. Moreover, we have considered the SDN-IoT model for dividing our whole architecture into different layers securely. After that, we have also addressed Blockchain for improving data security and confidentiality. There is no interference with the third party in the presented system; furthermore, this paper has implemented the SDN-IoT model in different parameters like the security rate. This depends on no. of data packets and packets failure rate based on no. of nodes in the proposed networking model. Still, the implementation of Blockchain is in a developing stage. In the future, this study will be added to the complete implementation of Blockchain competency. Moreover, the authors will analyze the different types of attacks, like Daniel of Service (DoS) attacks, flooding attacks, etc. In addition, the authors will also evaluate more parameters such as throughput, packet arrival rate, the response time of data, etc. as well as assess the performances in numerous ways of the presented architecture.
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Abstract—Replacement policy plays a major role in improving the performance of the modern highly associative cache memories. As the demand of data intensive application is increasing it is highly required that the size of the Last Level Cache (LLC) must be increased. Increasing the size of the LLC also increases the associativity of the cache. Modern LLCs are divided into multiple banks where each bank is a set-associative cache. The replacement policy implemented on such highly associative banks consume significant hardware (storage and area) overhead. Also the Least Recently Used (LRU) based replacement policy has an issue of dead blocks. A block in the cache is called dead, if the block is not used in the future before its eviction from the cache. In LRU policy, a dead block can not be remove early until it become LRU-block. So, we have proposed a replacement technique which is capable of removing dead block early with reduced hardware cost between 77% to 91% in comparison to baseline techniques. In this policy random replacement is used for 70% ways and LRU is applied for rest of the ways. The early eviction of dead blocks also improves the performance of the system by 5%.
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I. INTRODUCTION

Replacement policy plays the most significant role in the performance of highly set-associative cache architecture. In multi-level cache, the first level cache (L1) is allotted as private cache to individual core whereas the large last level cache (LLC) is shared by all the cores. To reduce the access latency the LLC is also divided into multiple banks where each bank is a set-associative cache. The data distribution among the banks is based on different data mapping policies [1]. In this work we consider Static Non Uniform Cache Access (SNUCA) where each block has a fixed bank to be mapped and the bank is called the home-bank of the block [1]. Fig. 1 shows a multicore processor having 4 cores. Each core has a private L1 cache and a part of shared L2 cache. To make the design simple we have not divided the L2 into more than 4 banks. The rest of the paper follows the same multicore processor as shown in Fig. 1. Each bank is a set-associative cache as shown in Fig. 2.

Today’s data intensive applications demand larger and higher associative cache (specially LLC). These highly associative cache reduces the conflict misses and hence improves the performance of the system. But these highly associative cache has some overheads in terms of hardware. One such overhead is because of maintaining replacement policy for such highly associative banks. In set-associative cache (or bank), each set maintains its own replacement policy. This policy is required to replace an existing block from the cache.

As mentioned above, each set in the set-associative cache has its separate replacement hardware. For an N-way set associative cache, each set maintains separate hardware for its replacement policy. To insert a newly incoming block in the set, one of the existing block need to be evicted first known as the victim block. The purpose of replacement policy is to select a victim block to replace it with the recently requested block. One of the most popular and well known replacement policy is called Least Recently Used (LRU) policy. The concept of this technique is well known and not necessary to discuss here. To maintain LRU policy in each set having N ways, each way must uniquely represent its age relative to the other ways. For example, if there are only 2 ways in a cache then each set needs only 1 bit to maintain the relative age. Bit-0 means old and bit-1 means new. Similarly 2 bits are required to uniquely maintain the relative age in case of a 4-way set associative cache. Hence for a N-way set associative cache, \( \log_2 N \) bits are required to maintain the relative age of each ways in the set. The details about the hardware overheads required to maintain replacement policy is discussed in Section II.

The three important operations of any replacement policy are:

![Fig. 1. An Example of Multicore Processor having 4 cores and 4 LLC banks.](image)
The presence of such blocks [7]. Most of these dead block prediction policies are costly in terms of storage capacity as they require to maintain additional bits for prediction. Our proposed work is capable of early eviction of dead block with minimized hardware cost. Though the proposed policy is not as smart as [7] in terms of dead block prediction but managed to reduce hardware cost significantly. The proposed policy attempts to reduce hardware cost of LRU based techniques with high dead block prediction ability so that hit rate of the memory can be improved.

The organization of the paper is as follows. The next section discuss about the background and related works. The proposed Small-LRU is discussed in Section III. Section IV gives the experimental analysis and finally Section V concludes the paper.

### II. BACKGROUND

The simplest replacement policy is known as FIFO (First In First Out) which uses a straightforward strategy to replace victim block while the most widely used traditional replacement policy is LRU (Least Recently Used) which selects a victim block based on reference history. Some similar policies are MRU (Most Recently Used) and Random. In case of N-ways set-associative cache, LRU policy require \( N \times \log_2 N \) bits to represent a set. For example, a 4-ways set-associative cache require \( \log_2 4 = 2 \) bits to represent a single way and \( 4 \times 2 = 8 \) bits require to represent a complete set. Most of these traditional policies require the same hardware cost to implement. Random policy does not require any additional bit to select victim block but not suitable for general purpose.

Replacement policy is major area of research from the last two decades. The work in replacement policy can be divided into the following two categories: (a) Performance oriented like [7], [8], [9], [10] (b) Overhead reduction oriented like [11], [12]. The most efficient replacement policy was proposed in 1965 [13], which states that the evicted block must the block which will reuse in the furthest future. The policy is considered as the optimal replacement policy. Unfortunately it is not possible to implement this optimal policy in any physical computer as it needs the knowledge of future. Hence all the practical replacement policy proposed are trying to come closer to this policy in terms of performance. Note that, in case of replacement policy, the performance means reduction in the number of cache misses. There is a huge gap still exist between all the implementable replacement policies and the Optimal replacement policy [7], [11].

Many recent replacement policies have attempted to mimic the functionality of the optimal replacement policy using the modern techniques like Machine Learning and Artificial Intelligence [7], [10]. Even after all such attempts the gap is still exists. In [10] the authors have introduced a replacement policy which can predict future based on its past experiences. Another similar technique has been proposed in [14].

Removing dead blocks from the cache is also a major responsibility of the replacement policies. The LRU based replacement policies fail to remove dead blocks early [7]. Since detecting dead block also needs the knowledge of future it can only be predicted with some efficient prediction mechanism. Some well known dead block prediction based replacement
policies are [7], [8], [15], [16]. Most of these techniques have high hardware overhead as they need to maintain some prediction tables. Some low-overhead based dead block predictors are [11], [12]. The technique proposed in this paper is also a low-overhead based replacement policy.

III. SMALL-LRU

In this work a highly associative set is divided into two parts: LRU-Part and Random-Part. The LRU-Part maintains LRU replacement policy while the Random-Part maintains random replacement policy. LRU-Part is relatively small and have only 30% of the total ways. Thus the technique is called Small-LRU. During the eviction of a block, the Random-Part selects a victim block randomly and place it to the LRU-part. To accommodate the block coming from Random-Part, LRU-Part removes its least recently used block. An example of Small-LRU is shown in Fig. 3.

The main advantage of Small-LRU can be divided into two parts: (a) Reducing hardware overhead and (b) Reducing the presence of dead blocks in the cache. The hardware overhead is largely reduced as the random replacement policy needs almost zero overhead. The dead blocks are present in any sized cache memories. Since 70% of the cache is random the dead blocks will be evicted early from the set. On the other hand, if there is a highly used block being randomly picked by the random-part then block will be given chances by placing it in the MRU position of the LRU-Part. Another hit to the block will again move the block into the Random-Part.

The highly associative sets are used to remove the conflict misses in the cache. The proposed design is still equally capable of removing the conflict misses but with significantly reduced hardware overheads. Experimental analysis as discussed in Section IV shows that the proposed mechanism is good for most of the benchmarks.

A. Replacement Operations

Insertion Policy: Every time a newly inserted block will be placed in the Random-Part. The insertion policy needs to move a block from Random-Part to the LRU-Part for making room for the incoming block. To place the migrated block from Random-Part to the LRU-Part, the LRU-Part removes its LRU block.

Promotion Policy: If block from LRU-Part is need to be promoted then it will be placed on the random-part. Promoting a block from LRU-Part to Random-Part also needs some adjustments. Before doing such promotion a random block from the random-part will be moved to the LRU position of the LRU-Part.

Eviction Policy: Every time the evicted block is the LRU block of the LRU-Part.

B. Advantage of Small-LRU

1) Hardware Cost: As mentioned in Section II, LRU policy requires to maintain $N \times \log_2 N$ bits to represent each set of an $N$-ways set-associative cache. Since Small-LRU use random replacement policy on 70% ways and LRU only on 30% ways, the hardware overhead is reduces by more than 70%. In Small-LRU the number of additional bits required is $M \times \log_2 M$, where $M = 0.3 \times N$. Table I represents the improvement achieved in terms of hardware cost. It is observed that SmallLRU policy have reduced storage cost of LRU policy by 77% to 91% depending on the degree of associativity.

2) Dead Block Prediction: Early prediction of dead block is always a challenging task as discussed in Section I. Removing a dead block early from the cache is always a better choice. In Small-LRU, R-Part randomly moves a block to the MRU position of LRU-Part. The LRU-Part has only 30% ways from the total ways available in the cache. Hence even the original cache is highly associative a dead block can be removed early from the cache. A smarter replacement policy like DIP [9] or RRIP [15] in the LRU-Part may help to remove dead blocks even better.

<table>
<thead>
<tr>
<th>Associativity</th>
<th>Bits Required in Original LRU</th>
<th>Bits Required in Small LRU</th>
<th>Reduction in Small-LRU</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>24</td>
<td>2</td>
<td>91%</td>
</tr>
<tr>
<td>16</td>
<td>64</td>
<td>8</td>
<td>87%</td>
</tr>
<tr>
<td>32</td>
<td>160</td>
<td>29</td>
<td>82%</td>
</tr>
<tr>
<td>64</td>
<td>384</td>
<td>81</td>
<td>78%</td>
</tr>
<tr>
<td>128</td>
<td>896</td>
<td>199</td>
<td>77%</td>
</tr>
</tbody>
</table>

Fig. 3. An Example of Small-LRU, Implemented in a 8-way Set-Associative Cache.
TABLE II. SPECIFICATIONS USED FOR DESIGNING SMALL-LRU.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cores used</td>
<td>4</td>
</tr>
<tr>
<td>Levels used in cache</td>
<td>2</td>
</tr>
<tr>
<td>Private cache</td>
<td>L1</td>
</tr>
<tr>
<td>Shared cache</td>
<td>L2 (total 4 banks)</td>
</tr>
<tr>
<td>L2 cache</td>
<td>512KB (per bank), 8-way set associative</td>
</tr>
<tr>
<td>L1 cache</td>
<td>64KB, 2-way set associative</td>
</tr>
<tr>
<td>Size of cache-block</td>
<td>64B</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL ANALYSIS

System Architecture is implemented in gem5, a full-system simulator [17]. We have simulated a multicore processor (4 cores) with two level of cache memory. The upper level cache L1 is used as private cache to each core and last level cache LLC is shared among the cores. The baseline replacement policy as well as the proposed policies are implemented using Ruby module. PARSEC benchmark [18] applications are simulated in ALPHA system architecture.

To analyze the performance, all the benchmark applications are executed on the target machine designed using proposed replacement policy as well as the baseline replacement policies 200 million cycles. The specification of target machine used to implement Small-LRU is shown in Table II.

A. Result Analysis with Baseline-1

We considered LRU policy as baseline-1 to compare the result of our proposed policy. Statistical comparison in terms of MPKI (Miss Per Kilo Instructions) is shown in Fig. 4. It is observed from the figure that that Small-LRU have reduced MPKI by removing dead block early from cache. Fig. 5 shows the improvement in CPI (Cycle Per Instructions) due to the reduction in the number of cache miss. The proposed policy reduces MPKI by 10% and CPI by 5% on average. Though the improvement in the performance of the system is not significant with Small-LRU policy but the major advantage of this policy is the reduction of hardware cost without suffering the performance of the system. Fig. 6 depicts the percentage of bits reduction to implement Small-LRU compared to baseline-1 which is between 77% to 91%.

B. Result Analysis with Baseline-2

We have also compared Small-LRU with a multicore processor having 16-way associative banks. We call this design as Baseline-2. Fig. 7 shows that Small-LRU reduces the MPKI by 10% in comparison to the MPKI of baseline-2. By comparing the CPI of both the techniques it is observed that Small-LRU improves the performance of the system by 5.5% in comparison to baseline-2. Fig. 8 shows the statistical...
comparison of CPI between the Small-LRU and Baseline-2. Same as Baseline-1, the CPI improvement of Small-LRU over Baseline-2 is not significantly higher but enough to prove that Small-LRU reduces hardware overhead without degrading the performance.

V. CONCLUSION

Replacement policy plays a major role in improving the performance of the modern highly associative cache memories. As the demand of data intensive application is increasing it is highly required that the size of the Last Level Cache (LLC) must be increased. Increasing the size of the LLC also increases the associativity of the cache. Modern LLCs are divided into multiple banks where each bank is a set-associative cache. The replacement policy implemented on such highly associative banks consume significant hardware (storage and area) overhead. Also the Least Recently Used (LRU) based replacement policy has an issue of dead blocks. A block in the cache is called dead, if the block is not used in the future before its eviction from the cache. Removing such dead block early from the cache is not possible in LRU policy.

In this paper we have proposed Small-LRU policy to reduce the hardware cost by more than 70% and also improves the performance by removing early dead blocks. In this policy random replacement is used for 70% ways and LRU is applied for rest of the ways. A block is always inserted in the Random-Part and evicted from the LRU-Part. Early eviction of dead blocks improves the MPKI and CPI of system using Small-LRU by 10% and 5.5%, respectively.
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Abstract—Arequipa region holds the largest extension of the Peruvian littoral at the Pacific sea, has also fresh water resources composed of rivers and lagoons from the coast to the Andes highland. The ALBA vehicle is a low-cost autonomous surface vessel with open source architecture that is being developed to support water monitoring tasks in this region. This article deals with the nonlinear identification problem for an autonomous surface craft and the maximum likelihood estimation approach is used to estimate its parameters. The parametric nonlinear model is considered with simulated and experimental data. The results shows good fitting values when two, three and a maximum four parameters are estimated.
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I. INTRODUCTION

Water, the most precious resource for human being, is being vulnerable to contamination at present since there is enough evidence [1]. The Mar de Grau is the Peruvian sea with abundant marine species, presents a littoral of 3079.50 km and a breadth extension of 370.4 km (200 nmi). Arequipa is the south region of Peru with the largest littoral, more than 500 km. There is an open area for a sustainable exploration and monitoring these resources and the fresh waters that feed them.

The monitoring of sea conditions is commonly carried out using manned vessels, following standard international procedures and agreements. However, these large vessels cannot work in coastal areas and estuary locals due to the risk of crashing with rocks, irregularities in seabed, and currents. The use of autonomous surface crafts (ASCs) is an alternative and has advantages, such as low dimensions, zero human risk, able to explore shallow waters.

The main contribution of this paper is to estimate a greater number of parameters for the ALBA ASC, using the maximum likelihood approach with simulated and actual data, the method used in this paper is called maximum likelihood estimation (MLE) and allows us to identify many parameters at a time, therefore MLE is used for large samples and is very versatile and accurate because it works estimating not only from the values obtained of the inertial sensor and of the position sensor so it is reliable and even being able to have initial conditions.

The organization of this document is as follows: Section 1 presents the work done on parameter estimation and ASCs; Section 3 presents the mathematical model of the ALBA ASC in nonlinear representation; Section 4 presents the maximum likelihood parameter estimation approach to identify the ALBA ASC; Section 5 presents the experimental tests and their achieved estimated parameters; Section 6 provides the conclusion.

II. BACKGROUND

The ASCs are executing different missions around the world and their developments involve multidisciplinary areas, such as modeling, identification, navigation, control, guidance, path planning, etc. The Charlie ASC, for instance, carries out surface micro layer sampling with its real-time platform composed of navigation, guidance and control [2]. Another ASC, powered with solar energy, has navigation, guidance and collision avoidance systems to accomplish missions of water quality and greenhouse gas emissions measurements in lakes [3].

In [4], the authors describe the modeling and identification of an ASC in a wide range of speeds and glide conditions, obtaining good estimated parameters that have been used in the proportional-derivative (PD) controller synthesis. There are other approaches to estimate nonlinear model parameter, such as the symbolic regression using genetic programming [5]. The model parameter can also be identified using experimental towing tank and open water self-propelled tests, as in [6].

The nonlinear parameters estimation is presented in [7] using the maximum likelihood approach and applied to autonomous underwater vehicle in [8]. This method maximizes the likelihood function of innovation variables, which is the difference between the output measured variable and the output estimated variable. In [9], the authors present the recursive least squares optimization approach to determine the linear and nonlinear parameters of an autonomous underwater vehicle (AUV). In [10], the authors present the parametric identification model of a ship based on the least squares approach, validating by means of high precision of identified hydrodynamic derivatives. Identifiability property can be verified before to apply a parameter estimation approach and there are some linear algebra tools that can solve this problem indeed when the model to be identified is nonlinear. These tools can be found in [11], [12], [13], [14].
III. ALBA ASC MODELING

ALBA is a low-cost ASC, developed on an inflatable boat, used for water quality monitoring and scientific study. This vehicle has a trolling motor and a servomechanism that changes the force direction for maneuvering. The vehicle has a control architecture composed of inertial navigation sensors, wireless communication, and microcontrollers to execute navigation, guidance and control algorithms. Fig. 1 shows the picture of the cited vehicle under Lake tests, a detailed description of its development can be found in [15]. Fig. 2 presents a diagram of the servomechanism structure developed for turning the trolling motor, with 0.2462 m height and 0.511 m long. The servomotor is located on the right side and covers a space of 0.062×0.094×0.029 m. Fig. 2(b) shows the clamps where the trolling helm is installed. The ALBA model is expressed according to standard notation used in maritime vehicles [16]. The dynamics of 6 degrees-of-freedom (DOF) are represented with two coordinate systems, one named earth-fixed \( \eta = (x, y, z, \phi, \theta, \psi) \) and another named body-fixed \( \nu = (u, v, w, p, q, r) \) (Fig. 3). The dynamic equation is given by (1) and the kinematic transformation between earth-fixed and body-fixed frames is expressed by (2), respectively:

\[
M \ddot{\nu} + C(\nu) \nu + D(\nu) \nu + g(\eta) = \tau, \quad (1) \\
\dot{\eta} = J(\eta) \nu, \quad (2)
\]

where \( J(\eta) \) is the coordinate transformations; \( M \) is the mass matrix composed of rigid body mass and added mass; \( C(\nu) \) includes terms of centripetal, Coriolis and rigid body; \( D(\nu) \) is the damping matrix and \( \tau \) is the control effort vector. Table I presents the main features of the ALBA ASC.

![Fig. 1. ALBA ASC Operating in a Lake [15].](image)

For the ALBA ASC, it is reduced in dynamics to 2-DOF that correspond to the body \( \eta = (v, r)^T \) and inertial \( \nu = (\theta, \psi)^T \) frames, respectively. The hydrostatic forces in these two directions are null and the strip theory is used to obtain theoretical vehicle parameters [17]. The nonlinear model is given for very small values of the propeller angle \( \delta_p \) and surge velocity constant \( u_0 = \text{cte} \).

\[
(m - Y_v) \dot{v} + (m_xG - Y_v) \dot{r} = Y_v u_0 v + Y_v u_0 r + Y_v I_{vy} r \dot{v} + Y_v I_{vr} v \dot{r} - m x_G r \dot{r} + b + u_0 k_u \sin \delta_p \quad (3)
\]

\[
(m_xG - N_v) \dot{v} + (I_z - N_v) \dot{r} = N_v u_0 v + N_v u_0 r + N_v I_{vy} r \dot{v} + N_v I_{vr} v \dot{r} - m x_G u_0 r - l_xG u_0 \sin \delta_p \quad (4)
\]

where \( k_u = 99 \) is the propeller coefficient, \( l_{xG} = 1.79 \) m is the distance from the propeller location to the gravity center, and the rest hydrodynamic derivatives are described in Table II. The propeller angle in this vehicle is limited by ±25° degrees considered sufficient to generate effort to maneuver the whole craft.

Using straightforward transformation, the nonlinear model of the ALBA ASC (3)-(6) can be expressed in the standard

<table>
<thead>
<tr>
<th>TABLE I. ALBA ASC MAIN FEATURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Features</td>
</tr>
<tr>
<td>Length ((L))</td>
</tr>
<tr>
<td>Width</td>
</tr>
<tr>
<td>Gravity center ((x_G))</td>
</tr>
<tr>
<td>Propeller location ((l_{xG}))</td>
</tr>
<tr>
<td>Mass ((m))</td>
</tr>
<tr>
<td>Inertia around z axis ((I_z))</td>
</tr>
<tr>
<td>Cruise speed ((u_0))</td>
</tr>
<tr>
<td>Maximum speed ((v_0))</td>
</tr>
<tr>
<td>Autonomy</td>
</tr>
</tbody>
</table>

![Fig. 2. Turning Propeller Mechanism.](image)

![Fig. 3. ALBA ASC Coordinate System.](image)
TABLE II. ALBA HYDRODYNAMIC PARAMETERS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Unit Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y_c )</td>
<td>-571.0619 kg</td>
<td>Added mass</td>
</tr>
<tr>
<td>( Y_r )</td>
<td>-101.9671 kg.m/rad</td>
<td>Added mass</td>
</tr>
<tr>
<td>( N_c )</td>
<td>-101.9671 kg.m²/rad²</td>
<td>Added mass</td>
</tr>
<tr>
<td>( Y_e )</td>
<td>-199 kg/s</td>
<td>Linear drag</td>
</tr>
<tr>
<td>( Y_{(r)} )</td>
<td>-854.7687 kg/m</td>
<td>Nonlinear drag</td>
</tr>
<tr>
<td>( \varphi_{(r)} )</td>
<td>-43.8331 kg.m²/rad²</td>
<td>Linear cross drag</td>
</tr>
<tr>
<td>( \varphi_{(r)} )</td>
<td>-228.8418 kg.m²/rad²</td>
<td>Nonlinear cross drag</td>
</tr>
<tr>
<td>( N_{(r)} )</td>
<td>70.3209 kg.m³</td>
<td>Linear cross drag</td>
</tr>
<tr>
<td>( b )</td>
<td>-10 kg</td>
<td>Offset in sway</td>
</tr>
</tbody>
</table>

The likelihood expression (10) can be transformed using the relation \(-\ell_n(p(y \mid \Theta))\), and neglected the constant term [18], [7]:

\[
J(\Theta) = \frac{1}{2} \sum_{i=1}^{N} \left\{ \|p(k, \Theta)\|^T B^{-1} \|p(k, \Theta)\| + \ell_n \right\} \tag{12}
\]

Therefore, minimize the functional \(J(\Theta)\) is equivalent to maximizing the likelihood function with a great advantageous for computational purposes. There are many types of algorithms that solve the problem of the optimization, such as Gauss-Newton (GN) and Levenberg-Marquardt (LM).

To achieve an optimal \(\Theta\), the cost function \(J(\Theta)\) should be approximated to a parabolic function using the well known Taylor series [7]:

\[
J(\Theta_0 + \Delta\Theta) \approx J(\Theta_0) + \Delta\Theta^T \frac{\partial J}{\partial \Theta} \bigg|_{\Theta=\Theta_0} + \frac{1}{2} \Delta\Theta^T \frac{\partial^2 J}{\partial \Theta^2} \bigg|_{\Theta=\Theta_0} \Delta\Theta \tag{13}
\]

where \(\Theta_0\) is the nominal vector parameter. The optimization is obtained under the constraint:

\[
\frac{\partial}{\partial \Theta} [J(\Theta_0 + \Delta\Theta)] = 0 \tag{14}
\]

Solving expression (13) with the constraint given in (14), the variation of the estimated parameter vector \(\Delta\hat{\Theta}\) is:

\[
\Delta\hat{\Theta} = -\left[ \frac{\partial^2 J}{\partial \Theta^2} \bigg|_{\Theta=\Theta_0} \right]^{-1} \frac{\partial J}{\partial \Theta} \bigg|_{\Theta=\Theta_0} \tag{15}
\]

Let the Hessian matrix be a non-singular matrix, the estimated parameter vector can be expressed as follows:

\[
\hat{\Theta} = \Theta_0 + \Delta\hat{\Theta} \tag{16}
\]

Considering the approximation (13) for the cost function, in the next iteration, the process will be repeated assuming the estimated vector as a nominal parameter \(\Theta_0 = \hat{\Theta}\). Therefore, the generalized recursive equation is expressed as:

\[
\Theta_{j+1} = \Theta_j - \left[ \nabla^2_{\Theta} J(\Theta_j) \right]^{-1} \nabla_{\Theta} J(\Theta_j) \tag{17}
\]

where \(\nabla\) is the gradient of \(J\) whose Hessian matrix is \(\nabla^2_{\Theta} J(\Theta_j)\). Compute of Hessian matrix demands a huge computational effort which can be avoided by the GN algorithm:

\[
\nabla^2_{\Theta} J(\Theta) = \sum_{k=1}^{n} \left[ \nabla_{\Theta} [\hat{y}_k(\Theta)]^T \right] [B]^{-1} \left[ \nabla_{\Theta} [\hat{y}_k(\Theta)] \right] \tag{18}
\]

where the terms of the second order derivatives are removed. The gradient of the estimated output, \(\nabla_{\Theta} \hat{y}_k(\Theta)\), is named sensitivity function.

The LM algorithm is an extension of the GN, whose principal idea consists in modify \(\nabla^2_{\Theta} J(\Theta)\) by the expression \(\nabla^2_{\Theta} J(\Theta) + \lambda I\) in the Eq. (17). The inversion of the matrix is not yielded in explicit manner and, now, it will be solved.
by singular value decomposition (SVD) according to the expression:

\[
\left[ \nabla_{\hat{\theta}} J(\Theta) + \lambda I \right] \Delta \hat{\Theta} = \nabla_{\hat{\theta}} J(\Theta) \tag{19}
\]

The above LM algorithm [19] solves the problem of singularity in the Hessian matrix. Additionally, the LM algorithm works like a GN algorithm for small values of \( \lambda \). These optimization algorithms are already present in libraries of non-commercial and commercial softwares, such as Gnu-Octave and Matlab.
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Fig. 4. Parameter Estimation via Output Error.

V. RESULTS

This section gives the results of the approach applied to the ALBA ASC. For data generated in simulator and data obtained experimentally, the parameter vector defined in (8) is expressed relative to the nonlinear model as:

\[
\Theta = [\ \Theta_1 \ \Theta_2 \ \Theta_3 \ \Theta_4 ]^T, \tag{20}
\]

where \( \Theta_1 = Y_\alpha \), \( \Theta_2 = I_\alpha \), \( \Theta_3 = N_\psi \), and \( \Theta_4 = b \). Three cases are analyzed in order to estimate a greater number of parameters.

A. Simulated

The nonlinear model of the ALBA ASC expressed by (3)-(6) is implemented in Matlab/Simulink as shown in Fig. 5. The upper block named ALBA USV (unmanned surface vehicle) presents the nonlinear dynamics of the vehicle, and the lower block named Zig-zag maneuvering presents the zigzag vehicle) presents the nonlinear dynamics of the vehicle, and the
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Fig. 6 presents the plot of data generated using this software resource, where \( \psi \) is the yaw angle in zigzag course due to the switching control of the propeller angle \( \delta_p \) between \( \pm 20^\circ \), \( \pm 0.3490 \) rad. This switching control signal is in closed loop and is activated by the yaw angle limits given also between \( \pm 20^\circ \), \( \pm 0.3490 \) rad. The yaw rate angle \( r \) follows an oscillatory behavior indicating the necessary angular rate of the vehicle to approach this zigzag maneuver, the initial condition for this numerical test is \( v = 0.001 m/s \), \( r = 0.001 rad/s \), \( y = 0.001 m \) and \( \psi = -30 \times 180/rad \).

The simulated data were obtained with different hydrodynamic parameters moved purposefully to 25% respect to the theoretical values (nominal values) given in Table II.

Table III presents the case where two parameters are estimated using the MLE algorithm. The fitting between identified model response and simulated data is 94.56% for the yaw rate \( r \), 57.71% for the \( y \) position, and 58.88% for the yaw angle \( \psi \) (Table IX). Table IV presents the case where three parameters are estimated using the MLE algorithm. The fitting between identified model response and simulated data is 94.55% for the yaw rate \( r \), 56.77% for the \( y \) position, and 58.98% for the yaw angle \( \psi \) (Table IX). Table V presents the case where four parameters are estimated using the MLE algorithm. The fitting between identified model response and simulated data is 90.49% for the yaw rate \( r \), 71.38% for the \( y \) position, and 83.16% for the yaw angle \( \psi \) (Table IX).

![Image](image.png)

Fig. 7 presents this last comparison validating the approach used here.
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Fig. 8 presents the plot of experimental data, where \( \psi \) is the yaw angle in zigzag course due to the switching control of the propeller angle \( \delta_p \) between \( \pm 20^\circ \), \( \pm 0.3490 \) rad. This switching control signal is in closed loop and is activated by the yaw angle limits given also between \( \pm 20^\circ \), \( \pm 0.3490 \) rad, the initial condition for this numerical test is \( v = 0 m/s \), \( r = 0 rad/s \), \( y = 0.01 m \) and \( \psi = -30 \times 180/180rad \). These works like a GN algorithm for small values of \( \lambda \). These optimization algorithms are already present in libraries of non-commercial and commercial softwares, such as Gnu-Octave and Matlab.

![Image](image.png)

Table III. Estimation with 2 parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Nominal value</th>
<th>Maneuver</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Theta_3 )</td>
<td>102.551390</td>
<td>70.520700</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_4 )</td>
<td>-8.139283</td>
<td>-10.000000</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
</tbody>
</table>
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Table IV. Estimation with 3 parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Nominal value</th>
<th>Maneuver</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Theta_2 )</td>
<td>112.33619</td>
<td>123.844500</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_3 )</td>
<td>102.722541</td>
<td>70.520700</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_4 )</td>
<td>-8.3401932</td>
<td>-10.000000</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
</tbody>
</table>
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Table V. Estimation with 4 parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Nominal value</th>
<th>Maneuver</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Theta_1 )</td>
<td>897.137150</td>
<td>571.061900</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_2 )</td>
<td>188.315315</td>
<td>123.844500</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_3 )</td>
<td>103.501259</td>
<td>70.520700</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_4 )</td>
<td>-8.923712</td>
<td>-10.000000</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
</tbody>
</table>

B. Experimental

The experimental tests were carried out in the Tingo lagoon in Arequipa. The inertial navigation system provided the yaw rate \( r \) and yaw angle \( \psi \) at sampling time of 0.1 s, a global positioning system (GPS) provided the position \( y \) at sampling time of 1 s. There was a need to use oversampling technique from 1 s to 0.1 s for the \( y \) data in order to feed the estimation algorithm used here. The control \( \delta_p \) signal is also provided at 0.1 s sampling time from the embedded electronic of ALBA ASC, described in [15].
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Fig. 8 presents the plot of experimental data, where \( \psi \) is the yaw angle in zigzag course due to the switching control of the propeller angle \( \delta_p \) between \( \pm 20^\circ \), \( \pm 0.3490 \) rad. This switching control signal is in closed loop and is activated by the yaw angle limits given also between \( \pm 20^\circ \), \( \pm 0.3490 \) rad, the initial condition for this numerical test is \( v = 0 m/s \), \( r = 0 rad/s \), \( y = 0.01 m \) and \( \psi = -30 \times 180/180rad \).
The yaw rate angle \( r \) follows an oscillatory behavior indicating the necessary angular rate of the vehicle to approach this zigzag maneuver.

Table VI presents the case where two parameters are estimated using the MLE algorithm. The fitting between identified model response and experimental data is 76.05% for the yaw rate \( r \), 16.27% for the \( y \) position, and 63.35% for the yaw angle \( \psi \) (Table IX). Table VII presents the case where three parameters are estimated using the MLE algorithm. The fitting between identified model response and experimental data is 75.78% for the yaw rate \( r \), 15.15% for the \( y \) position, and 63.45% for the yaw angle \( \psi \) (Table IX). Table VIII presents the case where four parameters are estimated using the MLE algorithm. The fitting between identified model response and simulated data is 75.71% for the yaw rate \( r \), 15.31% for the \( y \) position, and 64.46% for the yaw angle \( \psi \) (Table IX). Fig. 9 presents this comparison validating the approach used here.

Table IX summarizes the numerical and experimental results carried out to estimate the main parameters of the ALBA. The fitting between the identified model and experimental data are good and above to 50%, except for the \( y \) position. As noted in model structure (3)-(6), its differential equation does not exert significant contribution in the whole model. Moreover, in autonomous vehicles [16], the \( y \) kinematic commonly compromises the observability and controllability linear properties. Here, there is an unsolved and open area for autonomous surface craft consisting in to examine identifiability properties and advances recently developed for biologic systems [13], [14].

VI. CONCLUSIONS

A nonlinear model for the ALBA autonomous surface vehicle was identified using the maximum likelihood estimation approach. This approach was initially tested numerically with data obtained through the vehicle dynamic simulator. The approach was then applied to the vehicle data obtained in experimental test maneuvers. The four estimated parameters compose the identified system for the ALBA, a low-cost vehicle destined to monitor water conditions of lagoons and shallow water of the Pacific sea. The fitting between identified model responses and data is quite good and above 50%, guaranteeing the proposed approach and its application to this class of maritime vehicles. The fitting of \( y \) position was not good and analysis using identifiability properties should be conducted further.

### TABLE VI. ESTIMATION WITH 2 PARAMETERS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Nominal value</th>
<th>Maneuver</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Theta_3 )</td>
<td>68.478772</td>
<td>70.520700</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_4 )</td>
<td>-7.552532</td>
<td>-10.000000</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
</tbody>
</table>

### TABLE VII. ESTIMATION WITH 3 PARAMETERS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Nominal value</th>
<th>Maneuver</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Theta_2 )</td>
<td>140.339921</td>
<td>123.844500</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_3 )</td>
<td>70.648283</td>
<td>70.520700</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
<tr>
<td>( \Theta_4 )</td>
<td>-7.874004</td>
<td>-10.000000</td>
<td>( \pm 20(\pi/180) ) rad</td>
</tr>
</tbody>
</table>
TABLE VIII. ESTIMATION WITH 4 PARAMETERS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimated value</th>
<th>Nominal value</th>
<th>Maneuver</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Theta_1$</td>
<td>$81.9301869$</td>
<td>$77.380190$</td>
<td>$\pm 20(\pi/180)$ rad</td>
</tr>
<tr>
<td>$\Theta_2$</td>
<td>$124.193961$</td>
<td>$123.844500$</td>
<td>$\pm 20(\pi/180)$ rad</td>
</tr>
<tr>
<td>$\Theta_3$</td>
<td>$73.561674$</td>
<td>$70.520700$</td>
<td>$\pm 20(\pi/180)$ rad</td>
</tr>
<tr>
<td>$\Theta_4$</td>
<td>$-7.160477$</td>
<td>$-10.000000$</td>
<td>$\pm 20(\pi/180)$ rad</td>
</tr>
</tbody>
</table>

TABLE IX. FITTING BETWEEN IDENTIFIED MODEL RESPONSE AND DATA (SIMULATED AND EXPERIMENTAL).

<table>
<thead>
<tr>
<th>Fitting Response</th>
<th>Number of estimated parameters</th>
<th>Simulated</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>1</td>
<td>94.55%</td>
<td>94.55%</td>
</tr>
<tr>
<td>$y$</td>
<td>2</td>
<td>57.71%</td>
<td>57.71%</td>
</tr>
<tr>
<td>$\psi$</td>
<td>4</td>
<td>58.88%</td>
<td>58.98%</td>
</tr>
</tbody>
</table>

Fig. 8. Experimental Zigzag Maneuver.

Fig. 9. Comparison Responses between the Identified Model and the Experimental Data.
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Abstract—Service migration plays a vital role in continuous service delivery in Internet of Things (IoT) systems. This paper presents a mobility-aware container migration algorithm for Cloudlet-enabled IoT systems. The proposed algorithm is based on an integrated multicriteria decision making (MCDM) approach. It has been implemented using a specialized simulation tool and compared to other existing migration algorithms. Simulation results demonstrate the ability of the proposed algorithm to achieve up to 48%, 48%, 20% and 36% improvement in migration time, service downtime, migration reliability and service loss rate, respectively as compared to other migration algorithms. The proposed algorithm is capable of perceiving the run-time dynamics of IoT systems and appropriately manage the process of container migration.
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I. INTRODUCTION

Nowadays, the tremendous growth of commodity-available smart objects has resulted in the ubiquity of Internet of Things (IoT) applications. These objects can be either fixed or mobile and generate streams of big data with immense processing and memory requirements that surpass the capabilities of user devices. Therefore, IoT applications urged the use of Cloud Computing as a processing back-end that fulfills the processing requirements of such applications [1].

Following the expansion in IoT applications and the elevation of their processing requirements and the urgency of their latency constraints, the inseparable relation between the IoT applications and the Cloud has been hindered due to the quasi-central nature of the Cloud-based services and resources [2]. In order to cope with the processing and timing requirements of IoT applications and overcome the limitations of the Cloud-based IoT platforms, several edge computing models [3] such as Multi-access Edge Computing [4], Fog Computing [5] and Cloudlet Computing [6] have been proposed. For instance, Cloudlet Computing is considered as a middle-way between Fog Computing and Cloud Computing models. It places computing clusters with sufficient network bandwidth and processing capabilities in proximity to the IoT devices. A Cloudlet is basically a small data center, which is usually instantiated at few hops away from IoT devices and employ virtualization at either virtual machine or container levels [7].

According to the Cloudlet Computing paradigm, IoT application modules and services are placed on close tiny data centers aiming at satisfying the stringent timing requirements of the requests generated from IoT devices. Computing requests - generated from IoT devices are offloaded to such nearby tiny data centers which in turn perform the required functionality as dictated by the received requests. Once the received request is executed, execution results are sent back to the source IoT device [7]. In order to efficiently utilize the Fog/Cloudlet resources and minimize any potential performance overheads, a lightweight virtualization technique is employed, in which application modules and user data are encapsulated in containers [8, 9].

While Cloudlet Computing provides Cloud-like services in proximity to IoT devices and offers low-latency services to these devices, its advantages could be diminished in case of mobile or non-stationary IoT devices, where the access point that connects the IoT device to the Cloudlet may change [10]. In such scenario, user or IoT device mobility will increase the number of hops between the IoT device and its associated container and, in turn, negatively impact the latency requirements of IoT devices. In other words, as the number of hops between the IoT device and its associated Cloudlet increases, the latency of IoT service requests will increase in a manner that resembles that of Cloud-based platforms, which shrinks the expected performance of Cloudlet-based platforms. Therefore, as the mobile IoT devices move away from their associated Cloudlets, both processing and control of their application modules should be handed over to the Cloudlet in proximity to the access point to which the IoT device is currently connected. This process can be performed by migrating the container, associated with the mobile IoT device, to a new Cloudlet that is placed near to the IoT device and respects that device’s functional and non-functional requirements [11].

Apparently, IoT devices requesting services from nearby Cloudlets may be mobile and require continuity of service delivery across different locations. However, maintaining service delivery for mobile users and IoT devices is a challenging process. The study in [12] has proposed a framework for a Fog Computing architecture in which virtual machine migration is supported. They have assumed that each user has a virtual machine running on a particular Cloudlet. This Cloudlet is considered as an endpoint that provides services to the associated user. A virtual machine could be migrated to another Cloudlet based on user location, direction of movement, running applications, computing capacity of the destination Cloudlet and the network capacity. However, the proposed framework has not been evaluated and its suitability to existing Fog
environments has not been verified. On the other hand, [13] has proposed a genetic algorithm-based model for virtual machine migration in Mobile Cloud Computing (MCC) environments considering both user mobility and the current workload of the potential destination Cloudlet in order to reduce the number of virtual machine migrations. In addition, [14] has proposed a simulation framework based on the iFogSim tool [15] to support user mobility by migrating virtual machines across Fog nodes. Furthermore, [16] has proposed a Fog computing architecture that supports user mobility by implementing a route optimization algorithm that improves the performance of the handover mechanisms. Similarly, [17] has proposed a framework for Mobile Edge Computing (MEC) environments in which service migration is implemented. Their goal was to ensure service continuity for mobile users and reduce both service downtime and overall migration time. Although previous research efforts have tackled service migration in various edge computing environments, their efforts have either supported migration at the virtual machine level or ignored important factors such as user location and mobility patterns.

More recently, the work in [18] has proposed an autonomic container migration approach for Fog computing environments. Their approach seeks to ensure continuous service delivery by migrating application modules to Fog nodes that are deemed to respect service delivery deadlines. The efficacy of their approach has been quantified in terms of network usage, execution cost and service execution delays. However, they did not consider other important factors such as service downtime, migration time, service loss and the reliability of the migration process. On the other hand, the work in [19] is the most recent effort that models container migration in Fog/Cloudlet computing environments. It models container-based migration and supports realistic user mobility patterns based on the SUMO urban simulation tool [20, 21]. In addition, they have proposed several baseline container migration algorithms that are categorized as: lowest latency (LL) in which containers are migrated to the Cloudlet that is expected to deliver the lowest service latency, closest access point (CAP) where containers are migrated to the Cloudlet connected to the closest access point to current user location and closest server Cloudlet (CSC) in which containers are migrated to the closest server Cloudlet to current user location. However, none of these migration algorithms has considered migration reliability, service downtime and overall migration time when making the migration decision.

This work proposes a container migration algorithm for Cloudlet computing environments based on an integrated multicriteria decision making (MCDM) approach that integrates the Entropy [22] and Technique of Order Preference Similarity to the Ideal Solution (TOPSIS) [23] methods. The proposed approach seeks to migrate a container associated with a particular mobile IoT device to a nearby server Cloudlet considering user location, mobility pattern, migration time and migration reliability. While MCDM has been used in related disciplines such as cloud service selection [24, 25] and task scheduling in Cloud Computing [26, 27], no prior attempts have been made to apply MCDM for container migration in Cloudlet computing environments. The main contributions of this work can be summarized as follows:

- Proposing an MCDM-based algorithm for container migration in Cloudlet-enabled IoT systems.
- Implementing the proposed algorithm using a specialized simulation tool with realistic migration models and user mobility patterns.
- Performing a series of experiments to assess the performance of the proposed migration algorithm and compare it against that of existing algorithms.

The rest of this paper is organized as follows. Section II explains the research methodology. Section III presents and discusses the obtained results and Section IV summarizes and concludes this paper.

II. Research Methodology

This section explains the research methodology followed in order to implement the proposed migration algorithm including the system model, mathematical formulation of the MCDM techniques and the algorithmic design of the proposed algorithm.

A. System Model

In this paper, a hierarchical Cloudlet-enabled IoT system is assumed as shown in Fig. 1. Service requests generated from IoT devices are sent to the nearby Cloudlet which in turn performs the required task and communicate the results back to the IoT devices. If a task required by a particular IoT device can not be performed by the Cloudlet or requires further processing, the Cloudlet will forward the received request to the Cloud. Each Cloudlet supports a lightweight virtualization technique in which user’s data and application modules are encapsulated in containers.

Fig. 1. IoT System Model.

On the other hand, IoT devices are assumed to be mobile i.e. change their locations over time. At any time instant, each IoT device will be connected to the Cloudlet hosting its associated container and can access that Cloudlet’s services through a particular access point. In order to prevent service interruption and guarantee low-latency service delivery, container migration (from a source to a destination Cloudlet) should be performed.
in a timely manner. Determining the time instant at which the migration process should be initiated and choosing the most appropriate Cloudlet to host the migrating container are two major issues in container migration. In this work, each Cloudlet is considered as the decision maker responsible for addressing the two aforementioned issues. In other words, each Cloudlet is assumed to monitor the current location of its associated IoT devices and decide if a migration should be performed and what is the most suitable Cloudlet to host the migrating container considering both migration reliability and expected migration time.

The Cloudlets layer considered in this work consists of a set of Cloudlet nodes \( C = \{SC_1, SC_2, \ldots, SC_N\} \). The total number of cloudlets in the environment is denoted as \( N \). In addition, each Cloudlet node is characterized by a triplet \( (Cn_i(cpu)^{cap}, Cn_i(mem)^{cap}, Cn_i(bw)^{cap}) \) where \( Cn_i(cpu)^{cap} \) is the number of CPU cores available on Cloudlet \( i \), \( Cn_i(mem)^{cap} \) is the amount of memory available on node \( i \) and \( Cn_i(bw)^{cap} \) is the available bandwidth. The mobile IoT devices receive services from their associated containers which are deployed on various Cloudlet nodes available in the IoT environment. Each container \( (Con_j) \) is allocated to a suitable Cloudlet that satisfies its resource requirements. The resource requirements of a particular container can be denoted as a triplet \( (Con_j(cpu)^{req}, Con_j(mem)^{req}, Con_j(bw)^{req}) \) where \( Con_j(cpu)^{req} \) is the number of CPU cores required by container \( j \), \( Con_j(mem)^{req} \) is the required memory and \( Con_j(bw)^{req} \) is the required bandwidth.

On the other hand, Fig. 2 shows the migration model assumed in this work. This migration model is based on [14, 19]. This model defines both the migration zone and the migration point on the map. Whereas the migration zone defines the area in which migration decisions are always computed and evaluated, the migration point represents the point on the map at which container migration should be initiated. The decision on whether to migrate a container associated with a particular user (or IoT device) should be made by the Cloudlet to which that IoT device is currently connected. For instance, Fig. 2 shows two users (user-1 and user-2) moving on the map with different speeds, directions and geographical positions. Their attributes should be continuously monitored by their current Cloudlet that is responsible for making the right decision for each user. As shown, user-1 is moving towards the access point (AP) that connects it to its current Cloudlet while user-2 is moving away from the AP. Hence, no migration should be performed for the container associated with user-1 while a migration for the container associated with user-2 should be initiated once it reaches the migration point. The migration point can be set either statically based on the coverage area of the AP or dynamically based on some dynamic attributes such as the user speed. For instance, Fig. 2 shows an example of a fixed migration point that is set at a distance that is 70% of the radius of the coverage area of the AP.

Once a Cloudlet decides to migrate the container associated with a particular IoT device, it must consult its migration algorithm to select the most suitable destination Cloudlet from a set of potential Cloudlets confined within the migration cone. The migration cone is defined in terms of the two adjacent directions to the current direction of the user and an angle that defines the relative region between the user and the AP. For example, the cone associated with user-2 is confined between the Northeast and the Southeast directions. The value of the cone’s angle could be a fixed value or a dynamic value that is changed at run-time subject to some optimization constraints.

B. MCDM-Based Migration Algorithm

This section explains the proposed MCDM-based migration algorithm. Fig. 3 highlights the main steps followed by the proposed migration algorithm in order to select the most appropriate destination Cloudlet for a migrating container. As mentioned in Section II-A, each Cloudlet continuously monitors the movement of its associated IoT devices. Once a Cloudlet observes that an associated mobile IoT device is moving away from its associated AP, it must prepare and initiate the migration process by performing a number of steps based on an integrated Entropy-TOPSIS multicriteria decision making approach. First, the migration cone defined by the migration model must be constructed. Second, if the migration cone is not empty (i.e. it contains at least two possible destination Cloudlets that can satisfy all processing, memory and bandwidth requirements of the migrating container), the source Cloudlet will construct a decision matrix \( D_{ij} \) based on two criteria, namely, migration time \( (mt_{ij}) \) and migration reliability \( (mr_{ij}) \).

Apparently, migration time represents the expected time required to complete transferring the migrating container from source Cloudlet \( i \) to destination Cloudlet \( j \). The total time required to migrate a container from Cloudlet \( i \) to Cloudlet \( j \) is computed as shown in equation 1.

\[
m_{ij} = M_{con_i} \cdot \frac{bw_{ij}}{bw_{ij}} + T_{U_i} + T_{D_{ij}} \tag{1}
\]

Where \( mt_{ij} \) is the total migration time, \( M_{con_i} \) is the memory size of the container migrating from Cloudlet \( i \), \( bw_{ij} \) is the available network bandwidth between Cloudlets \( i \) and \( j \), \( T_{U_i} \) is the uplink latency of Cloudlet \( i \) and \( T_{D_{ij}} \) is the latency by distance between Cloudlets \( i \) and \( j \).
On the other hand, migration reliability \( mr_{ij} \) quantifies the probability that the migration process (from Cloudlet \( i \) to Cloudlet \( j \)) will be completed successfully during the anticipated migration time. In this work, migration reliability is calculated based on the reliability of the communication link between Cloudlets \( i \) and \( j \) and the reliability of the destination Cloudlet \( j \). In general, the reliability of a particular subsystem \( s \) can be computed as shown in equation 2 [28].

\[
R_s(t) = e^{-\int_0^t h(\tau) d\tau} \tag{2}
\]

Where \( h(t) \) is the hazard rate function associated with subsystem \( s \). Assuming that both the communication link, between Cloudlets \( i \) and \( j \), and destination Cloudlet \( j \) have constant hazard functions, their reliability values can be computed as shown in equation 3.

\[
R_{\text{link}(i,j)}(t) = e^{-\lambda_{ij} t} \quad R_{C_j}(t) = e^{-\lambda_{C_j} t} \tag{3}
\]

Where \( R_{\text{link}(i,j)} \) is the reliability of the communication link between Cloudlets \( i \) and \( j \), \( R_{C_j} \) is the reliability of Cloudlet \( j \), \( \lambda_{ij} \) is the constant hazard rate of the communication link and \( \lambda_{C_j} \) is the constant hazard rate of Cloudlet \( j \). Since the communication link and the destination Cloudlet constitute a serial reliability model, the reliability of the migration process (from Cloudlet \( i \) to Cloudlet \( j \)) can be computed by multiplying these individual reliability values [29], as shown in equation 4.

\[
mr_{ij}(t) = R_{\text{link}(i,j)}(t) \times R_{C_j}(t) = e^{-(\lambda_{ij} + \lambda_{C_j}) t} \tag{4}
\]

Where \( mr_{ij} \) is the reliability of migrating a container from Cloudlet \( i \) to Cloudlet \( j \). Intuitively, by setting the value of \( t \) to \( mt_{ij} \), the reliability of a migration process whose expected finish time is \( mt_{ij} \) can be computed. Having obtained the migration time and migration reliability of each possible destination Cloudlet \( j \), the source Cloudlet will construct the decision matrix as shown in equation 5.

\[
D_{ij} = \begin{bmatrix}
mt_{i1} & mr_{i1} \\
mt_{i2} & mr_{i2} \\
mt_{i3} & mr_{i3} \\
\vdots & \vdots \\
mt_{in_c} & mr_{in_c}
\end{bmatrix} \tag{5}
\]
Where \( n_c \) is the number of Cloudlets available within the constructed migration cone. Third, once the decision matrix is obtained, the proposed migration algorithm will employ an Entropy-based method to assign a weight to each decision criterion as weight calculation is an essential step towards MCDM-based alternative (Cloudlet) selection approaches. The computed weight signifies the importance given to each criterion when making the migration decision. The computation of criteria weights based on the Entropy method can be summarized as follows:

**Step 1:** Computation of normalized feature weight \( (P_{ij}) \) for the \( i^{th} \) alternative and the \( j^{th} \) criterion.

\[
P_{ij} = \frac{d_{ij}}{\sum_{i=1}^{n_c}(d_{ij})}, \quad (1 \leq i \leq n_c, 1 \leq j \leq m)
\]

(6)

Where \( d_{ij} \) is the value of \( j^{th} \) criterion under the \( i^{th} \) alternative, \( n_c \) is the number of possible alternatives (i.e. Cloudlets) and \( m \) is the number of criteria.

**Step 2:** Calculation of the output entropy \( (e_j) \) for each criterion \( j \).

\[
e_j = -K \sum_{i=1}^{n_c} (P_{ij} \times \ln(P_{ij})), \quad (1 \leq j \leq m)
\]

(7)

\[
K = \frac{1}{\ln(n_c)}
\]

**Step 3:** Calculation of the degree of diversification \( (g_j) \) for each criterion \( j \).

\[
g_j = |1 - e_j|, \quad 1 \leq j \leq m
\]

(8)

**Step 4:** Computation of the weight \( (w_j) \) of each criterion.

\[
w_j = \frac{g_j}{\sum_{j=1}^{m}(g_j)}, \quad (1 \leq j \leq m)
\]

(9)

Fourth, having obtained the criteria weights using the Entropy method, the migration algorithm proceeds to select the most suitable destination Cloudlet to receive the migrating container using the TOPSIS method. The rationale behind the TOPSIS method is to choose the alternative with the shortest euclidean distance from the ideal solution and the farthest distance from the negative-ideal solution. The TOPSIS method employed to select the ideal alternative (Cloudlet) proceeds as follows:

**Step1:** The decision matrix \( (D_{ij}) \) is normalized using vector normalization technique and then weighted using the criteria weights - computed using the Entropy method to obtain the weighted normalized performance matrix.

\[
d_{ij} = \frac{d_{ij}}{\sqrt{\sum_{i=1}^{n_c}(d_{ij})^2}}, \quad (1 \leq i \leq n_c, 1 \leq j \leq m)
\]

\[
d_{ij} = w_j \times d_{ij}, \quad (1 \leq j \leq m)
\]

(10)

**Step 2:** Determine the best condition \( (A_i^+) \) and the worst condition \( (A_i^-) \) with respect to each criterion \( (j) \) and construct the best conditions vector \( (A_b) \) and the worst conditions vector \( (A_w) \).

\[
A_j^+ = \begin{cases} \max_i(d_{ij}) & j \in J^+, (1 \leq i \leq n_c) \\ \min_i(d_{ij}) & j \in J^-, (1 \leq i \leq n_c) \end{cases}
\]

(11)

\[
A_j^- = \begin{cases} \min_i(d_{ij}) & j \in J^+, (1 \leq i \leq n_c) \\ \max_i(d_{ij}) & j \in J^-, (1 \leq i \leq n_c) \end{cases}
\]

(12)

Where \( J^+ \) indicates beneficiary criteria i.e. criteria with positive impact (e.g. migration reliability) while \( J^- \) represents non-beneficiary criteria i.e. criteria with negative impact on the migration process (e.g. migration time). The best and worst conditions vectors are then constructed as:

\[
A_b = \{A_j^+ \mid (1 \leq j \leq m)\}
\]

\[
A_w = \{A_j^- \mid (1 \leq j \leq m)\}
\]

(13)

**Step 3** Calculate the Euclidean distance between each alternative \( i \) and each of the best condition vector \( (A_b) \) and the worst condition vector \( (A_w) \).

\[
L_{ib} = \sqrt{\sum_{j=1}^{m}(d_{ij} - A_b[j])^2}, \quad (1 \leq i \leq n_c)
\]

(14)

\[
L_{iw} = \sqrt{\sum_{j=1}^{m}(d_{ij} - A_w[j])^2}, \quad (1 \leq i \leq n_c)
\]

Where \( L_{ib} \) and \( L_{iw} \) are the distances from the target alternative (Cloudlet) \( i \) to the best and worst condition vectors, respectively.

**Step 4** Calculate the performance score \( (P_i) \) assigned to each alternative.

\[
P_i = \frac{L_{iw}}{L_{iw} + L_{ib}}, \quad (1 \leq i \leq n_c)
\]

(15)

**Step 5** Rank alternatives (Cloudlets) according to their performance scores \( (P_i) \).

After performing the steps dictated by the TOPSIS method, the Cloudlet with the highest performance score is chosen as the most suitable destination Cloudlet to receive the migrating container and the migration process will be initiated upon device’s arrival at the migration point. If the chosen Cloudlet is a public Cloudlet, its service level agreement (SLA) parameters will be compared against the requirements of the IoT device (user) whose container is involved in the migration process. If the chosen Cloudlet satisfies the requirements of the associated IoT device, the migration process will be initiated once that device reaches the predefined migration point. On the other hand, if the chosen Cloudlet is not guaranteed to fulfill the requirements of the associated IoT device, the migration process will be aborted and the associated container will remain on its original Cloudlet.
III. RESULTS AND DISCUSSION

In order to evaluate the performance of the proposed migration algorithm, it has been implemented using the MobFogSim simulation tool [19]. MobFogSim is a recently developed tool that allows development and evaluation of container migration in Fog and Cloudlet computing environments with concrete support for realistic user mobility patterns. The proposed algorithm has been validated and compared against other migration algorithms that are originally implemented within the MobFogSim tool. Table I summarizes the most important input simulation parameters. Whereas some simulation parameters were given fixed values, other parameters such as network bandwidth and the constant hazard rates were randomly picked from the designated ranges. Hence, the results presented in this section refer to the arithmetic mean of the results of 20 different simulation runs.

<table>
<thead>
<tr>
<th>TABLE I. SIMULATION SETTINGS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Size of container’s execution state</td>
</tr>
<tr>
<td>Number of Cloudlets</td>
</tr>
<tr>
<td>Number of Cloudlets per access point</td>
</tr>
<tr>
<td>Radius of access point coverage(s)</td>
</tr>
<tr>
<td>Migration point policy</td>
</tr>
<tr>
<td>IoT device speed</td>
</tr>
<tr>
<td>Network bandwidth (between Cloudlets)</td>
</tr>
<tr>
<td>Hazard rate</td>
</tr>
</tbody>
</table>

Fig. 4 depicts the total migration time achieved under the proposed policy along with the migration time achieved under existing algorithms, namely, lowest latency (LL), closest access point (CAP) and closest server Cloudlet (CSC) [19]. The results are annotated with their 95% confidence interval. In order to reasonably assess the performance of different migration algorithms, they were simulated under different migration techniques: cloud migration (Cold) and live migration (Live). In cold migration: first, the container to be migrated is frozen/stopped to make sure that it no longer modifies its state. Second, the whole execution state of that container is checkpointed and then transferred while being stopped. Third, the container is resumed at the destination once all its execution state is available there. On the other hand, live migration first halts container on the source Cloudlet and copies its minimal and kernel execution state to the destination Cloudlet so that the container can resume its execution there. Only after that and while the container is running, it transfers all the remaining state including the memory pages, which represent the major portion of the whole state. As shown in Fig. 4, the proposed algorithm has achieved the lowest migration time as compared to other migration algorithms under both the Cold and Live migration techniques; the employed Entropy-TOPSIS decision making approach has allowed the proposed algorithm to observe the degree of diversification available among the considered potential destination Cloudlets (i.e. those available within the migration cone) and choose the Cloudlet that would yield the lowest migration time as compared to other algorithms. In addition, the Cold migration technique has lower migration time when compared to the Live migration technique under all possible migration algorithms. On average, the proposed algorithm has achieved 48%, 42% and 43% improvement in the migration time as compared to the LL, CAP and CSC algorithms, respectively.

On the other hand, Fig. 5 illustrates the total downtime observed under the proposed and existing migration algorithms. The downtime is the time interval during which the service required by the mobile IoT devices will not be available due to the migration process. As shown, the proposed algorithm has resulted in lower downtime as compared to other algorithms under both migration techniques. It can be observed that the downtime is equal to the migration time when the Cold migration technique is employed. On the other hand, the downtime is much lower than the migration time when the Live migration technique is used; under the Live migration technique, the migrating container keeps on running while the majority of its state is being moved to the chosen destination Cloudlet. The container is stopped only for the transfer of a minimal amount of its overall state, after which the container runs at the destination Cloudlet. Nevertheless, the proposed algorithm can still achieve lower downtime as compared to other migration algorithms due to its ability to select the most appropriate destination Cloudlet with sufficient network bandwidth to handle the migration process. The amount of improvement the proposed algorithm has achieved in downtime - as compared to other algorithms is equivalent to that observed in migration time.

Fig. 6 shows migration reliability obtained by the proposed and the existing migration algorithms under Cold and Live migration techniques. As shown, the proposed algorithm was able to surpass other migration algorithms in terms of mi-
migration reliability. Apparently, migration reliability decreases when moving from Cold to Live migration technique due to the increase in migration time - under the same hazard rate. This can be explained by the exponential relationship shown in equation 4. However, the proposed algorithm can still outperform other algorithms and pick the most suitable destination Cloudlet considering the reliability factor. Overall, the proposed algorithm has achieved 17%, 20% and 20% average improvement in migration reliability as compared to LL, CAP and CSC algorithms, respectively. On the other hand, Fig. 7 portrays the service loss rate under the considered migration algorithms. Service loss rate is the percent of service requests that could not be handled due to the migration process. This rate is clearly dependent on the downtime. As shown, the proposed algorithm was able to yield the lowest service loss rate as compared to other algorithms under both Cold and Live migration techniques. The proposed algorithm has achieved 36%, 27% and 28% reduction in service loss rate when compared to LL, CAP and CSC, respectively.

The presented results prove the ability of the proposed migration algorithm to perceive the run-time dynamics of the Cloudlet-enabled IoT environment and choose the most appropriate destination Cloudlet that would optimize the considered performance metrics. This is due to the fact that the proposed MCDM-based migration algorithm is able to observe the degree of variation - with respect to each migration criterion within the considered destination Cloudlets, reasonably assign criteria weights (using the Entropy method) and appropriately assign performance scores to the considered Cloudlets (using TOPSIS) when making a migration decision. This fact is confirmed by the results shown in Tables II and III which represent two sample migration scenarios. As shown, migration time has been assigned higher weight than migration reliability in the first scenario (Table II) while the opposite is observed in the second scenario (Table III).

On the other hand, Fig. 8 illustrates how criteria weights were assigned during the simulation process for 12 consecutive migration events. These results prove the ability of the proposed migration algorithm to sense the dynamic changes in the decision variables (criteria) which, in turn, steers the decisions making process i.e. destination Cloudlet selection towards the most appropriate alternative taking into account the current status of the IoT environment.

### IV. Conclusion

In this paper, a mobility-aware container migration algorithm for Cloudlet-enabled IoT systems has been presented and evaluated. The proposed algorithm has employed an Entropy-TOPSIS integrated multicriteria decision making approach to
select the most appropriate destination Cloudlet for a migrating container. It has been implemented using a specialized simulation tool and compared against exiting migration algorithms. Simulation results have proved the ability of the proposed algorithm to outperform other algorithms in terms of migration time, service downtime, migration reliability and service loss rate. They have also confirmed the ability of the proposed algorithm to perceive the run-time dynamics of the IoT environment and accurately steer the destination Cloudlet selection process.
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Abstract—With the rapid growth of internet technologies, large-scale online services, such as data backup and data recovery are increasingly available. Since these large-scale online services require substantial networking, processing, and storage capacities, it has become a considerable challenge to design equally large-scale computing infrastructures that support these services cost-effectively. In response to this rising demand, cloud computing has been refined during the past decade and turned into a lucrative business for organizations that own large datacenters and offer their computing resources. Undoubtedly cloud computing provides tremendous benefits for data storage backup and data accessibility at a reasonable cost. This paper aims at surveying and analyzing the previous works proposed for disaster recovery in cloud computing. The discussion concentrates on investigating the positive aspects and the limitations of each proposal. Also examined are the current challenges in handling data recovery in the cloud context and the impact of data backup plan on maintaining the data in the event of natural disasters. A summary of the leading research work is provided outlining their weaknesses and limitations in the area of disaster recovery in the cloud computing environment. An in-depth discussion of the current and future trends research in the area of disaster recovery in cloud computing is also offered. Several work research directions that ought to be explored are pointed out as well, which may help researchers to discover and further investigate those problems related to disaster recovery in the cloud environment that have remained unresolved.
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I. INTRODUCTION

Since its introduction in the commercial sector, cloud computing has undergone a significant change in storing and securing information. With cloud computing, data are run in a collection of nodes including servers and remote computers, which enables users to remotely access the data at any time and from any location. The cloud service providers wish to ensure the delivery of flexible services offered in such a way that keeps users separated from the underlying infrastructure. Cloud computing is important when applied to data recovery due to its flexibility, cost-effectiveness, reliability, and scalability. However, since the internet constitutes an open network for sharing information and conducting transactions, it possesses many security and privacy risks as well as availability issues, particularly for businesses [1,2]. This problem has been addressed using many different approaches including distributed computing, server clustering, and wide-area networking [3].

Small and Medium Business (SMB) corporations are progressively coming to terms with the fact that the cloud service offers many benefits in terms of managing and facilitating their business. They can acquire immediate access to effective business applications and significantly expand their infrastructure resources, all at a minimal expense [4]. Cloud computing is understood as a strategy to enhance existing capabilities and to dynamically introduce new functionalities without investments in different infrastructures, offer training to new employees, and ensure the accreditation of new software packages to expand IT abilities [5]. In today’s business environment, the data services operated by CPs encounter many challenges in ensuring a high level of reliability of data services before and after disasters [6]. Data services must ensure reliability and flexibility through an effective and practical DR plan. The data reliability and flexibility are essential requirements for any firm to maintain financial success and sustain the future growth of the organization [6]. The main issue concerning disaster recovery in the cloud computing context is how to provide an effective plan for data backup and recovery that guarantees high data reliability at a reasonable cost prior to a disaster. Thus, a number of solutions have been offered focusing on disaster recovery and data backup in a single-cloud paradigm [6-9].

This paper attempts to highlight and discuss the existing research done on disaster recovery in cloud computing including single and multi-cloud environments. The surveyed studies are thoroughly evaluated to identify the strengths and limitations of each work. Besides, the current and future trends related to disaster recovery in the cloud environment are discussed. In the focus of the discussion are the major issues concerning data backup and recovery in the cloud paradigm.

The remainder of this paper is structured as follows: Section II explains the four categories of disasters that are most likely to occur. In Section III, an overview of disaster recovery is outlined while its different types are explained in Section IV. The discussion covers the three current recovery techniques of cold site recovery, warm site recovery, and hot site recovery. Section V examines the concept of DR in the
cloud computing context. The research challenges linked to DR in cloud computing are discussed in Section VI. The most noteworthy research done on data DR in cloud computing is reported and discussed in Section VII. Furthermore, a descriptive summary of the related works covered in this survey is given outlining the merits and demerits of each work. Subsequently discussed are the current challenges such as the number of replications, storage cost, and data reliability in a multi-cloud DR process in Section VIII. Moreover, several future work directions deserving to be explored further are included in observations throughout the paper. The research conclusions are presented in the final Section IX.

II. TYPES OF DISASTER

Disasters, whether man-made or natural, can result in costly service interruption. For many organizations, adopting cloud computing constitutes the most reliable way of obtaining a dedicated and shared model that can serve DR at low cost and sustain a high speed of access [10-12]. Disaster is defined as any kind of event that leads to critical or devastating damage to a system and results in compromising the availability and the continuity of the system’s operations and services for an unknown period. Thus, due to the huge negative impact of any kind of such disaster on the essential services of the system, many businesses, and public services strive to install effective disaster recovery mechanisms that can preserve the sensitive data and decrease the downtime to the minimum level (service disruption). Disasters can be classified into four main classes based on their nature and type, namely climate disaster deliberated and/or intended disruption, damage or loss of utilities and services, and system equipment malfunction. These four types of disasters are further elaborated in Table I.

<table>
<thead>
<tr>
<th>Category</th>
<th>Incident Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Climate disasters</td>
<td>Flood</td>
<td>• Rapid and uncontrolled increment in water level in a stream, natural or artificial lake, dam, or coastal area.</td>
</tr>
<tr>
<td></td>
<td>Fire</td>
<td>• Fires that cause severe and serious damage in properties can be ignited by inadvertent acts such as lightning, arsonists, smokers, or burning wood or any other inflammable materials.</td>
</tr>
<tr>
<td></td>
<td>Subsidence and landslides</td>
<td>• Natural disasters may occur in certain areas on earth. This includes landslides due to heavy rain or heavy objects falling from high places such as rocks.</td>
</tr>
<tr>
<td></td>
<td>Windstorm</td>
<td>• Strong winds with high speed that might strike some regions especially in low atmospheric pressure areas like deserts.</td>
</tr>
<tr>
<td></td>
<td>Contamination and environmental hazards</td>
<td>• The source of this type of natural disaster includes any substances such as chemical, airborne radioactive particles that compromise the surrounding environment and threaten the population, particularly in urban areas. This type of disaster also includes pollution of the air due to the emission of some toxic substances in the event of earthquakes and hurricanes.</td>
</tr>
<tr>
<td>Deliberated and/or intended disruption</td>
<td>Arson</td>
<td>• Arson is a deliberate act of setting fire with the intention of vandalism that causes damage to property such as buildings, bridges, vehicles, and private homes.</td>
</tr>
<tr>
<td></td>
<td>Labor dispute/Industrial Action</td>
<td>• When a group of workers are dissatisfied with their work conditions and want to show a form of refusal to perform work through collective action such as demonstration or strike.</td>
</tr>
<tr>
<td></td>
<td>Act of terrorism</td>
<td>• This type of disaster comes in a form of threatening others using violence to create fear to accomplish personal, political, or ideological goals. Acts of terrorism do not distinguish between civilians and/or government officials and may target anyone in society.</td>
</tr>
<tr>
<td></td>
<td>Act of sabotage</td>
<td>• Deliberate destruction or damage of equipment to hinder a particular group.</td>
</tr>
<tr>
<td>Loss of utilities and services</td>
<td>Electrical power failure and Network services breakdown</td>
<td>• This type of disaster encompasses several harmful activities that lead to the interruption of normal electrical power services. Furthermore, a disruption in network services is not considered as an immediate disaster; however, network breakdown is problematic if the outage negatively affects the ability of the company to provide services to its clients, vendors, and business partners.</td>
</tr>
<tr>
<td>Equipment or system failures</td>
<td>Cooling plant failure</td>
<td>• Interruption of the cooling plant that can cause the unavailability of services and facilities.</td>
</tr>
<tr>
<td></td>
<td>A/C failure</td>
<td>• Interruption of the air conditioning system that can cause the unavailability of services and facilities.</td>
</tr>
<tr>
<td></td>
<td>Fire suppression failure</td>
<td>• Interruption of fire suppression that can cause the unavailability of services and facilities.</td>
</tr>
<tr>
<td></td>
<td>Internet failure</td>
<td>• Internal power outage.</td>
</tr>
<tr>
<td></td>
<td>Equipment failure</td>
<td>• Piece of equipment that physically fails in such a way as to impair its availability and performance.</td>
</tr>
</tbody>
</table>
IV. AN OVERVIEW OF DISASTER RECOVERY

DR refers to planning the minimization of data loss and recovery when such losses occur in terms of the expected legal, regulatory, financial, and reputational effects. Regardless of the type of industry, unforeseen events can bring business operations to a standstill and incur extensive financial loss and/or reputational damage to an organization [3, 12-16]. Therefore, a data recovery plan is critical to maintaining continuity by providing all the solutions and steps needed to restore normal operations as soon as possible. Most business organizations throughout the world rely on data to derive competitive advantage and thrive in the marketplace yet give little thought to potential data losses and the consequences thereof. DR is usually the responsibility of the IT department as it is principally concerned with the recovery of computing systems and data after a breach. A breach may be caused by a natural disaster such as a fire, storm, or flood, yet it can also have man-made causes, such as a power outage, malware, data theft, or other malevolent practices. DR preparedness usually requires the implementation of a Disaster Recovery Plan (DRP) so that the steps and procedures to be followed after an incident and can be codified beforehand [8,12, 17-18].

Thus, a DRP constitutes an essential and necessary aspect of any functional enterprise [3, 8, 17-21]. It consists of a set of procedures and predefined policies that attempt to ensure the continuity of the critical business services and sustain the organization’s mission by providing the usual services to the target clients during and after the disaster. One of the essential tasks of any effective DRP is to help firms rebuild and restore their system after the failure of their software and hardware components. Unlike fault tolerance that ensures the continuity of the operations due to a failure occurring in one of the system components, DR is more concerned with serious damage and long-term disruption of the business services [8,17, 20]. A DRP intends to manage and maintain the system that is affected by events that have an immediate impact on the availability and the continuity of the services. This includes but is not limited to recovery against cyber-attacks that threaten security, natural disasters, and server outages. A typical disaster recovery plan includes certain steps that ensure the rapid implementation of the DRP to restore the system to its normal state. Many critical parameters should be considered when designing a DRP, which encompasses Critical Business Functions (CBFs), Maximum Acceptable Outage (MAO), Recovery Time Objective (RTO), and Business Impact Analysis (BIA). The most critical parameter in the case of a disaster is CBFs, which include a set of functions very critical in sustaining the business continuity of the services by the organization. Any long-term interruption of these services means that the organization fails to execute its critical operations. There is also a strong relationship between the service disruption and the maximum time that a function can be unavailable without affecting the main mission of the organization, which is called (MAO). Also, to ensure smooth continuity in the organization’s service, the maximum time before recovery should be computed accurately. It should be noted that for any DRP the RTOs must be either greater than or equal to the MAO since the RTO represents the timeframe for the recovery process to be completed. Similarly, the BIA represents the risk analysis that examines the CBFs and the MAO in order to determine the impact the function failure has on a business. The BIA can also be used to specify the priority of recovery attempts that need to be accomplished [8,17].

V. TYPES OF DISASTER RECOVERY

The various types of DR upon which others are built include cold site recovery, warm site recovery, and hot site recovery. As shown in Table II, the current technology standards for platform recovery can be implemented using one of the following techniques [3, 7, 17, 22]:

- **Hot site**: Computers are configured and equipped with a list of software and data to accept the production load when the primary server is down. The fail-over is typically (if required) obtained through cluster configuration. The standby cluster configuration is separate and distinguished from the master database configuration.

- **Warm site**: Computer hardware is pre-configured and supplied with a list of software. Once a disaster occurs, the Domain Name System (DNS) is switched and redirected to the backup site, and the server accepts the production load. The services have to be restarted manually.

- **Cold site**: In cold site, the hardware elements of the computer need a set of software associated with a set of data to be generated or restored before promoting the system into a productive state.

Generally, if a disaster occurs at one of the sites, the business is successfully switched to other sites. DR for large-scale hazards usually requires shutting off the power to all utilities and evacuating the facility if required, with the exact tasks to be performed to protect personnel and save lives as identified in the DRP. Many natural disasters, such as flooding or major fires, can cause extensive damage to storage media, in which case specialized and professional data recovery techniques must be used. The physical recovery of data is conducted through different means depending on the extent of the damage, and it may require the use of custom hardware and software recovery systems such as spin-stand data recovery from physically damaged media and data carving [7, 22-23].

<table>
<thead>
<tr>
<th>Option</th>
<th>RTO Coverage</th>
<th>Description</th>
<th>Cost Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hot Site</strong></td>
<td>Minutes (5 min – 4 hrs)</td>
<td>The hot site option needs a high attention level from the administrative staff of the organization. The age of data is dependent on the data recovery strategy.</td>
<td>High</td>
</tr>
<tr>
<td><strong>Warm Site</strong></td>
<td>Hours (4 – 24 hrs)</td>
<td>The warm site option denotes that the organization has sufficient resources to recover the system. Nevertheless, some extra work is needed to make it live.</td>
<td>Medium</td>
</tr>
<tr>
<td><strong>Cold Site</strong></td>
<td>Days (1 – 7 days)</td>
<td>The cold site needs to reconstruct the system in a way the recovered data is transferred to another location.</td>
<td>Low</td>
</tr>
</tbody>
</table>

TABLE II. STANDARDS PLATFORM RECOVERY
Another type of DR concerns the backing up of critical business data into one or more geographically distributed DCs so that there is a very low probability of all the sites being affected at once. An important aspect of DR is information assurance, which is implemented through multiple Network Attached Storage (NAS) and Storage Area Networks (SANs). Information assurance and recoverability can also be ensured using grid computing and cloud storage. The DRP developer considers the cost involved (including an evaluation of the cost of planning against the cause of failure), the optimal facility location, the optimal data allocation units and the method to be followed for data replication. In consequence, autonomous and semi-autonomous remote data backup and recovery processes have proven to be more popular as storage costs have decreased and bandwidth increased.

VI. AN OVERVIEW OF DISASTER RECOVERY IN CLOUD COMPUTING

A proactive disaster recovery plan constitutes an essential requirement to sustain long-term success for organizations. A set of well-planned measures that system recovery in the case of a disaster is necessary to ensure the continuity of the services and ensure the availability of daily business activities. A well prepared DRP is very beneficial and can be considered as a long-term investment for many organizations. It is disputable, however, if we acknowledge the fact that the immediate impact of the DRP is unclear and its potential benefits may be rejected. However, cloud-based data backup and recovery has become predominant and proven to be a cost-effective strategy compared to other non-cloud-based approaches [7]. In the cloud environment, the idea of virtualization is no longer relevant to the specifications of the hardware on which it runs. This independency between virtualization technology and hardware often means that organizations are able to safely migrate their data, OS, and software tools to the cloud taking into consideration the financial advantages. The performance of the recovery process is considerably influenced by the network bandwidth and the scalability of services. In other words, high network bandwidth with sustainable scalability of services ensures the rapid commencement of the recovery process. After a disaster, all operations can be re-executed again within a few hours according to the compatibility of the IT structure and the cloud-based DR. It is worth noting that most of the data backup and recovery processes are fully automated and requires either minimal or no human intervention [7,24,25,37 - 38].

The primary importance of utilizing cloud architecture for implementing a DR strategy is the consequent increase in the overall resilience of the organization’s processes and applications. Most CSPs use the geographically distributed model of data backup and redundancy so that companies experiencing widespread outages in their networks due to a disaster can recover within a few hours and with minimal disruption [10]. For example, the Amazon cloud stores mission-critical customer applications at multiple geographically dispersed DCs and uses the “fail gracefully” design philosophy. If there is a momentary outage in an application at one location, the customer is notified immediately. The application is then automatically switched to another location while downstream circuit breakers prevent any failure of processes and interfaces that rely on that application [26]. An important concern in DR service delivery is continuity of service to enable applications to come back online very soon after a disaster [3, 15, 18, 21, 25, 27- 28, 37].

There are numerous benefits of adopting disaster recovery in the cloud. Nevertheless, several weaknesses may prevent people from exploiting disaster recovery in the cloud. Table III summarizes the advantages and disadvantages of DR in the cloud [17, 29 - 30,38].

| TABLE III. ADVANTAGES AND DISADVANTAGES OF DISASTER RECOVERY IN THE CLOUD |
|---|---|
| **Advantages** | **Disadvantages** |
| The arrival and maturity of cloud computing represent a paradigm shift where many of the same functionalities can be shifted to the cloud. | Customers may be concerned about security and data confidentiality since company data are transferred to a third party. |
| DRPs using cloud architecture are attractive for small and medium-sized enterprises. | A company has no control over where its data will be stored. |
| Companies can “outsource” their computing requirements and continuity planning to CSPs. | There have been many incidents of company insiders engaging in malpractice. |
| The cloud has a rapid turnaround time with outages lasting no more than a few hours. | Companies become dependent on CSP. The long-term viability of the CSP becomes a source of concern for the company. |
| In-house personnel can work with the CSP to redirect customers to the cloud during a disaster. | |
| The entire process remains transparent to customers worldwide who do not experience the effects from the disruption. | |

VII. ISSUES AND CHALLENGES OF DISASTER RECOVERY IN THE CLOUD

Since its adoption by a large number of corporations in the world, cloud computing has become an indispensable element in running the essential business operations for large, medium, and small-scale organizations. This is due to its unique ability to ensure the availability of the services and provide resources that are efficient and reliable while maintaining a reasonable cost. The cloud model relies on the concept of pay-as-you-go, which means the user can request the needed resources from the cloud service provider and be billed according to the used resources. Many service models have been incorporated in cloud computing. This includes but is not limited to Infrastructure as a Service (IaaS), Software as a Service (SaaS), and Platform as a Service (PaaS). Other service models are also provided by the cloud providers, for instance, Database as a Service (DBaaS). Despite the tremendous benefits of cloud computing in running the essential business operations for organizations, some are reluctant to fully adopt the cloud paradigm due to security and privacy issues. Thus, cloud computing has not been fully exploited by many organizations.

A variety of reasons and challenges may prevent many organizations from moving towards disaster recovery planning in cloud computing. In the following, we outline the most critical factors that contribute to rejecting cloud computing [2, 13, 17, 22, 24- 28, 31, 36 - 38]:
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Lack of Full Control of Data: Sharing data with cloud providers can result in losing the full control of data. Since the data backup is executed by the cloud service provider, clients may feel concerned about their data dependency with the CPs and the risk of data loss. Hence, it is crucial for these organizations that they select the most reliable service provider who can guarantee the integrity and the privacy of their data. Given these concerns, many organizations may be reluctant to move their businesses on the cloud.

Operation Cost: Operation cost to run the organization’s business on the cloud constitutes a critical factor that influences the decision to adopt it. However, the actual cost of running user business on the cloud after switching to a data recovery service is reduced. This reduction in the operating cost may attract many users to adopt the cloud as their preferred platform to run their businesses. The goal of any cloud service provider is to always propose an effective data recovery plan with the least cost. The operating cost of disaster recovery comprises of the following components:

1) Setting up and implementation costs, which denotes the cost of migrating and implementing the organization’s business on the cloud. This cost will reduce in the long-term run for the business.

2) Operation cost represents the estimated cost for the daily activities to operate with the data. This includes the operating costs of data storage, transfer, and processing.

3) Disaster costs indicate the total cost of data recovery in the event of a disaster as well as the estimated cost of the damage for unrecoverable disasters. The potential cost of the disaster has a significant impact on the total cost of the services on the cloud.

Speed of Response in Failure Detection: The duration of the time to detect and report to the system failure is very crucial to sustain a high level of availability and reliability. The speed of response to system failure reflects the period in which the system is down and all services are inoperable. Therefore, it is an essential objective for any cloud provider to ensure a fast reaction to the service disruption of the system. However, in certain cases, multiple backup sites are engaged, which makes it difficult to immediately distinguish between service disruption and network failure and take the necessary action for detecting and reporting the problem.

Security: A cyber-terrorist attack is a typical example of a man-made disaster whereby the system resources are attacked for a variety of reasons. Such attacks may cause data corruption and destroy the system. Hence, any form of data protection must ensure a high level of security and rapid data recovery. They constitute the key elements that influence any decision to adopt disaster recovery services.

Replication Latency: The concept of a disaster recovery plan relies on performing data backup through replication. There are two different strategies of data replication that can be utilized, namely synchronous and asynchronous replication strategies. Synchronous replication strategy aims at ensuring a high probability of fulfilling the requirements of the Recovery Point Objective (RPO) and Recovery Time Objective (RTO). Nevertheless, the synchronous replication strategy incurs higher cost than the asynchronous replication strategy, which in turn may negatively affect the system performance. A larger number of tiers in the web application leads to a significant increment in the Round Trip Time (RTT) between the primary site and the backup site. Although the asynchronous replication strategy is cheaper, it does not deliver the same level of quality service for disaster recovery. Thus, organizations should strike a balance between cost and desired performance taking into consideration the requirements of their particular situation. Furthermore, the latency in data replication constitutes a major concern when deciding whether to adopt the cloud as their preferred platform to run the business.

Security of Data Storage: One of the essential benefits of cloud services is that it offers an adequate solution to the issue of data storage. It allows organizations to store their data by providing unlimited space at a reasonable cost. The extensive usage of cloud services leads to a steady increment in the amount of data required for storage. Cloud storage services offer greater flexibility and thus save the budget. Using cloud storage requires less investment than purchasing conventional data storage devices. The architecture of a cloud storage system comprises of four layers, namely physical storage, infrastructure management, application interface, and access. The smooth and reliable running of the applications requires a distributed computing environment that ensures availability, reliability of services, and balancing the workload among all servers. However, data security requires centralized storage in which data are placed in one single storage point. This means that the security of the stored data is at high risk if any failure occurs on the cloud service provider.

Lack of Redundancy: When a disaster occurs on the primary site running the services, the cloud service provider immediately activates the secondary site and redirects the incoming requests and services toward the secondary site to ensure the continuity of the business. Running services on the secondary site will have negative implications on the future data backup process as no replication technique (synchronous or asynchronous) can be performed. Failure in running future data backup due to the outage of the primary site thus increases the risk of data loss since one single local storage (secondary site) is available. However, this issue can be easily resolved once the primary site is restored. Overall, any disaster recovery strategy should provide the best solution possible to ensure the precise assessment of all the potential types of risk and examine their negative implications.

VIII. SOLUTIONS OF DISASTER RECOVERY IN CLOUD COMPUTING

This section examines several of the proposed solutions that are relevant to disaster recovery in the cloud computing environment. We attempt to evaluate these solutions by highlighting the merits and limitations of each approach. A summary table given at the end describes some characteristics of the works considered.

The study completed by Pokharel et al. [32] introduces the Geographical Redundancy Approach (GRA) to disaster recovery in the cloud system. GRA is analyzed using the Markov model, and the experiment result shows that it
accomplishes a high availability and survivability while sustaining a low downtime and low cost. However, the proposed approach is not evaluated in terms of measuring the RTO and the RPO that are considered an important measure in evaluating any DR solution. Most importantly, the proposed solution fits only single-cloud systems and may not apply to multi-cloud systems where multiple remote independent clouds are interconnected.

A comprehensive survey is offered by Wood et al. [27] who list the current disaster recovery solutions and practices concentrating on the most critical factors that affect the disaster recovery process. The three categories of disaster recovery mechanisms that are defined are the hot backup site, warm backup site, and cold backup site. The study also discusses the issue of failover and failback that may occur in the event of a disaster, emphasizing on how to restore the control to the primary site and ensure the continuity of the business-critical services.

The study completed by Jian-hua and Nan [33] describes the typical cloud storage architecture that consists of a storage layer, an infrastructure management layer, an application interface layer, and an access layer. It also explains the typical architecture of disaster recovery deployment in the cloud system that manages the cloud storage in the inter-private cloud model. It stores the application data in the server, remotely connected to another set of backup servers distributed over different areas. Each backup server has another two backup servers, the local backup server (LBS) and the remote backup server (RBS). An incremental data backup approach is used to progressively update the data in order to decrease the usage of network bandwidth and accelerate the data backup process. Several enhancements in the service experience lead to reduced data traffic and transmission cost, which includes carrying out data compression and encryption before the data backup process. The model is designed to work in a single-cloud environment that replicates the original data. Creating one single replica is very crucial and increases the risk of data loss particularly in the event of a disaster.

The work introduced by Javaraiah [34] highlights the issue of online data backup in cloud computing systems. The approach concentrates on managing the data backup process on the consumer’s premises to reduce cost. The approach is designed to handle complicated issues associated with the online data backup process in the cloud along with DR. Among the critical issues considered is eliminating the dependency on other cloud providers when performing the data backup operation. Various experiments are conducted, and the results have shown that the proposed solution achieves low costs data backup and simplifies the migration process of data from one CP to another. Nevertheless, this work is limited as it focuses exclusively on the issue of data DR in a single-cloud environment and does not address the maintenance of business services during and after a disaster.

Sengupta and Annerville [31] address the issue of disaster recovery in multi-sites architecture where the data backup resides in multiple distributed locations. Data Distribution Plan for multi-site Disaster Recovery (DDP-DR) is proposed that offers different plans for data distribution based on Protection Level (PL) and Placement Constraint (PC). PL denotes the degree of reliability required by the client against the simultaneous datacenter failures while PC denotes the constraint on some DC locations either to be included or excluded from the list of potential locations for the data backup. DDP-DR derives the optimal plan based on the most critical business and operational factors such as cost of data storage and replication, Recovery Time Objective (RTO), and Recovery Point Objective (RPO). Several experiments are conducted to evaluate the efficiency of the proposed solution in different scenarios. However, the proposed solution does not include computing the network cost for data transmission during the backup process and is limited to one client. In some real-life scenarios, there may be more than one client within the same DR architecture.

Grolinger et al. [35] discuss the problem of disaster data management. They emphasize that most of the current data management solutions designed for disaster recovery lack the integration capabilities in order to minimize the negative impact on user data. The proposed framework called Knowledge as a Service (KaaS) handles the cloud data management process during a disaster. It stores as much as possible from the disaster-related data, thus sustaining the interoperability and the integration of the data. Facilitating data integration relies on using knowledge acquisition and knowledge delivery. Knowledge acquisition includes information extraction and retrieval to develop a sound structure for the disaster data while knowledge delivery is used to integrate information from different data sources and forward it to the target clients. However, the proposed framework is not tested and evaluated empirically in order to determine its efficiency and effectiveness. Moreover, not discussed is the issue of disaster recovery in multi-sites where backup data need to be distributed among several remote locations. Lastly, the proposed solution does not incorporate the issue of deriving the optimal plan for data backup during the disaster.

Saquib et al. [6] proposed a new model named Disaster Recovery as a Service for database applications in cloud computing systems. The proposed model provides a solution for disaster recovery with zero data loss and fast recovery. The proposed model exploits the synchronous technique for data replication to ensure minimum RPO and RTO. However, the study lacks the empirical comparison with other cloud-based disaster recovery solutions that would determine its effectiveness. Moreover, the solution is limited to single cloud systems and may not fit multi-cloud systems.

Satoshi Togawa and Kazuhide Kanenishi [14] introduce a new framework of disaster recovery for e-learning systems that sustain business operations during natural disasters such as earthquakes and tsunami. A prototype that works in a private cloud model is developed based on IaaS architecture. The proposed framework incorporates a distributed storage system to ensure that the framework continues sustaining e-learning services even after the disaster. Several experiments are conducted that prove its effectiveness. However, the work fails to examine the framework in terms of the critical business operational metrics of cost, RTO, and RPO. In addition, it is tailored to work in a single cloud environment.
where only one single data backup is performed. Any failure in the backup site may thus result in data loss and long-term service disruption.

Lenk [8] focuses on the issue of data deployment for distributed systems in the event of a disaster. The proposed deployment method utilizes the Cloud Standby Disaster Recovery for warm standby in the cloud and runs on different clouds with many cloud providers. The method enables independent and automated data deployment. The method is tested in several experiments, and the results show that the recovery time is reduced significantly. Nevertheless, the fault-tolerance of the deployment method is not investigated.

Jena and Mohanty [9] investigate the issue of disaster recovery in intercloud systems exploiting the genetic algorithm for resource allocation. The main aim is to provide fast and balanced mapping procedures for impatient tasks in the cloud system. The proposed approach utilizes the genetic algorithm and Pareto optimal mapping to manage resource allocation while sustaining a high utilization rate of the processors, high throughput, and producing a low carbon footprint. A variety of experiments are conducted to evaluate the performance of the proposed approach. The proposed solution is tested by producing the optimal plan for resource allocation for impatient tasks. Nevertheless, the proposed solution is limited to a single cloud with multiple data centers distributed over many remote locations. Besides, not considered are managing the replication plan to generate a minimum number of data backup without compromising the reliability requirements for the user. Also, the algorithm is not evaluated in terms of Recovery Time Objective and Recovery Point Objective. These two parameters are very essential in the investigation of disaster recovery solutions in cloud computing systems.

Sabbaghi et al. [3] propose a framework formed by integrating five essential types of proven redundancy techniques that have a major impact on the uptime of services in cloud DCs. This work focuses on how disasters can be controlled in a cloud computing DC and how to keep the organization’s business running in the event of a disaster. The proposed framework is evaluated through a survey of networking professionals and experts. The results are provided for evaluation but do not include the performance metrics RTO and RPO. Table IV summarizes the previous approaches of DR in the cloud computing environment.

<table>
<thead>
<tr>
<th>Author and Year</th>
<th>Type of DR Cloud</th>
<th>Scope</th>
<th>CP No.</th>
<th>Parameters</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pokharel et al. [32]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Infrastructure cost, Downtime</td>
<td>Did not discuss RTO and RPO</td>
</tr>
<tr>
<td>Wood et al. [27]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Cost, RTO, RPO, Performance</td>
<td>Did not provide RTO and RPO analysis to ensure continuity</td>
</tr>
<tr>
<td>Jian-hua &amp; Nan [33]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Storage cost</td>
<td>Did not present RTO and RPO analysis; no experimental result</td>
</tr>
<tr>
<td>Javariah [34]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Infrastructure cost</td>
<td>Did not discuss the parameters RTO and RPO; did not ensure continuity</td>
</tr>
<tr>
<td>Sengupta &amp; Annervaz [31]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Storage cost, Protection level, RTO, RPO</td>
<td>The proposed model only considered the case of one customer, single-cloud multiple DCs</td>
</tr>
<tr>
<td>Groflinger et al. [35]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Storage space</td>
<td>Did not discuss data recovery; did not provide the full framework; did not use the performance metrics RTO and RPT to test the framework</td>
</tr>
<tr>
<td>Saquib et al. [6]</td>
<td>Single Cloud</td>
<td>DR and BC</td>
<td>1</td>
<td>Infrastructure cost, RTO, RPO</td>
<td>Did not provide performance analysis; did not ensure BC</td>
</tr>
<tr>
<td>Togawa &amp; Kanenishi [14]</td>
<td>Single Cloud</td>
<td>DR and BC</td>
<td>1</td>
<td>Migration Time</td>
<td>Did not discuss the parameters RTO and RPO; did not ensure BC</td>
</tr>
<tr>
<td>A. Lenk [8]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Cost, Time, RPO</td>
<td>Did not discuss the parameters RTO and RPO</td>
</tr>
<tr>
<td>Jena &amp; Mohanty [9]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Cost, Time</td>
<td>Did not discuss the parameters RTO and RPO</td>
</tr>
<tr>
<td>Sabbaghi et al. [3]</td>
<td>Single Cloud</td>
<td>DR</td>
<td>1</td>
<td>Cost, Time</td>
<td>Did not discuss the parameters RTO and RPO</td>
</tr>
</tbody>
</table>

IX. DISCUSSION AND FUTURE WORK RECOMMENDATION

This section highlights and discusses the issues and challenges relevant to DR examined in this paper. Also, this section presents the future directions towards DR in cloud computing. Most of today’s company services rely on IT systems, some of them being of critical importance to society such as financial services and health care services. Even a very short period of downtime or a very small amount of data loss may result in huge economic losses or social problems. Therefore, most important business and public services use DR mechanism in order to protect their critical data and minimize the downtime caused by catastrophic system faults. Among the types of technologies adopted in DR, systems are asynchronous backup or continuous synchronization of data and preparing standby systems in geographically separated places. During the past decade, cloud computing has emerged as the new service paradigm and is gaining in popularity. A vast number of services are now being built on the cloud platform. These services utilize the resources of a cloud platform with a pay-as-you-go pricing model. The on-demand nature of cloud computing vastly reduces the cost and RTO of...
DR whose peak resource demands are much higher than average demands. However, data DR represents a kind of service that possesses the highest data reliability requirements. How to perform data DR service using the cloud computing paradigm to maximize data reliability while reducing cost and RTO still constitutes a challenge. Similar to other computer systems, cloud computing systems also risk dependency, failure detection, security, human-caused damage, natural disasters, and the like. All of these risks may lead to cloud service interruption or even loss of data. To ensure high data reliability, CSPs deploy several data protection strategies. For example, popular distributed storage systems currently used in cloud platforms such as Amazon S3, Google GFS, and Apache HDFS have adopted 3-replicas data redundant mechanism by default. However, in the case of an entire data center failure, data may still be lost. In order to avoid this problem, some CSPs use geographical data dispersion to protect the most critical data, while data centers in distinct locations owned by one CSP use similar software stack, infrastructures purchased in bulk, operation mechanism, and management team. There are still risks of multiple data center failures due to common causes shared across data centers. Also, the number of data centers owned by one CSP is limited. In case some of them become unreachable, the surviving data centers may not apply to customers due to geographical distance, especially in the event of emergency data restoration. Thus, no matter how many preventive measures are being taken, the possibility of data reliability disruption in a cloud cannot be ignored. According to public reports, even the most advanced cloud services have encountered several instances of wide-area outages and the shutting down of public services. Therefore, the best solution for DR service is to utilize multiple data centers from different CSPs. Some researchers focused on how to backup data in a cloud computing environment. Javaraiah [34], for example, introduces online backup and DR and eliminates the dependency on CPs. Sengupta and Annervaz [31] proposed a plan for multi-site DR where backup data can reside in multiple data centers, including the public cloud.

DR in cloud computing has the potential to become a frontrunner in promoting a secure, virtual, and economically viable IT solution in the future. One of the challenges for data management in a cloud environment is how to design a model that tests data storage at low cost, and RTO with high data reliability. Below are summarized the most critical issues relevant to DR in cloud computing that can be observed:

**Cloud Data Storage:** DR in the cloud possesses potential side effects that affect data availability and data access performance. Moreover, it inevitably reduces the replication level of cloud data, and the location of replicas becomes more important which needs further research focusing on data access performance.

**Cost-effective:** The cost-effective cloud data storage solution is still at its validation stage, where the approaches provided are based on experimental environments. Therefore, effective solutions are needed to focus on implementing a prototype of the solution in the cloud.

**Privacy and Confidentiality:** A significant and critical issue is that cloud data storage must guarantee privacy and confidentiality of the data used for DR. Therefore, an effective approach that addresses the issue of privacy and data confidentiality in the cloud data storage is required.

**X. Conclusion**

This paper has discussed and examined the issue of disaster recovery in the cloud computing environment. An in-depth analysis of the state of the art for DR in cloud computing has been given, together with an overview of the process of disaster recovery for computer systems. The elements of DR in cloud computing have been reported, which includes overview, definition, and types of DR. Also discussed were the details of cloud-based DR analyzed using traditional approaches. In addition, we also identified the main issues and challenges of DR mechanisms that need to be resolved. Several disaster recovery platforms have been described. A comprehensive review of the previous studied of DR in the cloud in both public cloud and privately-owned resources has been conducted. The paper concludes that data DR services must ensure reliability and flexibility through an effective and practical DR plan that constitute vital initiatives for any organization to prosper and sustain growth. Finally, the paper has examined the current trends in the area of disaster recovery in cloud computing and has pointed out future work directions in the field of cloud-based DR to identify the most recent issues and challenges that need to be explored further.
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Abstract—According to the World Health Organization, the most affected places with the presence of polluting gases and particles in suspension are urban areas due to the emissions corresponding to human activities, they have also caused diseases and deaths in millions of people in the world. This paper describes the process of design and implementation of an electronic prototype applying the Internet of Things concept with a cloud storage and processing service. This device has the purpose of monitoring in real-time the air quality through the presence of pollutant gases and PM10 and PM2.5 suspended particles to carry out later studies that contribute to prevention measures in the health care of the population.
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I. INTRODUCTION

Air is a vital resource for all living beings depends mainly on the process of respiration humans. The respiratory frequency of an adult person is 12 to 20 breaths per minute and children 40 to 60 [1]. In the process of respiration, the people are exposed to inhale polluting gases and suspended particles in the air.

According to the World Health Organization (WHO), outdoor air pollution is a major environmental health problem affecting everyone in low-, middle-, and high-income countries. Ambient (outdoor) air pollution in both cities and rural areas was estimated to cause 4.2 million premature deaths worldwide per year in 2016; this mortality is due to exposure to small particulate matter of 2.5 microns or less in diameter (PM2.5), which cause cardiovascular and respiratory disease, and cancers [2, 3]. Likewise, it should be noted that 91% of countries in the world exceed the guidelines established by WHO. The cases number of deaths increases to the most vulnerable are children under 5 years, pregnant women and older adults. Thus, in 2016, there were 600 million cases of deaths children due to exposure air conditions [4]. Fig. 1 shows the cases of deaths in 2018 of Latin American countries [5]. Therefore, there are world meetings to evaluate this problem and reach agreements between countries to limit air pollution.

There are entities that promote the care of the environment through the practice of cycling (transfer to work centers or study centers), recycling and other activities that reduce emissions in some way by human activity [6], in addition the technology has allowed the development of applications providing innovative ideas such as rapid notification of the existence of natural disasters by emissions that damage the atmosphere, poor conditions of national centers and reserves.

Also, there are monitoring statistics for each region or country made by usually government organizations that show the conditions of air quality. Thus, the Air Quality Index (AQI) value for each pollutant of 100 generally corresponds to an ambient air concentration that equals the level of the short-term national ambient air quality standard for protection of public health. AQI values at or below 100 are generally thought of as satisfactory. When AQI values are above 100, air quality is unhealthy; at first for certain sensitive groups of people, then for everyone as AQI values get higher. The so-called AQI is divided into six categories that corresponds to a different level of health concern. Furthermore, each category is assigned a certain color, which makes it easy for people to quickly determine whether air quality is reaching levels of health risk in their geographic areas [7, 8].

Despite, the people are not informed of these conditions, so their health is at risk when exceeding the permissible ranges and put their lives in danger. In Fig. 2, a cause-effect map related to urban pollution is shown [9]. Therefore, it is necessary to inform the population about these conditions and governorates to take preventive measures. The health of the population should not be affected especially children, elderly, and pregnant women. Apply innovation tools that provide social support to affected populations.

The objective of the research is to monitor air conditions in urban areas using a service in the cloud computing named Adafruit IO by using the device for an analysis that allows spreading this information of the conditions of urban areas at risk. To do this, experimentally, data is collected that belongs to the city of Lima - Peru and is shown.

Fig. 1. Cases of Deaths in Latin American Countries.
In what follows, the paper is organized as follows: Section II contains a review of the various proposals for air quality measurement systems, both indoors and outdoors. In Section III, the influence of polluting gases and particles in air suspension on human health will be described. Section IV covers aspects about the procedure for the development of the research project. Finally, the results obtained from the samples collected will be described.

II. CURRENT CONTEXT OF THE AIR QUALITY MONITORING PLATFORMS

There are need for real-time air quality monitoring systems for micro, small and medium industries and air pollution in the streets so that timely decisions can be taken to avoid environmental degradation. IoT has been proven one of the effective ways for such systems and when merged with cloud computing provides a revolutionary method of management and analysis of data coming from sensors [10, 11].

There are some proposals for indoor monitoring as in [12], an indoor air quality monitoring platform based on IoT technology was developed. It consists of an air quality-sensing device and a web server on cloud computing to monitor indoor air quality. Collected air quality data is transmitted in real time to a web server via LTE mobile network. The IoT device includes pollutant detection sensors, microcontroller and LTE modem, and cloud computing allows visualize indoor air quality data. Likewise, [13] presents an end-to-end indoor air quality monitoring (IAQM) system where the gateway is in charge of processing collected air quality data and its transmission to end-users through a web-server. An adaptation of open-source web application Emongcms was made for live monitoring and long-term storage of the collected IAQM data through sensing technologies, wireless sensor networks (WSNs) and smart mobile.

The author in [14] includes a study where two gaps have been identified: short-term monitoring bias and IAQ data-monitoring solution challenges. The study addresses those gaps by proposing an Internet of Things (IoT) and Distributed Ledger Technologies (DLT)-based IAQ data-monitoring system. The solution helps the penetration of Industrial Internet of Things (IIoT)-based monitoring strategies in the specific case of Occupational Safety Health (OSH).

An air quality monitoring platform under the recommendations of the World Wide Web Consortium (W3C) about the Web of Things (WoT) was proposed in [15]. This system is build based on a WoT capable of exposing its own Thing Description with resources that can serve requests providing measurements of the indoor attached sensors, depending on the underlying hardware and the application protocol selected. On the other hand, a study was carried out on the river Napo located on the border of Ecuador and Peru using a system applied to environmental monitoring to measure the pollution index in different parts of the area. Analyzing the emissions as the existence of toxic waste that damaged the animals that lived in the round of area [16].

An IoT Based Air Quality Monitoring System was proposed in [17]. It considers Arduino based Air Quality Monitoring setup using MQ135 and MQ7 sensors. The data collected by these sensors will be transmitted to the cloud on back end, here it uses Thing speak. Finally, data analysis was done taking into consideration the dataset from experimental tasks. This analysis helps in deeper understanding of the air quality status such that people will be aware of their effects. Furthermore, [18] presents an IoT platform for monitoring indoor air quality. For the implementation of the system the WoT concept is used to create IoT applications and also uses the CoAP protocol to collect data from multiple sensors. This proposal describes the developed platform: sensor hardware, firmware and software to collect the sensors information and to send to the dashboard for visualization.

An IoT based Air and Sound Pollution Monitoring System is presented in [19] to measure the air and noise pollution levels in industrial environment or by using wireless embedded computing system a particular area of interest. It includes IoT with sensing devices connected to the embedded computing system. Also, [20] considers the design and development of an IoT based industrial pollution real time monitoring, from water quality and air pollution and dangerous gas content like ethane and methane. Thus, it includes sensors and micro-controller and the cloud (AWS).

III. INFLUENCE OF AIR POLLUTION ON HEALTH

Air pollution affects human health, due to the frequency of exposure to breathing pollutant gases in high concentration were the main effects of allergies and respiratory infections, asthma, bronchitis, premature deaths among others. It is also a factor associated with lung cancer is the cause of 5% of cases. Fig. 3, on the right side, shows a lung of an older adult where the change in color of the lung is manifested by inhaling particles and gases throughout his life.

Among the main concentrations that harm the health of people are carbon monoxide (CO) gas considered a silent killer belonging to the emissions by vehicles in urban areas especially where there is a high vehicle density or a large number of motorized vehicles with high emissions of these gases due to engine malfunction or wear. Table I shows the emissions of monoxide related by the ratings of the AQI.

In the case of particles in PM10 suspension, which are coarse smaller than 10 microns and that affect the respiratory system entering the pulmonary ducts evaluated in the following equation and evidenced in Table II evaluated in 24 hours:

\[
I (PM_{10}) = \frac{[PM_{10}]}{* 100/150
\]

(1)
TABLE I. RELATED MONOXIDE CONCENTRATIONS THROUGH THE AQI

<table>
<thead>
<tr>
<th>AQI Value</th>
<th>Concentration (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 50</td>
<td>0.0 – 4.4</td>
</tr>
<tr>
<td>51 - 100</td>
<td>4.5 – 9.4</td>
</tr>
<tr>
<td>101 - 150</td>
<td>9.5 – 12.4</td>
</tr>
<tr>
<td>151 - 200</td>
<td>12.5 – 15.4</td>
</tr>
<tr>
<td>&gt; 201</td>
<td>15.5 – 30.4</td>
</tr>
</tbody>
</table>

TABLE II. PM$_{10}$ SUSPENDED PARTICLES EVALUATED IN 24 HOURS AQI

<table>
<thead>
<tr>
<th>AQI Value</th>
<th>Concentration (µg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 50</td>
<td>0 – 75</td>
</tr>
<tr>
<td>51 - 100</td>
<td>76 – 150</td>
</tr>
<tr>
<td>101 - 150</td>
<td>161 – 200</td>
</tr>
<tr>
<td>151 - 200</td>
<td>250 – 320</td>
</tr>
<tr>
<td>&gt; 201</td>
<td>&gt; 321</td>
</tr>
</tbody>
</table>

In the case of particles suspended PM10 which are fine, less than 2.5 microns, affect the respiratory system entering the lungs to the lungs, evaluated in the following equation, and shown in Table III:

$$I (PM_{2.5}) = [PM_{2.5}] * 100/25$$  \hspace{1cm} (2)

Table IV shows the concentration of particles referring to the impact on the health of the person related to the inhalation of PM$_{10}$.

TABLE III. PM$_{2.5}$ SUSPENDED PARTICLES EVALUATED IN 24 HOURS AQI

<table>
<thead>
<tr>
<th>AQI Value</th>
<th>Concentration (µg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 50</td>
<td>0 – 12.5</td>
</tr>
<tr>
<td>51 - 100</td>
<td>12.6 – 25</td>
</tr>
<tr>
<td>101 - 150</td>
<td>25.1 – 125</td>
</tr>
<tr>
<td>&gt; 151</td>
<td>&gt; 125</td>
</tr>
</tbody>
</table>

The permissible limit according to WHO standards, PM$_{10}$ is 50 PM$_{10}$ is 50µg/m$^3$ and for PM$_{2.5}$ is 25µg/m$^3$.

IV. METHODOLOGY

The Internet of Things device is designed to monitor urban areas using a cloud service, which makes it possible for the population to visualize these parameters through access to the Adafruit IO platform. For this reason, the process of development of the IoT device is described:

A. Identification of Variables for Monitoring

In this part, the presence of gases in urban areas was related to the level of affectation in the vulnerable population, evaluated through the Ministry of Health of Peru (MINSA), relating the inhabitants and their departments. Also, the Ministry of the Environment of Peru (MINAM) and WHO have established levels of concentrations of contaminating particles.

B. Selection of Gas-Related Electrochemical Sensors

The use of low cost sensors will be used to determine the concentrations of gases in time, so the use of electrochemical sensors was applied, calibrated and analyzed using the equation of the sensitivity curve established by the datasheet. Fig. 4 shows the relationship and the calculation of the equation starting from the value of Rs / Ro for the detection of carbon monoxide (CO) using the MQ-9 sensor.

Fig. 5 shows the relation and calculation of the equation starting from the value of Rs / Ro for smoke detection using the MQ-2 sensor.

![Sensor Sensitivity Equation MQ 9 for the Detection of Carbon Monoxide (CO).]
The relationship and calculation of the equation starting from the value of Rs / Ro for the detection of carbon dioxide using the MQ-135 sensor, shown in Fig. 6, is demonstrated.

C. Design and Implementation of the Internet of Things Device

For the IoT platform development, the fixed characteristics and requirements are the following:

- Low consumption and low cost;
- Send data to the cloud computing in real-time;
- Allow the visualization of the air pollution conditions of the urban area;
- Small, portable and didactic;
- Monitoring display through an interface;

There are some IoT protocols, such as CoAP and MQTT. Comparatively, CoAP is highly competitive with MQTT, and it includes a mechanism of exploration and observation, but MQTT is much simpler to develop and implement and much more known [21, 22, 23]. Fig. 7 shows that MQTT transaction.

The Broker element manages messages and transactions between clients which can be either a subscriber or a publisher. Data is carried in the payload of messages transmitted between clients, mainly a topic and its value. The publisher sends messages to the broker when it has an update message or a periodic message. The broker sends the messages to the subscribers of a specific topic.

Fig. 8 shows an IoT implementation stage. It includes the electrochemical sensors, the humidity, and temperature sensor DHT11, and the dust sensor are connected (obtain data on the density of dust in urban areas). Also, in this process it was decided to work with the Arduino MKR 1000, adapting a program where libraries were used to work with Internet of Things.

Fig. 9 shows the system architecture where IoT device is connected to Adafruit cloud service. It is possible to use Adafruit’s IO client API libraries as they include support for MQTT. It allows display data in real-time, online, IoT internet-connected and connect IoT to web services like Twitter, RSS feeds, weather services, etc.
In this part, the equations in the Arduino IDE were added for the measurement of the electrochemical sensors, to obtain said data in real-time evaluating each message sent by a sensor of 10 seconds. Also, to use the service in the cloud only work with the publication function, which allows visualizing each of the measurements of the sensors in real-time, through the application of an API KEY. Then, Fig. 10 shows some lines of code for reading data.

```c
Adafruit_MQTT_Publish humo = Adafruit_MQTT_Publish(&mqtt, AO_3HUMADEV /*/feeds/humo*/); 
Adafruit_MQTT_Publish metano = Adafruit_MQTT_Publish(&mqtt, AO_3HUMADEV /*/feeds/metano*/); 
Adafruit_MQTT_Publish dióxido = Adafruit_MQTT_Publish(&mqtt, AO_3HUMADEV /*/feeds/dioxido*/); 
Adafruit_MQTT_Publish hum = Adafruit_MQTT_Publish(&mqtt, AO_3HUMADEV /*/feeds/hum*/); 
Adafruit_MQTT_Publish temp = Adafruit_MQTT_Publish(&mqtt, AO_3HUMADEV /*/feeds/temp*/); 
Adafruit_MQTT_Publish polvo = Adafruit_MQTT_Publish(&mqtt, AO_3HUMADEV /*/feeds/polvo*/); 
Adafruit_MQTT_Publish dezoxido = Adafruit_MQTT_Publish(&mqtt, AO_3HUMADEV /*/feeds/desoxido*/); 
```

Fig. 10. IDE Programming for Reading Data.

V. RESULTS

Fig. 11 shows the monitoring was carried out in different urban areas mainly in areas where industrial activities and avenues are carried out during hours of vehicular congestion. Visualization was carried out using tools from the Adafruit IO board, which varied depending on the concentration of the gas in the area, the measurements were made in varied periods, which are saved by the cloud service.

![Fig. 9. System Architecture with the use of the Cloud Service.](image)

![Fig. 11. Visualization of the Existing Concentrations in Venanilla Area.](image)

Furthermore, to display several concentrations about time, several gases are configured in the same visualization tool, as shown in Fig. 12.

![Fig. 12. The Concentration of Measured Gases in Real-Time.](image)

Through the use of the service, a comparison was made of these concentrations, evaluated in real-time and configured as required by the user, allowing to know the air conditions. Likewise, this information could be shared through a link with other users of the said population to contribute to the reduction of emissions by carrying out activities that could be modified and take care of the area where millions of people live.

VI. CONCLUSION AND FUTURE WORKS

The Internet of Things has helped to solve tasks in different sectors by managing data and making decisions that could contribute to improving the health of society. For this reason, the use of this device will allow obtaining this information in real-time and publish it through a link so that the population becomes aware of these conditions considering the idea of regulation by monitoring the emissions by the activities human.

Air quality monitoring is a very important task since it would allow adequate policies and control about it in the country, and in this way prevent the affectation of pollution on people’s health.

In the future, it is expected to create a network of sensors installed in different areas of Lima, promoting the care of the environment and health care. Also, with the data, this information would be provided to the entities in charge of the monitoring to be disseminated and this information allows knowing the air conditions at the national level.
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Abstract—In this paper, the criteria of Tom Mitchell based at
the philosophy of Machine Learning have been used to interpret
data of new cases per week of infections by Covid-19 at Perú.
For this, it was constructed a mathematical scheme that encloses
the Mitchell’s criteria as well as the idea of propagation as
commonly used in modern physics to attack complex problems
of interactions. With this, both the 2009 season of AH1N1 flu
outbreak and the ongoing Covid-19 data were analyzed in terms
of task, performance and experience. In contrast with the AH1N1
case, the Covid-19 data do not exhibit any performance in terms
of minimize infections at the first weeks of the beginning of the
outbreak, suggesting that precise actions to reduce infections have
not been taken appropriately.
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I. INTRODUCTION

Recently, the unexpected apparition of Corona Virus Dis-
ease (Covid-19 in short) [1] has reconfigured the current
policies of public health of global operators, forcing them to
apply the more robust schemes of recovering and surveillance
in the shortest times without an optimal usage of resources:
Times, materials anf human resources. Although to date, the
first wave of pandemic is in most countries reaching its end,
it is rather natural to ask about what we have learned from
world-wide datasets.

In fact, as seen at all surveillance systems in all countries
that are carrying out schemes of care, the understanding of
data would exhibit imminent differences among them because
the multicultural manifestations of societies as to face from the
first moment the arrival of strain. It is also relevant the level of
resilience of them for recovering as soon the conditions have
shown a certain improvement.

This paper tries to answer the question: To what extent
the schemes of machine learning seen as an universal
computational tool can be useful to understand recent data
of data from infections by Covid-19?

In order to answer that question, this paper has selected
the Peruvian case that exhibits a remarked difference between
current Covid-19 data and that of the 2009 AH1N1 season.
Current data between March and July exhibit peaks and
fluctuations, facts that would reinforce the hypothesis that in
more cases (countries) the dynamics of spread and subsequent
infections by Covid-19 appears to be strongly related to
randomness. In this manner, this paper has assumed to priori
that the time evolution of rate of infections is to some extent
dictated by the rules that govern the propagation as commonly
seen in physics and that was developed by Feynman [2]. In
consequence one can postulate that the action of spread and
infection by virus follows the mathematical structure of a
propagator integral than can be written down as:

$$P_{1\rightarrow 2}(t_2) = \int G(t_2 - t_1)H(t_1)dt_1$$ (1)

with $G(t_2 - t_1)$ the causal Green’s functions in the sense that
$t_2 > t_1$ and that plays the role as mathematical mechanism
supporting the transition from the state 1 to 2. In addition
$H(t_1)$ the input function. Although in its original formulation,
the physical propagation contains dependence on the space-
time, at a first instance one can test this integration as a
mathematical rule that engages the time evolution of current
infections in large cities. Under the assumption that it is
actually the tool that dictates the strain spread then any
variation of kernel might be advantageous as to manage the rate
of infections. Thus, under the scenario of Eq.(1) is applicable
to the ongoing problem intercontinental infection, then the
human intervention for alleviating the outbreak by Corona
virus can be modeled through the kernel’s free parameters.
Once the problem of spread and infection is modeled through
the propagator theory, this work has opted by the philosophy
of Machine Learning in order to translate the language of dataset
in terms of the view of Tom Mitchell [3] that states that all
system can be universally described by actions, (i) task, (ii)
performance, and (iii) experience. In this manner one can use
this methodology to extract information from any statistical
dataset, such as the ones recently have been taken due to
the Covid-19 pandemic. The robustness of Machine Learning
can also be used to carry out comparisons with previous
pandemics such as the 2009 AH1N1[4] in order to find
similarities or discrepancies as to the employed schemes that
have been applied to optimize the actions taken by the public
health systems. Although in principle one can claim that both
AH1N1 and Covid-19 might no be associated each other from
any angle of analysis, from the applied methodology in this
paper, a noteworthy association between AH1N1 and Covid-19
suggests a possible link between the rate of infections and the
public health policies that would determine the success about
the management of a city or country in periods of crisis created
by pandemic. In second section, the theoretical proposal based
in the implementation of Green’s functions and the possibility
of a kind of entropy is presented. Here, the Mitchell’s criteria
are introduced in a mathematical manner. In third section, once
the theory is build, then the applications of it projected onto the
AH1N1 2009 Peruvian season and subsequently in the current
2020 Covid-19 Peruvian data is done. Therefore, the Machine
Learning interpretation is done. Finally the conclusion of paper
is presented.
II. THEORETICAL PROPOSAL

A. The Concept of Propagator and Green Function

In physics, the propagation between two space-time points is dictated by evolution operators that entirely depend on the dynamics and physical observables of system [5][6]. Therefore the action of propagation must have a tangible cause, any action that produce changes to the system. For example Eq. (1) can extended from the time $t_1$ to $t_3$ as:

$$P_{1\rightarrow 3}(t_3) = \int G(t_3 - t_2)G(t_2 - t_1)H(t_2)H(t_1)dt_2dt_1$$

by which the Green’s functions $G(t_3 - t_2)$ and $G(t_2 - t_1)$ make possible the time propagation along the times from $t_1$ to $t_3$ passing through $t_2$ by which in that time it was caused the last propagation. From this one can generalize for a large number $L$ of propagations as written below:

$$P_{1\rightarrow 3}(t_L) = \prod_{\ell=1}^L \int G(t_{\ell+1} - t_\ell)H(t_\ell)dt_\ell.$$

While $P_{1\rightarrow 3}(t_L)$ encloses a chain of time propagation, it is perceived as a probability of a system undergoing a transition between the times $t_1$ to $t_L$. Indeed one can assign to $H(t_\ell)$ the role of input function that is convoluted with the propagators. Actually, one has $L - 2$ input function. It should be noted that the case of $L = 3$ gives Eq.(2).

Consider for example a Gaussian profile that models the time propagation and its respective input function depending on the constant $\tau_\ell$, so that one can write down that:

$$P_{1\rightarrow 3}(t_L) = \prod_{\ell=1}^L \int_0^\infty \exp \left[ -\left( \frac{t_{\ell+1} - t_\ell}{\tau_\ell} \right)^2 \right] dt_\ell = \prod_{\ell=1}^L H(\tau_\ell) \sqrt{\tau_\ell \pi}$$

where the change $u = t_{\ell+1} - t_\ell$ and $dt_\ell = dt_\ell$ was used. With the definition for example the input function can be written as:

$$H(\tau_\ell) = \frac{h_\ell}{1 + \tau_\ell^2}$$

for the sake of simplicity one opts the assumption that all $h_\ell = h$ and $\tau = \tau_\ell$ have same value, that also means that the interactions of system have not effect along a complete cycle of interactions, so that the system has same chance to keep its initial state along the subsequent interactions. Thus one can write down:

$$P_{1\rightarrow 3}(t_L) = \frac{h^L(\tau \pi)^{L/2}}{(1 + \tau^2)^L}.$$  (6)

This naive result is illustrated in Fig. 1 up to for 4 values of $L$. Due to the Lorentzian nature, all peaks are centered in a same value. The amplitudes have been varied with the incorporation of the constant $(1.5)^L$ that multiplies Eq. (6).

The combination of the Gaussian and Lorentzian profiles can be combined in the sense that both can yield an approximated quantitative description of the evolution of a limited period of pandemic [7][8][9][10]. In this manner with

\[ \tau^2 \rightarrow 0.1(\tau - 2.5 \ast L)^2 \] and $h^L \rightarrow 0.85 \ast (0.2)^L$, Eq. (6) is rewritten as:

$$P_{1\rightarrow 3}(\tau_L) = \frac{0.85 \ast (0.2)^L(\tau \pi)^{L/2}}{(1 + 0.1(\tau - 2.5 \ast L)^2)^L},$$  (7)

yielding the distributions as shown in Fig. 2. The color blacks arrows are indicating the decreasing of peaks in time. The fact that all peaks lost their initial value as indicated by the blue arrow in the first peak, is due to any action that in this case is due to the inclusion of term $(0.85 \ast (0.2)^L)$ that is associated to the term $h^L$ as given in Eq. (5) describes the deterioration of its amplitude along the different times where system experiences interaction.

For instance, one can assume that the curves denote the probability of having a certain number of infections or known as the rate of infection by time units. Thus, in this toy theory: the incorporation of $0.85 \ast (0.2)^L$ can be interpreted as the decreasing of rate of infections imposed by the initial conditions of system. In fact, the positions where the arrows have been located would denote that of the times by which a decision has been imposed such as quarantine, curfew or social distance.

Therefore, the model yielding peaked distributions has emerged as one that can be seen a methodology to describe for example rate of infections once an outbreak has been confirmed. Thus, it is possible to define the number of infections as the product $N = n_0P$ with $n_0$ the initial number of identified infections. So that the task is to reduce this number through concrete actions in according to the available technology that each public health operator manages in the affected countries. In praxis, $N$ would depend on a set of free parameters that features the intensity of pandemic such as population, human behavior and capacity to carry out the social rules after lethality of strain is identified.

B. Pandemic as Entropy

From Eq. (3) the chain of propagators that introduce the concept of risk of pandemic can also be seen as a kind of Shannon’s entropy. In fact, consider that

$$I = \prod_{\ell=1}^L G(t_{\ell+1} - t_\ell)H(t_\ell) = \prod_{\ell=1}^L G(\Delta t)H(t_\ell)$$

$$= G^L(\Delta t)H^L(t_\ell) = [G(\Delta t)H(t_\ell)]^L$$

Fig. 1. Illustration of Eq. (6), the probability of propagation versus time. In this simple case all peaks are around of a same time.
under the assumption that the time differences are same and equals to $\Delta t$ for all the propagation in the sense that $G(t_{L+1} - t_L) = G(t_L - t_{L-1}) = G(t_3 - t_2) \ldots = G(t_2 - t_1)$, as well as $H(t_1) = H(t_2) = H(t_3) = \ldots H(t_{L-1}) = H(t_L)$ (that can be initialized). In this manner Eq.(9) can be rewritten as:

$$P_{1\to L}(t_L) = \int [G(\Delta t)H(t_\ell)]^L dt_\ell = G^L(\Delta t) \int [H(t_\ell)]^L dt_\ell$$

and by applying the logarithm, then the Shannon’s entropy is given by:

$$S = \log P = L \log G(\Delta t) + \log \left[ \int [H(t_\ell)]^L dt_\ell \right]$$

indicating that the entropy is only contributed by the propagators whereas the logarithm of integration over the input functions turns out to be $\delta S = \log \left[ \int [H(t_\ell)]^L dt_\ell \right]$ the error of entropy. In the side of Epidemiology, Eq. (12) can also be interpreted as the disorder of the transportation mechanism of strain [11] that is dictated by nonlinearities [12] that leads to a kind of anarchy of system that actually would exhibit any city or place that faces the arrival of a virus causing the social [13] and economic disorder to some extent [14]. In order to go through Eq. (12) the input function is assumed to be a polynomial distribution so that a power series is applied, thus one gets with $t_\ell \to u$, the entropy error is given by:

$$\delta S = \int [H(u)]^L du = \int \left[ \sum_m C_m \frac{u^m}{m!} \right]^L du \approx \sum_m \left( \frac{C_m}{m!} \right)^L \int_0^u u^mL du \approx \sum_m \left( \frac{C_m}{m!} \right)^L \frac{u^{mL+1}}{mL+1}.$$  

From this one can verify if this error is also an entropy. The Shannon’s entropy associated to this is then written down as:

$$\log(\delta S) \approx \sum_m L \left[ \log \left( \frac{C_m}{m!} \right) \right] + \sum_m \left( mL + 1 \right) \log(u) - \log \left( mL + 1 \right),$$

exhibiting that the two first terms of right side of Eq. (14) follows the structure of a Shannon’s entropy. It should be noted that the term $\left( \sum_m \right)$ can be perceived as a kind of probability. For large values of integer $m$ this probability turns out to be null. In this way there is a set of values for $mL$ and $u$ that cancels the term $\sum_m L \left[ \log \left( \frac{C_m}{m!} \right) \right]$ so that one obtains an entropy to be null. Clearly it demands to find the best values of $C_m, M, L,$ and $u$, by which it would be the task of Machine Learning algorithm.

C. Theoretical Formulation of Mitchell’s Criteria

As mentioned above, the philosophy of Machine Learning action [14], [15] can be resumed in the criteria postulated by Tom Mitchell [16] by which is assumed that the system has a (i) task to be done, such task demands to apply a (ii) performance that targets to optimize the system’s parameters. After of carrying out the performance, the system acquires (iii) experience as to the obtained results.

Here one states the main argument of this paper by which is claimed that the probabilistic character of rate of infections as written in Eq.(3) can be translated in terms of the Mitchell’s criteria. In fact from Eq. (3), it is feasible to formulate the following algorithm based on the Mitchell’s criteria [17]. Consider the number of infections at the $L$th time as $N(t_{L+1}) = n_0 N(t_{L+1})$, so that Eq. (3) can be modified to:

$$N(t_{L+1}) = n_0 \prod_{\ell=1}^L \int G(t_{\ell+1} - t_\ell) N(t_\ell) dt_\ell.$$  

Clearly it was assumed that $N(t_{L+1}) = \int G(t_{L+1} - t_\ell) N(t_\ell) dt_\ell$ in where $N$ experiences a variation from the time $t_\ell$ to $t_{L+1}$, through $L$ interactions producing the subsequent propagation.

Thus, the task consists in to reduce the number of infections through $L$ different periods of pandemic evolution. It is noteworthy that artificial intervention to the outbreak evolution can be applied in order to counteract the progress of pandemic, and therefore to minimize the infections.

In this manner, the minimization of $N(t_{L+1})$ is a genuine obligation of system [18][19][20]. To accomplish this, one requires the best strategy that in the picture of Tom Mitchell is known as the performance.

It requires to postulate the best representation of Green’s function as seen in Eq. (3). It implies to find the best value for the integer number $L$. Once that this number have been determined, for example $L' < L$ the one proceeds with the integrations. It is suitable to implement the Monte Carlo step that makes the decision of obtain an optimal and reduced number of infections. Thus, in the case that it is not in accordance to the desired number of infections i.e. $N(t_{L'}) < N(t_{L-1})$ then it is opted that $L' \to L' + 1$ to verify that there is a reduced number of infections. Thus, the action is considered as long as $N(t_{L'+1}) > N(t_{L'})$. In this manner, the process is stopped when it is verified the condition given an integer number $n$ that verifies $L' = n < n < L + 1$ then:

$$\frac{N(t_{L'})}{N(t_{L+1})} << 1,$$

for example if for $t_{L+1}$ a pandemics yields 100 infections for a period of 10 days, then one expects 1000 for 100 days. Then,
under the usage of Mitchell’s criteria one might to obtain a rate of 20 infections for 90 days. Then it implies approximately that 20/1000 = 0.02 that is fulfilling the condition of Eq. (16). Of course, for times > t_{L+1} one might to expect a certain nonlinearity since the rate of infections is partially governed by randomness more than deterministic laws [21].

Thus, once the path have been identified, the one can reconstruct the Green’s functions of system, the one that the system has opted to yield a certain number of infections. Clearly, this reconstruction demands to know the involved free parameters and other unknown quantities that could not have been visible at the beginning of a pandemic. A crude estimate to reconstruct the Green’s functions is done through the confrontation of data that displays the number of infections per unit of time. Thus one can write below the relations between data and the Green’s function of system as:

\[
\frac{1}{n_0 N(t_4)} \frac{d^2 N(t_3)}{dt_1dt_2} = G(t_3 - t_2)G(t_2 - t_1), \quad (17)
\]

where one can apply a fitting to the acquired data that is in essence the left side of this equation. Thus, the reconstruction of the product of propagators would depend entirely on the quality of fitting expressed in terms of \( \chi^2/d.o.f \). One should note that after the fitting is done the Green’s function can be written as: \( G \approx \frac{1}{n_0 N(t_4)} \frac{d^2 N(t_3)}{dt_1dt_2} \).

III. APPLICATIONS

A. The Peruvian 2009 AH1N1 Season

The so-called pig-flu strain [22][23][24] had its apparition in Perù [25] along the first week of May being through a people whom have been abroad. The infections started over Lima city being this the main place of strong spreading as seen in Fig. 3. In effect, infections reached its peak on June 20th at Lima city. Due to the outbreak, social measurements were imposed on people in order to block the strain mobility to avoid spreading in vulnerable population. Such social restrictions had an interesting effect as noted at the apparition of a secondary peak on July 2th. Clearly from this data the Lima’s infections shown a descent behavior that can be associated to the social regulations. On the other side, data also exhibits for the rest of Provinces a first peak ion July 10th. Clearly one can ask about the why both distributions are not superimposed each other. Clearly data reveals us that the fast up of infections in Provinces is not in phase with Lima city due to human mobility that might be nonlinear. The why Lima city exhibit more infections might be entirely related to the total population. Thus, there is certain probability of a conjunction of external variables that would give the rise to the gap of the peaks of cases between Lima city and provinces.

B. The Machine Learning Parameters

Eq. (7) is used to validate the Mitchell’s parameters on the data of Fig. 3. Thus, it is assumed that Lima data of AH1N1 is a sum of up two different distributions. Therefore the law that models th infections is given \( N = nP_{1-2} \). To accomplish this, it was applied the change given by \( 0.85(0.2)^{L} \rightarrow 850 \times (0.07)^{L} \). The denominator has passed of \( (1 + 0.1(x - 2.5 \times L)^{L}) \) to \( (1 + 0.7 \times (x - (4 + 3 \times L))^2) \). Thus, in the scenario of Machine Learning the quantity 850 denotes the expected number for a period of 10 weeks. By using the Mitchell’s criteria the task consists in to reduce the first peak [26] that in turn it is equivalent to impose social restrictions that minimize the human contact. The performance is then focused on the different methods that would reduce the infections. It should be noted that during the AH1N1 pandemic in Perù, not any quarantine neither curfew was applied. Instead of that the closing of social activities was done. Mathematically speaking while the task is modeled by a Lorentzian distribution under a dependence on the term \( x - (4 + 3 \times L))^2 \) that exhibits the first two peaks indicating that after any action the second peak becomes reduced in its height, in conjunction to this, one expects the effect of the numerator in Eq.(7) to minimize the infections. In addition it should be noted that the term \((0.2)^{L}\) plays a critic role. A slight variation of value 0.2\( + \delta \) with \( \delta \) a small number \( \ll 1 \) yields abrupt changes at the morphology of spectrum. Thus for the present study \((0.07)^{L}\) governs the behavior of Fig. 3. One can see that it is strongly correlated to the resulting integration of Gauss profiles. In fact the term \((0.07)^{L}\) affects directly the value of \( x^{L/2} \) encompassing the role of propagators whose role here is that of minimize the first peak. In this manner, being the task modeled a Lorentzian distribution then one can anticipate available dates by which one expects the decreasing of infections.

In this way the experience is given by the second peak, after a period of decisions by the local public health operators.

Fig. 4 indicates the experience on the 9th week after implementation of Mitchell’s criteria between 5th and 8th week. The arrow between the task and experience would denote the performance that is translated in the social restrictions to avoid the strain propagation in people. In this way, the management of AH1N1 pandemic in Lima city might be seen as efficient as well as sustainable to minimize the effects of the strain arrival.
C. The Peruvian Covid-19 Pandemic

The current Covid-19 have assaulted in an unexpected manner the world-wide public health schemes, being to date Perú (date of submitting this paper) [28][29][30] as one of the more affected as to the number of new cases per day. In fact, in Fig. 5, the morphological composition displays up to phases being the first between the 1th and 13th week, and a second phase for the remaining data. While country government has dictated social restriction such as quarantine and curfew, even under this, the number of cases has been increasing in an unstoppable manner as seen at histogram. In fact, despite of the fact that social distancing and face protection were imposed, one can see that the new cases per week have shown a rapid growth of up to a 61% approximately (with respect to the 27686 cases of week 12th) as seen the jump from the 12th to the 13th week. It is noteworthy that it is perceived as the peak of first wave. Beyond of this, data exhibits a morphology that can be understood as the beginning of a a second distribution as the consequence of all actions that were imposed before or after 13th week. Under the assumption that first peak has a substantial contribution from Lima city as reported by official data, then is feasible to state that a second distribution is due to cases from provinces. Under this view and by comparing to AH1N1 2009 season data then one can see that human mobility might be the main cause of the formation of second distribution. Thus, one can argue that infections were transported from Lima to provinces through actions of mobility as seen in the opening dates of the travels: July 1th (terrestrial) and July 15th (aerial). One can anticipate in a scenario of Mitchell’s criteria that the performance to contain the infections could has been to some extent inaccurate.

D. The Machine Learning Interpretation

Again, the Mitchell’s criteria are applied to interpret the histogram of Fig. 5. Because the imminent presence of two well-define distributions having a similarity among them, one can see that the entire system do not exhibits not any flatness as require to claim the end of a first wave. Thus, it is fair to claim that while a possible first wave was ending on Lima city, the formation of a second one essentially due to new cases coming from provinces have been manifesting before the peak at the 13th week. In this way, the first peak is perceived as the task of system to reduce it. However it is clear the the superposition from provinces might add a kind of bias to data. Once the task has been identified one can pass to apply a strategy or performance whose target is to decrease the peak on the subsequent weeks. The performance as modeled by a Gaussian profile appears to be rather limited as to provoke a fast decreasing of the number of new infections. In fact, in Fig. 6 the Machine Learning reconstruction of Fig. 5 is plotted. The task and performance are indicating the possible dates by which can be matched with the official data. For this end, the equation \( N_{\text{COVID}} = \sum_{L=1}^{2} \frac{n_{(5/2+0.05+L)}}{m_{(x-(x+12.5/L))}} \) was used, with \( N \) the new cases per week and \( m \) the expected number of infections. In this manner, the new infections \( n \) becomes a free parameter of system. Although performance is not identified in data, from Fig. 5 one can see that the performance is not visible as a tangible action that has caused variations on the curve. An argument of the why performance cannot be identified on the data is because the superposition of Lima and provinces data that would generate a kind of unrecognizable noise that would affect the national data. Because of this, performance turns out to be a constant and are modeled by a Gaussian profile containing a width that is randomly fixed. It implies that \( \tau_{L} \sim \beta \) a constant. Thus, one has that \( \int_{0}^{\infty} \text{Exp} \left(-\left(\frac{\tau_{L-1}^2}{\tau_{L}}\right)^2\right) d\tau_{L} = \sqrt{2\pi}. \) Thus experience acquires same morphological shapes from task. This is seen in Fig. 6 where task and experience are modeled by two Lorentzian shapes separated by a gap of 18 weeks approximately.

IV. DISCUSSION AND CONCLUSION

The fact that \( N_{\text{COVID}} \) does not exhibits the Mitchell’s performance but encompasses to some extent to Fig. 5, then it is interpreted as follows: Performance was applied before the first peak of 13th week, so that it could has been broken as effect of the end of national quarantine as well as the stopping of curfew at the noon. On the other side, while the apparition
of peaks can also be seen as the resulting outputs after the implementation of imposed actions on the subsequent weeks once the strain was recognized, at the language of Mitchell’s criteria, task as a focused fact is not reflected from data. In this manner, inputs Lorentzian distributions were not affected by a constant propagation in contrast to the AH1N1 by which the Mitchell’s criteria fits well to data. Indeed a constant distribution. However, it would demand to introduce a set of free parameters that might not be fitted to data, so that it put apart the Mitchell’s criteria far from realistic interpretation that must be adjusted to the ongoing acquired data.
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