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Abstract— Multimedia data transformation into serial stories or 

story board will help to reduce the consumption of storage media, 

indexing, sorting and searching system. Movement Oriented 

Method that is being developed changes the form of multimedia 

data into serial stories. Movement Oriented Method depends on 

the knowledge each actor who uses it. Different knowledge of 

each actor in the transformation process raises complex issues, 

such as the sequence, and the resulted story object that could 

become the standard. And the most fatal could be, the resulted 

stories does not same with the original multimedia data. To 

solve it, the Standard Level Knowledge (SLK) in maintaining the 

quality of the story could be taken. SLK is the minimum 

knowledge that must be owned by each actor who will perform 

this transformation process. Quality of Service management 

could be applied to assess and maintain the stability and validity 

of the level of the each system to SLK. 

Keywords-multimedia data; serial stories; movement oriented; 

standard level knowledge;quality of service 

I.  INTRODUCTION  

In the decades when the use of digital media is growing 
rapidly, both in size and type of data are not only on the text 
but also on the image, audio and video. Along with the 
increasing use of digital media, especially video, is required 
technical data management and retrieval of image effectively. 
Volume of digital video produced by the field of scientific, 
education, medical, industrial, and other applications available 
for its users increased dramatically as a result of the progress in 
sensor technology, the Internet and new digital video. 
Engineering tools annotate video with text and image search 
using the text-based approach. Through the description text, 
image can be organized by semantic hierarchy for easy 
navigation and search based on standard Boolean queries. 
Because the description text for a broad spectrum of video 
cannot be obtained automatically, the system mostly text-based 
video retrieval requires annotation manually. Indeed, manual 
video annotation is a difficult and expensive work for a large 
video database, and is often subjective, context-sensitive and 
not perfect [1].  

There are two approaches that can be used to represent the 
video: (1) metadata-based and (2) content-based. Techniques 
required for the retrieval (query) from the two approaches 

which can be divided into three namely: (1) Context-based, (2) 
Semantic-based and (3) Content-based. 

Using a content-based approach to represent a video into 
serial stories, the standard requires knowledge that can 
eliminate the error. And to keep the system knowledge, it is 
required of a quality level that can maintain the quality of the 
resulting story. The method that can keep the standard of 
knowledge to reaches a certain level is the quality of service 
management. 

II. MOVEMENT ORIENTED METHOD 

Multimedia (video) has three data elements, namely, (1) 
Image, (2) Vice (3) Text or character of a display to other 
combinations of these three elements [10]. Multimedia system 
design is a very complex problem, where the system 
complexity is growing a lot of elements on each linier changes 
or nonlinear of the results presentation and interaction system. 
Movement Oriented Design is a new paradigm that will help to 
manage the level of complexity in the design problem, and so 
that searching the multimedia data (video) is so diverse [2].  

Data/video retrieval on the number of video database with a 
very large system using content-based experience will be a 
problem on identifying the time to give each frame of video 
files, which is a series of identifying each textual data object 
that will represent the video frame, where a combination of 
data is a metadata that will add more storage media needs that 
are not less [3]. Textual process of adding data to the 
multimedia data can be described as figure 1. 

Movement Oriented Design is a basic concept of the form 
of multimedia system, whether they are formal (educational) or 
a game (game), all of which have a certain flow of the story 
itself. Art establishment flow must be a story of integration of 3 
scientific disciplines, namely 1) art and storytelling ability / art 
storytelling, 2) Cognitive psychology and 3) technology / 
programming [2].  

At the time of this object-oriented program is a key tool in 
making the system of a multimedia/video that you can 
manipulate the object of a story, either in part or whole flow of 
multimedia stories. Changes can be made based on the 
interpretation of the respective manufacturer/user of a series of 
multimedia stories. These changes are very dependent on the 
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level of knowledge, experience, and psychological situation of 
the personnel to do so. This design will produce a series of 
stories that come from each multimedia frame that will form 
the collection of data/database textual which is the 
identification of each frame of the overall display multimedia 
data. Collection of data is the alphanumeric data textual that 
make us easy to do with the process and indexing query during 
search process of data. 

 

Figure 1.  Multimedia Data transformation in the form of Textual Data 

Quality of Service management is method to maintain the 
quality of service to consumers. QoS widely applied in 
telecommunications service and web processing. Referring to 
this, QoS can be used to maintain the standardization of 
database knowledge to the transformation of video data into 
serial stories, without reducing the significance with exist in the 
real video data. As studies on the E-Service Composer 
applying BPEL engine, which they express the needs of clients 
with their respective state standard [4]. 

A. Problem 

 Story collection story are multimedia representation of 
the set of statements/character in the form of a database. 
It is relatively large because of the various capabilities 
of each of the personal view [3]. This is like the figure 
2.  

 Type of the multimedia data story of multimedia data 
will reflect the distinctive character, which of course 
will vary according to table I.  

 Indexing the form of navigation and data processing 
work will require a relative faster speed, because each 
frame/stage will result in some textual statement. It 
requires the optimal index algorithm of data collection 
of stories, when it is applied on the search process or 
queries. An example is shown in table II. and figure 3.  

 It is required the standard of knowledge base to 
transformation process to get story in accordance with 
the original video. 

 It is required the management to the standardization of 
knowledge.  

 

 

 
Figure 2.  Diagram process data fragmentation video 

TABLE I.  THE CHARACTERS IN THE TABLE NEED A MULTIMEDIA DATA 

Story Type Charakter Type 

Humanistic Human Beings 

Animated Animation Beings 

Game Game Beings 

Education Knowladge elements 

Song Word, metaphors 

Musik Notes, Movements 

Multisensory story ” + Touch, Smell & Taste 

Formal Story Any of the above 
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TABLE II.  MAIN PROBLEM: TO EXPLAIN AND DEMONSTRATE 

IMPORTANT ASPECTS OF ELECTRIC CURRENT TO HIGH SCHOOL STUDENTS. 

 
STAGE-1 

Problem: To explain the meaning of electric current 
B1 Importance of Electric Current (EC) 

M1 Define and exemplify EC 
E1 Link to Ohm‟s Law. Explain AC & DC Each of the Stage-1 

Story Units, i.e.  
B1, M1 and E1can now be expanded further. For example, 

„B1,B2‟ in Stage-2 is the Begin of the Story Unit „B1‟ in stage-1. 
 

STAGE –2 
B1 Problem: Why is EC important 

Explain the importance of Electric Current (EC) 
B1,B2 Many people die of electric shock 

B1,M2 Understand and respect EC, not be afraid of it. 
B1,E2 EC is useful for running appliances 

M1 Problem: How is EC defined 
Define and exemplify EC 

M1,B2 Amperes = Coulombs / second 
M1,M2 It‟s like watching Coulombs go past and 

counting how many go past in one second. 
M1,E2 Demonstrate the effect of EC through 
multimedia and multisensory experience. 

E1 Problem: What determines EC strength 
Link to Ohm’s Law. AC/DC 

E1,B2 Current depends upon voltage and resistance 
Coulombs go past and 

counting how many go past in one second. 
M1,E2 Demonstrate the effect of EC through 
multimedia and multisensory experience. 

E1 Problem: What determines EC strength 
Link to Ohm’s Law. AC/DC 

E1,B2 Current depends upon voltage and resistance 
E1,M2 Ohm‟s Law: I = V/R 

E1,E2 Current can be direct or alternating. 
Some of the Story Units at Stage-2 have been 

expanded further in Stage-3; whereas some of these have been 
left out, signifying that Story Units can be 

instantiated in more ways than one. 
 

STAGE -3 
B1 Problem: Why is EC important 

The importance of Electric Current (EC) 
B1, B2 Problem: Effect and cause of electric  

shock 
Many people die of electric shock 

B1,B2,B3 Video clip of a person getting a shock 
B1,B2,M3 Explain the reason for the shock 
B1,B2,E3 Ask, “So what is electric current?” 
B1, M2 Problem: How should we treat EC 

Understand and respect EC, not be afraid of it. 
B1,M2,B3 (Left un-instantiated 

B1,M2,M3 for the user to 
B1,M2,E3 try out some options) 

B1, E2 Problem: How do we use EC 
EC is useful for running appliances 

B1,E2,B3 (Left un-instantiated 
B1,E2,M3 for the user to 

B1,E2,E3 try out some options) 
M1 Problem: How is EC defined 
Define, exemplify and inject EC 

 

 
Figure 3.  Content Base Method (Semcon) Identify Multimedia Data 

III. RESEARCH METHOD 

Refer to the problems in the process of change to the 
multimedia data in the textual data with the movement oriented 
method, which results in a textual database as multimedia 
identifying data that will be in the index, so the conducted steps 
in research are as following:  

 We use a data-based education about robot video 
(MPG, AVI , MPEG3 / 4)  

 Cutting the video data objects is based on the main 
story (Video Editing, Ulead Video Studio) 

 Building a database metadata (story board, image and 
sound) which comes from the editing/cutting data to 
determine tuple video that will be the object index 

 Building a video database with object oriented 
programming architecture based on ACOI (A System 
for Indexing Multimedia Object) to get tuple to process 
the index. 

 Determining the stage for a major input in the feature 
detector Detection Engine. 

 Making a simulation with the available databases, to 
design algorithms index of the overall data. 

 Building a knowledge database architecture and design 
process of matching serial stories, image, sound and 
movement. 

 To measure the success of the index algorithm design, 
we conducted the simulation / testing query data on the 
original database with a database that has been in the 
index, namely when DBA T < T dBi, then the index is 
not successful, the algorithm index enhanced DBA Q >> 
Q dBi, then the index is successful. The process 
method with the index movement oriented to the 
multimedia data can be done. 
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Movement Oriented as new paradigm for multimedia 
design, called the Movement Oriented Design, will change 
frame-per-frame data into a series of multimedia story (text 
only/stage) based on the movement, making the process 
identifying, indexing and searching data to be simpler. This is 
because the data will be textual data exploration. It is the ideal 
form of notice that is required by a database system, whether 
small or large. Multimedia data of education has a specification 
of a particular approach, so that changes every frame of the 
story plot does not become too diverse. This will facilitate the 
process to identify image and voice into a series of story that 
describes the stage of multimedia data.  

Identifying a frame that has been based textual data will be 
easier to classify based on the limitations of the multimedia 
data. For example learning about the movement of robots, the 
classification can be drawn is that, 1) type of robot, 2) the form 
of a robot, 3) type of movement, 4) a lot of movement, without 
having to see the background, about the condition or feelings 
creator element. Object Oriented Programming is a technique 
that supports the process of classification into objects that can 
be used as a restriction of the index data.  

Quality of Service (QOS) is the important part that must be 
a reference Identify when the multimedia data into textual data 
does not have the same level of knowledge of each personal, so 
that interpretation is not a frame out of the path of operation 
[5].  

Algorithm for parallel process video/data real-time video 
with search range 40 ms/period requires a technique that is very 
complex, where the frame of an object is based on the main 
level partition needs [6]. Partition methods have been 
developed, namely, (1) AST - Almost Square Tiles data 
partitioning algorithm, (2) AST war - Almost Square Tiles data 
partitioning algorithm with aspect ratio, and (3) Lee-Hamdi 
method. 

Following algorithm is AST 

1) k ← least greater or equal square(partitions) 

2) first square ← squareroot(k) (A) 

3) cols ← first square 

4) if (partitions is a square of an integer) rows ← first square 

(B) 

Else if ((rows-1)*cols partitions) rows ← first square -1 

5) irr col ← cols * rows - partitions (C) 

6) a ← image height/rows 

7) ap ← image height - a * (rows -1) 

8) ar ← image height/num rows - 1 (D) 

9) arp ← image height - ar * (rows - 2) 

10) b ← (image width/((ar/a) * (cols-irr cols) + irr cols)) * 

(ar/a) 

11) bp ← (image width - b * (cols-irr cols) ) / irr cols (E) 

12) bpp ← image width - b * (cols-irr cols) - bp * (irr cols - 1 ) 

RST - regular standard ones (a ∗ b), 

RET - regular excess ones (ap ∗ b), 

IST - irregular standard one (bp ∗ ar), 

ICET - irregular column excess ones (bpp ∗ ar), 

IRET - irregular row excess ones (bp ∗ arp), 

IRCET - irregular double excess one (bpp ∗ arp); 

 

Figure 4.  Picture of the position of video data on Algorithm AST 

From the discussion above that the algorithm developed 
will be very difficult if the video database in large numbers, 
because will be very many objects to which the process of 
identification constrain index. Figure 4 shows the process 
identification of the image position using the AST algorithm. In 
the image shown in the process of collecting similar images, 
the regular and collected standard is called RST. For those that 
are not regularly, are collected into IST. So it is on both the 
form of row or columns.  

A. Indexing Multimedia Objects  

Creating Index-based multimedia objects, which provides 
freedom in the grammar will form a new structure on the semi-
main memory database system, using the derived parse tree to 
make the index on the source of multimedia data [7].  

Detector X represents the voice data, the detector is variable 
among others; 1) Voters people based on gender, region of 
origin, age, and so forth. 2) Hearing music: music instruments, 
stringed instrument, musical instrument quotation, 3) natural 
Voters, and others.  

Detector Y represents the image data, with variable detector, 
among others: 1) Form of the picture, 2) type of image, which 
can be detected with a color histogram, edge detectors and so 
forth. Air Z is the representation of text data, the variables 
detector more similar.  
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From the above conditions it will result in the diversity of 
feature detection, but can be overcome by using the parse tree-
based object, such as the example below, figure 5. 

 

 
Figure 5.  Parse Tree Based Object 

From the parse tree approach will produce a tuple is unique, 
so it can be used as a variable index of the multimedia database. 

B. Quality of Service 

Quality of Service (QoS) is an important part that should be 
a reference, if the identification and transformation process 
multimedia data into serial stories do not have the same level of 
knowledge of each person. For the interpretation of a frame it is 
not to be of outline [8,9]. The transformation and identification 
process multimedia data into serial stories with standard level 
of knowledge into this process is easier and produce a 
collection of stories that fit with the video data. But if this done 
with a level of knowledge that is not standard, it can be 
curtained. The story is not obtained in accordance with the data 
video. It becomes very subjective, because each individual’s 
knowledge becomes the size of the story. 

For the process of transformation and identification of 
multimedia data into serial stories with a standard level of 
knowledge using only movement oriented method. While that 
does not make standard level knowledge required two 
additional processes, namely matching process and Quality of 
Service.  Matching Process is to match the transformation of 
data with a database of knowledge and the video frame data 
Quality of Service is a service to provide a standard of 
knowledge of the data matching process before it is sent story 
board. With the quality of service can reduce the level 
subjectivities of each user. 

Figure 6. shows a diagram that provides an illustration of the 

process of transformation and identification of multimedia data 

(video) into serial stories with the standard of knowledge and 

the non-standard of knowledge and the non-standard of 

knowledge. 

The process that does not use a standard knowledge 

becomes more complex than it that uses a standard knowledge.  

In figure 6 it is described that there are three processes for 

transforming a multimedia into serial stories, 1) transformation 

process, 2) matching process and 3) quality of service process. 

Figure 7. shows data process that is already in the matching 

process to carry out the quality of service. Each data derived 

from the matching process will be compared with a database of 

existing knowledge in order to become standard serial stories.  

 

Figure 6.  Movement Oriented Transformation with Quality of Service 

 

 

Figure 7.  QoS on data Transformation and Matching Process 

The result by using movement oriented with standard level 
knowledge is the following serial stories: robot with the 
background wall, swaying from side to side, motion in the legs 
and arms, to head downward and upward. The result of the 
story is very standard and does not include other element.  

The result by using the movement oriented of non standard 
level knowledge is the following serial stories: Iron robot with 
eyes lit; there was a wall behind the robot, the robot moves to 
the left and right, rotating the robot head up and down. The 
transformation story approaches the desired results, but in 
addition there is the word “iron with his eyes lit”, which is an 
element of user subjectivities.  
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And the result by using movement oriented and non 
standard level knowledge and plus quality of service is the 
following serial stories: Robot in front of the wall, moving to 
the left and move to the right, on leg and arm movements, head 
move up and down. The transformation produces a shorter 
story but all of it has the standard word and knowledge.  

IV. CONCLUSION AND FUTURE WORK 

The division of a series of frames from video data 
movement cannot be done in a partial, to avoid errors in 
interpretation of the relationship frame with other frames.  
The process of change in the video frame into a set of stories 
that shapes the text is a very personal knowledge each of which 
translated, so that it is necessary a standard knowledge on the 
system that was built. The process of cutting the frame is the 
most crucial to the next step, because the cutting process is 
expected to be automated (currently still rely on manual with 
the personal ability). Identification of sound and image are in 
the process of development methods, which may be able to 
collaborate with other research. From the results of the 
experiment can be conclude that the use of movement-oriented 
methods with a standard scenario of knowledge provides a 
more straightforward and assertive story. While in non-
standard knowledge and the quality of service words are more 
compact, dense and precise. 

Development of QoS, a priority for further development, 
this standard provides for the cutting measurement the right. To 
measure the success of the design algorithm index, conducted 
the simulation / testing query data on the original database with 
a database that 
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Abstract-A Mobile Ad hoc Network (MANET) is a dynamic 
wireless network that can be formed infrastructure less 
connections in which each node can act as a router. The nodes in 
MANET themselves are responsible for dynamically discovering 
other nodes to communicate. Although the ongoing trend is to 
adopt ad hoc networks for commercial uses due to their certain 
unique properties, the main challenge is the vulnerability to 
security attacks. In the presence of malicious nodes, one of the 
main challenges in MANET is to design the robust security 
solution that can protect MANET from various routing attacks. 
Different mechanisms have been proposed using various 
cryptographic techniques to countermeasure the routing attacks 
against MANET. As a result, attacks with malicious intent have 
been and will be devised to exploit these vulnerabilities and to 
cripple the MANET operations. Attack prevention measures, such 
as authentication and encryption, can be used as the first line of 
defense for reducing the possibilities of attacks.  However, these 
mechanisms are not suitable for MANET resource constraints, 
i.e., limited bandwidth and battery power, because they introduce 
heavy traffic load to exchange and verifying keys. In this paper, 
we identify the existent security threats an ad hoc network faces, 
the security services required to be achieved and the 
countermeasures for attacks in routing protocols. To accomplish 
our goal, we have done literature survey in gathering information 
related to various types of attacks and solutions. Finally, we have 
identified the challenges and proposed solutions to overcome 
them. In our survey, we focus on the findings and related works 
from which to provide secure protocols for MANETs. However, in 
short, we can say that the complete security solution requires the 
prevention, detection and reaction mechanisms applied in 
MANET. 

Keywords- MANET; Routing Protocol; Security Attacks; Routing 

Attacks and Defense Metrics 

I. INTRODUCTION 

A Mobile Ad hoc Network (MANET) is an autonomous 
system that consists of a variety of mobile hosts forming 
temporary network without any fixed infrastructure. Since it is 
difficult to dedicate routers and other infrastructure in such 
network, all the nodes are self-organized and collaborated to 
each other. All the nodes as well as the routers can move about 
freely and thus the network topology is highly dynamic. Due to 
self-organize and rapidly deploy capability, MANET can be 
applied to different applications including battlefield 
communications, emergency relief scenarios, law enforcement, 
public meeting, virtual class room and other security-sensitive 

computing environments. There are 15 major issues and sub-
issues involving in MANET [10] such as routing, 
multicasting/broadcasting, location service, clustering, mobility 
management, TCP/UDP, IP addressing, multiple access, radio 
interface, bandwidth management, power management, 
security, fault tolerance, QoS/multimedia, and 
standards/products. The routing protocol sets an upper limit to 
security in any packet network. If routing can be misdirected, 
the entire network can be paralyzed. The problem is enlarged 
by the fact that routing usually needs to rely on the 
trustworthiness of all the nodes that are participating in the 
routing process. It is hard to distinguish compromised nodes 
from nodes that are suffering from bad links. 

The main objective of this paper is to discuss ad hoc routing 
security with respect to the area of application.   

II. ROUTING PROTOCOLS IN MANETS 

Many protocols have been proposed for MANETs. These 
protocols can be divided into three categories: proactive, 
reactive, and hybrid. Proactive methods maintain routes to all 
nodes, including nodes to which no packets are sent. Such 
methods react to topology changes, even if no traffic is affected 
by the changes. They are also called table-driven methods. 
Reactive methods are based on demand for data transmission. 
Routes between hosts are determined only when they are 
explicitly needed to forward packets. Reactive methods are also 
called on-demand methods. They can significantly reduce 
routing overhead when the traffic is lightweight and the 
topology changes less dramatically, since they do not need to 
update route information periodically and do not need to find 
and maintain routes on which there is no traffic. Hybrid 
methods combine proactive and reactive methods to find 
efficient routes, without much control overhead. 

A. Proactive Routing Protocols 

Proactive MANET protocols are table-driven and will 
actively determine the layout of the network. Table-driven 
routing protocols attempt to maintain consistent, up-to-date 
routing information from each node to every other node in the 
network. These protocols require each node to maintain one or 
more tables to store routing information, and they respond to 
changes in network topology propagating updates throughout 
the network in order to maintain a consistent network view. 

mailto:manikandankp@yahoo.com
mailto:profrsp@gmail.com
mailto:krr_it@yahoo.co.in
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The areas in which they differ are the number of necessary 
routing-related tables and the methods by which changes in 
network structure are broadcast. Examples of proactive 
MANET protocols include Optimized Link State Routing 
(OLSR)[11], Topology Broadcast based on Reverse Path 
Forwarding (TBRPF)[12], Fish-eye State Routing (FSR)[13], 
Destination-Sequenced Distance Vector (DSDV)[14], 
Landmark Routing Protocol (LANMAR)[15], Cluster head 
Gateway Switch Routing Protocol (CGSR)[16]. 

B. Reactive Routing Protocols 

Reactive protocols are on- demand protocols, create routes 
only when desired by source nodes. When a node requires a 
route to destination, it initiates route discovery process within 
the network. This process is completed once a route is found or 
all possible route permutations are examined. Once a route is 
discovered and established, it is maintained by route 
maintenance procedure until either destination becomes 
inaccessible along every path from source or route is no longer 
desired. Examples of reactive MANET protocols include Ad 
Hoc On-Demand Distance Vector (AODV) [17], Dynamic 
Source Routing (DSR) [18], Temporally Ordered Routing 
Algorithm (TORA) [19], and Dynamic MANET On Demand 
(DYMO) [20]. 

C. Hybrid Routing Protocols 

Since proactive and reactive routing protocols each work 
best in oppositely different scenarios, there is good reason to 
develop hybrid routing protocols, which use a mix of both 
proactive and reactive routing protocols. These hybrid 
protocols can be used to find a balance between the proactive 
and reactive protocols. 

The basic idea behind hybrid routing protocols is to use 
proactive routing mechanisms in some areas of the network at 
certain times and reactive routing for the rest of the network. 
The proactive operations are restricted to a small domain in 
order to reduce the control overheads and delays. The reactive 
routing protocols are used for locating nodes outside this 
domain, as this is more bandwidth-efficient in a constantly 
changing network. Examples of hybrid routing protocols 
include Core Extraction Distributed Ad Hoc Routing Protocol 
(CEDAR) [21], Zone Routing Protocol (ZRP) [22], and Zone 
Based Hierarchical Link State Routing Protocol (ZHLS) [23]. 

D. Proactive vs. Reactive vs. Hybrid Routing 

The tradeoffs between proactive and reactive routing 
strategies are quite complex. Which approach is better depends 
on many factors, such as the size of the network, the mobility, 
the data traffic and so on. Proactive routing protocols try to 
maintain routes to all possible destinations, regardless of 
whether or not they are needed. Routing information is 
constantly propagated and maintained. In contrast, reactive 
routing protocols initiate route discovery on the demand of data 
traffic. Routes are needed only to those desired destinations. 
This routing approach can dramatically reduce routing 
overhead when a network is relatively static and the active 
traffic is light. However, the source node has to wait until a 
route to the destination can be discovered, increasing the 
response time. 

The hybrid routing approach can adjust its routing 
strategies according to a network's characteristics and thus 
provides an attractive method for routing in MANETs. 
However, a network's characteristics, such as the mobility 
pattern and the traffic pattern, can be expected to be dynamic. 
The related information is very difficult to obtain and maintain. 

This complexity makes dynamically adjusting routing 
strategies hard to implement. 

III. TYPES OF SECURITY ATTACKS 

External attacks, in which the attacker aims to cause 
congestion, propagate fake routing information or disturb nodes 
from providing services. Internal attacks, in which the 
adversary wants to gain the normal access to the network and 
participate the network activities, either by some malicious 
impersonation to get the access to the network as a new node, 
or by directly compromising a current node and using it as a 
basis to conduct its malicious behaviors. 

The security attacks in MANET can be roughly classified 
into two major categories, namely passive attacks and active 
attacks. The active attacks further divided according to the 
layers. 

A. Passive Attacks 

A passive attack does not disrupt the normal operation of 
the network; the attacker snoop’s the data exchanged in the 
network without altering it. Here the requirement of 
confidentiality gets violated. Detection of passive attack is very 
difficult since the operation of the network itself doesn’t get 
affected. One of the solutions to the problem is to use powerful 
encryption mechanism to encrypt the data being transmitted, 
and thereby making it impossible for the attacker to get useful 
information from the data overhead. 

1) Eavesdropping 
Eavesdropping is another kind of attack that usually 

happens in the mobile ad hoc networks. It aims to obtain some 
confidential information that should be kept secret during the 
communication. The information may include the location, 
public key, private key or even passwords of the nodes. 
Because such data are very important to the security state of the 
nodes, they should be kept away from the unauthorized access. 

2) Traffic Analysis & Monitoring 
Traffic analysis attack adversaries monitor packet 

transmission to infer important information such as a source, 
destination, and source-destination pair. 

B. Active Attacks 

An active attack attempts to alter or destroy the data being 
exchanged in the network there by disrupting the normal 
functioning of the network. Active attacks can be internal or 
external. External attacks are carried out by nodes that do not 
belong to the network. Internal attacks are from compromised 
nodes that are part of the network. Since the attacker is already 
part of the network, internal attacks are more severe and hard to 
detect than external attacks. 

Active attacks, whether carried out by an external advisory 
or an internal compromised node involves actions such as 
impersonation, modification, fabrication and replication. 
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IV. TYPES OF ROUTING ATTACKS AND DEFENSE METRICS 

ON MANET 

A. Routing Attacks 

An attacker can absorb network traffic, inject themselves 
into the path between the source and destination and thus 
control the network traffic flow. For example, as shown in the 
fig 1(a) and (b), a malicious node M can inject itself into the 
routing path between sender S and receiver R. 

 

 
                Figure 1: Routing attack 

 

Network layer vulnerabilities fall into two categories: 
routing attacks and packet forwarding attacks [5]. The family 
of routing attacks refers to any action of advertising routing 
updates that does not follow the specifications of the routing 
protocols. The specific attack behaviors are related to the 
routing protocol used by the MANET. 

The venomous routing nodes can attacks in MANET using 
dissimilar ways, so that, the following subsections are 
discussed various issues of routing attacks and its defense 
methods to mitigating route security attacks vulnerability on 
MANET.  

B. Types of Routing Attacks 

1) Routing Table Overflow Attack 

This attack is basically happens to proactive routing 
algorithms, which update routing information periodically. To 
launch routing table overflow attack, the attacker tries to create 
routes to nonexistent nodes to the authorized nodes present in 
the network. It can simply send excessive route advertisements 
to overflow the target system’s routing table. The goal is to 
have enough routes so that creation of new routes is prevented 
or the implementation of routing protocol is overwhelmed. 

2) Routing Table Poisoning 
Here, the compromised nodes in the networks send 

fictitious routing updates or modify genuine route update 
packets sent to other uncompromised nodes. Routing table 
poisoning may result in suboptimal routing, congestion in 
portions of the network, or even make some parts of the 
network inaccessible. 

3) Packet Replication 
 In this attack, an adversary node replicates stale packets. 

This consumes additional bandwidth and battery power 
resources available to the nodes and also causes unnecessary 
confusion in the routing process. 

4) Rushing Attack 
On-demand routing protocols that use duplicate suppression 

during the route discovery process are vulnerable to this attack. 

An adversary node which receives a Route Request packet 
from the source node floods the packet quickly throughout the 
network before other nodes which also receive the same Route 
Request packet can react. Nodes that receive the legitimate 
Route Request packets assume those packets to be duplicates of 
the packet already received through the adversary node and 
hence discard those packets. Any route discovered by the 
source node would contain the adversary node as one of the 
intermediate nodes. Hence, the source node would not be able 
to find secure routes, that is, routes that do not include the 
adversary node. It is extremely difficult to detect such attacks 
in ad hoc wireless networks [3]. 

5) Routing Cache Poisoning Attack 
Routing cache poisoning attack uses the advantage of the 

promiscuous mode of routing table updating. This occurs when 
information stored in routing tables is either deleted, altered or 
injected with false information. Suppose a malicious node M 
wants to poison routes node to X. M could broadcast spoofed 
packets with source route to X via M itself, thus neighboring 
nodes that overhear the packet may add the route to their route 
caches [6]. 

C. Attacks on Specific Routing Protocol 

There are many attacks in MANET that target the specific 
routing protocols. This is due to developing routing services 
without considering security issues. Most of the recent research 
suffers from this problem. In this section, we describe about the 
security threats, advantage and disadvantage of some common 
routing protocols. 

1) AODV 
The Ad-hoc On-demand Distance Vector (AODV) routing 

algorithm is a reactive algorithm that routes data across 
wireless mesh networks. The advantage of AODV is that it is 
simple, requires less memory and does not create extra traffic 
for communication along existing links. In AODV [2], the 
attacker may advertise a route with a smaller distance metric 
than the original distance or advertise a routing update with a 
large sequence number and invalidate all routing updates from 
other nodes. 

2) DSR 
Dynamic Source Routing (DSR) protocol is similar to 

AODV in that it also forms route on-demand. But the main 
difference is that it uses source routing instead of relying on the 
routing table at each intermediate node. It also provides 
functionality so that packets can be forwarded on a hop-by-hop 
basis. In DSR, it is possible to modify the source route listed in 
the RREQ or RREP packets by the attacker. Deleting a node 
from the list, switching the order or appending a new node into 
the list is also the potential dangers in DSR. 

3) ARAN 
Authenticated Routing for Ad-hoc Networks (ARAN) is an 

on-demand routing protocol that detects and protects against 
malicious actions carried out by third parties and peers in 
particular ad-hoc environment [4]. This protocol introduces 
authentication, message integrity and non-repudiation as a part 
of a minimal security policy. Though ARAN is designed to 
enhance ad-hoc security, still it is immune to rushing attack. 
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4) ARIADNE 
ARIADNE is an on-demand secure ad-hoc routing protocol 

based on DSR that implements highly efficient symmetric 
cryptography. It provides point-to-point authentication of a 
routing message using a message authentication code (MAC) 
and a shared key between the two communicating parties. 
Although ARIADNE is free from a flood of RREQ packets and 
cache poisoning attack, but it is immune to the wormhole 
attack and rushing attack [3]. 

5) SEAD 
Specifically, SEAD builds on the DSDV-SQ version of the 

DSDV (Destination Sequenced Distance Vector) protocol. It 
deals with attackers that modify routing information and also 
with replay attacks and makes use of one-way hash chains 
rather than implementing expensive asymmetric cryptography 
operations. Two different approaches are used for message 
authentication to prevent the attackers. SEAD does not cope 
with wormhole attacks [3]. 

D. Advanced Attacks  

1) Wormhole attack 
An attacker records packets at one location in the network 

and tunnels them to another location. Routing can be disrupted 
when routing control messages are tunneled. This tunnel 
between two colluding attackers is referred as a wormhole. 
Wormhole attacks are severe threats to MANET routing 
protocols. For example, when a wormhole attack is used 
against an on-demand routing protocol such as DSR or AODV, 
the attack could prevent the discovery of any routes other than 
through the wormhole [1]. 

 

 
            Figure 2: Wormhole attack 

 

2) Blackhole attack 
The blackhole attack has two properties. First, the node 

exploits the mobile ad hoc routing protocol, such as AODV [1], 
to advertise itself as having a valid route to a destination node, 
even though the route is spurious, with the intention of 
intercepting packets. Second, the attacker consumes the 
intercepted packets without any forwarding. However, the 
attacker runs the risk that neighboring nodes will monitor and 
expose the ongoing attacks. There is a more subtle form of 
these attacks when an attacker selectively forwards packets. An 
attacker suppresses or modifies packets originating from some 
nodes, while leaving the data from the other nodes unaffected, 
which limits the suspicion of its wrongdoing. 

 
 

                 Figure 3: Blackhole attack [1] 

3) Byzantine attack 
A compromised intermediate node works alone, or a set of 

compromised intermediate nodes works in collusion and carry 
out attacks such as creating routing loops, forwarding packets 
through non-optimal paths, or selectively dropping packets, 
which results in disruption or degradation of the routing 
services [3]. 

4) Rushing Attack 
In wormhole attack, two colluded attackers form a tunnel to 

falsify the original route. If luckily the transmission path is fast 
enough (e.g. a dedicated channel) then the tunneled packets can 
propagate faster than those through a normal multi-hop route, 
and result in the rushing attack. Basically, it is another form of 
denial of service (DoS) attack that can be launched against all 
currently proposed on-demand MANET routing protocols such 
as ARAN and Ariadne [3] [8]. 

5) Resource Consumption Attack 
Energy is a critical parameter in the MANET. Battery-

powered devices try to conserve energy by transmitting only 
when absolutely necessary [7]. The target of resource 
consumption attack is to send request of excessive route 
discovery or unnecessary packets to the victim node in order to 
consume the battery life. An attacker or compromised node 
thus can disrupt the normal functionalities of the MANET. This 
attack is also known as sleep deprivation attack. 

6) Location Disclosure Attack 
Location disclosure attack is a part of the information 

disclosure attack. The malicious node leaks information 
regarding the location or the structure of the network and uses 
the information for further attack. It gathers the node location 
information such as a route map and knows which nodes are 
situated on the target route. Traffic analysis is one of the 
unsolved security attacks against MANETs. 

E. Defense Metrics against Routing Attacks in MANET 

Network layer is more vulnerable to attacks than all other 
layers in MANET. A variety of security threats is imposed in 
this layer. Use of secure routing protocols provides the first line 
of defense. The active attack like modification of routing 
messages can be prevented through source authentication and 
message integrity mechanism. For example, digital signature, 
message authentication code (MAC), hashed MAC (HMAC), 
one-way HMAC key chain is used for this purpose. By an 
unalterable and independent physical metric such as time delay 
or geographical location can be used to detect wormhole attack. 
For example, packet leashes are used to combat this attack [9]. 
IPSec is most commonly used on the network layer in internet 
that could be used in MANET to provide certain level of 
confidentiality. The secure routing protocol named ARAN 
protects from various attacks like modification of sequence 
number, modification of hop counts, modification of source 
routes, spoofing, fabrication of source route etc [4]. The 
research by Deng [7], et al presents a solution to overcome 
blackhole attack. The solution is to disable the ability to reply 
in a message of an intermediate node, so all reply messages 
should be sent out only by the destination node. 
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V. RELATED WORK 

The major task of the routing protocol is to discover the 
topology to ensure that each node can acquire a recent map of 
the network to construct routes to its destinations. Several 
efficient routing protocols have been proposed for MANET. 

These protocols generally fall into one of the two major 
categories: reactive routing protocols and proactive routing 
protocols. In reactive routing protocols, such as Ad hoc On 
Demand Distance Vector (AODV) protocol [2], nodes find 
routes only when they must send data to the destination node 
whose route is unknown. In contrast, in proactive routing 
protocols, such as OLSR [11], nodes obtain routes by periodic 
exchange of topology information with other nodes and 
maintain route information all the time. Based on the behavior 
of attackers, attacks against MANET can be classified into 
passive or active attacks. Attacks can be further categorized as 
either outsider or insider attacks. With respect to the target, 
attacks could be also divided into data packet or routing packet 
attacks. In routing packet attacks, attackers could not only 
prevent existing paths from being used, but also spoof non-
existing paths to lure data packets to them. Several studies  
[1],[2],[24], [25], [26] have been carried out on modeling 
MANET routing attacks. Typical routing attacks include black-
hole, fabrication, and modification of various fields in routing 
packets (route request message, route reply message, route 
error message, etc.). Some research efforts have been made to 
seek preventive solutions [8], [27],[28] for protecting the 
routing protocols in MANET. Although these approaches can 
prevent unauthorized nodes from joining the network, they 
introduce a significant overhead for key exchange and 
verification with the limited intrusion elimination. Besides, 
prevention-based techniques are less helpful for defending 
from malicious insiders who possess the credentials to 
communicate in the network. 

Numerous intrusion detection systems (IDS) for MANET 
have been recently introduced. Due to the nature of MANET, 
most IDS are structured to be distributed and have a 
cooperative architecture. Similar to signatured-based and 
anomaly based IDS models for wired network; IDS for 
MANET use specification-based approaches and statistics-
based approaches. Specification-based approaches, for example 
DEMEM [30], C. Tseng et al. [29] and M. Wang et al. [32], 
monitor network activities and compare them with known 
attack features, which are impractical to cope with new attacks. 
On the other hand, statistics-based approaches, such as 
Watchdog and Lipad , compare network activities with normal 
behavior patterns, which result in higher false positives rate 
than specification-based ones. Because of the existence of false 
positives in both MANET IDS models, intrusion alerts from 
these systems always accompany with alert confidence, which 
indicates the possibility of attack occurrence. Intrusion 
response systems (IRS) for MANET are inspired by MANET 
IDS [31] isolate malicious nodes based on their reputations. 
Their work fails to take advantage of IDS alerts and simple 
isolation of nodes may cause unexpected network partition [33] 
brings the concept of cost-sensitive into MANET intrusion 
response which considers topology dependency and attack 
damage. The advantage of our solution is that we integrate 
evidences from IDS, local routing table with expert knowledge 

to estimate risk of attacks, and countermeasures with a 
mathematical reasoning approach. 

VI. CONCLUSION 

Mobile Ad Hoc Networks have the ability to setup 
networks on the fly in a harsh environment where it may not 
possible to deploy a traditional network infrastructure. Whether 
ad hoc networks have vast potential, still there are many 
challenges left to overcome. Security is an important feature for 
deployment of MANET. In this paper, we have overviewed the 
challenges and solutions of the routing security threats in 
mobile ad hoc networks. Of these attacks, the passive attacks 
do not disrupt the operation of a protocol, but is only 
information seeking in nature whereas active attacks disrupt the 
normal operation of the MANET as a whole by targeting 
specific node(s). In this survey, we reviewed the current state 
of the art routing attacks and countermeasures MANETs. The 
advantages as well as the drawbacks of the countermeasures 
have been outlined. It has been observed that although active 
research is being carried out in this area, the proposed solutions 
are not complete in terms of effective and efficient routing 
security. There are limitations on all solutions. They may be of 
high computational or communication overhead (in case of 
cryptography and key management based solutions) which is 
detrimental in case of resource constrained MANETS, or of the 
ability to cope with only single malicious node and 
ineffectiveness in case of multiple colluding attackers. 
Furthermore, most of the proposed solutions can work only 
with one or two specific attacks and are still vulnerable to 
unexpected attacks. A number of challenges like the Invisible 
Node Attack remain in the area of routing security of 
MANETs. Future research efforts should be focused not only 
on improving the effectiveness of the security schemes but also 
on minimizing the cost to make them suitable for a MANET 
environment. 
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Abstract—In the present work the authors have introduced a new 

method for hiding any encrypted secret message inside a cover 

file. For encrypting secret message the authors have used new 

algorithm proposed by Nath et al(1). For hiding secret message 

we have used a method proposed by Nath et al (2). In MSA (1) 

method we have modified the idea of Play fair method into a new 

platform where we can encrypt or decrypt any file. We have 

introduced a new randomization method for generating the 

randomized key matrix to encrypt plain text file and to decrypt 

cipher text file. We have also introduced a new algorithm for 

encrypting the plain text multiple times. Our method is totally 

dependent on the random text_key which is to be supplied by the 

user. The maximum length of the text_key can be of 16 

characters long and it may contain any character (ASCII code 0 

to 255). We have developed an algorithm to calculate the 

randomization number and the encryption number from the 

given text_key. The size of the encryption key matrix is 16x16 and 

the total number of matrices can be formed from 16 x 16 is 256! 

which is quite large and hence if someone applies the brute force 

method then he/she has to give trail for 256! times which is quite 

absurd. Moreover the multiple encryption method makes the 

system further secured. For hiding secret message in the cover 

file we have inserted the 8 bits of each character of encrypted 

message file in 8 consecutive bytes of the cover file. We have 

introduced password for hiding data in the cover file. We propose 

that our new method could be most appropriate for hiding any 

file in any standard cover file such as image, audio, video files. 

Because the hidden message is encrypted hence it will be almost 

impossible for the intruder to unhide the actual secret message 

from the embedded cover file. This method may be the most 

secured method in digital water marking.  

Keywords- Steganography; MSA algorithm; Encryption; 

Decryption; 

I. INTRODUCTION 

In the present work we have used two (2) methods: (i) We 
encrypt the secret message(SM) using a method 
MSA(Meheboob,Saima and Asoke) proposed by Nath et al.(1). 
(ii)  We insert the encrypted secret message inside the standard 
cover file(CF) by changing the least significant bit(LSB). Nath 
et al(2) already proposed different methods for embedding SM 
into CF but there the SF was inserted as it is in the CF and 
hence the security of steganography was not very high. In the 
present work we have basically tried to make the 
steganography method more secured. It means even if someone 
can extract SM from CF but he cannot be able to decrypt the

message as he has to know the exact decryption method. In our 
present work we try to embed almost any type of file inside 
some standard cover file (CF) such as image file(.JPEG or 
.BMP) or any image file inside another image file. Here first 
we will describe our steganography method for embedding any 
type of file inside any type of file and then we will describe the 
encryption method which we have used to encrypt the secret 
message and to decrypt the extracted data from the embedded 
cover file. 

(i) Least Significant Bit Insertion method: Least significant 
bit (LSB) insertion is a common, simple approach for 
embedding information in a cover image. The LSB or in other 
words 8-th bit of some or all the bytes inside an image is 
changed to a bit of the secret message. Let us consider a cover 
image contains the following bit patterns: 

Byte-1         Byte-2          Byte-3      Byte-4 

00101101   00011100    11011100   10100110 

  

  Byte-5          Byte-6          Byte-7      Byte-8  
11000100    00001100    11010010   10101101 

Suppose we want to embed a number 200 in the above bit 
pattern. Now the binary representation of 200 is 11001000. To 
embed this information we need at least 8 bytes in cover file. 
We have taken 8 bytes in the cover file. Now we modify the 
LSB of each byte of the cover file by each of the bit of embed 
text 11001000.  

Now we want to show what happens to cover file text after 
we embed 11001000 in the LSB of all 8 bytes: 

TABLE 1 CHANGING LSB 

Before  

Replacement         

After 

Replacement      

Bit 

inserted 

Remarks 

00101101 00101101 1 No change in bit 

pattern 

00011100 00011101 1 Change in bit 

pattern(i) 

11011100 11011100 0 No change in bit 

pattern 

10100110 10100110 0 No change in bit 

pattern 

11000100 11000101 1 Change in bit 

pattern(ii) 

00001100 00001100 0 No change in bit 

pattern 

11010010 11010010 0 No change in bit 

pattern 
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10101101 10101100 0 Change in bit 

pattern(iii) 

 

Here we can see that out of 8 bytes only 3 bytes get 
changed only at the LSB position. Since we are changing the 
LSB hence we are either changing the corresponding character 
in forward direction or in backward direction by only one unit 
and depending on the situation there may not be any change 
also as we have seen in the above example. As our eye is not 
very sensitive so therefore after embedding a secret message in 
a cover file our eye may not be able to find the difference 
between the original message and the message after inserting 
some secret text or message on to it. To embed secret message 
we have to first skip 600 bytes from the last byte of the cover 
file. After that according to size of the secret message (say n 
bytes) we  skip 8*n bytes. After that we start to insert the bits 
of the secret file into the cover file. Under no circumstances the 
size of the cover should not be less the 10*sizeof(secret 
message) then our method will fail. For extracting embedded 
file from the cover file we have to perform the following: 

One has to enter the password while  embedding a secret 
message ile. If password is correct then the program will read 
the file size from the cover file. Once we get the file size we 
follow simply the reverse process of embedding a file in the 
cover file. We read LSB of each byte and accumulate 8 bits to 
form a character and we immediately write that character on to 
a file. 

We made a long experiment on different types of host files 
and also the secret messages and found the following 
combinations are most successful: 

Table-2   COVER FILE TYPE AND SECRET MESSAGE FILE  TYPE 

Sl.N

o. 

Cover 

file type 

Secret file type used 

1 .BMP .BMP,.DOC,.TXT,.WAV,.MP3,.XLS,.PPT, 

.AVI,.JPG,.EXE..COM 

2. .JPG .JPG,.BMP,.TXT,.WAV,.MP3,.XLS,,.PPT, 

.EXE,.COM 

3. .DOC .TXT 

4. .WAV .BMP,.JPG,.TXT,.DOC 

5. .AVI .TXT,.WAV,.JPEG 

6. .PDF .TXT 

 

Only in case of .PDF and .JPEG file to insert secret 
message is a bit difficult job as those files are either 
compressed or encrypted. Even then we got success for 
inserting a small text file in .PDF file. So we can conclude that 
.PDF file is not a good cover file. On the other hand .BMP file 
is the most appropriate file which can be used for embedding 
any type of file without facing any problem. 

(ii) Meheboob, Saima and Asoke(MSA) Symmetric key 
Cryptographic method: 

Symmetric key cryptography is well known concept in 
modern cryptography. The plus point of symmetric key 
cryptography is that we need one key to encrypt a plain text 
and the same key can be used to decrypt the cipher text and the 

main problem is that the same key is used for encryption as 
well as decryption process. Hence the key must be secured. 
Because of this problem we have introduced public key 
cryptography such as RSA public key method. RSA method 
has got both merits as well as demerits. The problem of Public 
key cryptosystem is that we have to do massive computation 
for encrypting any plain text. Sometimes these methods may 
not be also suitable such as in sensor networks. However, there 
are quite a number of encryption methods have come up in the 
recent past appropriate for the sensor nodes. Nath et al.(1) 
proposed  a symmetric key method where they have used a 
random key generator for generating the initial key and that key 
is used for encrypting the given source file. MSA method is 
basically a substitution method where we take 2 characters 
from any input file and then search the corresponding 
characters from the random key matrix and store the encrypted 
data in another file. In our work we have the provision for 
encrypting message multiple times. The key matrix contains all 
possible characters (ASCII code 0 to 255) in a random order. 
The pattern of the key matrix will depend on text_key entered 
by the user. Nath et al. proposed algorithm to obtain 
randomization number, encryption number and the shift 
parameter from the initial text_key. We have given a long trial 
run on text_key and we found that it is very difficult to match 
the three above parameters for 2 different Text_key which 
means if someone wants to break our encryption method then 
he/she has to know the exact pattern of the text_key otherwise 
it will not be possible to obtain two sets of identical parameters 
from two different text_key. We have given several trial runs to 
break our encryption method but we found it is almost 
unbreakable. For pure text file we can apply brute force method 
to decrypt small text but for any other file such as binary file 
we cannot apply any brute force method. 

II. RANDOM KEY GENERATION AND MSA ENCRYPTION 

ALGORITHM 

Before we embed the secret message in a cover file we first 
encrypt the secret message using MSA method. The detail 
method is given in our previous publication (1). Here we will 
describe the MSA algorithm in brief: 

To create Random key Matrix of size(16x16) we have to 
take any key. The size of key must be less than or equal to 16 
characters long. These 16 characters can be any of the 256 
characters(ASCII code 0 to 255). The relative position and the 
character itself is very important in our method to calculate the 
randomization number , the encryption number and the relative 
shift of characters in the starting key matrix. We take an 
example how to calculate randomization number, the 
encryption number and relative shift from a given key. Here we 
are demonstrating our method: 

Suppose key=AB 

Choose the following table for calculating the place value 
and the power of characters of the incoming key: 
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TABLE-3

 

                       n 

Step-1: Sum= ASCII Code * bm    ----(1) 

                     m=1                      

Example-1: 

Now we calculate the sum for key=”AB” using equation(1) 

Sum=65*161 + 66 * 162 =17936 
Now we have to calculate 3 parameters from this sum (i) 

Randomization number(n1), (ii) Encryption number(n2) and 
(iii)Relative shift(n3) using the following method: 

a) Randomization number(n1): 

        num1=1*1+7*2+9*3+3*4+6*5=84 

           n1=sum mod num1=17936 mod 84=44 
           Note: if n1=0 then n1=num1 and n1<=128 

b) Encryption number(n2): 

         num2=6*1+3*2+9*3+7*4+1*5=72 

            n2=sum  mod  num2 =17936 mod 72 =8 
            Note: if n2=0 then n2=num2 and n2<=64 

  

c) Relative shift(n3): 

n3= all digits in sum=1+7+9+3+6=26 
 

Now we show the original key matrix(16 x 16) which 
contains all characters(ASCII code 0-255): 

TABLE –4 : THE ORIGINAL MATRIX:  

                   

☺  ☻  ♁  ♂  ♀  ☿ 

  ♫  ☼ 

⇑  ⇓  ↕  ‼  ¶  ¤  ⇏  ↖  ↑  ↓    ←  ↗  ↔  ⇐  ⇒ 

   !  "  #  $  %  &  '  (  )  *  +  ,  -  .  / 

0  1  2  3  4  5  6  7  8  9  :  ;  <  =  >  ? 

@  A  B  C  D  E  F  G  H  I  J  K  L  M  N  O 

P  Q  R  S  T  U  V  W  X  Y  Z  [  \  ]  ^  _ 

`  a  b  c  d  e  f  g  h  i  j  k  l  m  n  o 

p  q  r  s  t  u  v  w  x  y  z  {  |  }  ~  ↚ 

Ç  ü  é  â  ä  à  å  ç  ê  ë  è  ï  î  ì  Ä  Å 

�  æ  Æ  ó  ô  ò  û  ù  ÿ  �  �  ¢  £  ≦  ₧  ƒ 

�  ì  ñ  ú  ð  �  ª  º  ¿  ↛  ¬  ½  ¼  ¡  «  » 

⇋  ⇌  ⇍  ↟  ↥  ↺  ↻  ↯  ↮  ↼  ↪  ↰  ↶  ↵  ↴  ↡ 

↢  ↧  ↦  ↤  ↞  ↨  ↷  ↸  ↳  ↭  ⇂  ↿  ↹  ↩  ⇅  ⇀ 

⇁  ↽  ↾  ↲  ↱  ↫  ↬  ⇄  ⇃  ↣  ↠  ⇈  ⇇  ⇉  ⇊  ⇆ 

α  ß  Γ  π  Σ  ζ  ≧  η  Φ  Θ  Ω  δ  ∞  θ  ε  ↘ 
↙  ±  ≥  ≤  ↜  ↝  ÷  ≈  °  ∙  ·  √  ⁿ  ² 

TABLE-5 : THE MATRIX AFTER RELATIVE SHIFT(N3=26) IS: 

 

4  N  h  é  £  ↻  ⇁  Ω  ☺  ←  5  O  i  � 

≦  ↯  ↽  δ  ☻  ↗  6  P  j  �  ₧  ↮  ↾  ∞  ♁  ↔ 

7  Q  k  �  ƒ  ↼  ↲  θ  ♂  ⇐  8  R  l  å  �  ↪ 

↱  ε  ♀  ⇒  9  S  m  ç  ì  ↰  ↫  ↘  ☿     :  T 

n  ê  ñ  ↶  ↬  ↙    !  ;  U  o  ë  ú  ↵  ⇄  ± 

  "  <  V  p  è  ð  ↴  ⇃  ≥        #  =  W  q  ï 

�  ↡  ↣  ≤ 

  $  >  X  r  î  ª  ↢  ↠  ↜  ☾  % 

?  Y  s  í  º  ↧  ⇈  ↝  ☽  &  @  Z  t  �  ¿  ↦ 

  '  A  [  u  �  ↛  ↤  ⇉  ≈  ♫  (  B  \ 

v  �  ¬  ↞  ⇊  °  ☼  )  C  ]  w  æ  ½  ↨  ⇆  ∙ 

⇑  *  D  ^  x  Æ  ¼  ↷  α  ·  ⇓  +  E  _  y  ó 

¡  ↸  ß  √  ↕  ,  F  `  z  ô  «  ↳  Γ  ⁿ  ‼  - 

G  a  {  ò  »  ↭  π  ²  ¶  .  H  b  |  û  ⇋  ⇂ 

Σ  ⇎  ¤  /  I  c  }  ù  ⇌  ↿  ζ     ⇏  0  J  d 

~  ÿ  ⇍  ↹  ≧  ↖  1  K  e  ↚  �  ↟  ↩  η  ↑  2 
L  f  �  �  ↥  ⇅  Φ  ↓  3  M  g  ü  ¢  ↺  ⇀  Θ 

Now we apply the following randomization methods one 
after another in a serial manner: 

Step-1: Function cycling() 

Step-2: Function upshift() 

Step-3: Function downshift() 

Step-4:Function leftshift() 

Step-5:Function rightshift() 

Step-6:Function random() 

Step-7:Function random_diagonal_right() 

Step-8:Function random_diagonal_left() 

For detail randomization methods we refer to our previous 
work(1). 

After finishing above shifting process we perform  

a) column randomization  

b) row randomization and  

c) diagonal rotation and  

d) reverse diagonal rotation 

Each operation will continue for n3 number of times. 

Now we apply encryption process on any text file. Our 
encryption process is as follows: 

We choose a 4X4 simple key matrix: 

Length 
of key(n) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Base 
value(b) 

17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 
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TABLE-6 

A B C D 

E F G H 

I J K L 

M N O P 

 

Case-I: Suppose we want to encrypt  FF then it will take as 
GG which is just one character after F in the same row. 

Case –II: Suppose we want to encrypt FK where F and K 
appears in two different rows and two different columns. FK 
will be encrypted to KH (FKGJHKKH). 

Case-III: Suppose we want to encrypt EF where EF occurs 
in the same row. Here EF will be converted to HG 

III. CHANGING LSB BITS OF COVER FILE USING ENCRYPTED 

SECRET MESSAGE FILE 

In the present work we have made an exhaustive study on 
embedding (i) text, (ii)sound, (iii)image in different cover files 
such as image file, sound file, word document file, .PDF file. 
The size of the cover file must be at least 10-times more than 
secret message file which is to be embedded within the cover 
file. The last 500 bytes of the cover file we reserved for storing 
the password and the size of the secret message file. After that 
we subtract n*(size of the secret message file) from the size of 
the cover file. Here n=8 depending on how many bytes we 
have used to embed one byte of the secret message file in the 
cover file. For strong password we have used a simple 
algorithm as follows:  We take XOR operation with each byte 
of the password with 255 and insert it into the cover file. To 
retrieve the password we read the byte  from the cover file and 
apply XOR operation with 255 to get back original password. 
To embed any any secret message we have to enter the 
password and to extract message we have to enter the same 
password. The size of the secret message file we convert into 
32 bits binary and then convert it into 4 characters and write 
onto cover file. When we want to extract encrypted secret 
message from a cover file then we first extract the file size 
from the cover file and extract  the same amount of bytes from 
cover file. Now we will describe the algorithms which we have 
used in our present study: 

 

We read one byte at a time from the encrypted  secret 
message file(ESMF) and then we extract 8 bits from that byte. 
After that we read 8 consecutive bytes from the cover file(CF). 
We check the LSB of each byte of that 8 byte chunk whether it 
is different from the bits of ESMF. If it different then we 
replace that bit by the bit we obtain from the ESMF. Our 
program also counts how many bits we change and how many 
bytes we change  and then we also calculate the percentage of 
bits changed and percentage of bytes  changed in the CF. Now 
we will demonstrate in a simple case.: 

Suppose we want to embed “A” in the cover text 
“BBCDEFGH”. Now we will show how this cover text will be 
modified after we insert “A” within it. 

TABLE -7 CHANGING LSB 

Original 

Text 

Bit string Bit to be 

inserted in 

LSB 

Changed Bit 

string 

Changed 

Text 

B 01000010 0 01000010 B 

B 01000010 1 01000011 C 

C 01000011 0 01000010 B 

D 01000100 0 01000100 D 

E 01000101 0 01000100 D 

F 01000110 0 01000110 F 

G 01000111 0 01000110 F 

H 01001000 1 01001001 I 

 

Here we can see that to embed “A” we modify 5 bits out of 
64 bits. After embedding “A” in cover text “BBCDEFGH”  the 
cover text converts to “BCBDDFFI”. We can see that the 
change in cover text is prominent as we are trying to embed 
text within text which is actually not possible using LSB 
method. But when we do it in some image or audio file then it 
will not be so prominent.  

To extract byte from the cover file we follow the reverse 
process which we apply in case of encoding the message. We 
simply extract serially one by one from the cover file and then 
we club 8 bits and convert it to a character and then we write it 
to another file. But this extracted file is now in encrypted form 
and hence we apply decryption process which will be the 
reverse of encryption process to get back original secret 
message file. 
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IV. RESULTS AND DISCUSSION 

Case-1:  Cover File type=.jpg     Secret File type=.jpg 

 

    +        =                         

 
Fig_1:Cover file name: sxcn.jpg Size=1155378 

Bytes         

Fig_2:Secret message File:joy1.jpg Size=1870 

Bytes    

Fig_3: Embedded Cover file name :sxcn.jpg 

Size=1155378 Bytes

 

 (secret message encrypted before embedding) 

 

Case-2:  Cover File type=.BMP secret message file =.doc 

             

                                                     

 
Fig_4: Cover File name : tvshow.bmp Size=688856 Bytes.                         

 

 

Fig_5: Embedded Cover File name : tvshow.bmp Size=688856 Bytes 

In this file an encrypted  word file xxfile2.doc(size=19456B) is embedded 

                                                   Case-3: Cover File type=.BMP secret message file =.jpg 

  

     +                =                

 
Fig_6:  Cover file name = tvshow1.bmp 

(size=688856B)    

Fig_7: Secret message file= 

tuktuk1.jpg(size=50880B) (The secret message 

file was Encrypted while embedding)      

Fig_8: Embedded cover file name=tvshow1.bmp 

(size=688856B)                                 

 

  Case-4: Cover File type=..AVI(Movie  File) secret message file =.jpg 

                                                                       

        +                       =          

 
Fig_9: Cover File Name= 

Name=rhinos.avi(size=76800B)         

 

Fig_10: Secret message File name = 

tuktuk_bw.jpg (Size=1870B)       

 

Fig_11:Embedded Cover File Name=rhionos.avi. 

(Size=76800B)        
(The encrypted secret message file is embedded )

 

 

  



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.3, March 2011 

24 | P a g e  

http://ijacsa.thesai.org/ 

V. CONCLUSION 

In the present work we try to embed some secret message 
inside any cover file in encrypted form so that no one will be 
able to extract actual secret message. Here we use the standard 
steganographic method i.e. changing LSB bits of the cover file. 
Our encryption method can use maximum encryption 
number=64 and maximum randomization number=128. The 
key matrix may be generated in 256! Ways. So in principle it 
will be difficult for anyone to decrypt the encrypted message 
without knowing the exact key matrix. Our method is 
essentially stream cipher method and it may take huge amount 
of time if the files size is large  and the encryption number is 
also large. The merit of this method is that if we change the 
key_text  little bit then the whole encryption and decryption  
process  will change. This method may most suitable for water 
marking. The steganography method may be further secured if 
we compress the secret message first and then encrypt it and 
then finally embed inside the cover file. 
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Abstract— The present study deals with Transparent Data 

Encryption which is a technology used to solve the problems of 

security of data.  Transparent Data Encryption means encrypting 

databases on hard disk and on any backup media. Present day 

global business environment presents numerous security threats 

and compliance challenges. To protect against data thefts and 

frauds we require security solutions that are transparent by 

design.  Transparent Data Encryption provides transparent, 

standards-based security that protects data on the network, on 

disk and on backup media.  It is easy and effective protection of 

stored data by transparently encrypting data. Transparent Data 

Encryption can be used to provide high levels of security to 

columns, table and tablespace that is database files stored on 

hard drives or floppy disks or CD’s, and other information that 

requires protection. It is the technology used by Microsoft SQL 

Server 2008 to encrypt database contents. The term encryption 

means the piece of information encoded in such a way that it can 

only be decoded read and understood by people for whom the 

information is intended. The study deals with ways to create 

Master Key, creation of certificate protected by the master key, 

creation of database master key and protection by the certificate 

and ways to set the database to use encryption in Microsoft SQL 

Server 2008. 

Keywords- Transparent Data Encryption; TDE; Encryption; 

Decryption; Microsoft SQL Server 2008; 

I.  INTRODUCTION 

Present day life is vastly driven by Information 
Technology.  Extensive use of IT is playing vital role in 
decision-making in all commercial and non-commercial 
organizations.  All activities are centered on data, its safe 
storage and manipulation.  In present scenario organizations’ 
survival is at stake if its data is misused.  Data is vulnerable to a 
wide range of threats like, Weak Authentication, Backup Data 
Exposure, Denial of Service, etc.  

This study is aimed at to deal with the most critical of those 
threats to which database is vulnerable. Transparent Data 
Encryption (TDE) shields database up to considerable extent 
against such threats.  TDE is used to prevent unauthorized 
access to confidential database, reduce the cost of managing 
users and facilitate privacy managements. This latest 
technology arms users’ i.e. database administrators to solve the 
possible threats to security of data.  This technology allows 
encrypting databases on hard disk and on any backup media.  
TDE nowadays, is the best possible choice for bulk encryption 

to meet regulatory compliance or corporate data security 
standards. 

Main purpose of Transparent Data Encryption is to provide 

security to columns, tables, Tablespace of database. In section 

1, we explain about the Encryption, Plaintext, Cipher text 

(Encrypted Text) with simple examples and Types of 

Encryption. Section 2 explains Transparent Data Encryption, 

its Scope, Uses and its Limitations. Section 3 deals with 

Transparent Data Encryption in Microsoft Server 2008 with its 

architecture.  Section 4 addresses issues like Create Database 

Using Microsoft SQL Server 2008 with coding and its 

description; Section 5 is for Creation of Encryption and 

Decryption of Database with coding and its descriptions 

respectively. Section 6 deals with conclusion. 

II. ENCRYPTION 

Encryption is said to occur when data is passed through a 
series of mathematical operations that generate an alternate 
form of that data; the sequence of these operations is called an 
algorithm. To help distinguish between the two forms of data, 
the unencrypted data is referred to as the plaintext and the 
encrypted data as cipher text.  Encryption is used to ensure that 
information is hidden from anyone for whom it is not intended, 
even those who can see the encrypted data. The process of 
reverting cipher text to its original plaintext is called 
decryption. This process is illustrated in the Figure 1 below.  

 

 
Figure 1 Process of Encryption and Decryption 

A. Simple Example 

 Encryption of the word "abcd" could result in "wxyz" 

Reversing the order of the letters in the plaintext 

generates the cipher text.  

 It is Simple encryption and quit easy for attacker to 

retrieve the original data. A better solution of 

mailto:riaz_quraysh21@yahoo.com
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encrypting this message is to create an alternative 

alphabet by shifting each letter by arbitrary number. 

 Example: The word “abcd” is encrypted by shifting 

the alphabet by 3 letters to right then the result will be 

“defg”. The “Ceasar Cipher” means exchange of 

letters or words with another. 

 Normal Alphabet: abcdefghijklmnopqrstuvwxyz 

 Alphabet shifted by 3:  defghijklmnopqrstuvwxyzabc 

B. Types of Encryptions 

There are two general categories for key-based encryption  

 Symmetric  

 Asymmetric 

 

1) Symmetric 
Symmetric encryption uses a single key to encrypt and 

decrypt the message. To encrypt the message provide key to 
the recipient before decrypt it. To use symmetric encryption, 
the sender encrypts the message and, if the recipient does not 
already have a key, sends the key and cipher text separately to 
the recipient. The message then decrypt by recipient key. This 
method is easy and fast to implement but has weaknesses; for 
instance, if a hacker intercepts the key, he can also decrypt the 
messages. Single key encryptions tend to be easier for hacker 
/cracker.  This means that the algorithm that is used to encode 
the message is easier for attackers to understand, enabling them 
to more easily decode the message. 

2) Asymmetric encryption 
Asymmetric encryption, also known as Public-Key 

encryption, uses two different keys - a public key to encrypt the 
message, and a private key to decrypt it. The public key is used 
to encrypt and private key to decrypt. One can easily distribute 
the public key to communicate because only with private key 
one can decrypt it. To protect the message between users the 
sender encrypts it by public key. Then receiver decrypts it by 
private key. Only recipient can decrypt the message in this type 
of encryptions. 

III. TRANSPARENT DATA ENCRYPTION 

Transparent data encryption is used for encryption and 
decryption of the data and log files. The encryption uses a 
Database Encryption Key (DEK), which is stored in the 
database boot record for availability during recovery. It is 
Asymmetric key secured by using a certificate stored in the 
master database. Transparent data encryption protects data and 
log files. It is a technology used to solve the problems of 
security of data means encrypting databases on hard disk and 
on any backup media. Transparent Data Encryption can be 
used to provide high levels of security to columns, table and 
Tablespace that is database files stored on hard drives or floppy 
disks or CD’s, and other information that requires protection. It 
is the technology used by Microsoft SQL Server 2008 to 
encrypt database contents.  

Transparent data encryption encrypts data before it's written 
to disk and decrypts data before it is returned to the application.  
The encryption and decryption process is performed at the SQL 
layer, completely transparent to applications and users.  

Subsequent backups of the database files to disk or tape will 
have the sensitive application data encrypted. 

A. Scope 

Extensive use of IT is playing vital role in decision-making 
in commercial as well as non-commercial organizations.  In 
present scenario operations of any organization are badly 
affected if; data is misused.  Data is vulnerable to a wide range 
of threats like, Excessive Privilege Abuse, Legitimate Privilege 
Abuse, Weak Authentication, Backup Data Exposure, etc.  

The crucial role data plays in any organization itself 
explains its importance.  So it is exposed to grave threats of 
theft, misuse or loss.  This study is aimed to deal with the most 
critical of those threats to which database is vulnerable by 
focusing on Transparent Data Encryption (TDE).  TDE is used 
to prevent unauthorized access to confidential database, reduce 
the cost of managing users, and facilitate privacy 
managements. This latest technology enables users’ i.e. 
database administrators to counter the possible threats to 
security of data.  TDE facilitates encrypting databases on hard 
disk and on any backup media.  TDE nowadays, is the best 
possible choice for bulk encryption to meet regulatory 
compliance or corporate data security standards. 

B. Use of Transparent data encryption 

There are three important uses of Transparent data 
encryption as below 

1) Authentication  

2) Validation  

3) Data Protection  

 

1) Authentication 
Unauthorized access to information is a very old problem.  

Business decisions today are driven by information gathered 
from mining terabytes of data.  Protecting sensitive information 
is key to a business’s ability to remain competitive. Access to 
key data repositories such as the Microsoft SQL Server 2008 
that house valuable information can be granted once users are 
identified and authenticated accurately. Verifying user identity 
involves collecting more information than the usual user name 
and password.  Microsoft SQL Server 2008 Advanced Security 
provides the ability for businesses to leverage their existing 
security infrastructures such as encrypt Master key, Database 
Master Key and Certificate. 

2) Validation 
Validation describes the ability to provide assurance that a 

senders identity is true and that a Column, Tablespace or file 
has not been modified. Encryption can be used to provide 
validation by making a digital Certificate of the information 
contained within a database. Upon validation, the user can be 
reasonably sure that the data came from a trusted person and 
that the contents of the data have not been modified.  

3) Data protection 
Probably the most widely-used application of transparent 

encryption is in the area of data protection. The information 
that a business owns is invaluable to its productive operation; 
consequently, the protection of this information is very 
important. For people working in small offices and home 
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offices, the most practical uses of transparent encryption for 
data protection are column, Tablespace and files encryption. 
This information protection is vital in the event of theft of the 
computer itself or if an attacker successfully breaks into the 
system. The encryption and decryption process is performed at 
the SQL layer, completely transparent to applications and 
users. 

C. Limitation of Transparent data encryption 

 Transparent data Protection does not provide 

encryption across communication channels.  

 When enabling Transparent data Protection, you 

should immediately back up the certificate and the 

private key associated with the certificate. If the 

certificate ever becomes unavailable or if you must 

restore or attach the database on another server, you 

must have backups of both the certificate and the 

private key or you will not be able to open the 

database.  

 The encrypting certificate or Asymmetric should be 

retained even if Transparent data Protection is no 

longer enabled on the database. Even though the 

database is not encrypted, the database encryption key 

may be retained in the database and may need to be 

accessed for some operations. 

 Altering the certificates to be password-protected after 

they are used by Transparent data Protection will 

cause the database to become inaccessible after a 

restart. 

IV. TRANSPARENT DATA ENCRYPTION IN MICROSOFT SQL 

SERVER 2008 

In Microsoft SQL Server 2008 Transparent Data 
Encryption of the database file is performed at the page level. 
The pages in an encrypted database are encrypted before they 
are written to disk and decrypted when read into memory. 
Transparent data Protection does not increase the size of the 
encrypted database. 

A. Architecture of Transparent Data Encryption 

In Microsoft SQL Server 2008 Transparent Data 
Encryption first upon we need to Create a master key, then  
obtain a certificate protected by the master key after that Create 
a database encryption key and protect it by the certificate and 
Set the database to use encryption. The following Figure 2 
shows the steps of Transparent Data Encryption 

In Microsoft SQL Server 2008 Transparent Data 
Encryption of the database file is performed at the page level. 
The pages in an encrypted database are encrypted before they 
are written to disk and decrypted when read into memory. 
Service Master key is created at a time of SQL Server setup, 
DPAPI encrypts the Service Master key. Service Master key 
encrypts Database Master key for the Master Database. The 
Database Master key of the master Database Creates the 
Certificate then the certificate encrypts the database encryption 
key in the user database. The entire database is secured by the 
Database Master key of the user Database by using Transparent 
Database encryption. 

 
Figure 2 Microsoft SQL Server 2008 Transparent Data Encryption 

V. CREATE DATABASE USING MICROSOFT SQL SERVER 

2008 

Creating a database that specifies the data and transaction 
log files, the following code 1 to create database name “Sales” 

A. Code 1 

USE master; 

GO 

 CREATE DATABASE Sales 

 ON  

 ( NAME = Sales_dat, 

 FILENAME = 'C:\Program Files\Microsoft SQL 

Server\MSSQL10_50.MSSQLSERVER\MSSQL\DA

TA\saledat.mdf', 

 SIZE = 10, 

 MAXSIZE = 50, 

 FILEGROWTH = 5 ) 

 LOG ON 

 ( NAME = Sales_log, 

  FILENAME = 'C:\Program Files\Microsoft SQL 

Server\MSSQL10_50.MSSQLSERVER\MSSQL\DA

TA\salelog.ldf', 

  SIZE = 5MB, 

 MAXSIZE = 25MB, 

 FILEGROWTH = 5MB ) ; 

GO 
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B. Description of above Code 1 

CREAT DATABASE command is used to create database 
in SQL Server 2008, Sales is a name of Database. In these 
example we have created one data file name “Sales_dat’ and 
one lof file named “Sales_log” with specified size 

VI. CREATION OF ENCRYPTION AND DECRYPTION OF 

DATABASE 

The following code 2 illustrates encrypting and decrypting 
the Sales database using a certificate installed on the server 
named MySalesCert. 

A. Code 2 

USE master; 

GO 

 CREATE MASTER KEY ENCRYPTION BY 

PASSWORD = '<writeanypasswordhere>'; 

 go 

 CREATE CERTIFICATE 

MySalesCert WITH SUBJECT = 'It is my 

Certificate'; 

 go 

 USE Sales; 

 GO 

  CREATE DATABASE ENCRYPTION 

KEY 

  WITH ALGORITHM = AES_128 

  ENCRYPTION BY SERVER 

CERTIFICATE MySalesCert; 

 GO 

 ALTER DATABASE Sales 

 SET ENCRYPTION ON; 

GO 

 

B. Description of Code 2 

The Command CREATE MASTER KEY ENCRYPTION 
BY PASSWORD is used to create Master key encryption with 
password here user can assign any password.  CREATE 
CERTIFICATE is used to create certificate as MySalesCert, 
WITH SUBJECT is used to assign any subject as “It is my 
Certificate” for the database created in code 1 “Sales”. The 
Command CREATE DATABASE ENCRYPTION KEY 
WITH ALGORITHM = AES_128 it is a encryption key. By 
using ENCRYPTION BY SERVER CERTIFICATE command 
assigning the certificate “MySalesCert” to the Server. By using 
the command SET ENCRYPTION keeping it ON. 

VII. CONCLUSIONS 

Transparent Data Encryption plays an especially important

 role in safeguarding data in transit. Microsoft SQL Server 
2008 Transparent Data Encryption protects sensitive data on 
disk drives and backup media from unauthorized access, 
helping reduce the impact of lost or stolen media. The 
Transparent Data Encryption are developed under the present 
work has been successfully, created, implemented and 
thoroughly tested. We used this Transparent Data Encryption 
on few computer we found it to be very effective. The 
Transparent Data Encryption based on the study of various 
security measures were planned, designed and developed using 
techniques and tools described earlier. Transparent Data 
Encryption provides a highly configurable environment for 
application development. User can use Transparent Data 
Encryption to create both single-machine and networked 
environments in which developers can safely try out. Such a 
setup do not requires additional infrastructure and easily caters 
to the needs of beginners as well as advanced learners on one 
premise. 
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Abstract— Clustering and classification are two important 

techniques of data mining. Classification is a supervised learning 

problem of assigning an object to one of several pre-defined 

categories based upon the attributes of the object. While, 

clustering is an unsupervised learning problem that group 

objects based upon distance or similarity. Each group is known 

as a cluster. In this paper we make use of a large database 

‘Fisher’s Iris Dataset’ containing 5 attributes and 150 instances 

to perform an integration of clustering and classification 

techniques of data mining. We compared results of simple 

classification technique (using J48 classifier) with the results of 

integration of clustering and classification technique, based upon 

various parameters using WEKA (Waikato Environment for 

Knowledge Analysis), a Data Mining tool. The results of the 

experiment show that integration of clustering and classification 

gives promising results with utmost accuracy rate and robustness 

even when the data set is containing missing values.  

Keywords- Data Mining; J48; KMEANS; WEKA; Fisher’s Iris 

dataset; 

I. INTRODUCTION 

Data mining is the process of automatic classification of 
cases based on data patterns obtained from a dataset. A number 
of algorithms have been developed and implemented to extract 
information and discover knowledge patterns that may be 
useful for decision support [2]. Data Mining, also popularly 
known as Knowledge Discovery in Databases (KDD), refers to 
the nontrivial extraction of implicit, previously unknown and 
potentially useful information from data in databases [1]. 
Several data mining techniques are pattern recognition, 
clustering, association, classification and clustering [7]. The 
proposed work will focus on challenges related to integration 
of clustering and classification techniques. Classification has 
been identified as an important problem in the emerging field 
of data mining [5]. Given our goal of classifying large data 
sets, we focus mainly on decision tree classifiers [8] [9]. 
Decision tree classifiers are relatively fast as compared to other 
classification methods. A decision tree can be converted into 
simple and easy to understand classification rules [10].  

Finally, tree classifiers obtained similar and sometimes 
better accuracy when compared with other classification 
methods [11]. Clustering is the unsupervised classification of 
patterns into clusters [6].The community of users has played lot 

emphasis on developing fast algorithms for clustering large 
datasets [14].It groups similar objects together in a cluster (or 
clusters) and dissimilar objects in other cluster (or clusters) 
[12]. In this paper WEKA (Waikato Environment for 
knowledge analysis) machine learning tool [13][18] is used for 
performing clustering and classification algorithms. The dataset  
used in this paper is Fisher‟s Iris dataset, consists of 50 samples 
from each of three species of Iris flowers (Iris setosa, Iris 
virginica and Iris versicolor). Four features were measured 
from each sample; they are the length and the width 
of sepal and petal, in centimeters. Based on the combination of 
the four features, Fisher developed a linear discriminant 
model to distinguish the species from each other.  

A. Organisation of the paper 

       The paper is organized as follows: Section 2 defines 
problem statement. Section 3 describes the proposed 
classification method to identify the class of Iris flower as Iris-
setosa, Iris-versicolor or Iris-virginica using data mining 
classification algorithm and an integration of clustering and 
classification technique of data mining. Experimental results 
and performance evaluation are presented in Section 4 and 
finally, Section 5 concludes the paper and points out some 
potential future work. 

II. PROBLEM STATEMENT 

 The problem in particular is a comparative study of 
classification technique algorithm J48 with an integration of 
SimpleKMeans clusterer and J48 classifier on various 
parameters using Fisher‟s Iris Dataset containing 5 attributes 
and 150 instances.  

III. PROPOSED METHOD 

Classification is the process of finding a set of models that 
describe and distinguish data classes and concepts, for the 
purpose of being able to use the model to predict the class 
whose label is unknown. Clustering is different from 
classification as it builds the classes (which are not known in 
advance) based upon similarity between object features. Fig. 1 
shows a general framework of an integration of clustering and 
classification process. Integration of clustering and 
classification technique is useful even when the dataset 
contains missing values. Fig. 2 shows the block diagram of 

mailto:kumarvarun333@gmail.com
http://en.wikipedia.org/w/index.php?title=Iris_setosa&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Iris_virginica&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Iris_virginica&action=edit&redlink=1
http://en.wikipedia.org/wiki/Iris_versicolor
http://en.wikipedia.org/wiki/Features_(pattern_recognition)
http://en.wikipedia.org/wiki/Sepal
http://en.wikipedia.org/wiki/Petal
http://en.wikipedia.org/wiki/Linear_discriminant_analysis
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steps of evaluation and comparison. In this experiment, object 
corresponds to Iris flower, and object class label corresponds to 
species of Iris flower. Every Iris flower consists of length and 
width of petal and sepal, which are used to predict the species 
of Iris flower. Apply classification technique (J48 classifier) 
using WEKA tool. Classification is a two step process, first, it 
build classification model using training data. Every object of 
the dataset must be pre-classified i.e. its class label must be 
known, second the model generated in the preceding step is 
tested by assigning class labels to data objects in a test dataset. 

Figure 1.  Proposed Classification Model 

 

Figure 2.  Block Diagram 

The test data may be different from the training data. Every 
element of the test data is also preclassified in advance. The 
accuracy of the classification model is determined by 
comparing true class labels in the testing set with those 
assigned by the model. Apply clustering technique on the 
original data set using WEKA tool and now we are come up 
with a number of clusters. It also adds an attribute „cluster‟ to 
the data set. Apply classification technique on the clustering 
result data set. Then compare the results of simple 
classification and an integration of clustering and classification. 
In this paper, we identified the finest classification rules 
through experimental study for the task of classifying Iris 
flower type in to Iris setosa, Iris versicolor, or Iris virginica 
species using Weka data mining tool.  

A. Iris Dataset Preprocessing 

We make use of a database „Fisher‟s Iris dataset‟ 
containing 5 attributes and 150 instances to perform 

comparative study of data mining classification algorithm 
namely J48(C4.5) and an integration of Simple KMeans 
clustering algorithm and J48 classification algorithm. Prior to 
indexing and classification, a preprocessing step was 
performed. The Fisher‟s Iris Database is available on UCI 
Machine Learning Repository website 
http://archive.ics.uci.edu:80/ml/datasets.html in Excel Format 
i.e. .xls file. In order to perform experiment using WEKA [20], 
the file format for Iris database has been changed to .arff or 
.csv file.  

The complete description of the of attribute value are 
presented in Table 1. A sample training data set is also given in 
Table 2 .During clustering technique we add an attribute i.e. 
„cluster‟ to the data set and use filtered clusterer with 
SimpleKMeans algorithms which removes the use of 5,6 
attribute during clustering and add the resulting cluster to 
which each instance belongs to, along with classes to the 
dataset.  

 COMPLETE DESCRIPTION OF VARIABLES TABLE I.

Variable/Attributes Category Possible Values 

Sepallength Numeric 4-8 

Sepalwidth Numeric 1-5 

Petallength Numeric 1-8 

Petalwidth Numeric 0-3 

Class Nominal Three, Iris-setosa, Iris-

virginica & Iris versicolor  

 SAMPLE OF INSTANCES FROM TABLE II.

sepal 

length 

Sepal 

Width 

Petal 

Length 

Petal 

width 

class 

5.1 3.5 1.4 0.2 Iris-setosa 

4.9 3.0 1.4 0.2 Iris-setosa 

4.7 3.2 1.3 0.2 Iris-setosa 

4.6 3.1 1.5 0.2 iris-setosa 

5.0 3.6 1.4 0.2 Iris-setosa 

7.0 3.2 4.7 1.4 Iris-versicolor 

6.4 3.2 4.5 1.5 iris-versicolor 

7.6 3.0 6.6 2.1 Iris-virginica 

B. Building Classifiers 

1) J48(C4.5): J48 is an implementation of  C4.5[17] that   

builds decision trees from a set of training data in the same way 

as ID3, using the concept of Information Entropy. . The 

training data is a set S = s1, s2... of already classified samples. 

Each sample si = x1, x2... is a vector where x1, x2… represent 

attributes or features of the sample. Decision tree are efficient 

to use and display good accuracy for large amount of data. At 

each node of the tree, C4.5 chooses one attribute of the data 

that most effectively splits its set of samples into subsets 

enriched in one class or the other. 

2) KMeans clusterer: Simple KMeans is one of the 

simplest clustering algorithms [4].KMeans algorithm is a 

classical clustering method that group large datasets in to 

clusters[15][16]. The procedure follows a simple way to 

http://archive.ics.uci.edu/ml/datasets.html
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classify a given data set through a certain number of clusters. It 

select k points as initial centriods and find K clusters by 

assigning data instances to nearest centroids. Distance measure 

used to find centroids is Euclidean distance. 

 

3) Measures for performance evaluation:   To measure the 

performance, two concepts sensitivity and specificity are often 

used; these concepts are readily usable for the evaluation of 

any binary classifier. TP is true positive, FP is false positive, 

TN is true negative and FN is false negative. TPR is true 

positive rate, it is equivalent to Recall. 

FNTP

TP
TPRysensitivit






TNFP

TN
yspecificit






 

a) Confusion Matrix: Fig. 3 shows the confusion matrix 

of three class problem .If we evaluate a set of objects, we can 

count the outcomes and prepare a confusion matrix (also 

known as a contingency table), a three-three (as Iris dataset 

contain three classes) table that shows the classifier's correct 

decisions on a major diagonal and the errors off this diagonal.  

 

 

 

 

 

Figure 3.  Confusion Matrix 

The columns represent the predictions and the rows 
represent the actual class [3].  An edge is denoted as true 
positive (TP), if it is a positive or negative link and predicted 
also as a positive or negative link, respectively. False positives 
(FP) are all predicted positive or negative links which are not 
correctly predicted, i.e., either they are non-existent or they 
have another sign in the reference network. As true negatives 
(TN) we denote correctly predicted non-existent edges and as 
false negatives (FN) falsely predicted non-existent edges are 
defined  i.e., an edge is predicted  to be non-existent but it is a 
positive or a negative link in the reference network. 

b) Precision: In information retrieval positive predictive 

value is called precision. It is calculated as number of 

correctly classified instances belongs to X divided by number 

of instances classified as belonging to class X; that is, it is the 

proportion of true positives out of all positive results. It can be

 defined as: 

FPTP

TP
precision






c) Accuracy: It is simply a ratio of ((no. of correctly 

classified instances) / (total no. of instances)) *100). 

Technically it can be defined as: 

)()( TNFNFNTP

TNTP
accuracy








d) False Positive Rate : It is simply the ratio of false 

positives to false positives plus true negatives. In an ideal 

world we want the FPR to be zero. It can be defined as: 

TNFP

FP
FPR






e) F-Meaure: F-measure is a way of combining recall 

and precision scores into a single measure of performance.   

The formula for it is: 

precisionrecall

precisionrecall



**2

                   
 

IV. EXPERIMENT RESULTS AND PERFORMANCE 

EVALUATION 

In this experiment we present a comparative study of 
classification technique of data mining with an integration of 
clustering and classification technique of data mining on 
various parameters using Fisher‟s Iris dataset containing 150 
instances and 5 attributes. During simple classification, the 
training dataset is given as input to WEKA tool and the 
classification algorithm namely C4.5 (implemented in WEKA 
as J48) was implemented. During an integration of clustering 
and classification techniques of data mining first, Simple 
KMeans clustering algorithm was implemented on the training 
data set by removing the class attribute from the data set as 
clustering technique is unsupervised learning and then J48 
classification algorithm was implemented on the resulting 
dataset.  

The results of the experiment show that integration of 
clustering and classification technique gives a promising result 
with utmost accuracy rate and robustness among the 
classification and clustering algorithms (Table 3). An 
experiment measuring the accuracy of binary classifier based 
on true positives, false positives, false negatives, and true 
negatives (as per Equation 4), decision trees and decision tree 
rules are shown in Table 3 and Fig. 4 &5. 

 

http://en.wikipedia.org/wiki/Sensitivity_%28tests%29
http://en.wikipedia.org/wiki/Specificity_%28tests%29
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Figure 4.   Decision tree and Rules during classification of Iris data 

 

 

 

 

 

 

Figure 5.   

Figure 6.   

 

Figure 7.   Decision tree and Rules of integration of clustering and 

classification technique 

 PERFORMANCE EVALUATION TABLE III.

Parameters C4.5 

(J48) 

Simple KMeans+J48 

TP 96 88 

FP 4  1 

TN 47 60 

FN 3 1 

Size of tree  9 11 

Leaves in tree 5 6 

Error Rate 0.1713 0.0909 

Accuracy 95. 33% 98.6667% 

A. Observations and Analysis                

  It may be observed from Table 3 that the error rate of 
binary classifier J48 with Simple KMeans Clusterer is 
lowest i.e. 0.0909 in comparison with J48 classifier 
without clusterer i.e. 0.1713, which is most desirable. 

 Accuracy of J48 classifier with KMeans clusterer is 
high i.e. 98.6667% (Table 3), which is highly required. 

 Sensitivity (TPR) of clusters (results of integration of 
classification and clustering technique) is higher than 
that of classes ( Table 4, 5 &6). 

 In an ideal world we want the FPR to be zero. 
Considering results presented in Table 4, 5&6, FPR is 
lowest of integration of clustering and classification 
technique, in other words closet to the zero as 
compared with simple classification technique with J48 
classifier. 

 In an ideal world we want precision value to be 1. 
Precision value is the proportion of true positives out 
of all positive results. Precision value of integration of 
classification and clustering technique is higher than 
that of simple classification with J48 classifier (Table 
4, 5&6). 

 IRIS SETOSA CLASS AND CLUSTER 1 TABLE IV.

 

Parameters 

J48 

(iris-setosa) 

SimpleKMeans+ J48 

(cluster1) 

Precision 1 1 

Recall/Sensitivity 

(TPR) 

0.98 1 

Specificity 

(TNR) 

0.9215 0.9836 

F-measure 0.99 1 

FPR 0 0 

 IRIS VERGINICA CLASS AND CLUSTER 2 TABLE V.

 

Parameters 

J48 

(iris-setosa) 

SimpleKMeans+ J48 

(cluster1) 

Precision 1 1 

Recall/Sensitivity (TPR) 0.98 1 

Specificity (TNR) 0.9215 0.9836 

F-measure 0.99 1 

FPR 0 0 

 IRIS  VERSICOLOR CLASS AND CLUSTER 3 TABLE VI.

Parameters J48 

(iris-versicolor) 

SimpleKMeans+ J48 

(cluster2) 

Precision 0.922 0.987 

Recall/Sensitivity 

(TPR) 

0.94 0.987 

F-measure 0.931 0.987 

FPR 0.04 0.007 

 

 

According to the experiments and result analysis presented 
in this paper, it is observed that an integration of classification 
and clustering technique is better to classify datasets with better 
accuracy. 

V. CONCLUSION AND FUTURE WORK 

  A comparative study of data mining classification 
technique and an integration of clustering and classification 
technique helps in identifying large data sets. The presented 
experiments shows that integration of clustering and 
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classification technique gives more accurate results than simple 
classification technique to classify data sets whose attributes 
and classes are given to us. It can also be useful in developing 
rules when the data set is containing missing values. As 
clustering is an unsupervised learning technique therefore, it 
build the classes by forming a number of clusters to which 
instances belongs to, and then by applying classification 
technique to these clusters we get decision rules which are very 
useful in classifying unknown datasets. We can then assigns 
some class names to the clusters to which instance belongs to. 
This integrated technique of clustering and classification gives 
a promising classification results with utmost accuracy rate and 
robustness. In future we will perform experiments with other 
binary classifiers and try to find the results from the integration 
of classification, clustering and association technique of data 
mining. 
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Abstract— In the molecular era the management of cancer is no 

more a plan based on simple guidelines. Clinical findings, tumor 

characteristics, and molecular markers are integrated to identify 

different risk categories, based on which treatment is planned for 

each individual case. 

This paper aims at developing a fuzzy decision support system 

(DSS) to guide the doctors for the risk stratification of breast 

cancer, which is expected to have a great impact on treatment 

decision and to minimize individual variations in selecting the 

optimal treatment for a particular case.  

The developed system was based on clinical practice of Oncology 

Center Mansoura University (OCMU)  

This system has six input variables (Her2, hormone receptors, 

age, tumor grade, tumor size, and lymph node) and one output 

variable (risk status). The output variable is a value from 1 to 4; 

representing low risk status, intermediate risk status and high 

risk status. This system uses Mamdani inference method and 

simulation applied in MATLAB R2009b fuzzy logic toolbox. 

Keywords: Decision Support System; Breast Cancer; Fuzzy Logic; 

Mamdani Inference;  

I. INTRODUCTION 

In recent years, the methods of Artificial Intelligence have 
largely been used in the different areas including the medical 
applications. In the medical field, many decision support 
systems (DSSs) were designed, as Aaphelp, Internist I, Mycin, 
Emycin, Casnet/Glaucoma, Pip, Dxplain, Quick Medical 
Reference, Isabel, Refiner Series System  and PMA 
[1,2,3,4,5,6,7] which assist physicians in their decisions for 
diagnosis  and treatment of different diseases. 

In cancer management many DSSs have been developed as 
ONCOCIN [1], OASIS, Lisa [8, 9]. 

The diagnosis of disease involves several levels of 
uncertainty and imprecision [10]. According to Aristotelian 
logic, for a given proposition or state we only have two logical 
values: true-false, black-white, 1-0. In real life, things are not 
either black or white, but most of the times are grey. Thus, in 
many practical situations, it is convenient to consider 
intermediate logical values. Uncertainty is now considered 
essential to science and fuzzy logic is a way to model and deal 

with it using natural language. We can say that fuzzy logic is a 
qualitative computational approach. Fuzzy logic is a method to 
render precise what is imprecise in the world of medicine. 

Many medical applications use fuzzy logic as CADIAG 
[11], MILORD [11], DOCTORMOON [12], TxDENT [13], 
MedFrame/CADIAG-IV [14], FuzzyTempToxopert [14] and 
MDSS [15].  

In the field of breast cancer, DSS is very important, as 
breast cancer is the most common cause of cancer death among 
women worldwide, in Egypt, breast cancer is the most common 
cancer among women; representing 18.9% of total cancer cases 
[16]. The National Cancer Institute (NCI) reported a series of 
10556 patients with breast cancer during the year 2001. 

The diagnoses have a lot of confounding alternatives, some 
of them are uncertain as Her2-neu positivity, hormone 
receptor status and age. Therefore the treatment planning is 
based on the interaction of a lot of compound variables with 
complex outcomes.  

We planned to use fuzzy logic to deal with uncertainty for 
diagnosis risk status of breast cancer.  

This paper is organized as follows; general structure of 
fuzzy logic system is introduced in section II, design of the 
system is presented in section III and test system and 
discussion are presented in section IV. 

II. GENERAL STRUCTURE OF FUZZY LOGIC SYSTEM 

Fuzzy logic system as seen in Fig. 1 consists of the 
following modules [17]: 

Figure 1.  Structure of Fuzzy Logic System. 

1.  Fuzzification: - is the operation of transforming a 
crisp set to a fuzzy set. The operation translates crisp 

mailto:ahmedaweb@yahoo.com
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input or measured values into linguistic concepts by 
using suitable membership functions. 

2.  Inference Engine and Rule base:- Once the inputs are 
fuzzified, the corresponding inputs fuzzy sets are 
passed to the inference engine that processes current 
inputs using the rules retrieved from the rule base. 

3.  Defuzzifcation:- At the output of the fuzzy inference 
there will always be a fuzzy set that is obtained by the 
composition of the fuzzy sets output by each of the 
rules. In order to be used in the real world, the fuzzy 
output needs to be interfaced to the crisp domain by 
the defuzzifier by using suitable membership 
functions. 

III. DESIGN OF THE SYSTEM 

In this section, we show the fuzzy decision support system 
designing, membership functions, fuzzy rule base, fuzzification 
and defuzzification.  

The most important application of fuzzy system (fuzzy 
logic) is in uncertain issues. When a problem has dynamic 
behavior, fuzzy logic is a suitable tool that deals with this 
problem. First step of fuzzy DSS designing is determination of 
input and output variables. There are six input variables and 
one output variable. After that, we must design membership 
functions (MF) of all variables. These membership functions 
determine the membership of objects to fuzzy sets. 

At first, we will describe the input variables with their 
membership functions. In second step, we introduce the output 
variable with its membership functions. In next section, paper 
shows the rules of system and Fuzzification , Defuzzification 
process. 

A. Input Variables Are: 

1) HER2: Stands for "Human Epidermal growth factor 

Receptor 2" and is a protein giving higher aggressiveness in 

breast cancers [18].This input variable has two fuzzy sets are 

"Negative" and "Positive". Membership functions of them are 

trapezoidal. Fuzzy sets Range of HER2 are identified in table I 

and membership functions for fuzzy sets are identified in Fig. 2  

TABLE I.  FUZZY SETS OF HER2 FACTOR 

Input Field Range Fuzzy set 

Her2  

<=1.5 Negative 

1.5 - 3 May be  Negative or Positive 

>=3 Positive 

Figure 2.  Membership Functions for HER2 

 
µNegative(x) = 

 

 
µPositive(x) =  

 

2) Hormone Receptor: Identifies sensitivity of breast to 

hormone [19]. This input variable has four fuzzy sets are 

Negative, Weak Positive, Moderate Positive and Strong 

Positive. Membership functions of Negative and Strong 

Positive fuzzy sets are trapezoidal, membership functions of 

Weak Positive and Moderate Positive are triangle. Table II 

identifies fuzzy sets range and Fig. 3 identifies membership 

functions of fuzzy sets. 

TABLE II.  FUZZY SETS OF HORMONE RECEPTORS 

Input Field 

identifie

s fuzzy 

sets 

Range 

of 

Hormon

e 

Recepto

r and 

figure 3 

identifie

s  

member

ship 

function

s for 

fuzzy 

sets. 

Input 

Field 

Range Fuzzy set 

Hormone 

<=10 Negative 

10 - 15 May be Negative or Weak Positive 

15 - 20 May be  Weak Positive or  Moderate Positive 

20 - 35 Moderate Positive 

35 - 40 May be  Moderate Positive or Strong Positive 

>=40 Strong Positive 

 

 

Figure 3.  Membership Functions for Hormone Receptors 

 
 
µNegative(x) =        

 

 
 
µWeak Positive(x) =     

 

  

 

µModerate Positive(x) =  
 

0                   x<=1.5 
(x-1.5)/1.5   1.5<x<3 
1                   x >= 3 

 

1                  x<=1.5 
(3-x)/1.5     1.5<x<3 
0                  x >= 3 

 

1                   x<=5 
(15-x)/10      5<x<15 
0                   x >= 15 

 
0                   x<=10  
(x-10)/5       10<x<15 
1                   x = 15 
(20-x)/5       15<x<20 
0                   x>=20 

0                     x<=15  
(x-15)/12.5    15<x<27.5 
1                     x = 27.5 
(40-x)/12.5    27.5<x<40 
0                     x>=40 
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µStrong Positive(x) = 
 

3) Risk Age: This input variable has three fuzzy sets, are 

Very High, High And Low Risk age. Membership functions of 

these fuzzy sets are trapezoidal. Table III identifies fuzzy sets 

range and Fig. 4 identifies membership functions of them 

TABLE III.  FUZZY SETS OF RISK AGE 

Input Field Range Fuzzy set 

Age 

<=20 Very High Risk 

20 - 30 May be Very High Risk or High Risk 

30 - 35 High Risk 

35 - 45 May be High Risk or Low Risk 

>=45 Low Risk 

Figure 4.  Membership Functions for Risk Age 

 

µVeryhighRisk(x) = 
 

 
 
 
µHighRisk(x) = 
 
 
 
 
µLowRisk(x) = 
 
 

4) Tumor Grade: A description of a tumor based on how 

abnormal the cancer cells look under a microscope and how 

quickly the tumor is likely to grow and spread [20]. Grading 

systems are different for each type of cancer. This input 

variable has three fuzzy sets Grade1, Grade2 and Grade3. 

Membership functions of these fuzzy sets are trapezoidal. 

Table IV identifies fuzzy sets range and Fig. 5 identifies 

membership functions of them 

 

 

 

TABLE IV.  FUZZY SETS OF TUMOR GRADE 

Input Field Range Fuzzy set 

Grade 

<=4 Grade1 

4 - 5.5 May be Grade1 or  Grade2 

5.5 - 6 Grade2 

6 - 7.5 May be Grade2 or Grade3 

>=7.5  Grade3 

Figure 5.  Membership Functions for Tumor Grade 

 

5) Lymph Node: A lymph node is part of the body‟s 

lymphatic system, in the lymphatic system, a network of 

lymph vessels carries clear fluid called lymph, lymph vessels 

lead to lymph nodes; with it cancer cells are likely to spread 

from the primary tumor [21]. This input variable is Zero or has 

two fuzzy sets are Intermediate Number(Intermediate No.) and 

High Number(High No.), membership functions for these 

fuzzy sets are trapezoidal. 

Table V identifies fuzzy sets range of lymph node variable and 

Fig. 6 identifies membership functions of them. 

TABLE V.  FUZZY SETS OF LYMPH NODE 

Input Field Range Fuzzy set 

Lymph Node 

1 - 2 Intermediate No. 

2 - 10 May be Intermediate No. or High No. 

>=10 High No. 

 
 
µIntermediateNo. (x) =  

 
 
µHighNo. (x) = 

0                      x<=35 
x-35)/ 5          35<x<40 
1                      x >=40 

 

0                   x<=20 
(x-20)/10     20<x<30 
1                  30=<x<=35 
(45-x)/10     35<x<45 
0                   x>=45                   

1                  x<=20  

(30-x)/10    20<x<30 

0                   x >= 30 

0                   x<=35 
(x-35)/15     35<x<50 
1                   x >= 50 

 

1              1<=x<=2 
(10-x)/8   2<x<10 
0              x>=10  

 
0               x<=2      
(x-2)/10    2<x<12 
1               x>=12 
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Figure 6.  Membership Functions for Lymph Node   

6) Tumor Size: This input variable has two fuzzy sets 

Small Size and Intermediate Size, membership functions for 

these fuzzy sets are trapezoidal, Table VI identifies fuzzy sets 

range of tumor size variable and Fig. 7 identifies membership 

functions of them. 

TABLE VI.  FUZZY SETS OF TUMOR SIZE 

Input Field Range Fuzzy set 

Tumor Size 

<=2 Small Size 

2 - 4 May be Small Size or Intermediate Size 

>=4 Intermediate Size 

 

Figure 7.  Membership Functions for Tumor Size                

µSmallSize(x) =  
 

 

µIntermediateSize(x) = 
 

B.  Output Variable Is: 

The "goal" of the system is to identify risk status of breast 
cancer recurrence or mortality in early diagnosed patients. The 
output variable is a value from 1 to 4; representing Low Risk 
status, Intermediate Risk status and High Risk status. By 

increasing the value, tumor risk increases. This output has 
three fuzzy sets Low Risk, Intermediate Risk And High Risk; 
table VII identifies these fuzzy sets and its range. 

The membership functions of these fuzzy sets are triangle 
as shown in Fig. 8. 

TABLE VII.   FUZZY SETS OF OUTPUT VARIABLE RISK STATUS 

Output 

Field 

Range Fuzzy set 

Risk Status 

0 - 2 Low Risk 

1 - 3 Intermediate Risk 

2 - 4 High Risk 

Figure 8.  Membership Function For Output Variable Risk Status 

C. Fuzzy Rule Base 

The Rules Base is determined by the help of consultant 
doctors of the OCMU Center. 

The rule base consists of 14 rules that determine the Risk 
status (High Risk, Intermediate Risk and Low Risk) by 
evaluation of the input variables mentioned above. Hormone 
receptor positivity level has no value in risk status 
characterization; however it plays an important role in further 
treatment decision. The rule base is shown in Table VIII 

D.  Fuzzification and Defuzzification  

This system depends on Mamdani model for inference 
mechanism, in it and method is minimum (this system doesn't 
contains or operator), Implication method is minimum which 
involves defining the consequence as an output fuzzy set.  

This can only be achieved after each rule has been 
evaluated and is allowed contribute its „weight‟ in determining 
the output fuzzy set, Aggregation method between rules is 
maximum to combine output fuzzy set, so Fuzzification 
method here is max-min and Defuzzification method is 
centroid . 

IV. TEST SYSTEM AND DISCUSSION 

System has been tested by consultant oncologists and here 
is one of tested values as shown in Table IX and Fig. 9 
 

1              x<=1 
(4-x)/3     1<x<4 
0              x>=4 

 

0             x<=2 
(x-2)/8    2<x<10  
1             x>=10 
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TABLE VIII.  RULE BASE OF THE SYSTEM 

Rule 

 NO 

Her2 Hormone 

Receptors 

Risk Age Grade Tumor  

Size 

Lymph Node Risk Status 

1 Negative Weak Positive Low Grade1 Small Zero Low Risk 

2 Negative Weak Positive High Grade1 Small Zero Low Risk 

3 Negative Moderate Positive Low Grade1 Small Zero Low Risk 

4 Negative Moderate Positive High Grade1 Small Zero Low Risk 

5 Negative Strong Positive Low Grade1 Small Zero Low Risk 

6 Negative Strong Positive High Grade1 Small Zero Low Risk 

7 Negative Any Any Grade2 Any Zero Intermediate Risk 

8 Negative Any Any Grade3 Any Zero Intermediate Risk 

9 Negative Any Any Any Intermediate Zero Intermediate Risk 

10 Negative Any Very High Any Any Zero Intermediate Risk 

11 Negative Any Any Any Any Intermediate No. Intermediate Risk 

12 Positive Any Any Any Any Zero Intermediate Risk 

13 Positive Any Any Any Any Intermediate No. High Risk 

14 Any Any Any Any Any High No. High Risk 

TABLE IX.  TESTED VALUES 

Her2 Hormone 

Receptors 

Age Grade Tumor Size Lymph 

 Node 

Risk Status 

4 35 35 4 3 5 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  Result Of Tested Values 
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And Fig. 10, 11, 12 and 13 shown surface viewer of some 

fields as follow:- 

 

Figure 10. Surface Viewer of HER2 and Lymph Node 

Figure 12. Surface Viewer of HER 2 and Tumor Grade 

Figure 13. Surface Viewer of Hormone Receptor and Lymph Node 

Figure 11. Surface Viewer of Hormone Receptor  and Lymph Nod 

V. CONCLUSION AND FUTURE WORK 

This paper describes design of fuzzy decision support 
system for identification of breast cancer risk status in 
situations of data diversity and imprecision, which can be used 
by specialized doctors for cancer treatment. 

The system design with based on membership functions, 
input variables, output variables and rule base. This system has 
been tested and approved by consultant oncologists in OCMU 
(Oncology Center Mansoura University). 

In future this system can be applied for other types of 
cancers. In addition it can integrate the more complex evolving 
molecular data in cancer diagnosis.  
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Abstract—Delivering software in traditional ways is challenged 

by agile software development to provide a very different 

approach to software development. Agile methods aim at fast, 

light and efficient than any other vigorous method to develop and 

support customers business without being chaotic. Agile software 

development methods claim to be people-oriented rather than 

process-oriented and adaptive rather than predictive. Solid 

Determination and Dedicated efforts are required in agile 

development to overcome the disadvantages of predefined set of 

steps and changing requirements to see the desirable outcome 

and to avoid the predictable results.  These methods reach the 

target promptly by linking developers and stakeholders. 
The focus of this research paper is two fold. The first part is to 

study different agile methodologies, find out the levelheaded 

difficulties in agile software development and suggests possible 

solutions with a collaborative and innovative framework. The 

second part of the research paper concentrates on the importance 

of handling traceability in agile software development and finally 

proposes an ingenious and organized theoretical framework with 

a systematic approach to agile software development.  

Keywords-Traceability; requirements; agile manifesto; framework 

I.  INTRODUCTION 

Over the years many different software methodologies have 
been introduced and used by the software engineering 
community. Developers and users of these methods have 
invested significant amount of time and energy in improving 
and refining them. The method they choose for software 
development depends on the type of organization, the type of 
project and the type of people involved. Agile software 
development methodologies have been greeted with 
enthusiasm by many software developers because work is done 
at different levels in parallel [9]. We can use our creativity on 
the design level you can also have the fun of implementing the 
design in a smart way.  

Handling unstable and volatile requirements throughout the 
development life cycles and delivering products in short time 
frames and under budget constraints when compared with 
traditional development methods are the two most significant 
characteristics of the agile approaches. Successful agile 
traceability processes incorporates the carefully devised 
planning stage to determine when, how, where and why each 
traceability link will be created. 

This paper is organized as follows; section II presents the 
comparative study of different agile methodologies. Section III 
Surveys the major worthwhile risks associated with agile 
software development and suggests possible solutions. Section 
IV explains the importance of traceability in agile. Finally 
section V proposes ingenious and organized theoretical 
framework. 

II. COMPARITIVE STUDY OF AGILE METHODS 

Agile methods are a family of development techniques 
designed to deliver products on time, on budget, with high 
quality and customer satisfaction [15]. This family includes 
several and very different methods. The most popular include: 

 eXtreme Programming (XP) 

 Scrum 

 Dynamic Systems Development Method (DSDM) 

 Adaptive Software Development (ASD) 

 The Crystal family 

 
XP is a deliverable and disciplined approach to agile 

software development [1]. XP is successful because it stresses 
customer satisfaction and allows the software developers to 
confidently respond to changing software requirements even 
late in the lifecycle. The business culture affecting the 
development unit is another focal issue in XP.  

Scrum approach has been developed for managing the 
systems development process [8]. It is an empirical approach 
applying the ideas of industrial process control theory to 
software development resulting in an approach that 
reintroduces the ideas of flexibility, adoptability & 
productivity.  

Scrum concentrates on how the team members should 
function in order to produce the system flexibly in a constantly 
changing environment [8]. 

The fundamental idea behind DSDM is that instead of 
fixing the amount of functionality in a product, and then 
adjusting time and resources to reach that functionality, it is 
preferred to fix time and resources, and then adjust the amount 
of functionality accordingly. DSDM is a non-profit and non – 
proprietary framework for rapid application development 
(RAD) maintained by the DSDM consortium. 
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Adaptive software development is a lightweight software 
development method that accepts continuous change as the 
norm. The method follows a dynamic lifecycle, Speculate-
Collaborate-Learn, instead of the traditional, static lifecycle, 
Plan-Design-Build. ASD emphasizes continuous learning. It is 
characterized by constant change, reevaluation, peering into an 
uncertain future, and intense collaboration among developers, 
testers, and customers [16]. ASD was designed for projects that 
are characterized with high-speed, high-change, and 
uncertainty. 

The crystal family of methodologies includes a number of 
different methodologies for selecting the most suitable 
methodology for each individual project. Besides the 
methodologies, the crystal approach also includes principles for 
tailoring the methodologies to fit the raring circumstances of 
different projects. A team using crystal clear should be located 
in a shared office-space due to the limitations in its 
communication structure. Both the crystal clear as well as 
crystal orange suggest the following policy standards: 

 incremental delivery on a regular basis 

 progress tracking 

 direct user involvement 

 automated regression testing of functionality 

 two user reviewing per release 

TABLE I.  TEAM  SIZE  IN  CRYSTAL  FAMILY 

Methodology Team (n° people) 

Crystal Clear 2-6 

Crystal Yellow 6-20 

Crystal Orange 20-40 

Crystal Red 40-80 

TABLE II.   COMPARISON OF AGILE METHODS 

Concept XP SCRUM DSDM CRYSTAL FDD 

Team size 3-16 

 

5-9 

 

2-6 

 

4-8 

 

6-15 

 

Number of  

teams 
1 

 

1-4 

 

 

1-6 

 

 

1-10 

 

1-3 

 

Volatility 

 

 

high 

 

 

high 

 

 

low 

 

high low 

Team 

distribution 

 

no 

 

 

no 

 

 

yes 

 

 

yes 

 

yes 

III. LEVELHEADED DIFFICULTIES IN AGILE SOFTWARE 

DEVELOPMENT AND THE SUGGESTED SOLUTIONS 

Collaboration between customers and development team is 
important factor of agile software development. Even though 
the agile methods are meant for fast delivery under budget 
constraints there are certain levelheaded difficulties in agile 
software development.  

Below are such difficulties which are worthwhile to be 
considered: 

 Need high-quality collaboration between customers 
and agile development team. 

 Need a high-level of customer involvement. 

 Lack of long-term detailed plans. 

 Producing a lower level documentation. 

 Misinterpreted as unplanned and undisciplined. 

Requirements are the base of all software products and their 
elicitation, management, and understanding are very common 
problems for all development methodologies [2]. In particular, 
the requirements variability is a major challenge for all 
commercial software projects. Five of the eight main factors for 
project failure deal with requirements incomplete requirements, 
low customer involvement, unrealistic expectations, changes in 
the requirements, and useless requirements. 

TABLE III.  MAIN CAUSES OF PROJECT FAILURE 

Problem % 

Incomplete requirements 13.1 

Low customer involvement 12.4 

Lack of resources 10.6 

Unrealistic expectations 9.9 

Lack of management support 9.3 

Changes in the requirements 8.7 

Lack of planning 8.1 

Useless requirements 7.5 

A. Quality facilitator 

Figure1 portrays the responsibilities of the Quality 
Facilitator in different aspects of the agile software 
development process. QF should be responsible of the effective 
management of changing requirements which is an important 
factor to be concentrated on in order to maximize stakeholder 
ROI. QF along with the agile team should as well address the 
issues of maintenance and support so as to maintain high 
discipline and good engineering principles. QF is responsible in 
the following aspects of different issues which are discussed. 

Agile Project Management is an iterative method of 
determining requirements for software and for delivering 
projects in a highly flexible and interactive manner [4]. It 
requires empowered individuals from the relevant business 
with supplier and customer input. Agile project management 
takes the ideas from agile software development and applies 
them to project management. Agile methodologies generally 
promote a project management process that encourages 
stakeholder involvement, feedback, objective metrics and 
effective controls [11]. 

Software configuration management is a process for 
developing and maintaining concurrency of the product’s 
performance, functional, and physical attributes with its 
requirements, design and operational information throughout 
its life [9]. Hence both the agile teams and the quality 
facilitator should focus on the configuration management. 
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Figure 1.  Responsibilities of Quality Facilitator 

Agilists want to develop software which is both high-
quality and high-value, and the easiest way to develop high-
value software is to implement the highest priority 
requirements first. The activities contributing to effective 
change management are motivating change, creating vision of 
change, developing political support, managing the transition 
of change and sustaining momentum [11].  

Teams practicing Agile Software Development value 
working software over other artifacts. A feature from the 
release plan is not complete until you can demonstrate it to 
your customer, ideally in a shippable state. Agile teams strive 
to have a working system ("potentially shippable") ready at the 
end of each iteration [11]. Thus Release Management should 
be easy for an ideal agile team, as agile teams, in theory are 
ready to release at regular intervals, and the release 
management aspect is the customer saying "ship it!." 

Deployment is the point where an application starts to 
provide a return on the development investment. Delivering 
software doesn't stop once the application is written. It needs to 
be built, assembled and deployed, and historically this has been 
a non-trivial, manual and an error-prone task. 

Agile testing does not emphasize testing procedures and 
focuses on ongoing testing against newly developed code until 
quality software from an end customer's perspective results. 
Agile testing is built upon the philosophy that testers need to 
adapt to rapid deployment cycles and changes in testing 
patterns [13]. 

Agile development processes place both added importance 
as well as special demands on your software quality assurance 
(SQA) practices. As an integrated part of the agile team, testers 
participate in the full life-cycle from requirements through 
release [9]. While many of the principles and practices of 
software quality assurance apply, an agile approach requires 
some new ways of viewing testing activities in the 
development process. Successful outsourcing projects are the 
ones that strike a good balance between testing and quality 
assurance throughout the lifecycle of the project [13]. 

B. Collaborative and innovative framework 

To generate a significant impact on the productivity of the 
project, companies should adopt a hybrid approach that is using 
scrum and adding XP engineering practices.  

Unlike XP, projects are wrapped by scrum, they becomes 
scalable and can be run simultaneously by distributed teams[1]. 
XP can be gradually implemented within scrum framework. 
Scrum is a project management approach, whereas XP is a 
methodology for project development [6]. Scrum only focuses 
on the managing side that is on what needs to be done rather 
than how to do it. XP on the developer side uses test driven 
development, pair programming, refactoring, etc. which are 
very essential to build good quality software but are missing in 
scrum [5].  

Since Scrum doesn’t have any engineering practices and 
XP doesn’t have any management practices, XP with scrum 
projects allows better value metrics process for measuring and 
managing initiative ROI [10].  

Planning includes the definition of the system being 
developed and the definition of the project team, tools and 
other resources, risk assessment, controlling issues, training 
needs and verification management approval.  

The requirements can originate from the customer, sales 
and marketing division, customer support or software 
developers.  The requirements are prioritized and the effort 
needed for their implementation is estimated. The product 
backlog list is constantly updated with new and more detailed 
items, as well as with more accurate estimations and new 
priority orders. Sprint backlog lists product backlog items 
selected to be implemented in the next iteration.  

Unlike the product backlog, sprint backlog is stable until 
the sprint is completed. A new iteration of the system is 
delivered after all the items in the sprint backlog are completed.  

Figure 2 is the framework, a hybrid approach in which XP 
engineering practices are implemented in the scrum sprint [5]. 
Sprints are iterative cycles where the functionality is 
developed or enhanced to produce new increments. Each 
Sprint includes the traditional phases of software 
development:  requirements, analysis, design, evolution and 
delivery phases. These phases are implemented using extreme 
programming methodology. The functional tests created by the 
customer are run at the end of each iteration.                          

Here the key characteristics of XP are included such as 
refactoring - restructuring the system by removing duplication, 
improving communication, simplifying and adding flexibility 
without changing its functionality, pair programming – two 
people write the code at one computer which is great for 
complex and critical logic [11], collective code ownership – 
code belongs to the project not to any individual engineer, 
continuous integration – a new piece of code is integrated into 
the code-base as soon as it is ready. Thus the system is 
integrated and built many times a day [7]. All tests are run and 
passed for the changes in the code to be accepted.  
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Figure 2.  A Collaborative and innovative framework 

Extra testing and checking of the performance of the system 
before the system can be released to the customer. At this 
stage, new changes may still be found and the decision has to 
be made if they are included in the current release. The 
postponed ideas and suggestions should be documented for 
later implementation [9]. 

Communication and coordination between project members 
should be enabled at all times. Any resistance against XP 
practices from project members, management or customers 
may be enough to fail the process. Ultimately better results can 
be obtained by tailoring some of the scrum principles such as 
the daily scrum meeting to keep track of the progress of the 
scrum team continuously and they also serve as planning 
meetings [8] [13].  

Developing software on time and within budget is not good 
enough if the product developed is full of defects and 
customers today are demanding higher quality software than 
ever before. Now-a-days the software market is mature enough 
and users want to be assured of quality [5]. Due to time-to-
market pressures or cost considerations, the developer may 
limit the software quality assurance function and not choose to 
conduct independent reviews. 

IV. TRACEABILITY IN AGILE 

This section of the research paper explains the importance 
of traceability in agile methods, how much level of traceability 
should be added and how to add traceability to agile methods.  

A. The Importance of Traceability 

Traceability is an important part in agile software 
development. Today there are many conflicts on whether the 
traceability is important in agile methods. During the study we 
have considered several opinions of different people of agile 
teams. Majority of people articulated that if traceability is 
supposed to be added in agile methods it should see that it will 
not place much administrative overhead to the team and also it 
should be considered on how the team will be benefited from 
the gathered information. 

Traceability done in agile methods should help keep all the 
information gathered, organized and easy to find. It should 
ensure that the teams involved in development should find a 
way to look at how different artifacts are linked. Also it is 
important for teams to be capable of tracing the information 
and the decisions that were made during the entire process [14]. 

To generate a significant impact on the productivity of the 
project, companies should adopt a hybrid approach that is using 
scrum and adding XP engineering practices as discussed in 
section III. The tracing practices that apply to adding 
traceability to Scrum can be applied to XP and vice-versa. 

B. Levels of AddingTtraceability 

Some level of tracing is always considered to be useful for 
all the projects to be developed. There are several situations 
where it is good to add traceability in the agile methods. Some 
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projects are suitable to add traceability completely where as 
some are suitable to add traceability to the minimum.  

Adding traceability to a project depends on the life span of 
the project. The organization should consult the customer or 
stake holder on how long the product will be used. The level of 
traceability to be added depends on the life span of the product. 
If the life span is too short it is better to avoid traceability in 
agile methods.  

If the life span is about one year there is no need of adding 
all the traceability and the documentation. If the life span for 
the project is about to change then the traceability should be 
added from the beginning of the development itself. If the life 
span last long it is better to add full tracing. The customer or 
stake holder is uncertain about the life span of the project it is 
better to add traceability to a certain level.  

Adding traceability to a project depends on the size of the 
project [12]. If the size of the project is small it is difficult to 
know how much the level of traceability is added. When Scrum 
or XP agile methods are used to develop small projects the 
level of traceability can be quite minimum. If the size of the 
project is large and complex, the team should document their 
work from the beginning of the development. Hence the level 
of traceability to be added should be maximum for such 
projects. 

C. The Tracing Practices in Adding Traceability 

In order to add traceability in agile methods there are 
several tracing practices which can be used individually or 
combined with each other. Below are several tracing practices: 

1) Trace  the requirements to stakeholder. 

2) Trace the requirements to problem description. 

3) Trace  the requirements to product backlog. 

4) Trace the requirements to sprint backlog. 

5) Trace the requirements to code. 

6) Trace the requirements to database tables. 

7) Trace the requirements to test. 

8) Documentation. 

V. INGENIOUS AND ORGANIZED  THEORETICAL 

FRAMEWORK 

Agile Alliance formulated their ideas into values and 
further to twelve principles that support those values. Values of 
Agile Manifesto are as follows:  

 Individuals and interactions over processes and tools. 

 Working software over comprehensive documentation. 

 Customer collaboration over contract negotiation. 

 Responding to change over following a plan. 

The above values are realized in the principles of Agile 
Manifesto[3].

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Traceability practices 

The eleven principles among the twelve are chosen to 
model ingenious and organized theoretical frameworks which 
are as follows:  

1) Our highest priority is to satisfy the customer through 

early and continuous delivery of valuable software. 

2) Welcome changing requirements, even late in  

development. Agile processes harness change for the 

customer's competitive advantage. 

3) Deliver working software frequently, from a couple of 

weeks to a couple of months, with a preference to the 

shorter timescale. 

4) Business people and developers must work together 

daily throughout the project. 
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5) Build projects around motivated individuals. Give them 

the environment and support they need, and trust them 

to get the job done. 

6) The most efficient and effective method of  conveying 

information to and within a development team is face-

to-face conversation. 

7) Working software is the primary measure of progress. 

8) Agile processes promote sustainable development. The 

sponsors, developers, and users should be able to 

maintain a constant pace indefinitely. 

9) Continuous attention to technical excellence  

and good design enhances agility. 

10) Simplicity--the art of maximizing the amount  

of work not done--is essential. 

11) At regular intervals, the team reflects on how to become 

more effective, then tunes and adjusts its behavior 

accordingly. 

To improve software development and to maximize the 
ROI (Return On Investment), it is not merely sufficient if the 
organization just understand the principles of Agile manifesto 
but indeed implementing them in right way and in right 
situations is more important. In order to facilitate agile software 
development, all the aspects of the organization are to be 
considered. The four different aspects that lead the organization 
are internal, external, technical and social aspects. Each aspect 
should be handled very carefully. 

The ingenious and theoretical framework given below 
clearly shows which of the agile manifesto principles are to be 
followed in each aspect of the system. By doing so working 
software can be produced using agile software development 
with faster delivery and within budget. Not all the principles 
are relevant enough to be followed in all the aspects of the 
organization. With careful examination and with experience the 

framework given suggests what principles are to be followed in 
each and every aspect of the organization and their 
interdependencies through which working software can be 
produced which satisfies both customers and the development 
team. 

Internal aspects in the organization relate to the 
development team. External aspects relate to the customers or 
stakeholders. Technical aspects relate to different stages of 
development. Social aspects relate to the people, their working 
style, communication, job satisfaction.   

The first principle which tells team to show highest priority 
as mentioned above relates to all the four aspects of the 
organization. The second principle relates to external - social 
aspects and also external – Technical aspects since it deals with 
the basic goal of agile software development. The third 
principle relates to technical aspects with external 
implementation and also to technical aspects with internal 
implementation. Principle four relates to social aspects with 
internal and external implementation since it deals with 
coordination and collaboration between people and developers.  

The fifth principle relates to internal –social aspects of the 
organization, principle six relates to social aspects in 
coordination with to internal and external aspects since 
communication is the most important issue. Principle seven 
relates to technical aspects with external implementation and 
also to technical aspects with internal implementation which is 
the ultimate goal of agile software development. The eighth 
principle relates to social aspects with external implementation 
and also to social aspects with internal implementation 

The ninth principle which is the key strength and success 
factor of the organization relates to technical and internal 
aspects, principle 10 also relates to technical and internal 
aspects, the eleventh principle relates to internal and social 
aspects. 

The involvement of the subject matter expert is very 
important for smooth running of the project. Since the subject 
matter experts have the domain knowledge he can help the 
development team in following the principles and practices. 
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Figure 4.  An ingenious and organized theoretical framework 

CONCLUSION 

Most of the agile techniques are repacking of well-known 
techniques like ignoring documentation of meetings, 
maintaining reviews, writing test cases before writing code, etc. 
This research paper suggests that small and mid-sized 

companies can have a Quality Facilitator who should play an 
important role to eliminate all the discussed worthwhile risks to 
the extent possible to produce a defect free product.  Since 
certifications like ISO, CMMI emphasize more on 
documentation of the activities/work items, we need to 
concentrate on the documentation work for agile also [10]. So 
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our research suggests a QF role for ensuring the process is 
followed and the documentation is done properly so that there 
won’t be any quandary for the project while facing the 
internal/external audits.  

The proposed collaborative and innovative framework can 
be implemented along with the suggested possible solutions for 
the mentioned levelheaded difficulties. Also the organizations 
have to take steps in implementing the suggested theoretical 
framework which can lead in developing successful projects. 
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Abstract— This paper proposes different approaches of wavelet 
based image denoising methods. The search for efficient image 
denoising methods is still a valid challenge at the crossing of 
functional analysis and statistics. In spite of the sophistication of 
the recently proposed methods, most algorithms have not yet 
attained a desirable level of applicability. Wavelet algorithms are 
useful tool for signal processing such as image compression and 
denoising. Multi wavelets can be considered as an extension of 
scalar wavelets. The main aim is to modify the wavelet 
coefficients in the new basis, the noise can be removed from the 
data. In this paper, we extend the existing technique and 
providing a comprehensive evaluation of the proposed method. 
Results based on different noise, such as Gaussian, Poisson’s, Salt 
and Pepper, and Speckle performed in this paper. A signal to 
noise ratio as a measure of the quality of denoising was preferred.  

Keywords: Image; Denoising; Wavelet Transform; Signal to Noise 
ratio; Kernel; 

I.  INTRODUCTION  

The image usually has noise which is not easily eliminated 
in image processing. According to actual image characteristic, 
noise statistical property and frequency spectrum distribution 
rule, people have developed many methods of eliminating 
noises, which approximately are divided into space and 
transformation fields  The space field is data operation carried 
on the original image, and processes the image grey value, like 
neighborhood average method, wiener filter, center value filter 
and so on. The transformation field is management in the 
transformation field of images, and the coefficients after 
transformation are processed.  Then the aim of eliminating 
noise is achieved by inverse transformation, like wavelet 
transform [1], [2]. Successful exploitation of wavelet 
transform might lessen the noise effect or even overcome it 
completely [3]. There are two main types of wavelet transform 
- continuous and discrete [2]. Because of computers discrete 
nature, computer programs use the discrete wavelet transform. 
The discrete transform is very efficient from the computational 
point of view. In this paper, we will mostly deal with the 
modeling of the wavelet transform coefficients of natural 
images and its application to the image denoising problem. 
The denoising of a natural image corrupted by Gaussian noise 
is a classic problem in signal processing [4]. The wavelet 
transform has become an important tool for this problem due 
to its energy compaction property [5]. Indeed, wavelets 
provide a framework for signal decomposition in the form of a 
sequence of signals known as approximation signals with 
decreasing resolution supplemented by a sequence of 
additional touches called details [6][7]. Denoising or 
estimation of functions, involves reconstituting the signal as 

well as possible on the basis of the observations of a useful 
signal corrupted by noise [8] [9] [10] [11]. The methods based 
on wavelet representations yield very simple algorithms that 
are often more powerful and easy to work with than traditional 
methods of function estimation [12]. It consists of 
decomposing the observed signal into wavelets and using 
thresholds to select the coefficients, from which a signal is 
synthesized [5]. Image denoising algorithm consists of few 
steps; consider an input signal  ( )and noisy signal  ( ). Add 
these components to get noisy data  ( ) i.e.  

 ( )   ( )   ( )                           
Here the noise can be Gaussian, Poisson‟s, speckle and 

Salt and pepper, then apply wavelet transform to get  ( ). 

 ( )
                 
→               ( )                        

Modify the wavelet coefficient  ( ) using different 
threshold algorithm and take inverse wavelet transform to get 

denoising image  ̂( ).  

 ( )
                         
→                     ̂( )              

The system is expressed in Fig. 1.  

 

 

 

 

 

 

 

 

Figure 1: Block diagram of Image denoising using wavelet transform. 

Image quality was expressed using signal to noise ratio of 
denoised image. 

II. WAVELET TRANSFORM  

The wavelet expansion set is not unique. A wavelet system 
is a set of building blocks to construct or represents a signal or 
function. It is a two dimensional expansion set, usually a basis, 
for some class one or higher dimensional signals.  The wavelet 
expansion gives a time frequency localization of the signal. 
Wavelet systems are generated from single scaling function by 
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scaling and translation. A set of scaling function in terms of 
integer translates of the basic scaling function by  

  ( )   (   )                    
 .            (4) 

The subspaces of    ( ) spanned by these functions is 

defined as    *  ( )+ 
    ̅̅ ̅̅ ̅̅ ̅

 for all integers k from minus 

infinity to infinity. A two dimensional function is generated 
from the basic scaling function by scaling and translation by 

     ( )   
    (     )                                       (5) 

Whose span over k is  

   {  ( 
  )}

 

    ̅̅ ̅̅ ̅̅ ̅
    {    ( )} 

    ̅̅ ̅̅ ̅̅ ̅
,          (6) 

for all integer. The multiresolution analysis expressed in terms 
of the nesting of spanned spaces as                
           

 .  The spaces that contain high resolution 
signals will contain those of lower resolution also. The spaces 

should satisfy natural scaling condition  ( )     ⇔   (  )  
     which ensures elements in space are simply scaled 

version of the next space. The nesting of the spans of  (    
 )denoted by     i.e.  ( )is in    , it is also in   , the space 

spanned by  (  ). This  ( )can be expressed in weighted 
sum of shifted  (  )as 

 ( )  ∑  ( )√  (    )                                   (7)   

Where the h (n) is scaling function. The factor √  used for 
normalization of the scaling function. The important feature of 
signal expressed in terms of wavelet function  

   
( )not in 

scaling function     ( ). The orthogonal complement of     in 

     is defined as  , we require, 

〈    ( )    ( )〉  ∫    ( )    ( )                                     (8) 

For all appropriate        . The relationship of the 

various subspaces is  
              

 . The wavelet 
spanned subspaces   such that         , which extends 

to            .In general this               
where    is in the space spanned by the scaling function 
 (   ), at     , equation becomes 

                                                  (9) 

eliminating the scaling space altogether . The wavelet can be 
represented by a weighted sum of shifted scaling function 
 (  ) as, 

 ( )  ∑   ( )√  (    )                     (10) 

For some set of coefficient   ( ), this function gives the 
prototype or mother wavelet ( ) for a class of expansion 
function of the form,        

    ( )   
    (     )                                              (11) 

Where   the scaling of   is,       is the translation in t, and  
     maintains the    norms of the wavelet at different scales. 
The construction of wavelet using set of scaling function 

  ( ) and  
   
( ) that could span all of   ( ), therefore 

function  ( )    ( ) can be written as  

 
 ( )  ∑  ( )  ( )  

 
     ∑ ∑  (   )    ( )

 
    

 
        (12) 

First summation in above equation gives a function that is 
low resolution of g (t), for each increasing index j in the 
second summation, a higher resolution function is added 
which gives increasing details. The function d (j, k) indicates 
the differences between the translation index k, and the scale 
parameter j.  In wavelet analysis expand coefficient at a lower 
scale level to higher scale level, from equation (10), we scale 
and translate the time variable to given as 

 (     )   ∑  ( )√  (          )           (13) 

After changing variables m=2k+n, above equation 
becomes   

 (     )  ∑  (    )√  (       )         (14) 

If we denote    as    *   (     )+  
    ̅̅ ̅̅ ̅̅ ̅

then  ( )  

    ⇒  ( )  ∑     ( ) 
   

  (       )   is expressible at 

scale j+1, with a scaling function only not wavelets. At one 
scale lower resolution, wavelets are necessary for the detail 
not available at a scale of j. We have 

 ( )  ∑   ( ) 
    (     )  ∑   ( ) 

 

  (     )   (15) 

Where the    terms maintain the unity norm of the basis 
functions at various scales.  If     ( ) and     ( ) are 

orthonormal, the j level scaling coefficients are found by 
taking the inner product 

  ( )  〈 ( )     ( )〉  ∫  ( )  
    (     )          (16) 

By using equation (14) and interchanging the sum and 
integral, can be written as  

  ( )  ∑  (    )∫  ( ) 
   

  (       )        (17) 

But the integral is inner product with the scaling function 
at a scale j+1giving 

  ( )  ∑  (    )    ( )                                     (18) 

The corresponding wavelet coefficient is 

  ( )  ∑   (    )    ( )                                  (19) 

Fig. 2 shows the structure of two stages down sampling 
filter banks in terms of coefficients. 

 

Figure 2: Two stages down sampling filter bank 

A reconstruction of the original fine scale coefficient of the 
signal made from a combination of the scaling function and 
wavelet coefficient at a course resolution which is derived by 
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considering a signal in the     scaling function space  ( )  
    . This function written in terms of the scaling function as  

 ( )  ∑     ( ) 
   

  (       )                               (20) 

In terms of next scales which requires wavelet as 

 ( )  ∑   ( ) 
    (     )  ∑   ( ) 

  (     )    (21) 

Substituting equation (15) and equation (11) into equation 
(20), gives  

 ( )  ∑   ( )∑  ( ) 
   

  (          )    

                  ∑   ( )∑   ( ) 
   

  (          )           (22) 

Because all of these function are orthonormal, multiplying 

equation (20) and equation (21) by  (       ) and 
integrating evaluates the coefficients as               

      ( )      ∑   ( ) (    )              

                                        ∑   ( )  (    )                 (23) 

Fig. 3 shows the structure of two stages up sampling filter 
banks in terms of coefficients i.e. synthesis from coarse scale 
to fine scale [5] [6] [7]. 

 

Figure 3: Two stages up sampling filter 

In filter structure analysis can be done by apply one step of 
the one dimensional transform to all rows, then repeat the 
same for all columns then proceed with the coefficients that 
result from a convolution with in both 
directions[6][7][8][9][10][12]. The two level wavelet 
decomposition as shown in fig 4. 

 

Figure 4: Two-dimensional wavelet transform.  

III. DENOISING TECHNIQUE WITH EXISTING THRESHOLD 

Noise is present in an image either in an additive or 
multiplicative form. An additive noise follows the rule, 
 (   )   (   )   (   ) 

While the multiplicative noise satisfies  

 (   )   (   )   (   ).  

Where  (   ) is the original signal,  (   )denotes the 
noise. When noise introduced into the signal it produces the 
corrupted image  (   ).14]. Gaussian Noise is evenly 
distributed over the signal. This means that each pixel in the 
noisy image is the sum of the true pixel value and a random 

Gaussian distributed noise value. Salt and Pepper Noise is an 
impulse type of noise, which is also referred to as intensity 
spikes. This is caused generally due to errors in data 
transmission. The corrupted pixels are set alternatively to the 
minimum or to the maximum value, giving the image a “salt 
and pepper” like appearance. Unaffected pixels remain 
unchanged. The source of this noise is attributed to random 
interference between the coherent returns [7], [8], [9] [10]. 
Fully developed speckle noise has the characteristic of 
multiplicative noise. 

A. Universal Threshold 

The universal threshold can be defined as, 

   √     ( )               (24) 

N being the signal length, σ being the noise variance is 
well known in wavelet literature as the Universal threshold. It 
is the optimal threshold in the asymptotic sense and minimizes 
the cost function of the difference between the function. One 
can surmise that the universal threshold may give a better 
estimate for the soft threshold if the number of samples is 
large [13] [14]. 

B. Visu Shrink 

Visu Shrink was introduced by Donoho [13]. It uses a 
threshold value t that is proportional to the standard deviation 
of the noise. It follows the hard threshold rule. An estimate of 
the noise level σ was defined based on the median absolute 
deviation given by 

 ̂  
      ({|      |           

     })

      
                                  (25) 

Where       corresponds to the detail coefficients in the 

wavelet transform. VisuShrink does not deal with minimizing 
the mean squared error. Another disadvantage is that it cannot 
remove speckle noise. It can only deal with an additive noise. 
VisuShrink follows the global threshold scheme, which is 
globally to all the wavelet coefficients [9]. 

C. Sure Shrink 

A threshold chooser based on Stein‟s Unbiased Risk 
Estimator (SURE) was proposed by Donoho and Johnstone 
and is called as Sure Shrink. It is a combination of the 
universal threshold and the SURE threshold [15] [16]. This 
method specifies a threshold value    for each resolution level 

  in the wavelet transform which is referred to as level 
dependent threshold. The goal of Sure Shrink is to minimize 
the mean squared error [9], defined as, 

    
 

  
∑ ( (   )   (   ))  
                                 (26) 

Where  (   )is the estimate of the signal,  (   ) is the 
original signal without noise and n is the size of the signal. 
Sure Shrink suppresses noise by threshold the empirical 
wavelet coefficients. The Sure Shrink threshold t* is defined 
as  

       (   √     )                                                 (27) 

Where   denotes the value that minimizes Stein‟s Unbiased 
Risk Estimator,   is the noise variance computed from 
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Equation, and   is the size of the image. It is smoothness 
adaptive, which means that if the unknown function contains 
abrupt changes or boundaries in the image, the reconstructed 
image also does [17] [18]. 

D. Bayes Shrink 

Bayes Shrink was proposed by Chang, Yu and Vetterli. 
The goal of this method is to minimize the Bayesian risk, and 
hence its name, Bayes Shrink [19]. The Bayes threshold,  , is 
defined as  

   
  
  ⁄                                                                      (28) 

Where    is the noise variance and    is the signal 
variance without noise. The noise variance    is estimated 
from the sub band HH by the median estimator shown in 
equation (28). From the definition of additive noise we 
have  (   )   (   )   (   ). Since the noise and the 
signal are independent of each other, it can be stated that 

  
    

                      (29) 
  
  can be computed as shown below: 

  
  

 

  
∑   (   ) 
                (30) 

The variance of the signal, σ2
s is computed as 

   √    (  
      ) 

                                             
(31) 

With    and  
 , the Bayes threshold is computed from 

Equation (31). Using this threshold, the wavelet coefficients 
are threshold at each band [20]. 

E. Normal Shrink:  

The threshold value which is adaptive to different sub band 
characteristics 

     
 

  ⁄   

Where the scale parameter   has computed once for each 
scale, using the following equation.  

  √   .
  

 
/                                       (32) 

   means the length of the sub band at     scale.   means 
the noise variance, [13] which can be estimated from the sub 
band HH using equation (32). 

IV. PROPOSED DENOISING SCHEME 

There are different denoising scheme used to remove noise 
while preserving original information and basic parameter of 
the image. Contrast, brightness, edges and background of the 
image should be preserved while denoising in this technique. 
Wavelet transform tool used in denoising of image. Multi 
resolution analysis structure consider for denoising scheme. 
Actually, the performance of our algorithm is very close, and 
in some cases even surpasses, to that of the already published 
denoising methods. Performance measured in terms of signal 
to noise ratio 

A. New threshold function: 

This function is calculated by 

      √       ( )                                   (33) 

Where,    is the total number of pixel of an image,    is 
the mean of the image. This function preserves the contrast, 
edges, background of the images. This threshold function 
calculated at different scale level.    

B. Circular kernel:  

Kernel applied to the wavelet approximation coefficient, to 
get denoised image with all parameters undisturbed. The 
kernel uses here in this technique contains some components 
like [0 0 1 1 1 0 0; 0 1 1 1 1 1 0; 1 1 1 1 1 1 1; 1 1 1 1 1 1 1; 1 
1 1 1 1 1 1; 0 1 1 1 1 1 0; 0 0 1 1 1 0 0]. Multi resolution 
analysis wavelet structure has used for this kernel to get result.  

C. Mean-Max threshold:   

Generation of the threshold in using mean and max method 
after decomposition. Let xi denotes the sequence of elements; 
threshold can be calculated using following technique. 

       {  }     {,   (       - 

,   (         )-     [   (           )] }      (34) 

       {  }     *,   (       - 
,   (         )-    ,   (           )- +     (35) 

D. Nearest neighbor:  

This technique gives better result for different kernel 
structure shown in figure (5). In this kernel central pixel (CP), 
calculated from the neighbor value. Three different kernels 
have proposed for better reduction of noise using wavelet 
transform at different scale. Mark „x‟ denotes low value at that 
position.  

 

   (a)                           (b)    (c) 

Figure 5: Kernel at different noise level. 

V. RESULT 

Image parameters has not disturb when denoising. In this 
paper calculating threshold function in spatial domain, and 
Lena image is used for implementation. When denoising we 
have to preserve contrast of the image. Image brightness in 
denoising kept same but preserves the background and the 
gray level tonalities in the image. The noise term is considered 
as a random phenomenon and it is uncorrelated, hence the 
average value of the noise results in a zero value, therefore 
consider proper kernel to get denoised image The low pass 
spatial filter reduces the noise such as bridging the gaps in the 
lines or curve in a given image, but not suitable for reducing 
the noise patterns consisting of strong spike like components 
[21] [22]. The high pass filters results in sharp details, it 
provides more visible details that obscured, hazy, and poor 
focus on the original image. Now wavelets preferred in 
denoising while preserving all the details of the image.  Table 
1 shows the results with existing technique and proposed 
denoising scheme. 
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TABLE 1: RESULT OF DIFFERENT TECHNIQUE WITH LENA. 

Methods Denoised image SNR 

 Gaussian 

Salt and 

Pepper 

Poisson Speckle 

VisuShrink 14.2110 11.8957 11.6988 12.2023 

Universal 9.2979 9.6062 9.5227 9.8297 

Sure shrink 16.8720 17.2951 14.3082 14.7922 

Normal Shrink 15.4684 17.2498 14.5519 15.0069 

Bays shrink 15.3220 16.9775 14.6518 14.9716 

New threshold 15.0061 15.5274 13.9969 14.5171 

Circular kernel 16.7560 18.9791 17.9646 14.2433 

Mean 

Max 

approxim

ation 

Maxmin 9.5908 10.2514 10.0308 10.4287 

Meanmin 12.5421 12.9643 13.2045 13.3588 

Minmax 13.3761 9.3629 13.4904 13.8338 

Meanmax 10.7183 11.5483 11.3422 11.8212 

Sqrtth 16.9222 19.9917 16.9681 16.4639 

Nearest 

Neighbor 

Four 

diagonal 
13.6178 13.4029 12.9661 13.6229 

Four 

directional 
13.7226 13.1139 13.1241 13.8448 

Eight conn- 

ectivity 
13.5136 13.0216 13.0835 13.9546 

 

VI. CONCLUSION 

This technique is computationally faster and gives better 
results. Some aspects that were analyzed in this paper may be 
useful for other denoising schemes, objective criteria for 
evaluating noise suppression performance of different 
significance measures. Our new threshold function is better as 
compare to other threshold function. Some function gives 
better edge perseverance, background information, contrast 
stretching, in spatial domain. In future we can use same 
threshold function for medical images as well as texture 
images to get denoised image with improved performance 
parameter.  
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Abstract – Multicasting technology uses the minimum network 

resources to serve multiple clients by duplicating the data packets 

at the closest possible point to the clients. This way at most only 

one data packets travels down a network link at any one time 

irrespective of how many clients receive this packet. Traditionally 

multicasting has been implemented over a specialized network 

built using multicast routers. This kind of network has the 

drawback of requiring the deployment of special routers that are 

more expensive than ordinary routers. Recently there is new 

interest in delivering multicast traffic over application layer 

overlay networks. Application layer overlay networks though 

built on top of the physical network, behave like an independent 

virtual network made up of only logical links between the nodes. 

Several authors have proposed systems, mechanisms and 

protocols for the implementation of multicast media streaming 

over overlay networks. In this paper, the author takes a critical 

look at these systems and mechanism with special reference to 

their strengths and weaknesses. 

Keywords – Multicasting; overlay networks; streaming media; 

I. INTRODUCTION 

Media multicasting is one of the most attractive 
applications that can exploit the network resources least while 
delivering the most to the clients. Multicast is a very efficient 
technology that can be used to deliver the same content to 
multiple clients simultaneously with minimum bandwidth and 
server loading. The use of this technology is many and web 
TV, IP TV, web radio, online delivery of teaching are few of 
them [1-4]. In all these applications, the server continues to 
deliver the content while clients can join and leave the 
network any time to receive the content, but they would 
receive it only from where they joined the stream.  

Traditionally multicasting was tied to the underlying 
network with special multicast routers making the necessary 
backbone. Multicast routers are special type of routers with the 
capability of duplicating and delivering the same data packet 
to many outgoing links depending on which links clients 
reside downstream. Traditional IP based routers are unicast 
that receive data packets on one link and either forward that 
packet only to one outgoing link or drop it depending on the 
routing table entries. Broadcasting is totally disabled in the

internet due to the unnecessary congestion caused by 
broadcast traffic that may bring the entire internet down in a 
short time.  

Using the network layer multicast routers to create the 
backbone of the internet is not that attractive as these routers 
are more expensive compared to unicast routers. Also, the 
absence of a multicast router at any point in the internet would 
defeat the objective of multicasting throughout the internet 
downstream from that point. Chu et al., have proposed to 
replace the multicast routers with peer to peer clients for 
duplicating and forwarding the packets to downstream clients 
[5]. In this arrangement, the duplicating and forwarding 
operation that makes multicasting attractive compared to 
unicast and broadcast would be carried out at the application 
layer. The multimedia application installed in end nodes 
would carry out the duplicating and forwarding operation in 
addition to the display of the content to the downstream nodes 
that request the stream from an upstream node. 

A peer to peer network is formed by nodes of equal 
capability and act both as client and server at the same time 
depending on the function performed. Peer to peer networks 
and applications have advantages over traditional client server, 
such as the elimination of single point of failure, balance the 
network load uniformly and to provide alternate path routing 
easily in case of link failures [6]. A peer to peer network forms 
an overlay network on top of the existing network 
infrastructure. The formation of this overlay network by the 
peer to peer nodes make the resulting network resilient to 
changes in the underlying network such as router and link 
failures and congestion. 

An overlay network is a computer network which is built 
on top of another network. Nodes in the overlay can be 
thought of as being connected by virtual or logical links, each 
of which corresponds to a path, perhaps through many 
physical links, in the underlying network. Usually overlay 
network run at the application layer of the TCP/IP stack 
making use of the underlying layer and independent of them 
[7]. Figure 1 shows the basic architecture of an overlay 
network. The nodes in an overlay network will form a network 
architecture of their own that may be totally different and 
independent of the underlying network. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No. 3, March 2011 

55 | P a g e  

http://ijacsa.thesai.org/ 

 
Figure 1: An Overlay Network 

II. MULTICASTING OVER OVERLAY NETWORKS 

Several authors have proposed protocols and services how 
to implement overlay based multicast over the internet. In this 
section, an in depth analysis would be carried out on the some 
of the most recent protocols and application in terms of their 
architecture, advantages and disadvantages. 

Chen et al., have proposed ACOM Any-source Capacity-
constrained Overlay Multicast system. This system is made up 
of three multicast algorithms namely Random Walk, Limited 
Flooding, and Probabilistic Flooding on top of a non-DHT 
(Distributed Hash table) overlay network with simple 
structures [8]. ACOM divides the receiving nodes into 
multicast groups based on the upload bandwidth of a node as 
the upload bandwidth is determining factor as a node may be 
required to transfer multiple copies of the same packet over 
the uplink. The number of nodes in a multicast group hence 
depends on the capacity of the uplink making the nodes with 
higher capacity to support large number of neighbors. An 
overlay network is established for each multicast group that 
transforms the multicast stream to a broadcast stream with the 
scope of the overlay.  

The overlay network is made up of two components, 
namely an unrestricted ring that is fundamentally different 
from the location specific DHT based ring and the random 
graph among the nodes. The ring maintenance is carried out 
by requiring the nodes to the next node as a successor and a 
few other nodes in order to avoid the problem of ring breakage 
due to node leaving the network.  

Packet delivery with the overlay network is carried out 
using a two phase process. In Phase 1, packets are forwarded 
to a random number of neighbors within a specific number (k 
– a system parameter) of hops. This follows a tree structure of 
delivery in Phase 1. For the purpose of delivery in Phase 2, the 
ring is partitioned into segments and each Phase 1 node is 
made responsible for a segment and required to deliver the 
packet to its successor which in turn forwards to its successor 
until the packet reaches a node that has already received the 
packet.  

In practice what ACOM does is to forward the packet in 
Phase 1 using a tree structure to a number of random nodes 
and then in Phase 2 the packet is forwarded in a unicast 
fashion down the network until all the nodes within the 
multicast subgroup receives the packet. 

Even though ACOM presents several advantages such as 
maintenance of virtual tree in place of multicast tree bound to 
the physical networks, it has certain disadvantages too. The 
main disadvantage is the total disregard of the physical 
distances when setting up of the virtual tree. ACOM also has 
certain other disadvantages in the formation and maintenance 
of the ring network.  

Liu and Ma have proposed a framework called Hierarchy 
Overlay Multicast Network based on Transport Layer Multi-
homing (HOMN-SCTP) [9]. This framework uses transport 
layer multi-homing techniques. HOMN-SCTP can be shared 
by a variety of applications, and provide scalable, efficient, 
and practical multicast support for a variety of group 
communication applications. The main component of the 
framework is the Service Broker (SvB) that is made up of the 
cores of of HOMN-SCTP and Bandwidth- Satisfied Overlay 
Multicast (BSOM).  The BSOM searches for multicast paths 
to form overlay networks for upper layer QoS-sensitive 
applications, and balance overlay traffic load on SvBs and 
overlay links.  

HOMN-SCTP is capable of supporting multiple 
applications on it and helps these applications meet the 
required QoS requirements. Since it is built on top of TCP, 
error control is totally delegated to the underlying layer. 
Nevertheless HOMN-SCTP is not suitable for applications 
such as streaming media that run on top of UDP.  

Fair Load Sharing Scheme proposed by Makishi et al., 
concentrates on improving throughput instead of reducing the 
delay on multisource multimedia delivery such as video 
conferencing using Application Layer Multicasting (ALM) 
[10]. This scheme is based on tree structure and tries to find 
the tree with the highest possible throughput. The main 
objective of the protocol is to improve the receiving bit rate of 
the node that is having lowest bit rate out of all receivers. The 
proposed scheme is an autonomous distributed protocol that 
constructs the ALM where each node refines its own subtree. 
The end result of this refinement of subtrees is the automatic 
refinement of the entire tree structure.  

This scheme assumes that there is backbone ring network 
that has unlimited bandwidth and all the receiving nodes can 
connect to this ring. The links from the backbone to the end 
nodes make the tree network which this protocol tries to 
improve for the receiver bandwidth. The end nodes initially 
make a basic (ad-hoc) tree network that would be improved 
iteratively over time until the all the nodes receive an optimum 
bandwidth in terms of bit rate. Once the basic tree structure 
has been established using unicast links, the nodes 
communicate with each other exchanging estimation queries 
with communication quality in terms of bandwidth to be 
allocated and the delay. When a better path than that is 
currently being used is found, the tree readjusts itself moving 
to the node with the better quality. This process is continued 
until the optimum link allocation is achieved.  

Peng and Zhang have discussed the problem associated 
with the intranet based multimedia education platform [4]. 
They mainly analyze the principles of this education platform, 
but in the process they introduce Computer Assisted 
Instruction (CAI) multicasting network as the backbone of the 
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network. The CAI multicasting network is based on the IPv4 
special class D multicasting (224.0.0.0 ~ 239.255.255.255) 
address block. The multicasting network has been 
implemented using the Winsock2 mechanism. Once the server 
node (teacher) has initiated the stream the user (students) can 
join the multicast network and receive the multicast stream on 
their computers. This system is suitable only for in class 
teaching or within limited distance where high networking 
resources are available.  

Reduced delay and delay jitter are very important to 
viewing quality of any video from the viewers’ point. In 
traditional IP multicasting RSVP and DiffServ algorithms 
were used to reserve resources prior to starting the streaming. 
Each router on the path from the server to the client uses a 
dynamic scheduling algorithm to deliver the packet based on 
the QoS requirements. Szymanski and Gilbert have proposed a 
Guaranteed Rate (GR) scheduling algorithm for computing the 
transmission schedules for each IQ packet-switched IP router 
in a multicast tree. The simulation results have shown that this 
algorithm manages on average two packets in a queue 
resulting in very low delay and jitter which can practically 
ignored as zero jitter [11]. 

Even though this algorithm virtually eliminates delay jitter, 
it is bound to the underlying layers as it needs to be 
implemented on routers. 

Lua et al., have proposed a Network Aware Geometric 
Overlay Multicast Streaming Network. This network exploits 
the locality of the nodes in the underlay for the purpose of 
node placement, routing and multicasting. This protocol 
divides the nodes into two groups called SuperPeers and Peers. 
SuperPeers form the low latency, high bandwidth backbone 
and the Peer connect to the nearest SuperPeer to receive the 
content [12]. 

SuperPeers have been elected based on two criteria, 
namely: the SuperPeer should have sufficient resources to 
serve other SuperPeers and Peers and they must be reliable in 
terms of stability not join and leave the network very 
frequently. Network embedding algorithm computes node 
coordinates and geometric distances between nodes to 
estimate the performance metrics of the underlying network 
such as latency. Peers joining the overlay network calculate 
the total Round Trip Time (RTT) to the SuperPeers and join 
the SuperPeer that has the lowest RTT. A SuperPeer joining 
the network calculates the RTT to all the existing SuperPeers 
and joins the ones with the lowest RTT and then creates 
connection with other six SuperPeers around it.  

When a SuperPeer leaves the network, the other 
SuperPeers would detect this by the loss of heartbeat signal 
from the node that has left and will reorganize themselves by 
sending discovery broadcast messages to all the SuperPeers. 
The Peers who are affected by the leaving of a SuperPeer need 
to reconnect to the overlay network by selecting the nearest 
SuperPeer. 

The main strengths of this scheme can be summarized as it 
has good performance in terms of latency and efficient 
transmission of packets via the high speed backbone network 
whereas the weaknesses include the heavy dependence on the 

geographical locality, election of SuperPeers. 

Pompili et al., have presented two algorithms called 
DIfferentiated service Multicast algorithm for Internet 
Resource Optimization (DIMRO) and DIfferentiated service 
Multicast algorithm for Internet Resource Optimization in 
Groupshared applications (DIMRO-GS) to build virtual 
multicast trees on an overlay network [13]. 

DIMRO constructs virtual source-rooted multicast trees for 
source-specific applications taking the virtual link available 
bandwidth into account. This avoids traffic congestion and 
fluctuation on the underlay network. Traffic congestion in the 
underlay would cause low performance. This keeps the 
average link utilization low by distributing data flows among 
the least loaded links. (DIMRO-GS) builds a virtual shared 
tree for group-shared applications by connecting each member 
node to all the other member nodes with a source-rooted tree 
computed using DIMRO. 

Both these algorithms support service differentiation 
without the support of the underlying layers. Applications with 
less stringent QoS requirements reuse resources already 
exploited by members with more stringent requirements. 
Better utilization of network bandwidth and improved QoS are 
achieved due to this service differentiation. 

System built using these algorithms would result in better 
performance due to differentiation of applications based on 
QoS requirements, but node dynamic may bring the quality of 
the system down.  

Wang et al., have proposed an adapted routing scheme that 
minimizes delay and bandwidth consumption [14]. This 
routing algorithm creates an optimum balanced tree where the 
classical Dijkstra's algorithm is used to compute the shortest 
path between two nodes. In this scheme the Optimal Balance 
of Delay and Bandwidth consumption (OBDB) is formulated 
as: 

OBDB = (1−α )D +αB 

 
Where D is the minimal delay criteria and B is the minimal 

bandwidth consumption criteria. 

From the above formula, it can be seen that one routing 
method may lead to another bad performance. The value of α 
is calculated based on the nature of the application. As the 
delay and bandwidth can be tuned to suit application 
requirements, applications performance can be controlled. But 
these algorithms will have performance issues in the face of 
node dynamics.  

Kaafar et al., have proposed an overlay multicast tree 
construction scheme called LCC: Locate, Cluster and 
Conquer. The objective of this algorithm is to address 
scalability and efficiency issues [15]. The scheme is made up 
of two phases. One is a selective locating phase and the other 
one is the overlay construction phase. The selective locating 
phase algorithm locates the closest existing set of nodes 
(cluster) in the overlay for a newcomer. The algorithm does 
not need full knowledge of the network to carry out this 
operation, partial knowledge of location-information of 
participating nodes is sufficient for this operation. It then 
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allows avoiding initially randomly-connected structures with 
neither virtual coordinates system embedding nor fixed 
landmarks measurements. Then, on the basis of this locating 
process, the overlay construction phase consists in building 
and managing a topology-aware clustered hierarchical overlay. 

This algorithm builds an efficient initial tree architecture 
with partial knowledge of the network but node dynamics may 
result in poor performance with time. 

Walters et al., have studied the effect of the attack by 
adversaries after they become members of the overlay network 
[16]. Most of the overlay protocol can handle benign node 
failures and recover from those failures with relative ease, but 
they all fail when adversaries in the network start attacking the 
nodes. In this study, they have identified, demonstrated and 
mitigated insider attacks against measurement-based 
adaptation mechanisms in unstructured multicast overlay 
networks.  

Attacks usually target the overlay network construction, 
maintenance, and availability and allow malicious nodes to 
control significant traffic in the network, facilitating selective 
forwarding, traffic analysis, and overlay partitioning. The 
techniques proposed in this work decrease the number of 
incorrect or unnecessary adaptations by using outlier 
detection. The proposed solution is based on the performance 
of spatial and temporal outlier analysis on measured and 
probed metrics to allow an honest node to make better use of 
available information before making an adaptation decision. 

This algorithm creates a resilient overlay network in the 
both structured and unstructured overlay network in the 
presence of malicious attacks. But the strict nature of the 
algorithm may delay the adaptation of the network in the event 
of node dynamics disrupting the flow of information.  

Alipour et al., have proposed an overlay protocol known as 
Multicast Tree Protocol (OMTP) [17]. This protocol can be 
used to build an overlay tree that reduces the latency between 
any two pair of nodes. The delay between the nodes has been 
reduced by adding a shortcut link by calculating the utility link 
between two groups. 

The main advantage of this algorithm is the efficient data 
transfer but the efficiency may be affected by node dynamics 
in the overlay network.  

Bista has proposed a protocol where the nodes informs the 
other nodes its leaving time when it joins the network [18]. 
Using this leaving time information new nodes are joined at 
the tree in such a manner early leaving nodes would make the 
leaf nodes down the line and the nodes that would stay longer 
would be at the higher levels. It has also been proposed a 
proactive recovery mechanism so that even if an upstream 
node leaves the tree, the downstream nodes can rejoin at 
predetermined nodes immediately, so that the recovery time of 
the disrupted nodes is the minimum. 

These algorithms have several drawbacks including, the 
prior notice of the duration of stay in the network, 

arrangement of nodes based on the time of stay and central 
control to manage the node information.  

Gao et al., have proposed a hybrid network combining the 
IP multicast network and the mesh overlay network [19]. The 
main objectives of the design were to build a network with 
high performance (low end-to-end transmission latency, high 
bandwidth mesh overlay links), low end-to-end hop count and 
high reliability. 

This algorithm results in a good structure combining 
multicast and overlay, but the resulting network is still 
dependant on the physical network and managing the mesh 
network is expensive in terms of network resources.  

Wang et al., have proposed hybrid overlay network 
combining a tree and mesh networks called mTreebone [20]. 
In the mTreebone, the tree forms the backbone and local nodes 
make a mesh to share content. The backbone tree network has 
been constructed by identifying the stable nodes as the churn 
of the backbone would be more expensive in terms of service 
disruption than the leaf node churn. On top of the tree based 
overlay network a mesh network has been created in order to 
handle the effect of node dynamics. Since the mesh network 
has been updated regularly using keep alive packets, any 
change in the mesh network immediately notified to all the 
other mesh nodes. In this design heuristics have been used to 
predict the stability of the nodes assuming the age of the in the 
network to be directly proportional to the probability of it 
staying longer in the network. That is longer a node stays in 
the network, larger the probability it would stay even further 
and more stable. 

This algorithm results in a resilient overlay network but the 
network may carry duplicate packets in some part of the 
network. Also, the maintenance of the mesh network requires 
large network resources.  

Guo and Jha have shown that the main problem in overlay 
based multicast networks is to optimize routing among CDN 
servers in the multicast overlay backbone in such a manner 
that it reduces the maximal end-to-end latency from the origin 
server to all end hosts is minimized [21]. They have identified 
this as the Host-Aware Routing Problem (HARP) in the 
multicast overlay backbone. The main reason for HARP is the 
last mile latency between end hosts and their corresponding 
proxy servers. The author of this paper have framed HARP as 
a constrained spanning tree problem and shown that it is NP-
hard. As a solution they have presented a distributed algorithm 
for HARP. They also have provided a genetic algorithm (GA) 
to validate the quality of the distributed algorithm. 

This structure results in a low latency routing path 
improving QoS but the non-consideration of node dynamics 
will affect the overall quality of the network.  

Table I summarize the systems, algorithms and mechanism 
discussed above with special reference to their advantages and 
disadvantages. hows the comparison of these works with 
special reference to their advantages and disadvantages. 
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TABLE I: COMPARISON OF MULTICASTING OVERLAY NETWORKS 

 

 
Work System/Protocol Proposed Advantages Disadvantages 

1. [4] Computer Assisted 

Instruction (CAI) 

Multicasting Network 

This system is suitable for in class 

teaching or teaching within a limited 

area using the high technology to larger 

classes. 

This system uses the existing technologies to build a 

platform and hence no new technology has been introduced 

in terms of multicasting. 

This technique may work well on an intranet but cannot 

be ported to the internet as the internet lacks support for 

class D multicast addresses. 

2. [8] Any-source Capacity-

constrained Overlay 

Multicast System 

Only maintenance of virtual tree is 

necessary, no strict multicast trees are 

maintained. 

Resilient to node dynamics as node 

maintain multiple neighbors in its 

neighbor table. 

Simple maintenance of unrestricted 

ring. 

The random nature of the tree formation in Phase 1 totally 

ignores the physical distance from the source to that node. 

The researchers have considered this as an advantage, but 

this will make unnecessary delay in delivering a packet to a 

node that may be physically closer to the source but not 

selected as a Phase 1 node. 

Even though, the unrestricted ring is better than location 

specific DHT ring in terms of node creation and 

maintenance, the unrestricted node is inefficient in 

forwarding packets and the logical neighbors may not 

always be neighbors physically.  

Phase 2 forwarding is essentially unicast and cascaded in 

ACOM which may create a lot of delay in the ultimate 

delivery to the last node. The problem will be more severe in 

case of a high capacity Phase 1 node as it will have a large 

number of neighbors. 

Converting any portion of the multicast network to a 

broadcast network is inherently in efficient as broadcast is an 

inefficient protocol in terms of network utilization. 

3. [9] Hierarchy Overlay 

Multicast Network 

This framework builds an 

infrastructure on which multiple 

applications can be built. 

The framework helps application to 

meet the required QoS. 

The framework makes use of the 

facilities of the underlying layer for the 

error control as it is built on top of 

TCP. 

The framework has been built on top of TCP and hence is 

not suitable for best effort services running on UDP 

especially streaming media applications. 

TCP is a high overhead protocol compared to UDP and 

hence, this protocol would inherently have high overhead. 

This framework will not meet the QoS requirement in 

terms of delay and delay jitter on high loss links as TCP 

would create delay and delay jitter on high loss networks and 

hence not suitable for real time applications like media 

streaming. 

4. [10] Fair Load Sharing Scheme This scheme works purely on the 

application layer without directly 

depending on the lower layers.  

The protocol results in the optimum 

receiving tree structure for a given 

situation. 

This protocol is only suitable for network with stable 

receiving nodes. 

Dynamic nature of the nodes joining and leaving the 

network will make the tree fail as there is no mechanism in 

the protocol to handle node dynamics. 

The dynamic nature of the internet would make the tree 

structure oscillating as the communication quality heavily 

depends on the dynamics of the underlying network. 

Tree management is costly in terms of information 

exchanged between the nodes as the continuous information 

exchange is needed.  

5. [11] Guaranteed Rate (GR) 

Scheduling Algorithm 

This algorithm virtually eliminates 

delay jitter in received video stream 

resulting in high quality reception. 

The algorithm is simple enough to 

implement on any IP router. 

This algorithm needs to be implemented on IP routers and 

hence bound to the underlay network. 

This does not provide a solution to the existing problem of 

how to use the existing network as it is to transport 

multimedia streaming without depending on the underlay 

network. 

6. [12] Network Aware Geometric 

Overlay Multicast 

Streaming Network 

This algorithm has good performance 

in terms of latency as the physical 

location of the node has been computed 

and used as a parameter in forming the 

overlay network. 

Breaking the network into two layers 

result in efficient transmission of 

Since the algorithm heavily depends on the geographical 

location, an efficient geographical location computing 

algorithm is vital in addition to managing the overlay 

network. 

Since the election of SuperPeers depends on the condition 

that the SuperPeer should have high dependability in terms 

of churn frequency, past historical data may be necessary to 
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packets as the SuperPeers are connected 

to each other via a high speed backbone 

network. 

determine the reliability of a node accurately. 

SuperPeers should also have sufficient resources to 

support other SuperPeers and Peers in the network, if the 

resource availability information is obtained from the node 

itself, this would be an invitation to rogue nodes to highjack 

the entire backbone network using false information. 

The Peers that are affected by a SuperPeer leaving the 

network do not have automatic transfer to another 

SuperPeer, this drastically affect the reliability of the entire 

multicast operation. 

7. [13] DIfferentiated service 

Multicast algorithm for 

Internet Resource 

Optimization (DIMRO) 

and 

DIfferentiated service 

Multicast algorithm for 

Internet Resource 

Optimization in 

Groupshared applications 

(DIMRO-GS) 

These algorithms result in good 

performance for both QoS stringent 

applications and non QoS stringent 

applications due to service 

differentiation. 

The node dynamics has not been considered when 

designing these protocols, hence node dynamics would 

drastically bring the quality of the network down. 

8. [14] Adapted Routing Scheme These algorithms results in better 

performance for any kind of application 

as delay and bandwidth can be tuned to 

meet the application requirements.  

The node dynamics has not been considered in this 

routing scheme and hence node dynamics would drastically 

bring the quality of the network down. 

9. [15] LCC : Locate, Cluster and 

Conquer multicast tree 

This algorithm creates the initial tree 

architecture very efficiently with partial 

knowledge of the overlay network.  

The node dynamics has not been considered in this 

routing scheme and hence node dynamics would drastically 

bring the quality of the network down. 

10. [16]  This algorithm creates a resilient 

overlay network in the face of attacks 

by malicious nodes.  

The algorithm works on unstructured 

overlays and hence can be easily 

adapted to structured overlay networks 

too.  

The strict nature of the algorithm delays the adaptation of 

the network to genuine node dynamics. 

The delay in network adaptation may result in 

unnecessary disruptions to the streaming and affect the 

quality of service of the application. 

11. [17] Multicast Tree Protocol This algorithm results in efficient 

data transfer between the source to 

destination in terms of reduced delay. 

The node dynamics has not been considered in 

constructing the tree and hence node churn would result in 

broken trees affecting the downstream nodes. 

12. [18] Proactive Fault Resilient 

Overlay Multicast Network 

A proactive mechanism has been 

proposed that keeps the downstream 

nodes informed when to expect an 

upstream node leaving for the purpose 

of reconnection. 

The setup shown in this algorithm is very artificial as the 

nodes need to inform the other nodes their duration of stay at 

the beginning itself. This against the basic spirit of the 

overlay network where nodes can join and leave the network 

at their choice. 

Arranging the nodes in the in the reverse order of the 

duration of the stay is very impractical as it may result in an 

inefficient structure if the longest staying node is very far 

away from the source. 

Node dynamics has not been properly considered in this 

design as the affected nodes need to rejoin the network 

themselves. 

A central control would be needed to keep the information 

about the nodes joining time and duration of stay for proper 

operation of these protocols. 

13. [19] Hybrid IP multicast mesh 

overlay network 

Results in a good structure 

combining both IP multicast and mesh 

overlay. 

This network is not totally independent of the underlying 

network as it depends on the IP multicast protocol. 

Establishing a full mesh network is not efficient as it 

would need a large memory maintain information about each 

and every node. This problem would become more acute as 

the network size grows to very large. This would result in 

scalability problems. 

Maintaining the full mesh information also has the 

problem of updating the mesh information table as all the 

nodes need to update the information table every time a node 
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joins or leaves the network. This would result in instability 

in the network as the network grows. 

14. [20] mTreebone This structure show better resilience 

to node dynamics compared to pure tree 

structured overlay networks.   

Also this structure would have lesser 

load on the backbone tree as it would 

carry only one data packet at any one 

time. 

This structure has the shortcoming of data duplicates of 

content and unnecessary congestion in the local network in 

managing the mesh network at the local level.  

The maintenance of the mesh network is also more 

expensive as it needs constant updates about the node 

structure and availability and requires large memory to 

maintain the mesh information on each and every mesh 

node. 

15. [21] Distributed Algorithm for 

HARP 

This structure optimizes the routing 

between the source node and the 

receiving nodes in such a manner that 

the total latency is reduced. This results 

in the better QoS in terms of reducing 

the maximum delay between the source 

and the clients.  

The node dynamics has not been considered in 

constructing the tree and hence node churn would result in 

broken trees affecting the downstream nodes. 

 

 

III. CONCLUSION 

In this work, the author has taken a critical look at the 
literature on multicasting over overlay networks. Multicasting 
is one of the most promising applications over the Internet as it 
requires relatively lower overhead to serve a large number of 
clients compared to the traditional unicast or broadcast 
applications. Under the most optimum conditions, multicast 
systems will have only one data packet in any part of the 
network irrespective of how many clients are served 
downstream. Also, the multicast server will transmit only one 
data packet irrespective of how many clients receive the copies 
of such packets. In traditional multicast networks, multicast 
routers placed at strategic locations duplicate the packets 
depending on the requests they receive. Deploying multicast 
routers throughout the Internet is not practical due to the 
amount of investment required for such an operation. Hence 
researchers have recently focused their attention on using 
overlay networks to realize the goal of implementing multicast 
applications in the Internet. By implementing multicasting over 
application layer overlay networks, the function of duplicating 
packets has been moved from the network layer (Internet 
Protocol layer) to application layer.  

One of the most challenging tasks in overlay networks in 
the management of node dynamics. In overlay networks, nodes 
can join and leave the network at their will. In traditional 
multicast networks deployed using multicast routers, node 
dynamics is not a major concern as the infrastructure is 
considered to be stable and only the leaf or end nodes join and 
leave the network. The churn of end nodes will not affect any 
other client node as they are not dependant on each other.  

Using overlay networks for multicasting presents a new 
challenge as the end nodes are required to play a dual role of 
clients as well as forwarding agents to other client nodes 
downstream. Node dynamics will have different effects on the 
end user applications depending on the type of application. 
Real time applications will be more affected by node dynamics 
than non-real time applications due to the disruptions resulting 
from such dynamics.  

In this work, media streaming has been selected as the 
application to be run over the overlay network for the purpose 

of testing the quality of the overlay networks. Media streaming 
has been selected as the application due to its popularity and 
the stringent QoS requirements that are required to be met for 
successful deployment of such applications in the Internet. 
Media streaming requires non disrupted flow of packets from 
the source to destination. Hence managing node dynamics is 
very important for successful implementation of these 
applications on the overlay networks.  

In this paper, the author presents a critical review of 
systems, algorithms and mechanism proposed in the recent 
literature. Special attention has been paid to the advantages and 
disadvantages of these proposed systems with respect to 
managing node dynamics. The paper looks at each proposal 
critically on the mechanism proposed, their strengths and 
weaknesses. Finally, the results of the analysis have been 
presented in a table for easy reference.  
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Abstract—The recent digital transmission systems impose the 

application of channel equalizers with short training time and 

high tracking rate. Equalization techniques compensate for the 

time dispersion introduced by communication channels and 

combat the resulting inter-symbol interference (ISI) effect. Given 

a channel of unknown impulse response, the purpose of an 

adaptive equalizer is to operate on the channel output such that 

the cascade connection of the channel and the equalizer provides 

an approximation to an ideal transmission medium. Typically, 

adaptive equalizers used in digital communications require an 

initial training period, during which a known data sequence is 

transmitted. A replica of this sequence is made available at the 

receiver in proper synchronism with the transmitter, thereby 

making it possible for adjustments to be made to the equalizer 

coefficients in accordance with the adaptive filtering algorithm 

employed in the equalizer design. In this paper, an overview of 

the current state of the art in adaptive equalization techniques 

has been presented. 

Keywords- Channel Equalizer; Adaptive Equalize; Least Mean 

Square; Recursive Least Squares. 

I.  INTRODUCTION 

One of the most important advantages of the digital 
transmission systems for voice, data and video communications 
is their higher reliability in noise environment in comparison 
with that of their analog counterparts. Unfortunately most often 
the digital transmission of information is accompanied with a 
phenomenon known as intersymbol interference (ISI) [1]. 
Briefly this means that the transmitted pulses are smeared out 
so that pulses that correspond to different symbols are not 
separable. Depending on the transmission media the main 
causes for ISI are:  

• cable lines – the fact that they are band limited;  

• cellular communications – multipath propagation                                            

Obviously for a reliable digital transmission system it is 
crucial to reduce the effects of ISI and it is where the equalizers 
come on the scene. The need for equalizers [2] arises from the 
fact that the channel has amplitude and phase dispersion which 
results in the interference of the transmitted signals with one 
another. The design of the transmitters and receivers depends 
on the assumption of the channel transfer function is known. 
But, in most of the digital communications applications, the 
channel transfer function is not known at enough level to 
incorporate filters to remove the channel effect at the 
transmitters and receivers.For example, in circuit switching 
communications, the channel transfer function is usually 

constant, but, it changes for every different path from the 
transmitter to the receiver. But, there are also non stationary 
channels like wireless communications. These channels’ 
transfer functions vary with time, so that it is not possible to 
use an optimum filter for these types of channels. So, In order 
to solve this problem equalizers are designed. Equalizer is 
meant to work in such a way that BER (Bit Error Rate) should 
be low and SNR (Signal-to-Noise Ratio) should be high. 
Equalizer gives the inverse of channel to the Received signal 
and combination of channel and equalizer gives a flat 
frequency response and linear phase [1] [4] shown in figure 1. 

   

Figure 1.   Concept of equalizer 

The static equalizer is cheap in implementation but its noise 
performance is not very good [3]-[20]. As it is told before, 
most of the time, the channels and, consequently, the 
transmission system’s transfer functions are not known. Also, 
the channel’s impulse response may vary with time. The result 
of this is that the equalizer cannot be designed. So, mostly 
preferred scheme is to exploit adaptive equalizers. An adaptive 
equalizer is an equalization filter that automatically adapts to 
time-varying properties of the communication channel. It is a 
filter that self-adjusts its transfer function according to an 
optimizing algorithm.  

The rest of this paper is organized as follows. In section II, 
discussed the basic concept of transversal equalizers are 
introduced followed by a simplified description of some 
practical adaptive equalizer. Different adaptation algorithms 
are discussed in section III. Many methods exist for both the 
identification and correction processes of adaptive equalization 
are presented in section IV. The application of adaptive 
filtering are covered briefly in section V. The conclusion along 
with future research directions are discussed in Section VI.        

II. CHANNEL EQUALIZATION 

As mentioned in the introduction the intersymbol 
interference imposes the main obstacles to achieving increased 
digital transmission rates with the required accuracy. ISI 
problem is resolved by channel equalization [5] in which the 
aim is to construct an equalizer such that the impulse response 
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of the channel/equalizer combination is as close to z–Δ as 

possible, where   is a delay. Frequently the channel 
parameters are not known in advance and moreover they may 
vary with time, in some applications significantly. Hence, it is 
necessary to use the adaptive equalizers, which provide the 
means of tracking the channel characteristics. The following 
figure shows a diagram of a channel equalization system. 

 

Figure2.  Digital transmission system using channel equalization 

In the previous figure, s(n) is the signal that you transmit 
through the communication channel, and x(n) is the distorted 
output signal. To compensate for the signal distortion, the 
adaptive channel equalization system completes the following 
two modes: 

 Training mode - This mode helps you determine 
the appropriate coefficients of the adaptive filter. 

When you transmit the signal ( )s n  to the 

communication channel, you also apply a delayed 
version of the same signal to the adaptive filter. In 

the previous figure, z  is a delay function and 

( )d n  is the delayed signal, ( )y n is the output 

signal from the adaptive filter and e(n) is the error 

signal between ( )d n and ( )y n  . The adaptive 

filter iteratively adjusts the coefficients to 

minimize ( )e n .After the power of e(n) 

converges, ( )y n  is almost identical to ( )d n
,which means that you can use the resulting 
adaptive filter coefficients to compensate for the 
signal distortion.  

 Decision-directed mode - After you determine the 
appropriate coefficients of the adaptive filter, you 
can switch the adaptive channel equalization 
system to decision-directed mode. In this mode, 
the adaptive channel equalization system decodes 

the signal and ( )y n  produces a new signal, which 

is an estimation of the signal ( )s n except for a 

delay of Δ taps [6]. 

Here, Adaptive filter plays an important role. The structure 
of the adaptive filter [7] is showed in Fig.3 

  

Figure3. Adaptive filter 

     To start the discussion of the block diagram we take the 
following assumptions: 

The input signal is the sum of a desired signal d (n) and 

interfering noise v (n) 

             
( ) ( ) ( )x n d n v n 

                              (1)                                                                                                                    
The variable filter has a Finite Impulse Response (FIR) 
structure. For such structures the impulse response is equal to 

the filter coefficients. The coefficients for a filter of order p are 

defined as                                                                                                            

[ (0), (1), ..., ( )]T

n n n nw w w w p
 (2)                                                                                    

the error signal or cost function is the difference            
between the desired and the estimated signal 

                  ( ) ( ) ( )e n d n d n


                     (3)                                                                                                                                                                                                                                                                                                                                                                                   

The variable filter estimates the desired signal by convolving 
the input signal with the impulse response. In vector notation 
this is expressed 

                  ( ) * ( )nd n w x n


       (4)                                                                                                                                                                                                                        

Where                      

( ) [ ( ), ( 1), ..., ( )]Tx n x n x n x n p  
 (5)                                                                               

is an input signal vector. Moreover, the variable filter updates 
the filter coefficients at every time instant                           

                1n n nw w w                (6)                                                                                                                                                                                                                                                                                          

Where nw  is a correction factor for the filter coefficients 

.The adaptive algorithm generates this correction factor based 
on the input and error signals. 

III. ADAPTATION ALGORITHMS 

     There are two main adaptation algorithms one is least 
mean square (LMS) and other is Recursive least square filter 
(RLS). 

A. Least Mean Squares Algorithm (LMS) 

Least mean squares (LMS) algorithms are a class of 
adaptive filter used to mimic a desired filter by finding the filter 
coefficients that relate to producing the least mean squares of 
the error signal (difference between the desired and the actual 
signal). It is a stochastic gradient descent method in that the 
filter is only adapted based on the error at the current time. 
LMS filter is built around a transversal (i.e. tapped delay line) 
structure. Two practical features, simple to design, yet highly 

http://zone.ni.com/reference/en-XX/help/372357A-01/lvaftconcepts/aft_monitor_behave/#convergence
http://zone.ni.com/reference/en-XX/help/371361E-01/lvanlsconcepts/fir_filters/#taps
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effective in performance have made it highly popular in various 
application. LMS filter employ, small step size statistical 
theory, which provides a fairly accurate description of the 
transient behavior. It also includes H∞ theory which provides 
the mathematical basis for the deterministic robustness of the 
LMS filters [1]. As mentioned before LMS algorithm is built 
around a transversal filter, which is responsible for performing 
the filtering process. A weight control mechanism responsible 
for performing the adaptive control process on the tape weight 
of the transversal filter [9] as illustrated in Figure 4. 

 

Figure4.  Block diagram of adaptive transversal filter employing LMS 

algorithm 

     The LMS algorithm in general, consists of two                            
basics procedure: 

Filtering process, which involve, computing the output 

( ( ))d n d of a linear filter in response to the input signal and 

generating an estimation error by comparing this output with a 
desired response as follows: 

                 
( ) ( ) ( )e n d n y n                              (7)

 
                                              

( )y n  is filter output and is the desired response at time n  

 Adaptive process, which involves the automatics 
adjustment of the parameter of the filter in accordance with the 
estimation error. 

          
ˆ ˆ( 1) ( ) ( ) ( )w n w n u e n   

                 (8)                         
  

Where   is the step size, ( 1)n = estimate of tape 

weight vector at time ( 1)n and If prior knowledge of the 

tape weight vector ( )n is not available, set ( )n 0  

     The combination of these two processes working 
together constitutes a feedback loop, as illustrated in the block 
diagram of Figure 4. First, we have a transversal filter, around 
which the LMS algorithm is built; this component is 
responsible for performing the filtering process. Second, we 
have a mechanism for performing the adaptive control process 
on the tap weight of the transversal filter- hence the designated 
“adaptive weight –control mechanism” in the figure [1]. 

i. LMS is the most well-known adaptive algorithms by 

a value that is proportional to the product of input to 

the equalizer and output error.  

ii. LMS algorithms execute quickly but converge 

slowly, and its complexity grows linearly with the no 

of weights.                                   

iii. Computational simplicity 

iv. In which channel parameter don’t vary very rapidly 

[10]. 

B. Recursive Least Square Algorithm (RLS) 

The Recursive least squares (RLS)[11] adaptive filter is an 
algorithm which recursively finds the filter coefficients that 
minimize a weighted linear least squares cost function relating 
to the input signals. This in contrast to other algorithms such as 
the least mean squares (LMS) that aim to reduce the mean 
square error. In the derivation of the RLS, the input signals are 
considered deterministic, while for the LMS and similar 
algorithm they are considered stochastic. Compared to most of 
its competitors, the RLS [11] exhibits extremely fast 
convergence. However, this benefit comes at the cost of high 
computational complexity, and potentially poor tracking 
performance   when the filter to be estimated changes. 

As illustrated in Figure 5, the RLS algorithm has the same 
to procedures as LMS algorithm, except that it provides a 
tracking rate sufficient for fast fading channel, moreover RLS 
algorithm is known to have the stability issues due to the 
covariance update formula p(n) [13], which is used for 
automatics adjustment in accordance with the estimation error 
as follows: [14]. 

                  
1(0)p I                                         (9) 

    Where p  is inverse correlation matrix and  is 

regularization parameter, positive constant for high SNR and 

negative constant for low SNR. 

For each instant of time 
1,2,3.....n 

    

               
( ) ( 1) ( )n p n u n  

                          (10)                                      
                                                                                                                                                                                     

               
( )

( )
( ) ( )H

n
k n

u n n



 



                     (11) 

Time varying gain vector 

             
ˆ( ) ( ) ( 1) ( )Hn d n w n u n                (12)                                                                                                                                                                                                                                                        

Then the priori estimation error 

             
ˆ ˆ( ) ( 1) ( ) ( )w n w n k n n                 (13)                

 

 

Figure5.  Block diagram of adaptive transversal filter employing RLS 

algorithm 

IV. ADAPTIVE EQUALIZATION TECHNIQUES 

Different kinds of Equalizer are available in the text like 
Fractionally Spaced Equalizer, Blind Equalization, Decision-
Feedback Equalization, Linear Phase Equalizer, T-Shaped 
Equalizer, Dual Mode Equalizer and Symbol spaced Equalizer. 
But most widely used equalizers are discussed as follow: 
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A. Symbol Spaced Equalizer 

     A symbol-spaced linear equalizer consists of a tapped 
delay line that stores samples from the input signal. Once per 
symbol period, the equalizer outputs a weighted sum of the 
values in the delay line and updates the weights to prepare for 
the next symbol period. This class of equalizer is called 
symbol-spaced [20] because the sample rates of the input and 
output are equal. In this configuration the equalizer is 
attempting to synthesize the inverse of the folded channel 
spectrum which arises due to the symbol rate sampling 
(aliasing) of the input. In typical application, the equalizer 
begins in training mode together information about the channel, 
and later switches to decision –directed mode. Here, The new 
set of weights depends on these quantities: 

 The current set of weights 

 The input signal 

  The output signal 

  For adaptive algorithms other than CMA, a reference 

signal, d, whose characteristics depend on the 

operation mode of the equalizer. 
 

 

Figure6.  Symbol spaced Equalizer 

B. Decision-Feedback Equalization 

     The basic limitation of a linear equalizer, such as 
transversal filter, is the poor perform on the channel having 
spectral nulls. A decision feedback equalizer (DFE) is a 
nonlinear equalizer that uses previous detector decision to 
eliminate the ISI on pulses that are currently being 
demodulated. In other words, the distortion on a current pulse 
that was caused by previous pulses is subtracted. Figure 7 
shows a simplified block diagram of a DFE where the forward 
filter and the feedback filter can each be a linear filter, such as 
transversal filter. The nonlinearity of the DFE stems from the 
nonlinear characteristic of the detector that provides an input to 
the feedback filter. The basic idea of a DFE[19] is that if the 
values of the symbols previously detected are known, then ISI 
contributed by these symbols can be cancelled out exactly at 
the output of the forward filter by subtracting past symbol 
values with appropriate weighting. The forward and feedback 
tap weights can be adjusted simultaneously to fulfill a criterion 
such as minimizing the MSE. The DFE structure is particularly 
useful for equalization of channels with severe amplitude 
distortion, and is also less sensitive to sampling phase offset. 
The improved performance comes about since the addition of 
the feedback filter allows more freedom in the selection of feed 
forward coefficients. The exact inverse of the channel response 

need not be synthesized in the feed forward filter, therefore 
excessive noise enhancement is avoided and sensitivity to 
sampler phase is decreased. 

 

 

Figure7.  Decision feedback equalizer 

The advantage of a DFE implementation is the feedback 
filter, which is additionally working to remove ISI, operates on 
noiseless quantized levels, and thus its output is free of channel 
noise. 

One drawback to the DFE structure surfaces when an 
incorrect decision is applied to the feedback filter. The DFE 
output reflects this error during the next few symbols as the 
incorrect decision propagates through the feedback filter. 
Under this condition, there is a greater likelihood for more 
incorrect decisions following the first one, producing a 
condition known as error propagation. On most channels of 
interest the error rate is low enough that the overall 
performance degradation is slight. 

C. Blind Equalization 

Blind equalization of the transmission channel has drawn 
achieving equalization without the need of transmitting a 
training signal. Blind equalization algorithms that have been 
proposed are the constant modulus algorithm (CMA) and 
multimodal’s algorithm (MMA). This reduces the mean-
squared error (MSE) to acceptable levels. Without the aid of 
training sequences, a blind equalization is used as an adaptive 
equalization in communication systems.  

In the blind equalization algorithm, the output of the 
equalizer is quantized and the quantized output is used to 
update the coefficients of the equalizer. Then, for the complex 
signal case, an advanced algorithm was presented in. However, 
the convergence property of this algorithm is relatively 
poor.[15] In an effort to overcome the limitations of decision 
directed equalization, the desired signal is estimated at the 
receiver using a statistical measure based on a priori symbol 
properties, this technique is referred to as blind equalization 
[16]. In the Blind Error is selected as the basis for the filter 
coefficient update. In general, blind equalization directs the 
coefficient adaptation process towards the optimal filter 
parameters even when the initial error rate is large. For best 
results the error calculation is switched to decision directed 
method after an initial period of equalization, we call this the 
shift blind method. Referring to, the Reference Selector selects 
the Decision Device Output as the input to the error calculation 
and the Error Selector selects the Standard Error as the basis 
for the filter coefficient update. 
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Figure8.  Blind Equalization 

D. Fractionally Spaced Equalizer 

A fractionally spaced equalizer [17] is a linear equalizer 
that is similar to a symbol-spaced linear equalizer. By contrast, 
however, a fractionally spaced equalizer receives say K input 
samples before it produces one output sample and updates the 
weights, where K is an integer. In many applications, K is 2. 
The output sample rate is 1/T, while the input sample rate is 
K/T. The weight-updating occurs at the output rate, which is 
the slower rate. Sometimes the input to the equalizer is 
oversampled such that the sample interval is shorter than the 
symbol interval and the resulting equalizer is said to be 
fractionally spaced. Equalizer Taps are spaced closer than the 
reciprocal of symbol rate. Advantages of FSE are it has ability 
to be not affected by aliasing problem, shows fast convergence 
and sample rate is less the symbol rate [18].  

 

Figure9.  Fractional spaced equalizer 

V. APPLICATIONS OF ADAPTIVE FILTERING 

The ability of an adaptive filter to operate satisfactorily in 
an unknown environment and track time variations of input 
statistics makes the adaptive filter a powerful device for signal 
processing and control applications. Indeed, adaptive filters 
have been successfully applied in such devices fields as 
communications, radar, sonar and biomedical engineering. 
Although these applications are quite different in nature, 
nevertheless, they have one basic feature in common: An input 
vector and a desired response are used to compute an 
estimation error, which is in turn used to control the values of a 
set of adjustable filter coefficients. The adjustable coefficients 
may take the form of tap weights reflection coefficients, or 
rotation parameters, depending on the filter structure employed. 
However, the essential difference between the various 
applications of adaptive filtering arises in the manner in which 
the desired response is extracted. In this context, we may 
distinguish four basic classes of adaptive filtering application 
[1]. 

 
TABLE I. FOUR BASIC CLASSES OF ADAPTIVE FILTERING 

APPLICATION 

    
Class of adaptive 

filtering 

  Application                   Purpose 

Identification      System 

identification 

 

 

 

         

 

 

Layered earth                                 

modeling 

Given an unknown 

dynamical system, the 

purpose system     

identification is to design 

an adaptive filter that 

provides an approximation 

to the system. 

In exploration seismology, 

a layered modeled of the 

earth is developed to 

unravel the complexities of 

the earth’s surface. 

  

  Inverse modeling  Equalization            Given a channel of 

unknown impulse 

response, the purpose of an 

adaptive equalizer is to 

operate on the channel 

output such that the 

cascade connection of the 

channel and the equalizer 

provides an approximation 

to an ideal transmission 

medium. 

   Prediction Predictive coding 

 

 

 

 

 

 

 

             

 

 

   

 

 

 

 

Spectrum                     

analysis 

 The adaptive prediction is 

used to develop a model of 

a signal of interest (e.g., a 

speech signal); rather than 

encode the signal directly, 

in predictive coding the 

prediction error is encoded 

for transmission or storage. 

Typically, the prediction 

error has a smaller 

variance than the original 

signal-Hence the basis for 

improved encoding. 

 In this application, 

predictive modeling is 

used to estimate the power 

spectrum of a signal of 

interest.     

Interference    

cancellation 

Noise cancellation 

 

 

 

 

 

 

            

 

 

 

   

 

 

Beamforming 

The purpose of an adaptive 

noise canceller is to 

subtract noise from a 

received signal in 

adaptively controlled 

manner so as to improve 

the signal-to-noise ratio. 

Echo cancellation, 

experienced on telephone 

circuits, is a special form 

of noise cancellation.Noise 

cancellation is also used in 

electrocardiography. 

A beamforming is spatial 

filter consist of an array of 

antenna elements with 

adjustable weights 

(coefficients). The twin 

purposes of an adaptive 

beamformer are to 

adaptively control the 

weights so as to cancel 

interfering signal 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.3, March 2011 

67 | P a g e  

http://ijacsa.thesai.org/ 

impinging on the array 

from unknown direction 

and, at the same time, 

provide protection to a 

target signal of interest. 

                

VI. CONCLUSION 

The continuing evolution of communication standards and 
competitive pressure in the market-place dictate that 
communication system architects must start the engineering 
design and development cycle while standards are still in a 
fluid state. Third and future generation communication 
infrastructure must support multiple modulation formats and air 
interface standards. FPGAs provide the flexibility to achieve 
this goal, while simultaneously providing high levels of 
performance. The SDR implementation of traditionally analog 
and digital hardware functions opens-up new levels of service 
quality, channel access flexibility and cost efficiency. In this 
paper, the several aspects of adaptive equalizer for 
communication systems are reviewed. Bandwidth-efficient data 
transmission over telephone and radio channels is made 
possible by the use of adaptive equalization to compensate for 
the time dispersion introduced by the channel. Spurred by 
practical applications, a steady research effort over the last two 
decades has produced a rich body of literature in adaptive 
equalization and the related more general fields of reception of 
digital signals, adaptive filtering, and system identification. 
There is still more work to be done in adaptive equalization of 
nonlinearities with memory and in equalizer algorithms for 
coded modulation systems. However, the emphasis has already 
shifted from adaptive equalization theory toward the more 
general theory and applications of adaptive filters, and toward 
structures and implementation technologies which are uniquely 
suited to particular applications. 
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Abstract—The goal for the Third Generation (3G) of mobile 

communications system is to seamlessly integrate a wide variety 

of communication services. The rapidly increasing popularity of 

mobile radio services has created a series of technological 

challenges. One of this is the need for power and spectrally 

efficient modulation schemes to meet the spectral requirements of 

mobile communications. Pulse shaping plays a crucial role in 

spectral shaping in the modern wireless communication to reduce 

the spectral bandwidth. Pulse shaping is a spectral processing 

technique by which fractional out of band power is reduced for 

low cost, reliable , power and spectrally efficient mobile radio 

communication systems. It is clear that the pulse shaping filter 

not only reduces inter-symbol interference (ISI), but it also 

reduces adjacent channel interference. The present paper deals 

with critical analysis of pulse shaping in wireless communication. 

Keywords- WCDMA, Pulse Shaping; 

I.  INTRODUCTION 

Third generation cellular systems are being designed to 
support wideband services like high speed Internet access, 
video and high quality image transmission with the same 
quality as the fixed networks. Research efforts have been 
underway for more than a decade to introduce multimedia 
capabilities into mobile communications. Different standard 
agencies and governing bodies are trying to integrate a wide 
variety of proposals for third generation cellular systems. [1-7] 

One of the most promising approaches to 3G is to combine 
a Wideband CDMA (WCDMA) air interface with the fixed 
network of GSM. Several proposal supporting WCDMA were 
submitted to the International Telecommunication Union (ITU) 
and its International Mobile Telecommunications for the year 
2000 (IMT2000) initiative for 3G. All these schemes try to take 
advantage of the WCDMA radio techniques without ignoring 
the numerous advantages of the already existing GSM

networks. The standard that has emerged is based on ETSI's 
Universal Mobile Telecommunication System (UMTS) and is 
commonly known as UMTS Terrestrial Radio Access (UTRA) 
[1]. The access scheme for UTRA is Direct Sequence Code 
Division Multiple Access (DSCDMA). The information is 
spread over a band of approximately 5 MHz. This wide 
bandwidth has given rise to the name Wideband CDMA or 
WCDMA.[8-9] 

The future mobile systems should support multimedia 
services. WCDMA systems have higher capacity, better 
properties for combating multipath fading, and greater 
flexibility in providing multimedia services with defferent 
transmission rate and different QoS requirements and has been 
investigate worldwide [4-6]. CDMA mobile systems are 
interference limited and therefore reducing interference can 
directly increase system capacity.  

II. WIDEBAND CDMA  

In WCDMA, the CDMA technology (Code Division 
Multiple Access) air interface is implemented along with GSM 
networks. WCDMA is a Third Generation technology and 
works towards the interoperability between the various 3G 
technologies and networks being developed worldwide. 
WCDMA transmits on a 5 MHz wide radio channel and hence 
is called Wideband CDMA. This 5 MHz wide radio channel is 
in contrast to CDMA which transmits in one or more pairs of 
1.25 MHz wide radio channel. 
WCDMA uses Direct Sequence spreading, where spreading 
process is done by directly combining the baseband 
information to high chip rate binary code. The Spreading 
Factor is the ratio of the chips (UMTS = 3.84Mchips/s) to 
baseband information rate. Spreading factors vary from 4 to 
512 in FDD UMTS. Spreading process gain can in expressed in 
dBs (Spreading factor 128=21dBgain).  

Figure 1.shows the CDMA spreading  
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Figure 3.CDMA spreading 

A. Pulse Shape filtering in Wireless Communication 

Linear modulation methods such as QAM,QPSK, OQPSK 
have received much attention to their inherent high spectral 
efficiency However for the efficient amplification of 
transmitted signal, the Radio Frequency Amplifier is normally 
operated near the saturation region and therefore exhibit non 
linear behavior. As a result significant spectral spreading 
occurs, when a signal with large envelope variations propagates 
through such an amplifier and creates large envelope 
fluctuations.  

To satisfy the ever increasing demands for higher data rates 
as well as to allow more users to simultaneously access the 
network, interest has peaked in what has come to be known as 
wideband code division multiple access (WCDMA).The basic 
characteristics of WCDMA waveforms that make them 
attractive for high data rate transmissions are their advantages 
over other wireless systems. It emphasizes that how the choice 
of spread bandwidth affects the bit error rate of system [10] 

III. MULTIPATH EFFECTS 

Multipath propagation through linear dispersive media 
introduces distortion in signal during the wireless transmission. 
Due to this, there is degradation in BER performance, unless it 
is compensated with some suitable techniques at the receiver. 
In addition to frequency selectivity, the wireless channel also 
experiences time variations, which arise due to relative motion 
between transmitter and receiver which in turn needs to acquire 
mobile channel states and needs to be optimized. In a digital 
communication system, digital information can be sent on a 
carrier through changes in its fundamental characteristics such 
as: phase, frequency, and amplitude. In a physical channel, 
these transitions can be smoothed, depending on the filters 
implemented in transmission. In fact, the use of a filter plays an 
important part in a communications channel because it is 
effective at eliminating spectral leakage, reducing channel 
width, and eliminating interference from adjacent symbols 
(Inter Symbol Interference, ISI)[1-9].Transmitting a signal at

 high modulation rate through a band-limited channel can 
create intersymbol interference. As the modulation rate 
increases, the signal's bandwidth increases. When the signal's 
bandwidth becomes larger than the channel bandwidth, the 
channel starts to introduce distortion to the signal. This 
distortion is usually seen as intersymbol interference. The 
signal's spectrum is determined by the pulse shaping filter used 
by the transmitter. Usually the transmitted symbols are 
represented as a time sequence of dirac delta pulses.  

IV. NEED OF EFFICIENT PULSE SHAPING 

In communications systems, two important requirements of 
a wireless communications channel demand the use of a pulse 
shaping filter. These requirements are: 

a) Generating band limited channels, and  

b) Reducing Inter Symbol Interference (ISI) arising from 

multi-path signal reflections.  

Both requirements can be accomplished by a pulse shaping 
filter which is applied to each symbol. In fact, the sinc pulse, 
shown below, meets both of these requirements because it 
efficiently utilizes the frequency domain to utilize a smaller 
portion of the frequency domain, and because of the 
windowing affect that it has on each symbol period of a 
modulated signal. A sinc pulse is shown below   in figure 2 

along with an FFT spectrum of the givensignal.  

 
Figure 2 Time vs. Frequency Domain for a Sinc Pulse 

 The sinc pulse is periodic in nature and is has maximum 
amplitude in the middle of the symbol time. In addition, it 
appears as a square wave in the frequency domain and thus can 
effectively limit a communications channel to a specific 
frequency range. [10-12] 

A. Reducing Channel Bandwidth 

Fundamentally, modulation of a carrier sinusoid results in 
constant transitions in its phase and amplitude. Below, figure 3. 
shows the time domain of a carrier sinusoid with a symbol rate 
that is half of the carrier. It is clear that phase/amplitude 
transitions occur at every two periods of the carrier and sharp 
transitions occur, when filtering is not applied. [10-12] 
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Figure 3. Phase and Amplitude Transitions in an Unfiltered Modulated Signal 

The sharp transitions in any signal result in high-frequency 
components in the frequency domain. By applying a pulse-
shaping filter to the modulated sinusoid, the sharp transitions 
are smoothed and the resulting signal is limited to a specific 
frequency band. Below, it is shown time-domain modulated 
sinusoid. 

 
Figure 4. Smoothed Phase and Amplitude Transitions in a Filtered Modulated 

Signal 

Fig 4 shows smoothed phase and amplitude transitions in a 
filtered modulated signal. It happens much more gradually 
when filtering is implemented. As a result, the frequency 
information of the sinusoid becomes more concentrated into a 
specified frequency band. [10]The sharp transitions do cause 
high frequency components in the frequency domain. Now, 
once a filter has been applied to the carrier signal, these high 
frequency components of the signal have been removed. Thus, 
the majority of the channel power is now limited to a specific 
defined bandwidth. It is clear that the required bandwidth for a 
channel is directly related to the symbol rate and is centered at 

the carrier frequency. 

B. Reducing Inter-Symbol Interference (ISI) 

In band limited channels, intersymbol interference (ISI) can 
be caused by multi-path fading as signals are transmitted over 
long distances and through various mediums. More 
specifically, this characteristic of the physical environment 
causes some symbols to be spread beyond their given time 
interval. As a result, they can interfere with the following or 
preceding transmitted symbols. One solution to this problem is 
the application of the pulse shaping filter. By applying this 
filter to each symbol that is generated, it is possible to reduce 
channel bandwidth while reducing ISI. In addition, it is 
common to apply a match filter on the receiver side to 

minimize these affects. Fig 5 shows the output in time domain. 
It is clear that the maximum amplitude of the pulse-shaping 
filter occurs in the middle of the symbol period. In addition, the 
beginning and ending portions of the symbol period are 
attenuated. Thus, ISI is reduced by providing a pseudo-guard 
interval which attenuates signals from multi-
pathreflections[10]. 

  
Figure 5 Filter Output in the Time Domain. 

C. Pulse Shaping and Matched Filtering 

The matched filter is perhaps equally as important as the 
pulse-shaping filter. While the pulse shaping filter serves the 
purpose of generating signals such that each symbol period 
does not overlap, the matched filter is important to filter out 
what signal reflections do occur in the transmission process. 
Because a direct-path signal arrives at the receiver before a 
reflected signal does, it is possible for the reflected signal to 
overlap with a subsequent symbol period. This is shown in the 
fig 6. It is clear, the matched filter reduces this affect by 
attenuating the beginning and ending of each symbol period. 
Thus, it is able to reduce intersymbol interference. One of the 
most common choices for a matched filter is the root raised 
cosinefilter[10].

 
Figure 6. ISI Caused by Multi-Path Distortion 

V. DIFFERENT PULSE SHAPES 

1) Rectangular Pulse 

2) Raised Cosine Pulse 

3) Square Root Raised Cosine Pulse 

4) Gaussian Pulse 
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5) Flipped Exponential Pulse 

6) Flipped Hyperbolic Secant Pulse 

7) Flipped Inverse Hyperbolic Secant Pulse 

 
Data transmission systems that must operate in a 

bandwidth-limited environment must contend with the fact that 
constraining the bandwidth of the transmitted signal necessarily 
increases the likelihood of a decoding error at the receiver. 
Bandwidth limited systems often employ pulse-shaping 
techniques that allow for bandwidth containment while 
minimizing the likelihood of errors at the receiver.[12]  

A.  Rectangular Pulse  

The most basic information unit in a digital transmission 
scheme is a rectangular pulse. It has a defined amplitude, A, 
and defined duration, T. Such a pulse is shown in Figure 7, 
where A = 1, T = To, with the pulse centered about the time 
origin at t = 0. Typically, a sequence of such pulses (each 
delayed by T seconds relative to the previous one) constitutes 
the transmission of information. The information, in this case, 
is encoded in the amplitude of the pulse. The simplest case is 
when a binary 0 is encoded as the absence of a pulse (A = 0) 
and a binary 1 is encoded as the presence of a pulse (A = 
constant). Since each pulse spans the period T, the maximum 
pulse rate is 1/T pulses per second, which leads to a data 
transmission rate of 1/T bits per second.[12] 

 

Figure 7. A Single Rectangular Pulse (T=T0, A=1) 

The pulses used to transmit symbols occupy a fixed time 
interval, T .Thus, the pulse rate is 1/T pulses per second, which 
leads to a symbol rate of 1/T symbols per second. The unit, 
symbols per second, is often referred to as baud. The data 
transmission rate in bits per second is the baud rate multiplied 
by the number of bits represented by each symbol. For 
example, if a symbol represents four bits, then the bit rate is 
four times the symbol rate. This means that a lower 
transmission rate can be used to transmit symbols as opposed 
to directly transmitting bits, which is the primary reason that 
the more sophisticated data transmission systems encode 
groups of bits into symbols. The logic 1 is represented by the 
presence of a pulse of unit amplitude and a logic 0 by the 
absence of a pulse (that is, zero amplitude).  

 

B. Raised Cosine Pulse  

As shown in Figure 3, the spectrum of a rectangular pulse 
spans infinite frequency. In many data transmission 
applications, the transmitted signal must be restricted to a 
certain bandwidth. This can be due to system design constraints 
In such instances, the infinite bandwidth associated with a 
rectangular pulse is not acceptable. The bandwidth of the 
rectangular pulse can be limited, however, by forcing it to pass 
through a low-pass filter. The act of filtering the pulse causes 
its shape to change from purely rectangular to a smooth contour 
without sharp edges.[12] Therefore, the act of filtering 
rectangular data pulses is often referred to as pulse shaping. 
Unfortunately, limiting the bandwidth of the rectangular pulse 
necessarily introduces a damped oscillation. That is, the 
rectangular pulse exhibits nonzero amplitude only during the 
pulse interval, whereas the smoothed (or filtered) pulse exhibits 
ripples both before and after the pulse interval. At the receiver, 
the ripples can lead to incorrect decoding of the data, because 
the ripples associated with one pulse interfere with the pulses 
before and after it. However, the choice of a proper filter can 
yield the desired bandwidth reduction while maintaining a time 
domain shape that does not interfere with the decoding process 
of the receiver.[12] 

This filter is the well-known raised cosine filter and its 
frequency response is given by 

H(w)=τ…………………………….0≤w≤c 

           τ{cos2[τ(w-c)/4α]}…………c≤w≤d 

0…………………………….w>d 

where w is the radian frequency 2πf, 

τ is the pulse period 

α is roll off factor 

c is equal to π(1-α)/τ 

d is equal to π(1+α)/τ 

A plot of the raised cosine frequency response is shown in 
Figure 8 (normalized to τ = 1). The raised cosine filter gets its 
name from the shape of its frequency response, rather than its 
impulse (or time domain) response. 

 
Figure 8. The Raised Cosine Frequency Response 

Ideal Response of Raised Cosine Filter is shown in figure 9. 
below[10] 
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Figure 9. Ideal Response of Raised Cosine Filter 

Ideal Raised Cosine filter frequency response consists of 
unity gain at low frequencies,raised cosine function in the 
middle and total attenuation at high frequencies.The root raised 
cosine filter is generally used in series pairs so that total 
filtering effect is that of raised cosine filter.Sometimes it is 
desirable to implement the raised cosine response as the 
product of two identical responses, one at the transmitter and 
the other at the receiver. In such cases, the response becomes a 
square-root raised cosine response since the product of the two 
responses yields the desired raised cosine response.[12] 

C.  Square Root Raised Cosine 

The frequency Response of the Square-Root Raised Cosine 
is given as below.  

H(w)=√τ…………………………….0≤w≤c  

          √τ{cos[τ(w-c)/4α]}…………c≤w≤d 

0…………………………….w>d 

The variable definitions are the same as for the raised 
cosine response.The consequence of pulse shaping is that it 
distorts the shape of the original time domain rectangular pulse 
into a smoothly rounded pulse with damped oscillations 
(ripples) before and after the ±½ To points. The ripples result 
from the convolution of the rectangular pulse with the raised 
cosine impulse response (convolution is the process of filtering 
in the time domain).This is a source of decision-making error at 
the receiver known as Intersymbol Interference (ISI). Reduced 
bandwidth means larger ripple, which exacerbates ISI and 
increases the likelihood of an incorrect decision (that is, error) 
at the receiver.[12] Obviously, a trade off exists between 
bandwidth containment in the frequency domain and ripple 
attenuation in the time domain. It is this trade off of bandwidth 
containment vs. ripple amplitude that must be considered by 
design engineers when developing a data transmission system 
that employs pulse shaping.Ideal response of Square Root 
Raised Cosine filter is shown in figure 10 below.[10]

 

Figure 10. Ideal Square Root Raised Cosine Filter frequency Response 

D.  Gaussian Pulse 

This gives an output pulse shaped like a Gaussian function. 
The Gaussian filter is a pulse shaping technique that is typically 
used for Frequency Shift Keying (FSK) and Minimum Shift 
Keying (MSK) modulation. This filter is unlike the raised 
cosine and root raised cosine filters because it does not 
implement zero crossing points. The impulse response for the 
Gaussian filter is defined bythefollowingequation: 

 
Graphical representation of the impulse response  of gaussian 
filter is shown  in figure11. As described above, it is clear that 
there are no zero crossings for this type of filter[10]. 

 

Figure 11. Impulse Response of Gaussian Filter 

E.  Flipped Exponential Pulse 

This pulse is proposed by Beaulieu(fexp)[11]. It is known 
as flipped-exponential pulse.In this pulse a new parameter,β=ln 
2/αβ has been introduced .The frequency and impulse 
responses of this family are given as below.  

file:///H:/wiki/Gaussian
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S2(f)=1…………………f≤B(1-α); 

S2(f)=exp(β(B(1-α)-f))……………B(1-α)<f≤B 

S2(f)=1-exp(β(f-B(1+α)))………...B<f≤B(1+α) 

S2(f)= 0………… ……………….B(1+α)<f 

S2(t)=(1/T)sinc(t/T)(4βπtsin(παt/T)+2β2cos(παt/T)-

β2)/[(2πt)2+β2] 

Two more pulses have been derived from from flipped 

exponential pulse[11]  

F.  Flipped Secant Hyperbolic Pulse 

The first one is known as flipped-hyperbolic secant (fsech) 
pulse, has frequency and impulse responses defined as 
S3(f)=1…………………….f≤B(1-α); 

        =sech(γ׀f׀-B(1-α)))…...B(1-α)<f≤B 

        =1-sech(γ(B(1+α)-f))….B<f<≤B(1+α) 

        = 0……………………..B(1+α)<f 

S3(t)=(1/T)sinc(t/T){8πtsin(παt/T)F1(t)+2cos(παt/T)[1-

2F2(t)]+4F3(t)-1} 

where γ=ln(√3+2)/αβ 
The impulse response has been obtained through an 

expansion in series of exponentials. 

G.  Flipped Inverse Secant Hyperbolic Pulse 

The second pulse is referred to as flipped-inverse hyperbolic 

secant (farcsech) pulse. It has frequency response defined as 

 

S4(f)=1…………………………………………….f≤B(1-α) 

        =1-(1/2αβγ)arcsech(1/2αβ(B(1+α)-f))………..B(1-

α)<f≤B 

        =(1/2αβγ)arcsech(1/2αβ(f-B(1-

α)))…………...B<f≤B(1+α) 

        = 0…………………………………………….B(1+α)<f 

 
Its impulse response s4(t)can be evaluated through a 

numerical inverse Fourier transform. The plot of frequency 
responses of the above pulses is shown in figure12 below. It is 
clear that the pulses are real and even, with optimum time 
sampling.  

 
Figure 12. Frequency Responses of the different pulses with roll-off factor α= 

0.35 

 

 

VI. CONCLUSION 

 Digital Signal processing techniques are being used to 
improve the performance of 3G systems WCDMA (Wideband 
Code-Division Multiple Access), an ITU standard derived from 
Code-Division Multiple Access (CDMA), is officially known 
as IMT-2000 direct spread spectrum. W-CDMA is a third-
generation (3G) mobile wireless technology that promises 
much higher data speeds to mobile and portable wireless 
devices than commonly offered in today's market. The pulse 
shaping filter plays a critical role in WCDMA performance 
enhancement. [13-20]. The present paper has critically 
analyzed the pulse shape filtering in wireless communication. 
The application of signal processing techniques to wireless 
communications is an emerging area that has recently achieved 
dramatic improvement in results and holds the potential for 
even greater results in the future as an increasing number of 
researchers from the signal processing and communication 
areas participate in this expanding field.  

VII. IMPACT OF STUDY 

1. The study is useful to improve the performance of 

WCDMA Network. 

2. In the planning of WCDMA Network. 

3. To achieve the flexibility in use of data rates in 

different environments. 

4. Design of future cellular mobile communication 

network. 

VIII. FUTURE SCOPE OF WORK 

The following points have to be concentrated to extend its 

application to wide range of future directions: 

1. Different multipath fading channels can replace 

AWGN channel in the model to simulate the system 

under different mobile radio channels. 

2. More influencing parameters can be incorporated in 

the simulation model using adaptive signal 

processing. 

3. The simulation model can be developed for Tan, 

Beaulieu and Damen pulse shaping families by 

incorporating more variables. 

4. DSP algorithms can be developed for performance 

enhancement of WCDMA based wireless system 

using optimized values of parameters of pulse 

shaping filters. 

5. Simulation study can be extended to different data 

rates such as 144 kbps, 384 kbps & 2Mbps.   

                  ACKNOWLEDGEMENT 

The first author is thankful to Dr B S Sohi, Director 
UIET,Sec-25,PANJAB UNIVERSITY Chandigarh for 
discussion and valuable suggestions during technical 
discussion at WOC conference at Panjab Engg College 
Chandigarh  during  presentation of research paper,”Digital 
Processing and Analysis of Pulse Shaping Filter  for wireless 
communication “The help rendered by S Harjitpal Singh,a 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.3, March 2011 

74 | P a g e  

http://ijacsa.thesai.org/ 

research scholar of NIT Jalandhar as well  as Mr Hardeep 
Singh,Research Scholar, Communication Signal Processing 
research Lab, Deptt of Electronics Technology GNDU 
Amritsar is also acknowledged.  

REFERENCES 

[1] R.M Piedra and A. Frish, ”Digital Signal Processing comes of age” 
IEEE spectrum, vol 33,No.5,pp70,May 1996. 

[2] J Stevens ,”DSPs in Communication “IEEE Spectrum vol.35,No.9,pp39-
46,Sept.98. 

[3] C. Iniaco and D. Embres,” ”The DSP decision-fixed or floating?” IEEE 
Spectrum, Vol.3,No.9,pp 72-74,1996. 

[4] P.M. Grant, ”Signal Processing Hardware and Software” IEEE signal 
Processing Magazine,vol13,No.1,pp 86-92,Jan 1992. 

[5] G. Giannkis, ”Highlights of Signal Processing for communications” 
IEEE Signal Processing Magazine, vol 16,No.2,pp 14-51,March,1999. 

[6] F.Adachi,”Wireless Past and Future-Evolving Mobile Communication 
Systems,”IEICE Trans Fundamentals,Vol.E84-A,No.1,pp.55-
60,Jan2001.  

[7] H. Holma and A. Toskala, ”WCDMA for UMTS, ”John Wiley 
&Sons.Ltd 2002. 

[8] www.3GPP.org 

[9] Tero Ojanpera and Ramjee Prasad, ”Wideband CDMA for Third 
Generation Mobile Communications,” Artech House, Boston, 
London,1998.  

[10] National Instrument Signal Generator tutorial, Pulse shaping to improve 
spectral efficiency. www.ni.com/rf. 

[11] Antonio Assalini,Andrea M.Tonello,”Improved Nyquist Pulses”,IEEE 
Communication letters ,vol 8 No 2, pp no 87-89, Feb2004. 

[12] Ken Gentile,”The care and feeding of digital pulse shaping 
filters”www.rfdesign.com,pp-50-61, 2002.  

[13] ASKang,ErVishalSharma“Comparatative Performance Analysis of Pulse 
Shaping Techniques for         Wireless Communication”proceedings of 
WECON -2008,International Conference on Wireless networks and 
Embedded Systems”(presesnted)Chitkara Institute of Engg & 

Technology,Rajpura,Distt Patiala, pp 113-115,2008, Oct2008. 

[14] ASKang,ErVishalSharma“Digital Signal Processing For Cellular 
Wireless Communication Systems  
     presented at IEEE-ISM 2008,Indian Institute of 

Science,Bangalore(INDIA),pp-323-327, 3Dec-6Dec2008. 

[15] A S Kang ,Er Vishal Sharma “Digital Processing and analysis of pulse 
shaping Filter for wireless Communication”,presented  at 2nd National 
Conference(Co –Sponsered  by IEEE, Chandigarh Sub Section) On 
Wireless and Optical Communication WOC-2008 at PEC 

Chandigarh(INDIA) pp110-113, 18-19 Dec,2008. 

[16] A S Kang,Er Vishal Sharma  “Pulse Shaping Filters in Wireless 
Communication-A Critical Review”Proceedings of National conference 
on optical and wireless communication(NCOW-2008, Co-Sponsered by 
Institution of Engineers(IE), INDIA) DAVIET,Jalandhar(INDIA) ,pp 
291-297, November 27-28, 2008. 

[17] A S Kang,Vishal Sharma “Spectral analysis of filters in celluilar wireless 
communication systems”, International Conference on 
Systemics,Cybernetics,Informatics,ICSCI-2009,Hyderabad,pp-48-55, 
January7-10,2009. 

[18] AS Kang,Vishal Sharma IEEE -0196,”Study of Spectral Analysis of 
Filters in Cellular Communication Systems” by A S Kang, Vishal 
Sharma in IEEE International advance Computing Conference 
(IACC09)held at Thapar University ,Patiala,(presented),pp 1934-
1938, 6-7March 2009. 

[19] ASKang,VishalSharmaIEEE0197,”Simulative Investigation of Pulse 
shaping in WCDMA Wireless Communication” by A S Kang, Vishal 
Sharma in IEEE International Advance Computing 
Conference(IACC09) held at Thapar University 

,Patiala(presented),pp 1939-1943,6-7 March2009. 

[20] ASKang,Vishal Sharma “Study of pulse shaping fiters in WCDMA 
under different interferences”,IEEE-SIBCON2009(IEEE Siberian 
Conference on Control and Communications)March2009Russia,pp37-
41,28 March2009. 

[21] Adibi, S. (2010). Traffic Classification – Packet- , Flow- , and 
Application-based Approaches. International Journal of Advanced 
Computer Science and Applications - IJACSA, 1, 6-15. 

[22] Sharma, S. (2010). Efficient Implementation of Sample Rate 
Converter. International Journal of Advanced Computer Science and 
Applications - IJACSA, 1(6), 35-41. 

http://www.icsci.net/Accepted%20Contributed%20Papers.htm
http://www.icsci.net/Accepted%20Contributed%20Papers.htm


(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.3, March 2011 

75 | P a g e  

http://ijacsa.thesai.org/ 

Arabic Cursive Characters Distributed Recognition 

using the DTW Algorithm on BOINC:  

Performance Analysis 

Zied TRIFA, Mohamed LABIDI and Maher KHEMAKHEM  

Department of Computer Science, University of Sfax 

MIRACL Lab 

Sfax, Tunsia 

trifa.zied@gmail.com, mohamedlabidi@yahoo.fr  

maher.khemakhem@fsegs.rnu.tn 

 
Abstract— Volunteer computing or volunteer grid computing 

constitute a very promising infrastructure which provides enough 

computing and storage powers without any prior cost or 

investment. Indeed, such infrastructures are the result of the 

federation of several, geographically dispersed, computers or/and 

LAN computers over the Internet. Berkeley Open Infrastructure 

for Network Computing (BOINC) is considered the most well-

known volunteer computing infrastructure. In this paper, we are 

interested, rather, by the distribution of the Arabic OCR (Optical 

Character Recognition) based on the DTW (Dynamic Time 

Warping) algorithm on the BOINC, in order, to prove again that      

volunteer computing provides very interesting and promising 

infrastructures to speed up, at will, several greedy algorithms or 

applications, especially, the Arabic OCR based on the DTW 

algorithm. What makes very attractive the Arabic OCR based on 

the DTW algorithm is the following, first, its ability to recognize, 

properly, words or sub words, without any prior segmentation, 

from within a reference library of isolated characters. Second, its 

good immunity against a wide range of noises. Obtained first 

results confirm, indeed, that the Berkeley Open Infrastructure 

for Network Computing constitutes an interesting and promising 

framework to speed up the Arabic OCR based on the DTW 

algorithm. 

Keywords— Volunteer Computing; BOINC; Arabic OCR; DTW 

algorithm; 

I.  INTRODUCTION 

Arabic OCR based on the DTW algorithm provides very 
interesting recognition and segmentation rates. One of the 
advantages of the DTW algorithm is its ability to recognize, 
properly, words or connected characters without their prior 
segmentation. In our previous studies achieved on high and 
medium quality documents [2], [3], [5] we obtained an average 
of more than 98% as recognition rate and more than 99% as 
segmentation rate. The purpose of the DTW algorithm is to 
perform the optimal time alignment between a reference 
pattern and an unknown pattern in order to ease the evaluation 
of their similarity. Unfortunately, the drawback of the DTW is 
its complex computing [6], [7], [8]. Consequently, several 
solutions and approaches have been proposed to speed up the 
DTW algorithm, [1], [7], [8], [4], [9], [5]. 

In this paper we show and confirm, through an 
experimental study, how volunteer computing, which present 

the advantage to be costless, can speed up, substantially also, 
the execution time of the Arabic OCR using the DTW 
algorithm. More specifically, we show how BOINC can 
achieve such a mission.    

The reminder of this paper is organized as follows; section 
(2) describes the Arabic OCR using the DTW algorithm. 
Section (3), gives an overview on volunteer computing 
especially BOINC (Berkeley Open Infrastructure for Network 
Computing). The proposed approach and the corresponding 
performance evaluation are detailed in Section (4). Conclusion 
remarks and some future investigation are presented in section 
(5). 

II.  MECHANISM OF THE ARABIC OCR BASED ON THE 

DTW ALGORITHM 

Words in Arabic are inherently written in blocks of 
connected characters. We need a prior segmentation of these 
blocks into separated characters. Indeed many researchers have 
considered the segmentation of Arabic words into isolated 
characters before performing the recognition phase. The 
viability of the use of DTW technique, however, is its ability 
and efficiency to perform the recognition without prior 
segmentation [4, 2].  

We consider in this paper a reference library of R trained 
characters forming the Arabic alphabet in some given fonts, 
and denoted by    : r=1, 2,…, R. The technique consists to use 
the DTW pattern method to match an input character against 
the reference library. The input character is thus recognized as 
the reference character that provides the best time alignment, 
namely character A is recognized to be    if the summation 
distance    corresponding to the matching of A to reference 
character    satisfies the following equation [4, 5]. 

             {  }           
 

Let T constitutes a given connected sequence of Arabic 
characters to be recognized. T is then composed of a sequence 
of N feature vectors    that are actually representing the 
concatenation of some sub sequences of feature vectors 
representing each an unknown character to be recognized. As 
portrayed in Fig.1 text T lies on the time axis (the X-axis) in 
such a manner that feature vector    is at time i on this axis. 
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The reference library is portrayed on the Y-axis, where 

reference character    is of length   , 1≤ r ≤ R. Let S (i, j, r) 
represent the cumulative distance at point (i, j) relative to 
reference character   . The objective here is to detect 
simultaneously and dynamically the number of characters 
composing T and recognizing these characters. There surely 

exists a number k and indices (  ,   , ...,   ) such that     

   …     represent the optimal alignment to text T 

where  denotes the concatenation operation. The path 
warping from point (1, 1,    ) to point (N,    ,k) and 
representing the optimal alignment is therefore of minimum 
cumulative distance that is: 

 

                    {        }            
 

This path, however, is not continuous since it spans many 
different characters in the distance matrix. We therefore must 
allow at any time the transition from the end of one reference 
character to the beginning of another reference character. The 

end of reference character    is first reached whenever the 

warping function reaches point (i,   , r), i =⌈
    

 
⌉,...,N. As we 

can see from Fig.1, the end of reference characters   ,   ,    
are first reached at time 3, 4, 3 respectively. The end points of 
reference characters are shown in Fig.1 inside diamonds and 
points at which transitions occur are within a circle. The 
warping function always reaches the ends of the reference 
characters. At each time i, we allow the start of the warping 
function at the beginning of each reference character along 
with addition of the smallest cumulative distance of the end 
points found at time ( i - 1) [4,5]. The resulting functional 
equations are: 
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With the boundary conditions: 
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To trace back the warping function and the optimal 
alignment path, we have to memorize the transition times 
among reference characters. This can easily be accomplished 
by the following procedure: 
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Where trace min is a function that returns the element 

corresponding to the term that minimizes the functional 
equations. The functioning of this algorithm is portrayed on 
Fig.1 by means of the two vectors      and     , where 
        represents the reference character giving the least 
cumulative distance at time i, and         provides the link to 
the start of this reference character in the text T . The heavy 

marked path through the distance matrix represents the optimal 
alignment of text T to the reference library. We observe that the 

text is recognized as C1   C3 [5]. 

  
Figure 1.  DTW Wrapping mechanism. 

III.  VOLUNTEER COMPUTING AND BOINC 

Volunteer computing is a form of distributed computing in 
which the general public volunteer make available and storage 
resources to scientific research projects. Early volunteer 
computing projects include the Great Internet Mersenne Prime 
Search [12], SETI@home [10], Distributed.net [11] and 
Folding@home [13]. Today the approach is being used in 
many areas, including high energy physics, molecular biology, 
medicine, astrophysics, and climate dynamics. This type of 
computing can provide great power (SETI@home, for 
example, has accumulated 2.5 million years of CPU time in 7 
years of operation). However, it requires attracting and 
retaining volunteers, which places many demands both on 
projects and on the underlying technology. 

The Berkeley Open Infrastructure for Network Computing 
(BOINC) is a framework to deploy distributed computing 
platforms based on volunteer computing. It is developed at 
U.C. Berkeley Spaces Sciences Laboratory and it is released 
under an open source license.  

BOINC is the evolution of the original SETI@home 
project, which started in 1999 and attracted millions of 
participants worldwide [16]. 

This middleware provides a generic framework for 
implementing distributed computation applications within a 
heterogeneous environment. The system is designed as a 
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software platform utilizing computing resources from volunteer 
computers [14]. 

BOINC software is divided in two main components: the 
server and the client side of the software. BOINC allows 
sharing computing resources among different autonomous 
projects. A BOINC project is identified by a unique URL 
which is used by BOINC clients to register with it. Every 
BOINC project must run a host with the server side of the 
BOINC software. 

BOINC software on the server side comprises several 
components: one or more scheduling servers that communicate 
with BOINC clients, one or more data servers that distribute 
input files and collect output files, a web interface for 
participants and project administrators and a relational database 
that stores information about work, results, and participants. 

BOINC software provides powerful tools to manage the 
applications run by a project. For instance it allows to easily 
define different application versions for different target 
architectures. A “workunit” describes a computation to be 
performed, associating a (unique) name with an application and 
the corresponding input files. 

Not all kind of applications are suitable to be deployed on 
BOINC. Ideally, candidate applications must present 
“independent parallelism” (divisible into parallel parts with few 
or no data dependencies) and a low data/compute ratio since 
output files will be sent through a typically slow commercial 
Internet connection [16]. 

In this paper, we show how volunteer computing such as 
BOINC can speed up the execution time of Arabic OCR based 
on the DTW algorithm. 

IV.  THE DTW DATA DISTRIBUTION OVER BOINC 

The Arabic OCR based on the DTW procedure described in 
the preceding section presents many ways on which one could 
base its parallelization or distribution. The idea of the proposed 
approach is how to take advantages of the enough power 
provided by BOINC to speed up the execution time of the 
DTW algorithm? 

A BOINC project uses a set of servers to create, distribute, 
record, and aggregate the results of a set of tasks that the 
project needs to perform to accomplish its goal. The tasks are 
evaluating data sets, called workunits. The servers distribute 
the tasks and corresponding workunits to clients (software that 
runs on computers that people permit to participate in the 
project). When a computer running a client would otherwise be 
idle (in the context of volunteer computing, a computer is 
deemed to be idle if the computer’s screensaver is running), it 
spends the time working on the tasks that a server assigns to 
the client. When the client has finished a task, it returns the 
result obtained by completing the task to the server. If the user 
of a computer that is running a client begins to use the 
computer again, the client is interrupted and the task it is 
processing is paused while the computer executes programs for 
the user. When the computer becomes idle again, the client 
continues processing the task it was working on when the client 
was interrupted. 

To be added into a BOINC project, applications must 
incorporate some interaction with the BOINC client: they must 
notify the client about start and finish, and they must allow for 
renaming of any associated data files, so that the client can 
relocate them in the appropriate part of the guest operating 
system and avoid conflicts with workunits from other projects 
[16]. 

We propose to split optimally the binary image of a given 
Arabic text to be recognized into a set of binary sub images and 
then assign them among some volunteer computers which are 
already subscribed to our project. 

BOINC uses a simple but a rich set of abstraction files, 
applications, and data. A project defines application versions 
for various platforms (Windows, Linux/x86, Mac OS/X, etc.). 

An application can consist of an arbitrary set of files. A 
workunit represents the inputs to a computation: the application 
(but not a particular version) presents a set of references input 
files, and sets of command line arguments and environment 
variables. Each workunit has parameters such as computing, 
memory and storage requirements and a soft deadline for 
completion. A result represents the result of a computation, it 
consists of a reference to a workunit and a list of references to 
output files.  

Files can be replicated, the description of a file includes a 
list of URLs from which it may be downloaded or uploaded. 
When the BOINC client communicates with a scheduling 
server it reports completed work, and receives an XML 
document describing a collection of the above entities. The 
client then downloads and uploads files and runs applications; 
it maximizes concurrency, using multiple CPUs when possible 
and overlapping communication and computation. 

A.  Experimental Study 

Significant reduction in the elapsed time, defined as the 
time elapsing from the start until the completion of the text 
recognition, can be realized by using a distributed architecture. 
This effect is known as the speedup factor. This factor is 
properly defined as the ratio of the elapsed time using 
sequential mode with just one processor to the elapsed time 
using the distributed architecture. 

Next we consider only the case where the volunteer 
computers participating in the work are homogeneous. It means 
that all the corresponding interconnected computers are 
homogeneous in terms of computing power, hardware 
configuration and operating system. We ran several 
experiments on several specific printed Arabic texts.  

Our experiments aim at proving that volunteer computing 
present, indeed, interesting infrastructures to speed up the 
execution process of the Arabic OCR based on the DTW 
algorithm.  

During these experiments, we have considered the 
following conditions: 

 The number of pages is 100, 

 The number of lines per page is 7, 

 The average number of characters per line is 55, 
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 The number of characters per page is 369, 

 The reference library contains 103 characters, 

 We have used 16 dedicated homogeneous workers 
having the exact configuration: 3GHZ CPU frequency, 
512 Mega Octets RAM and running Windows XP-
professional. 

To reach our expectation, we have studied the effect of the 
distribution of approximately a hundred (100) of similar 
printed Arabic text pages over a variable number of volunteer 
computers. 

 

 
Figure 2.  Distributed execution time. 

  
Figure 3.  Speedup of the DTW algorithm. 

 
Fig. 2 and 3 illustrate the obtained results of our 

experiment. These figures show in particular that:  

 

 The execution time of the DTW algorithm decreases 
with the number of computers used. Each time you add 
a computer the execution time of recognition decrease. 
The average test time for 1 computer was 
approximately 6.20 hours and the average test time for 
16 computers was 0.4 hours. It clearly shows an 
exponential decrease in the amount of time required to 
complete the tests. 

 However, the speedup factor increases with the number 
of computers used. 

 If we use 16 computers then the execution time reaches 
the value 1450 seconds and the speedup factor reaches 
the value 15. This result is very interesting, because in 
this case our proposed OCR system is able to recognize 
more than 830 characters per second, compared with 
the existing commercial Arabic OCR [2]. 

Consequently, volunteer computing constitute interesting 
infrastructures to speedup, drastically, the execution time of the 
Arabic OCR based on the DTW algorithm. Moreover, and 
thanks to the enough computing power provided by such 
infrastructures, we can think, now, about the improvement of 
the recognition rate of our system by adding to it some 
complementary approaches or techniques. 

V.  CONCLUSION AND PERSPECTIVE 

This paper has shown how volunteer computing present 
interesting infrastructures to speed up, substantially, the 
execution time of the Arabic OCR based on the DTW 
algorithm. Indeed, conducted experiments confirm that such 
infrastructures can help a lot in building a powerful Arabic 
OCR based on the combination (integration) of some strong 
complementary approaches or techniques which require 
enough computing power. 

Several investigations are under studies especially the way 
to exploit in a large scale the BOINC and the way to improve 
the recognition rate of the Arabic OCR based on the DTW 
algorithm in order to build a powerful Arabic OCR system. 
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Abstract— Few years ago, the information flow in education field 

was relatively simple and the application of technology was 

limited. However, as we progress into a more integrated world 

where technology has become an integral part of the business 

processes, the process of transfer of information has become 

more complicated. Today, one of the biggest challenges that 

educational institutions face is the explosive growth of 

educational data and to use this data to improve the quality of 

managerial decisions. Data mining techniques are analytical tools 

that can be used to extract meaningful knowledge from large 

data sets. This paper addresses the applications of data mining in 

educational institution to extract useful information from the 

huge data sets and providing analytical tool to view and use this 

information for decision making processes by taking real life 

examples. 

Keywords- Higher education,; Data mining; Knowledge discovery; 

Classification; Association rules; Prediction; Outlier analysis; 

I.  INTRODUCTION 

In modern world a huge amount of data is available which 
can be used effectively to produce vital information. The 
information achieved can be used in the field of Medical 
science, Education, Business, Agriculture and so on. As huge 
amount of data is being collected and stored in the databases, 
traditional statistical techniques and database management 
tools are no longer adequate for analyzing this huge amount of 
data. 

Data Mining (sometimes called data or knowledge 
discovery) has become the area of growing significance 
because it helps in analyzing data from different perspectives 
and summarizing it into useful information. [1] 

There are increasing research interests in using data mining 
in education. This new emerging field, called Educational Data 
Mining, concerns with developing methods that discover 
knowledge from data originating from educational 
environments [1]. 

The data can be collected from various educational 
institutes that reside in their databases. The data can be 
personal or academic which can be used to understand students' 
behavior, to assist instructors, to improve teaching, to evaluate 
and improve e-learning systems , to improve curriculums and 
many other benefits.[1][2]    

Educational data mining uses many techniques such as 
decision trees, neural networks, k-nearest neighbor, naive 
bayes, support vector machines and many others.[3] 

Using these techniques many kinds of knowledge can be 
discovered such as association rules, classifications and 
clustering. The discovered knowledge can be used for 
organization of syllabus, prediction regarding enrolment of 
students in a particular programme, alienation of traditional 
classroom teaching model, detection of unfair means used in 
online examination, detection of abnormal values in the result 
sheets of the students and so on. 

This paper is organized as follows: Section II describes the 
related work. Section III describes the research question. 
Section IV describes data mining techniques adopted. Section 
V discusses the application areas of these techniques in an 
educational institute. Section VI concludes the paper.  

II. RELATED WORK 

Data mining in higher education is a recent research field 
and this area of research is gaining popularity because of its 
potentials to educational institutes. 

[1] gave case study of using educational data mining in 
Moodle course management system. They  have described how 
different data mining techniques can be used in order to 
improve the course and the students’ learning. All these 
techniques can be applied separately in a same system or 
together in a hybrid system.  

[2] have a survey on educational data mining between1995 
and 2005. They have compared the Traditional Classroom 
teaching with the Web based Educational System. Also they 
have discussed the use of Web Mining techniques in Education 
systems. 

[3] have a described the use of k-means clustering 
algorithm to predict student’s learning activities. The 
information generated after the implementation of data mining 
technique may be helpful for instructor as well as for students. 

[4] discuss how data mining can help to improve an 
education system by enabling better understanding of the 
students.  The extra information can help the teachers to 
manage their classes better and to provide proactive feedback 
to the students. 
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[6] have described the use of data mining techniques to 
predict the strongly related subject in a course curricula. This 
information can further be used to improve the syllabi of any 
course in any educational institute. 

[8] describes how data mining techniques can be used to 
determine The student learning result evaluation system is an 
essential tool and approach for monitoring and controlling the 
learning quality. From the perspective of data analysis, this 
paper conducts a research on student learning result based on 
data mining. 

III. RESEARCH OBJECT 

The object of the present study is to identify the potential 
areas in which data mining techniques can be applied in the 
field of Higher education and to  identify which data mining 
technique is suited for  what kind of application. 

IV. DATA MINING DEFINITION AND TECHNIQUES 

Simply stated, data mining refers to extracting or “mining" 
knowledge from large amounts of data.  [5] Data mining 
techniques are used to operate on large volumes of data to 
discover hidden patterns and relationships helpful in decision 
making. The sequences of steps identified in extracting 
knowledge from data are: shown in Figure 1.  

 
Figure 1.  The steps of extracting knowledge from data 

 

The various techniques used in Data Mining are: 

A. Association analysis 

Association analysis is the discovery of association rules 
showing attribute-value conditions that occur frequently 
together in a given set of data. Association analysis is widely 
used for market basket or transaction data analysis. 

More formally, association rules are of the form

"".,., 11 nm BBAAeiYX   , where Ai 

(for i to m) and Bj (j to n ) are attribute-value pairs.   
    (I) 

The association rule X=>Y is interpreted as database tuples 

that satisfy the conditions in X are also likely to satisfy the 

conditions in Y ". 

B. Classification and Prediction 

Classification is the processing of finding a set of models 
(or functions) which describe and distinguish data classes or 
concepts, for the purposes of being able to use the model to 
predict the class of objects whose class label is unknown. The 
derived model may be represented in various forms, such as 
classification (IF-THEN) rules, decision trees, mathematical 
formulae, or neural networks. Classification can be used for 
predicting the class label of data objects. However, in many 
applications, one may like to predict some missing or 
unavailable data values rather than class labels. This is usually 
the case when the predicted values are numerical data, and is 
often specifically referred to as prediction.  

IF-THEN rules are specified as IF condition THEN 
conclusion 

e.g.  IF age=youth and student=yes then buys_computer=yes 

C. Clustering Analysis 

Unlike classification and predication, which analyze class-
labeled data objects, clustering analyzes data objects without 
consulting a known class label. In general, the class labels are 
not present in the training data simply because they are not 
known to begin with. Clustering can be used to generate such 
labels. The objects are clustered or grouped based on the 
principle of maximizing the intraclass similarity and 
minimizing the interclass similarity. 

That is, clusters of objects are formed so that objects within 
a cluster have high similarity in comparison to one another, but 
are very dissimilar to objects in other clusters. Each cluster that 
is formed can be viewed as a class of objects, from which rules 
can be derived. [5] 

Application of clustering in education can help institutes 
group individual student into classes of similar behavior. 
Partition the students into clusters, so that students within a 
cluster (e.g. Average)  are similar to each other while dissimilar 
to students in other clusters (e.g. Intelligent, Weak). 

 

 
Figure 2. Picture showing the partition of students in clusters 

D. Outlier Analysis 

A database may contain data objects that do not comply 
with the general behavior of the data and are called outliers. 
The analysis of these outliers may help in fraud detection and 
predicting abnormal values.  
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V. POTENTIAL APPLICATIONS 

  
 

Figure 3.  The cycle of applying data mining in education system [4] 

 
The above figure illustrates how the data from the 

traditional classrooms and web based educational systems can 
be used to extract knowledge by applying data mining 
techniques which further helps the educators and students to 
make decisions.   

A. Organization  of  Syllabus 

It is important for educational institutes to maintain a high 
quality educational programme which will improve the 
student’s learning process and will help the institute to 
optimize the use of resources. A typical student at the 
university level completes a number of courses (i.e. "course" 
and "subject" are used synonymously) prior to graduation.  

Presently, organization of syllabi is influenced by many 
factors such as affiliated, competing or collaborating 
programmes of universities, availability of lecturers, expert 
judgments and experience. This method of organization may 
not necessarily facilitate students' learning capacity optimally. 
Exploration of subjects and their relationships can directly 
assist in better organization of syllabi and provide insights to 
existing curricula of educational programmes. 

 One of the application of data mining is to identify related 
subjects in syllabi of educational programmes in a large 
educational institute.[6] 

A case study has been performed where the student data 
collected over a period of time at the Sri Lanka Institute of 
Information Technology (SLIIT) [7]. The main aim of the 
study was to find the strongly related subjects in a course 
offered by the institute. For this purpose following 
methodology was followed to: 

 Identify the possible related subjects. 

 Determine the strength of their relationships and 

determine strongly related subjects. 

METHODOLOGY  

In the first step, association rule mining is used to identify 
possibly related two subject combinations in the syllabi which 

also reduce our search space. In the second step(see[6]), 
Pearson Correlation Coefficient was applied to determine the 
strength of the relationships of subject combinations identified 
in the first step.  

TABLE I.  THE SUBJECTS CHOSEN BY STUDENTS 

 
 Association Rules that can be derived from Table 1 are of 

the form: 

)2,()1,( subjectXsubjectX    (2) 

)3,()2,()1,( subjectXsubjectXsubjectX  (3) 

 

)"",()"",( tabasesAdvancedDaXDatabasesX 

[support=2% and confidence=60%]  (4) 

)"",("",()"",( DataMiningXtabasesAdvancedDaXDatabasesX 

 [support=1% and confidence=50%]  (5) 

 
Where support factor of the association rule shows that 1% 

of the students have taken both the subjects “Databases” and 
“Advanced Databases” and confidence factor shows that there 
is a chance that 50% of the students who have taken 
“Databases” will also take “Advanced Databases”  

This way we can find the strongly related subjects and can 
optimize the syllabi of an educational programme.  

B. Predicting The Registration Of Students in an Educational 

Programme 

Now a days educational organization are getting strong 
competition from other Academic competitors. To have an 
edge over other organizations, needs deep and enough 
knowledge for a better assessment, evaluation, planning, and 
decision making.  

Data Mining helps organizations to identify the hidden 
patterns in databases; the extracted patterns are then used to 
build data mining models, and hence can be used to predict 
performance and behavior with high accuracy. As a result of 
this, universities are able to allocate resources more effectively. 

METHODOLOGY 

One of the application of data mining can be for example, 
to efficiently assign resources with an accurate estimate of how 
many male or female will register in a particular program by 
using the Prediction techniques. 

Student 

id 

Subject 1 Subject 2 Subject 3 

1 Databases Advanced 

Databases 

Data mining 

2 Databases Advanced 

Databases 

Data mining 

3 Databases Advanced 

Databases 

Data mining 

4 Databases  Advanced 

Databases 

Visual Basic 

 

5 Databases  Advanced 

Databases 

Web Designing 
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Figure 4. Prediction of female students in the coming year 

 
In real scenario couple of other associated attributes like 

type of course, transport facility, hostel facility etc can be used 
to predict the registration of students.   

C. Predicting Student Performance 

One of the question whose answer almost every stakeholder 
of an educational system would like to know “Can we predict 
student performance?” 

 Over the years, many researchers applied various data 
mining techniques to answer this question.  

In modern times, learning is taking on a more important 
role in the development of our civilization. Learning is an 
individual behavior as well as a social phenomenon. 

It is a difficult task to deeply investigate and successfully 
develop models for evaluating learning efforts with the 
combination of theory and practice. University goals and 
outcomes clearly relate to “promoting learning through 
effective undergraduate and graduate teaching, scholarship, and 
research in service to University.”  

Student learning is addressed in some goals and outcomes 
related to the development of overall student knowledge, skill, 
and dispositions. Collections of randomly selected student 
work are examined and assessed by small groups of faculty 
teaching courses within some general education categories. [8] 

With the help of data mining techniques a result evaluation 
system can be developed which can help teachers and students 
to know the weak points of the traditional classroom teaching 
model. Also it will help them to face the rapidly developing 
real-life environment and adapt the current teaching realities. 

METHODOLOGY 

We can use student participation data  as part of the class 
grading policy. An instructor can assess the quality of student 
by conducting an online discussion among a group of students 
and use the possible indicators such as  the time difference 
between posts, frequency distribution of the postings, duration 
between postings and replies etc. 

Given this data, we can apply classification algorithms to 
classify the students into possible levels of quality.  

Table II.  Student participation data and their grades 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The Decision Tree built from the data in Table II 

D. Detecting Cheating in Online Examination 

We can say that online assessments are useful to evaluate 
students’ knowledge; they are used around the world in schools 
-since elementary to higher education institutions- and in 
recognized training centers like the Cisco Academy [9]. 

 Now a days exams are conducted online remotely through 
the Internet and if a fraud occurs then one of the basic problems 
to solve is to know: who is there? Cheating is not only done by 
students but the recent scandals in business and journalism 
show that it has become a common practice.  

Data Mining techniques can propose models which can 
help organizations to detect and to prevent cheats in online 
assessments. The models generated use data comprising of 
different student’s personalities, stress situations generated by 
online assessments, and common practices used by students to 
cheat to obtain a better grade on these exams.  

E. Identifying Abnormal/ Erroneous Values 

The data stored in a database may reflect outliers-|noise, 
exceptional cases, or incomplete data objects. These objects 
may confuse the analysis process, causing over fitting of the 
data to the knowledge model constructed. As a result, the 
accuracy of the discovered patterns can be poor. [5] 

One of the applications of Outlier Analysis can be to detect 
the abnormal values in the result sheet of the students. This 
may be due many factors like a software fault, data entry 
operator negligence or an extraordinary performance of the 
student in a particular subject. 

  

Time difference 

between posts (in 

min) 

Duration 

between 

postings and 

replies (in min) 

Grade of the 

student 

3 1 A 

3 2 B 

4 1 A 

5 2 B 

6 1 C 

6 2 C 
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Table III.  The result of students in four subjects 

 

 

 

 

 

 

 

 

 

 
In the table shown above the result of the student in 

subject4 with roll no 104 will be detected as an exceptional 
case and can be further analyzed for the cause.  

VI. CONCLUSION 

In the present study, we have discussed the various data 
mining techniques which can support education system via 
generating strategic information.. Since the application of data 
mining brings a lot of advantages in higher learning institution, 
it is recommended to apply these techniques in the areas like 
optimization of resources, prediction of retainment of faculties 
in the university, to find the gap between the number of 
candidates applied for the post, number of applicants 
responded, number of applicants appeared, selected and finally 
joined. Hopefully these areas of application will be discussed in 
our next paper.  
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Student 

roll no 

Marks in 

subject1 

Marks in 

subject2 

Marks in 

subject3 

Marks in 

subject4   

101 30 35 45 30 

102 67 75 78 67 

103 89 90 78 77 

104 30 35 45 99 
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Abstract—In opportunistic networks the existence of a 

simultaneous path is not assumed to transmit a message between 

a sender and a receiver. Information about the context in which 

the users communicate is a key piece of knowledge to design 

efficient routing protocols in opportunistic networks. But this 

kind of information is not always available. When users are very 

isolated, context information cannot be distributed, and cannot 

be used for taking efficient routing decisions. In such cases, 

context oblivious based schemes are only way to enable 

communication between users. As soon as users become more 

social, context data spreads in the network, and context based 

routing becomes an efficient solution. In this paper we design an 

integrated routing protocol that is able to use context data as 

soon as it becomes available and falls back to dissemination-

based routing when context information is not available. Then, 

we provide a comparison between Epidemic and PROPHET, 

these are representative of context oblivious and context aware 

routing protocols. Our results show that integrated routing 

protocol is able to provide better result in term of message 

delivery probability and message delay in both cases when 

context information about users is available or not. 

Keywords-context aware routing; context information; context 

oblivious routing; MANET; opportunistic network. 

I.  INTRODUCTION  

The opportunistic network is an extension of Mobile Ad 
hoc Network (MANET). Wireless networks‟ properties, such 
as disconnection of nodes, network partitions, mobility of users 
and links‟ instability, are seen as exceptions in traditional 
network. This makes the design of MANET significantly more 
difficult [1]. 

Opportunistic networks [2] are created out of mobile 
devices carried by people, without relying on any preexisting 
network topology. Opportunistic networks consider 
disconnections, mobility, partitions, etc. as norms instead of the 
exceptions. In opportunistic network mobility is used as a 
technique to provide communication between disconnected 
„groups‟ of nodes, rather than a drawback to be solved. 

In opportunistic networking a complete path between two 
nodes wishing to communicate is unavailable [3]. 
Opportunistic networking tries to solve this problem by 
removing the assumption of physical end-to-end connectivity 
and allows such nodes to exchange messages. By using the 
store-carry-and-forward paradigm [4] intermediate nodes store 

messages when there is no forwarding opportunity towards the 
destination, and exploit any future contact opportunity with 
other mobile devices to bring the messages closer and closer to 
the destination. 

Therefore routing is one of the most compelling challenges. 
The design of efficient routing protocols for opportunistic 
networks is generally a difficult task due to the absence of 
knowledge about the network topology. Routing performance 
depends on knowledge about the expected topology of the 
network [5]. Unfortunately, this kind of information is not 
always available. Context information is a key piece of 
knowledge to design efficient routing protocols. Context 
information represents users‟ working address and institution, 
the probability of meeting with other users or visiting particular 
places. It represents the current working environment and 
behavior of users. It is very help full to identify suitable 
forwarders based on context information about the destination. 
We can classify the main routing approaches proposed in the 
literature based on the amount of context information of users 
they exploit. Specifically, we identify two classes, 
corresponding to context-oblivious and context-aware 
protocols. 

Protocols in Context-oblivious routing class as Epidemic 
Routing Protocol [6] are only solution when context 
information about users is not available. But they generate high 
overhead, network congestion and may suffer high contention. 
Context-based routing provides an effective congestion control 
mechanism and with respect to context-oblivious routing, 
provides acceptable QoS with lower overhead. Indeed, 
PRoPHET [7] is able to automatically learn the past 
communication opportunities determined by user‟s movement 
patterns and exploit them efficiently in future. This autonomic, 
self-learning feature is completely absent in Context-oblivious 
routing schemes. But context based routing protocols provide 
high overhead, message delay and less success full message in 
absence of context information about users. We have proved 
this by implementing epidemic and PROPHET routing 
protocols in presence and absence of context information. We 
found epidemic is better in absence of context information 
while PROPHET gives better result in presence of context 
information. Therefore I decided to combine feature of these 
both protocols into a single integrated routing protocol, which 
will perform better in both cases when context information 
about user is available or not. 
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This paper represents our integrated routing protocol, and 
evaluates it through simulations. The rest of the paper is 
organized as follows. Section 2 describes main routing 
protocols of context oblivious and context based routing class 
which are epidemic and PROPHET, and describe some related 
work. In section 3 our proposed scheme is presented. In section 
4 the simulation setup is given for routing protocols. 
Comparison and Result of epidemic, PROPHET and integrated 
routing protocols can be found in section 5. Finally section 6 
discusses conclusion and looks into future work.  

II. RELATED WORK 

A. Epidemic Routing  

Epidemic Routing provides the final delivery of messages 
to random destinations with minimal assumptions of topology 
and connectivity of the network. Final message delivery 
depends on only periodic pair-wise connectivity between 
mobile devices. The Epidemic Routing protocol works on the 
theory of epidemic algorithms [6]. Each host maintains two 
buffers, one for storing messages that it has originated and 
second for messages that it is buffering on behalf of other 
hosts. Each mobile device stores a summary vector that 
contains a compact representation of messages currently stored 
in buffer. 

When two hosts come into communication range of one 
another, they exchange their summary vectors. Each host also 
maintains a buffer to keep list of recently seen hosts to avoid 
redundant connections. Summary vector is not exchanged with 
mobile devices that have been seen within a predefine time 
period. After exchanging their summary vectors mobile devices 
compare summary vectors to determine which messages is 
missing. Then each mobile device requests copies of messages 
that it does not contain. 

Each message has a unique identification number and a hop 
count. The message identifier is a unique 32-bit number. The 
hop count field determines the maximum number of 
intermediate nodes that a particular message can travel. When 
hop count is one, messages can only be delivered to their final 
destinations. Larger values for hop count will increase message 
delivery probability and reduce average delivery time, but will 
also increase total resource consumption in message delivery 
[6]. 

B. PROPHET routing 

PROPHET [7], a Probabilistic ROuting Protocol using 
History of Encounters and Transitivity makes use of 
observations that real users mostly move in a predictable 
fashion. If a user has visited a location several times before, 
there is more probability to visit that location again. PROPHET 
uses this information to improve routing performance. 

To accomplish this, PROPHET maintains delivery 
predictability metric at every node. This metric represents 
message delivery probability of a host to a destination.  
PROPHET is similar to Epidemic Routing but it introduces a 
new concept of delivery predictability. Delivery predictably is 
the probability for a node to encounter a certain destination. 
When two nodes meet, they also exchange delivery 
predictability information with summary vectors. This 

information is used to update the delivery predictability 
information of metric. 

When a message comes at a node, node checks that 
destination is available or not. If destination is not available, 
node stores the message and upon each encounters with another 
device, it takes decision whether or not to transfer a message. 
Message is transferred to the other node if the other node has 
higher message delivery probability to the destination [7].  

C. Other work 

Since routing is one of the most challenging issues in 
opportunistic networks, many researchers are working in this 
area. In this Section we are only mentioning some specific 
routings, which are representative of both context oblivious and 
context based routing protocols in opportunistic networks. The 
reader can also find a brief discussion on routing protocols for 
opportunistic networks in [8]. 

Context oblivious based algorithms also include network-
coding-based routing [9]. In general, network coding-based 
routing reduces flooding, as it is able to deliver the same 
amount of information with fewer messages injected into the 
network [10]. 

Spray and Wait [11] routing provides a drastic way to 
reducing the overhead of Epidemic. Message is delivered in 
two steps: the spray phase and the wait phase. During the spray 
phase, source node and first receivers of the message spread 
multiple copies of the same message over the network. Then, in 
the wait phase each relay node stores its copy and eventually 
delivers it to the destination when it comes within reach. 

Frequency of meetings between nodes and frequency of 
visits to specific physical places is used by MV [12] and 
MaxProp [13] as context information. 

MobySpace routing [14] uses the mobility pattern of nodes 
as context information. The protocol uses a multi dimensional 
Euclidean space, named MobySpace, where possible contact 
between couples of nodes are represented by each axis and the 
probability of that contacts to occur are measured by the 
distance along axis. Two nodes that are close in the 
MobySpace, have similar sets of contacts. The best forwarding 
node for a message is the node that is as close as possible to the 
destination node in this space. 

In Bubble Rap [15], social community users belong to is 
used as context information. Basically, Bubble Rap prefers 
nodes belonging to the same community of the destination as a 
good forwarder to this destination. If such nodes are not found, 
it forwards the message to the nodes, which have more chances 
of contact with the community of the destination. In Bubble 
Rap, communities are automatically detected via the patterns of 
contacts between nodes. 

Other opportunistic routing protocols use the time lag from 
the last meeting with a destination as context information. Last 
Encounter routing [16] and Spray and Focus [17] routings are 
example of protocols exploiting such type of information. 

Context-aware routing [18] uses an existing MANET 
routing protocol to connect nodes of the same MANET cloud. 
To transmit messages outside the cloud, a sender gives 
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message to the node in its current cloud that has highest 
message delivery probability to the destination. This node waits 
to get in touch with destination or enters in destination‟s cloud 
with other nodes that has higher probability of meeting the 
destination. In context-aware routing context information is 
used to calculate probabilities only for those destinations each 
node is aware of. 

With respect to context-aware routing, HiBOp is more 
general, HiBOp is a fully context-aware routing protocol 
completely described in [19]. HiBOp exploits every type of 
context information for taking routing decisions and also 
describes mechanism to handle this information. In HiBOp, 
devices share their own data when they come into contact with 
other devices, and thus learn the context they are immersed in. 
Nodes seem as good forwarders, which share more and more 
context data with the message destination. 

III. INTEGRATED ROUTING 

Real users are likely to move around randomly or in 
predictable fashion, such that if a node has visited a location 
several times before, it is likely that it can visit that location 
again or can choose a new location that has never visited 
before. In this way users‟ movement can be predictable or 
unpredictable. We would like to make use of these 
observations to improve routing performance by combining 
probabilistic routing with flooding based routing and thus, we 
propose integrated routing protocol for opportunistic network. 

To accomplish this, each node needs to know the contact 
probabilities to all other nodes currently available in the 
network. Every node maintains a probability matrix same as 
described in [7]. Each cell represents contact probability 
between to nodes x and y. Each node computes its contact 
probabilities with other nodes whenever the node comes in to 
contact with other nodes. Each node maintains a time attribute 
to other available nodes, the time attribute of a node is only 
updated when it meets with other nodes. 

Two nodes exchange their contact probability matrices, 
when they meet. Nodes compare their own contact matrixes 
with other nodes. A node updates its matrix with another 
nodes‟ matrix if another node has more recent updated time 
attribute. In this way, two nodes will have identical contact 
probability matrices after communication. 

A. Probability calculation 

The calculations of the delivery predictabilities have 
described in [7]. The first thing to do is to update the metric 
whenever a node meets with other nodes, so that nodes that are 
often met have a high message delivery probability. When 
node x meets node y, the delivery probability of node x for y is 
updated by (1). 

                 –             (1) 

 

Where     is an initial probability, we used        . 
When node x does not meet with node y for some predefine 
time, the delivery probability decreases by (2). 

                                 (2) 

Where α is the aging factor (a < 1), and k is the number of 
time units since the last update. When node x receives node y‟s 
delivery probabilities, node x may compute the transitive 
delivery probability through y to z by (3). 

             (   –     )                           (3) 

Where β is a design parameter for the impact of transitivity, 
we used β = 0.25. 

B. Routing strategies 

when a message arrives at a node, there might not be a path 
to the destination available so the node have to buffer the 
message and upon each encounters with another node, the 
decision must be made on whether or not to transfer a 
particular message. Furthermore, it may also be sensible to 
forward a message to multiple nodes to increase the probability 
that a message is really delivered to its destination. 

Whenever a node meets with other nodes, they all exchange 
their messages (or as above, probability matrix). If the 
destination of a message is the receiver itself, the message is 
delivered. Otherwise, if the probability of delivering the 
message to its destination through this receiver node is greater 
than or equal to a certain threshold, the message is stored in the 
receiver‟s storage to forward to the destination. If the 
probability is less than the threshold, the receiver discards the 
message. If all neighbors of sender node have no knowledge 
about destination of message and sender has waited more than 
a configured time, sender will broadcast it to all its current 
neighbors. This process will be repeated at each node until it 
reaches to destination. 

In this paper, we have developed a simple routing protocol 
–a message is transferred to the other node when two nodes 
meet, if the delivery probability to the destination of the 
message is higher than other node. But, taking these decisions 
is not an easy task. In some cases it might be sensible to select 
a fixed value and only give a message to nodes that have 
delivery probability greater than that fixed value for the 
destination of the message. On the other hand, when 
encountering a node with low delivery predictability, it is not 
certain that a node with a higher metric will be encountered 
within reasonable time. It may be possible destination is new 
and context information about destination is not spread in 
network. To solve these problems we introduce a new concept, 
our integrated routing distributes copies of message to all its 
neighbors same as flooding based techniques, after a 
configurable time, when node has not have any context 
information about destination of message. 

Furthermore, we can also set the maximum number of 
copies of a message; a node can spread, to solve the problem of 
deciding how many nodes to give a certain message to. 
Distributing a message to a large number of nodes increases 
message delivery probability and decreases message delay, on 
the other hand, also increases resource consumption.  

IV. SIMULATION SETUP 

We have currently implemented four different routing 

protocols epidemic, PROPHET, PROPHET (with no POIs) and 

integrated routing protocols in ONE (Opportunistic Network 
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Environment ) Simulator, all of which we consider in our 

evaluation. We are taking simulation scenario from [20], 

therefore we are not describing all things here. We are just 

showing here some important and new parameters.  

 
We have used part of the Helsinki downtown area 

(4500×3400 m) as depicted in [20].For our simulations, we 
assume communication between modern mobile phones or 
similar devices. Devices has up to 20 MB of free RAM for 
buffering messages. Users travel on foot, in cars or trams. In 
addition, we have added to the map data some paths to parks, 
shopping malls and tram routes. We run our simulations with 
100 nodes. Mobile nodes have different speed and pause time. 
Pedestrians move at random speeds of 0.5–1.5 m/s with pause 
times of 0–120 s. Cars are optional and, if present, make up 
20% of the node count; they move at speeds of 10–50 km/h, 
pausing for 0–120 s. 0, 2, 4, or 6 trams run as speeds of 7–10 
m/s and pause at each configured stop for 10–30 s. We assume 
Bluetooth (10 m range, 2 Mbit/s) and a low power use of 
802.11b WLAN (30 m range, 4.5 Mbit/s). Mobile users (not 
the trams or throw-boxes) generate messages on average once 
per hour per node. We use message lifetimes of 3, 6, and 12 
hours. We use message sizes uniformly distributed between 
100 KB (text message) and 2 MB (digital photo).  

Additionally, we define two scenarios POIs1 and POIs2 
using different POIs each contains five groups and creates four 
POI groups (west containing 3, central 4, shops 22, and parks 
11 POIs) [20]: 

 POIs1: One node group runs MBM (map-based 
model), three choose their next destination with a 
probability p = 0.1 for each of the four POI groups, the 
last remaining one only chooses from the POI groups 
that are accessible by car otherwise a random target is 
selected. 

 POIs2: We consider a preferred POI group for four of 
the node groups. A node chooses a POI with p = 0.4 
from its preferred POI group, with p = 0.1 from each 
other POI group, and otherwise a random target. 

V. SIMULATION RESULTS 

Now we compare the performance of epidemic, PROPHET 
and integrated routing protocols in both scenarios when context 
information is present or not. Here PROPHET (no POIs) stands 
for PROPHET routing protocol without context information 
about users, same meaning is here of integrated (no POIs) 
routing protocol. No POIs means, nodes have no information 
about destinations behavior and moving pattern, we do this by 
assigning 0.0 probabilities to each POI (point of interest). 
While, PROPHET stands for standard probabilistic routing 
protocol and integrated stands for our new routing protocol 
with context information about users.     

Here figure 1 and 2 show message delay and message 
delivery probability of epidemic routing. Figure 3, 4, 5 and 6 

represent message delay and message delivery probabilities of 
PROPHET and PROPHET with no POIs routing. Message 
delay and message delivery probabilities of integrated and 
integrated with no POIs are represented in figure 7, 8, 9 and 10.  

Figure 11 show comparison of message delay between all 
routing protocols. It is cleared by this figure, when context 
information is available about users PROPHET gives minimum 
message delay probability 0.2370. But in absence of context 
information it gives maximum message delay probability 
0.2824, that we represent by PROPHET (no POIs). Epidemic is 
totally flooding based routing protocol and does not require 
context information for message forwarding therefore it is not 
affected by unavailability of context information, and gives 
same message delay probability 0.2738 in both cases. Our own 
integrated routing gives 0.2480 and 0.2603 message delay 
probability in presence and absence of context information. 

Comparison of message delivery probability between all 
routing protocols is shown in figure 12. Same as in case of 
message delay, PROPHET gives better message delivery 
probability 0.2981, but on unavailability of context information 
it gives worst message delivery probability 0.1978. Epidemic 
does not use context information, therefore gives same delivery 
probability 0.2334 in both cases.  Our integrated routing gives 
0.2822 delivery probability and 0.2506 delivery probability is 
given by integrated (no POIs) routing. 

Table 1 shows a summary of message stats report of five 
routing protocols, which we have implemented. Here variable 
“sim_time” stands for total simulation time, “created, started, 
relayed, aborted and dropped” represent number of messages 
created by simulator, started for transmission, relayed by nodes 
and dropped by network. Whereas “delivery_prob” stands for 
total probability of messages delivery, “delay_prob” stands for 
total probability of messages delay, “hopcount_avg” represents 
average of intermediate nodes travelled by messages and 
“buffertime_avg” stands for Average of time Messages were 
buffered at nodes.   

Our simulation results show that PROPHET gives batter 
result in presence of context information. When users are very 
isolated, context information cannot be distributed, and cannot 
be used for taking effective routing decisions. In this case 
PHROPHET gives worst result. Epidemic gives common result 
in both cases we have described above. And our integrated 
routing gives better result in both scenarios context information 
is available on not. Therefore integrated routing protocol is 
better when users are social or isolated. 

VI. CONCLUSIONS 

In this work, we have proposed an integrated routing for 
opportunistic networks and evaluated its performance across a 
range of parameters‟ values, in comparison with Epidemic, 
PROPHET and PROPHET (with no POIs) routings. We have 
observed that our proposed integrated routing is able to meet 
out the challenges of other routing schemes for the  
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Figure 2. Delivery probability of Epidemic routing. 

 

Figure 3. Message delay of PROPHET routing. 

 

Figure 4.  Delivery probability of PROPHET routing. 

 

Figure 5. Message delay of PROPHET (no POIs) routing. 

 

Figure 6. Delivery probability of PROPHET (no POIs) routing. 

 

Figure 1. Message delay of Epidemic routing. 
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Figure 7.  Message delay of Integrated routing. 

 

Figure 9. Message delay of Integrated (no POIs) routing. 

 

Figure 8.  Delivery probability of Integrated routing. 

 

Figure 10. Delivery probability of Integrated (no POIs) routing. 

 

Figure 11. Comparison of Message delay of routing protocols. 

 

Figure 12. Comparison of Delivery probability of routing protocols. 
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opportunistic networks, particularly the message delay and 
delivery probability, when context information about user is 
available or not. The  present findings clearly indicates that the 
context-based forwarding is a very interesting approach of 
communication in opportunistic networks, however, in 
comparison to flooding-based protocols it is not suitable. The 
present routing is able to give better result in presence as well 
as absence of context information, specifically in term of 
message delay and delivery probability. 

 Despite this, a number of directions exist in integrated 

routing which can be further investigated. For example we can 

improve performance of integrated routing in terms of message 

delay, message delivery, network congestion and resource 

consumption etc. Developing a network theory to model users‟  

social relationships and exploit these models for designing 

routing protocols, this is a very interesting research direction in 

opportunistic network. 
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Abstract—To compete with the international market place, it is 

crucial for hotel industry to be able to continually improve its 

services for tourism. In order to construct an electronic 

marketplace (e-market), it is an inherent requirement to build a 

correct architecture with a proper approach of an intelligent 

systems embedded on it. This paper introduces a web based 

intelligent that helps in maintaining a hotel by reducing the 

immediate involvement of manpower. The hotel reception policy, 

room facilities and intelligent personalization promotion are the 

main focuses of this paper. An intelligent search for existing 

boarders as well as room availability is incorporated in the 

system. For each of the facilities, a flow chart has been developed 

which confirms the techniques and relevant devices used in the 

system. By studying several scenarios, the paper outlines a 

number of techniques for realization of the intelligent hotel 

management system. Special attention is paid to the security and 

also prevention of power and water wastages. In this power 

saving scenery, an image processing approach is taken to detect 

the presence of any people and the darkness in a particular room. 

Moreover, this proposed automated computerized scheme also 

takes an account of the cost advantage. Considering the scarcity 

of manpower in several countries, the objective of this paper is to 

initiate the discussion and research for making the proposed 

systems more commercialized. 

Keywords- E-marketplac; hotel managemen; intelligent search; 

intelligent system; image processing algorithms; web-based 

application 

I. INTRODUCTION 

In order to triumph in the fierce competition of hotel service 
industry, the main goal and orientation of hotel management 
are how to provide customers high quality and humanized 
services. To compete with the international e-marketplace, a 
great deal of attention should pay towards the optimization of 
user requirements to generate recommended hotel alternatives 
[1]. In general sense, hotel management is the way of 
maintaining different activities of a hotel where a number of 
staffs are engaged to perform a number of these activities. At 
first let us take a glance to an ordinary hotel. For hiring a room 
in this type of hotel, the client needs to meet with the 
receptionist to collect the information of hotel facilities[2]. 
After that he is to fill up the pro forma provided by the hotel 
authority, then he has to pay the defined amount of money and 
is offered room key for his/her rented room. He/she is then 

finishes the formalities at reception zone through these 
undergoing customs. But client always wants greater privacy 
and reliable security. Koolmanojwong et al. [3] developed an 
intelligent e-marketplace for the tourism based on fuzzy to 
serve the customers who wants to travel but has no idea about 
the accommodation[4]. This system is global in the sense that 
anyone can use this to find the appropriate hotel according to 
his/her affordable means [5]. The details of the hotel 
management systems including the franchising, casinos, health 
Spas, payroll, credit, accounting control etc. are well described 
in [6]. However, we have designed an IHM system which is 
specific to a particular hotel. It helps the owner to serve the 
intended customers without directly involving with them. This 
system has included the electronic circuitry embedded with 
several sensors in integrated with the java programming.   

The proposed intelligent hotel management (IHM) system 
is free from a significant number of hotel staffs that provides 
those facilities and fewer formalities. In mal-populated 
countries dearth of manpower is increasing gradually. 
Therefore, they have to import manpower from other countries. 
In this condition the IHM can be a permanent solution. 
Moreover, it possesses adequate security [7]. This system 
provides hi-tech room facilities including auto controlled door, 
automatic light controlling, voice active devices etc. Apart 
from these, it prevents the waste of electric power as well as 
excessive water that are the main ideas used in this paper. A 
short version of this approach is in [8]. Additionally, we have 
integrated a new image processing approach which accurately 
ensures the presence and darkness of the room to be occupied. 

II. PROPOSED INTELLIGENT HOTEL MANAGEMENT 

SYSTEM 

Generally, the information provided in conducting an 
international electronic marketplace (E-marketplace) for hotel 
management is not enough. The intelligent functions as a 
helping hand to the new visitors in such a place a great 
integration and initiative is offered[9].  In an ordinary hotel 
management system there must be a receptionist to interact 
with customers. Since IHM involves a fewer number of hotel 
staff, there should be a way in reception zone to distinguish 
between a client (who wants to rent a room for 
accommodation) and a guest (who wants to visit a border in a 
hotel). Some indispensable activities such as pro forma filling, 
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bill payment, getting the room key should be accomplished in 
reception zone. To provide the substantial information about 
the competences of the hotel, a virtual hotel guide is an urgent 
need. The general system function of an intelligent hotel 
management is shown in Fig. 1 which includes a reception 
zone and intelligent architecture.  We have proposed an 
intelligent management of a modern hotel where all the 
facilities and services to the customers have been maintained in 
an efficient way.  

    The following Fig. 2 furnishes an overview about this 
proposed IHM architecture. It depicts that the reception zone is 
operated by the central controlling unit; room devices and other 
activities of rooms are operated by local controlling unit. Each 
local controlling unit is connected with central controlling unit. 
For overall security there is a security zone. It monitors the 
whole system including reception zone, hotel corridor and 
other pertinent areas from any unpleasant incidents. The 
following section provides a possible way to establish such 
type of system. This proposed system includes a reception 
procedure, room facilities, and border searching. In addition, 
we have implemented an image processing algorithm which 
ensures the prevention power wastage. This whole system was 
implemented in our lab (Fig. 3) which worked perfectly. 

A. Intelligent reception procedure for hotel accommodation 

When a client attends to the reception booth the infra sensor 
gets activated. A display is then appeared on the 
monitor/electronic screen containing three options: i) hotel 
information, ii) new entry, and iii) border searching. If the new 
entry option is selected a pro forma is appeared on the screen.  

 

 

 

 

 

 

 

 

 

 

 

 

It contains information fields about the client e.g., client’s 
name, address, and other information. It also contains the room 
category and rent duration fields [10], [11]. The first selection 
shows the available room categories and the later one ensures 
the number of days for which the room is rented. After 
submitting the pro forma accurately, the display screen will 
show the amount of payment of the particular room. After 
completing these schedules, when the client leaves the booth 
the infra sensor becomes deactivated automatically and the 
screen resumes to the initial state[12]. This step by step 
information shows in the following Fig. 4 in details. 

B. Intelligent management of room facilities 

   When the border comes in front of his rented room then 

another infra sensor is activated and the border is instructed 

automatically to type his/her room password. The door of the 

room will be opened automatically if the typed password 

matches with the password which is created and confirmed at 

the reception booth. If the room is empty then an intelligent 

image processing method runs as soon as the door is opened. 

This method measures the darkness of this room [13], [14]. 

This process takes an image of the room as soon as the door 

opens. The image is then processed by which the darkness of 

the room is compared. If the room is not enough lighted then 

the electric appliances are turned on automatically. The entire 

process is followed by the following flow chart (Fig. 5).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. System function of an automated hotel, (a) Register in reception, (b) Information sending. 
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1) Image processing scheme:  In this hi-tech room 

facilities, an intelligent image processing has been integrated 

which ensures the presence and darkness of the intended room. 

A web camera is set in a suitable location inside the room 

which can capture snap of the significant portion of the room 

including the area where usually the person stays. We have 

used the built-in function of java script which extracts the 

RGB value from the captured image[15], [16], [17]. This 

program is written and integrated with the system specifically 

for this design. The process of monitoring the room’s light is 

explained in Fig. 6.  

2) Controlling devices through voice command scheme:  

In an ordinary hotel, clients used to operate the electronic 

devices manually. But automatic control is more suitable and 

easier than manual control. This proposed IHM system 

provides the benefits to control the electronic equipments such 

as: light, fan or air-condition, TV etc. using voice command. 

For example, to turn on the light simply ‘light on’ command is 

enough. This is done by following process as shown in Fig. 7. 

Besides these facilities, this proposed method includes manual 

control system as well[18], [19]. 

3) Prevention of wastage: IHM is well concerned about 

wastage prevention. To prevent wastage of water it uses infra 

sensor which is used to auto turn on and turn off the faucet. It is 

done by following way as shown in Fig. 8. On the other hand 

IHM also prevents the electric power. When the room becomes 

empty the lights, fans and other electronics devices are 

automatically turned off. 
 

 
 

Figure 3. Basic arrangement and test of the proposed IHM system. 

 

 

 

 
Figure 2. Block diagram illustrating the proposed intelligent hotel management system. 
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Figure 4.  Flow chart of entry of a customer in a proposed hotel system. 

III.     INTELLIGENT SEARCHING OF A BORDER 

     While staying in a hotel, it is important to maintain the 

privacy and of course with high security. Before, allowing the 

guest to meet with the border the border must have a chance to 

see him so he/ she might have the right whether allowed or not 

the guest. Figure 9 illustrates this interaction between the 

border and the guest who comes to the hotel to meet a desired 

border.      

  When the guest comes to the reception booth, again the infra 

sensor will be activated and the electronic screen will display 

three options as described in previously. Now the guest will 

select the border searching option (also termed as Guest 

option). Then there will appear a form, the purpose of which is 

to take the guest’s name and address. It also contains two 

preferences to take desired border’s name and room number. If 

the desired border is not available then a message will be 

displayed on the screen to inform that news [13]. But if the 

desired border is available then a confirmation message will be 

sent to the border to inform him that he has a guest. And a 

display with three options will be appeared on the screen which 

is placed in the border’s room. Using first option the border 

will be able to verify the identity of the guest by watching him 

live on the screen of his own room. Using the second and third 

option he will be able to allow or deny the guest.  If the border 

allows the guest then the system will generate a random 

password which can be [20] used for only one time and within 

a fixed period of time. If the border denies the guest then the 

guest will receive a message which informs that the border is 

not available. 

 
 

Figure 5. Flow chart of the to maintain the automatic turn on the light (when 

the border enters in an empty room. 

 
Figure 6. Flow chart of to show process of monitoring the room’s condition. 
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IV.     FUTURE WORKS AND MOTIVATIONS 

      In order to meet the full customer requirements and to 

compete with the international marketplace the proposed IHM 

should incorporate the following facilities: intelligent room 

condition indicator, intelligent id recognizer, room condition 

indicator, system self-checking, the announcement of 

information, air-conditioner controller[21]. We are now 

considering the above approaches to be incorporated with the 

IHM system. 

V.    CONCLUSION 

       In this era of high technology, everything is attaining 

more and more automation dependent. Hotel management 

system also should be involved in the realm of automation. 

This proposed intelligent management system provides high 

level privacy than the existing conventional manual system 

with greater reliability. To satisfy the customer’s need, this 

project work provides a seamless and enjoyable experience for 

customers. 

 

 

 

Introducing this automotive management system in any kind 

of accommodation systems greatly reduced manpower and 

maintenance cost. In addition, the incorporation of infrared 

detection systems and the image processing scheme in the 

respective rooms helps to the prevention of power and water 

wastages. Moreover, the web based system increases the 

security and privacy by employing a web camera which 

ensures the live pictures of any occurrence happened in the 

hotel. This is our own concept and has been already 

successfully implemented as a project work in miniature 

version. In fact, this system is fast, comprehensive and 

flexible, but doesn't necessarily require ones to have that much 

skill in computer science.  

 

 

 

 

 

 

Figure 7.  Block diagram of controlling devices by voice command. 

 

 

Figure 8.  An approach of infra sensor for the controlling of water to be utilized. 
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Figure 9. Flow chart to show the entry procedure of a customer in the 

proposed IHM. 
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Abstract--In this research paper, authors investigated the social 

media (e-discussion, websites, online chat, email etc) parameters 

that have effect over the customers buying decisions. The 

research focused on the development of research model to test the 

impact of social media on the customer purchase intention. The 

literature review done to explore the work done on social media.  

The authors identify the problem and defined the objectives of 

the studies. In order to achieve them, a research model is 

proposed that followed by the development of research 

hypotheses to testify the model. 
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I. INTRODUCTION 

The media that describes a variety of new sources of online 
information that are created, initiated, circulated and used by 
consumers intent on educating each other about products, 
brands, services, personalities, and issues is call social media 
[4]. Toivonen [46] termed it as an interaction of people to 
create, share, exchange and commenting contents in networks 
and virtual communities. By 1979, Tom Truscott and Jim Ellis 
of Duke University, created the Usenet, a discussion system 
that permitted Internet users to post messages. According to 
Kaplan & Haenlein [27], the era of Social Media probably 
started about 20 years earlier, when Bruce and Susan Abelson 
developed ‗‗Open Diary,‘‘ an early social networking website 
that brought the online diary writers into one community. 
Terminology of ‗‗weblog‘‘ was coined at the same time, and 
truncated as ‗‗blog‘‘ a year later when a blogger transformed 
the noun ‗‗weblog‘‘ into the sentence ‗‗we blog.‘‘ The 
growing access and availability of Internet further added to the 
popularity of this concept, which lead to the creation of social 
networking websites such as MySpace (in 2003) and Facebook 
(in 2004). This, in turn, coined the term ‗‗Social Media,‘‘ and 
contributed to the eminence it has today [27]. 

II. LITERATURE REVIEW 

Social media encompasses a wide range of online, word-
of-mouth forums including blogs [24], company sponsored 
discussion boards and chat rooms, Consumer-to-consumer e-
mail, consumer product or service ratings websites and 
forums, Internet discussion boards and forums, moblogs (sites 
containing digital audio, images, movies, or photographs), and 
social networking websites, to name a few [27,34,38]. 

Given the fast changes in the communication system 
brought about by participative social media and internet [44], 
the better understanding of these technologies is important 
[33]. The increasing number of personal wireless devices such 

as internet connected cellphones, communication scientists 
anticipate the popularity of social networking websites to grow 
worldwide [14, 22, 27, 47].   Nielsen Net ratings (2006) 
reported that the number of users of top 10 social networking 
sites in U.S. grew from 46.8 million to 68.8 million users 
during one year. 

The use of social media has better reach  and impact [33, 
44] on younger generation. Nancy [33] found relatively low 
penetration in the population aged 55 and older which 
suggests that it is not yet an appropriate time to utilize social 
media for this age group. Spending time on social networking 
sites appears to be part of young adults' daily activities [17, 
20] and an average 30 minutes Facebook usage has been 
reported. One of the study found that about half of twelve to 
seventeen year olds  log on daily at social networking site: 
22% logged on several times per day, 26% once a day,17% 
three to five days perweek,15% one or two days per week, and 
only twenty percent every few weeks or less [30]. However, 
Nancy (2009) predicted a continuing increase in utilization of 
social media across all groups and generations in the coming 
years.  

According to an article published in Pakistan Today, based 
on marketing managers‘ opinions, the trend of marketing is 
changing in Pakistan and typical advertisements are not 
yielding the desired results. Companies including Wi-tribe 
Pakistan, Pakistan International Airlines (PIA), Sooper 
biscuits and Haier Pakistan have so far effectively used the 
technique of digital marketing, whereas various fans of these 
products have also started using them. Wi-tribe Marketing 
Manager told Pakistan Today that these techniques have 
proved to be quite cost-effective whereas their targeted market 
base was also in urban areas therefore Internet was the best 
way to spread their messages. Wi-tribe has gained a lot from 
digital marketing and fans of Wi-tribe‘s Facebook page were 
now around 19,000 [18]. 

 Social Networking Websites including Facebook and 
twitter are being used by various multinational companies in 
Pakistan in order to convey their messages using word of 
mouth technique. 

Businesses are witnessing an explosion of Internet-based 
messages and information [29] transmitted through social 
media [18]. They have become a major factor in influencing 
various aspects of consumer behavior [41]. Unfortunately, the 
popular business press and academic literature offers 
marketing managers very little guidance for incorporating 
social media into their IMC strategies [31]. Therefore, many 
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managers lack a full appreciation for social media‘s role in the 
company‘s promotional efforts. Even though social media is 
magnifying the impact consumer-to-consumer conversations 
have in the marketplace, importance of these conversations 
has not yet been recognized [31]. 

  Since its appearance in marketing research, purchase 
intention has been the subject of great attention in the 
academic environments. Customer behavioral intentions are 
considered as signals of actual purchasing choice, thus are 
desirable to be monitored [51]. A study on sentiment analysis 
of online forums and product reviews exhibited that they 
influence individual‘s purchase decisions [48]. 

Intention to buy is the buyer‘s forecast of which brand he 
will choose to buy. It has been used extensively in predicting 
the purchases of durable goods. Intention to buy may be 
characterized as response short of actual purchase behavior. 

A survey of more than 600 youth respondents, 51 % of 
whom had done online purchases in the past year) established 
that nearly 40 % learned about the product online, but bought 
at a physical place or a store, whereas, only 9.3 % began and 
ended their search online. When asked, where they would 
prefer to shop, nearly 75% chose a store over online. Across 
the field, consumers are combining different channels and 
approaches, searching online to buy everything in between.  

The rapid explosion of social media has melted away the 
barriers to the flow of information and yet the consequences 
have barely been felt. Marketing to the Facebook generation 
will not be confined to harnessing the digital channels, it will 
change the every way the firm communicates [9] to achieve its 
objectives. Internet has made it easier than before for 
marketers to communicate directly with consumers and target 
audiences, it's of much importance that marketers dramatically 
alter the PR and marketing strategy to maximize the 
effectiveness of the direct consumer communication means 
[42]. 

 Jerry Wind was an early champion of digital marketing, 
highlighting the revolutionary changes of the Internet on 
consumer behavior, marketing and business strategy. He urged 
executives to consider the potential of this new technology to 
transform their businesses.  

 
Mobile Social Media applications are expected to be the 

main driver of this evolution, soon accounting for over 50% of 
the market (Kaplan & Heinlein, 2010).  Kaplan & Heinlein 
further states that in India, mobile phones outnumbered PCs 
by 10 to 1.  Whereas, in Thailand, only 13 percent of the 
population owns a computer, while 82% have access to a 
mobile phone.  

Pew Research Center, a Washington-based think tank, 
estimates that by 2020, a mobile device will be the primary 
Internet connection tool for majority of the people round the 
globe. Social Media applications mobile is likely to attract a 
currently unexploited base of new users. Even if per capita 
spending in developing countries may be low, vast population 
numbers make them relevant for virtually any business entity

[27]. Telecom sector is seeing exorbitant growth in Pakistan. 
The sector is said to be growing at a fast pace yearly (Pakistan 
Telecommunication Authority). Mobile subscribers are more 
than 100 million as of Oct 2010. In fact, Pakistan has the 
highest mobile penetration rate in the South Asian region [50]. 

This study intends to explore the impact of social media on 
purchase intention of mobile phone customers in Pakistan.  In 
view of the growing number of cell phone users, the factors 
that influence the purchase intention of customers need to be 
explored. Social Media is being considered playing an 
important role in customer buying decisions, however little 
studies have explored its impact over the customer purchase 
intention. Our study aimed at measuring the impact of social 
media on customers in Pakistan.  

III. STATEMENT OF THE PROBLEM 

In view of the growing number of internet users, the 
factors of social media that influence the purchase intention of 
customers need to be explored. Social Media is being 
considered playing an important role in customer buying 
decisions, however little studies have explored its impact over 
the customer purchase intention. This study intends to explore 
the impact of social media on purchase intention of mobile 
phone customers in Pakistan.   

IV. RESEARCH OBJECTIVES 

The objectives of this research are twofold: 

1- to identify the potential of social media for 

consideration as a hybrid component of the 

promotional mix and therefore incorporation as an 

integral part of IMC strategy.  

2- to sensitize the marketing managers on shaping the 

consumer-to-consumer conversations at various 

social media tools, which are now driving the 

marketplace to a greater extent (Lefebvre, 2007; 

Ellison, 2007; Nancy, 2009 and Tiffany, 2009) than 

ever before. 

V. THEORETICAL FRAMEWORK 

The literature shows that social media construct include 
eWOM and Seller created information which cause impact on 
customer‘s purchase intention. These two variables have been 
found associated with information acquisition and perceived 
quality which lead to change in purchase intention of a 
customer. Information acquisition also proved associated with 
perceived quality which is a mixture of service and product 
quality. In view of the above, the following variables have 
been identified from literature : 

1- Electronic Word of Mouth 

2- Seller created online information 

3- Information Acquisition  

4- Perceived Quality (Combination of Product 

and Service Quality) 

5- Purchase Intention 
The proposed research model is as under: 
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VI. RESEARCH HYPOTHESES 

The following hypotheses have been developed to testify 
the model: 

H1 Electronic word of mouth has positive impact on 

purchase intention 

H2 Seller created information has positive impact on 

purchase intention 

H3 Electronic word of mouth has positive impact on 

perceived quality. 

H4 Electronic word of mouth has positive impact on 

information acquisition. 

H5 Seller created information has positive impact on 

information acquisition. 

H6  Seller created information has positive impact on 

perceived quality. 

H7 Information acquisition positively impacts purchase 

intention of customers. 

H8 Perceived quality positively impacts purchase 

intention of customers. 

H9 Perceived quality has association with information 

acquisition. 

H10 Seller created information has association with 

Electronic word of mouth. 
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Abstract— Eye detection is a pre-requisite stage for many 

applications such as face recognition, iris recognition, eye 

tracking, fatigue detection based on eye-blink count and eye-

directed instruction control. As the location of the eyes is a 

dominant feature of the face it can be used as an input to the face 

recognition engine. In this direction, the paper proposed here 

localizes eye positions using Hough Transformed (HT) 

coefficients, which are found to be good at extracting geometrical 

components from any given object.  The method proposed here 

uses circular and elliptical features of eyes in localizing them 

from a given face. Such geometrical features can be very 

efficiently extracted using the HT technique. The HT is based on 

a evidence gathering approach where the evidence is the ones cast 

in an accumulator array. The purpose of the technique is to find 

imperfect instances of objects within a certain class of shapes by a 

voting procedure. Feed forward neural network has been used 

for classification of eyes and non-eyes as the dimension of the 

data is large in nature. Experiments have been carried out on 

standard databases as well as on local DB consisting of gray scale 

images. The outcome of this technique has yielded very 

satisfactory results with an accuracy of 98.68% 

Keywords - Hough Transform; Eye Detection; Accumulator Bin; 

Neural Network; 

I. INTRODUCTION 

Face recognition has become a popular area of research in 
computer science and one of the most successful applications 
of image analysis and understanding. There are a large number 
of commercial, securities, and forensic applications requiring 
the use of face recognition technologies. These applications 
include face reconstruction, content-based image database 
management and multimedia communication. Early face 
recognition algorithms used simple geometric models, but the 
recognition process has now matured into a science of 
sophisticated mathematical representations and matching 
processes.   

Major advancements and initiatives in the past ten to fifteen 
years have propelled face recognition technology into the 
spotlight. Face recognition can be used for both verification 
and identification. Eye detection and localization have played 
an important role in face recognition over the years. Evidence 
gathering approach of Hough Transform has a major role to 

play in this field. Eye detection is the process of tracking the 
location of human eye in a face image. Previous approaches 
use complex techniques like neural network, Radial Basis 
Function networks, Multi-Layer Perceptron's etc. In the current 
paper human eye is modeled as a circle (iris), the black circular 
region of eye enclosed inside an ellipse (eye-lashes).Due to the 
sudden intensity variations in the iris with respect the inner 
region of eye-lashes the probability of false acceptance is very 
less. Since the image taken is a face image the probability of 
false acceptance further reduces. Since Hough transform has 
been effective at detecting shapes, and due to the circular shape 
of the iris, we have employed it in the eye detection and 
localization. The points obtained after applying Hough 
transform are fed to Back Propagation Neural Network 
(BPNN). 

BPNN is a supervised method where desired output is 
calculated given the input and the propagation involves training 
input patterns through the neural network to generate the output 
activations. This is followed by Back propagation of the output 
activations through the Neural Network using the training 
patterns in order to generate the output activations and the 
hidden neurons. The back propagation used here is feed 
forward neural network as they can handle the high 
dimensional data very well. 

II. HOUGH TRANSFORM 

The Hough Transform, HT, has long been recognized as a 
technique of almost unique promise for shape and motion 
analysis in images containing noisy, missing and extraneous 
data. A good shape recognition system must be able to handle 
complex scenes which contain several objects that may 
partially overlap one another. In the case of computer vision 
systems the recognition algorithm must also be able to cope 
with difficulties caused by poor characteristics of image 
sensors and the limited ability of current segmentation 
algorithms. The Hough Transform is an algorithm which has 
the potential to address these difficult problems. It is a 
likelihood based parameter extraction technique in which 
pieces of local evidence independently vote for many possible 
instances of a sought after model. In shape detection the model 
captures the relative position and orientation of the constituent 
points of the shape and distinguishes between particular 
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instances of the shape using a set of parameters. The HT 
identifies specific values for these parameters and thereby 
allows image points of the shape to be found by comparison 
with predictions of the model instantiated at the identified 
parameter values 

Hough transform is a general technique for identifying the 
locations and orientations of certain types of features in a 
digital image and used to isolate features of a particular shape 
within an image.  

Lam and Yuen [18] noted that the Hough transform is 
robust to noise, and can resist to a certain degree if occlusion 
and boundary effects. Akihiko Torii and Atsushi Imiya [19] 
proposed a randomized Hough transform based method for the 
detection of great circles on a sphere. Cheng Z. and Lin Y [20] 
proposed a new efficient method to detect ellipses in gray-scale 
images, called Restricted Randomized Hough transform. The 
key of this method is restricting the scope of selected points 
when detecting ellipses by prior image processing from which 
the information of curves can be obtained. Yip et al. [21] 
presented a technique aimed at improving the efficiency and 
reducing the memory size of the accumulator array of circle 
detection using Hough transform.  

P.Wang [12] compares fully automated eye localization and 
face recognition to the manually marked tests. The recognition 
results of those two tests are very close, e.g. 83.30% vs. 
81.76% for experiment 1 and 97.04% vs. 96.38% for 
experiment 2. The performance of the automatic eye detection 
is validated using FRGC 1.0 database. The validation has an 
overall 94.5% eye detection rate, with the detected eyes very 
close to the manually provided eye positions.  

Zhiheng Niu et al. [13] introduced a framework of 2D 
cascaded AdaBoost for eye localization. This framework can 
efficiently deal with tough training set with vast and incompact 
positive and negative samples by two-direction bootstrap 
strategy. And the 2D cascaded classifier with cascading all the 
sub classifiers in localization period can also speed up the 
procedure and achieve high accuracy. The method is said to be 
very accurate, efficient and robust under usual condition but 
not under extreme conditions.  

Mark Everingham et al. [14] investigated three approaches 
to the eye localization task, addressing the task directly by 
regression, or indirectly as a classification problem. It has 
yielded accuracy up to 90%.  

Hough transform is used for circle and ellipse detection. 
Hough transform was the obvious choice because of its 
resistance towards the noise present in the image. Compared to 
the aforementioned models the proposed model is simple and 
efficient. The proposed model can further be improved by 
including various features like orientation angle of eye-lashes 
(which is assumed constant in the proposed model), and by 
making the parameters adaptive. 

Hough Transform implementation defines a mapping from 
image points into a accumulator space. The mapping is 
achieved in a computationally efficient manner based on the 
function that describes the target shape. This mapping requires 
much fewer computational resources than template matching 

technique. Hough Transform also has the ability to tolerate 
occlusion and noise. 

The set of all straight lines in the picture plane constitutes 
two-parameter family. If we fix a parameterization for the 
family, then an arbitrary straight line can be represented by a 
single point in the parameter space. For reasons that become 
obvious, we prefer the so-called normal parameterization. As 
illustrated in, this parameterization specifies a straight line by 
the angle α of its normal and its algebraic distance p from the 
origin. The equation of a line corresponding to this geometry is 

  coscos yx  
 

If we restrict α to the interval [0,  ), then the normal 
parameters for a line are unique. With this restriction, every 
line in the x-y plane corresponds to a unique point in the α- p 
plane. 

Suppose, now, that we have some set { (xl,y1),..., (xn,yn) } 
of figure points and we want to find a set of straight lines that 
fit them. We transform the points (xi, yi ) into the sinusoidal 
curves in the e-plane defined by 

 sincos yx ii
  

 

It is easy to show that the curves corresponding to collinear 
figure points have a common point of intersection. This point 
in the α -p plane, say (α0,p0), defines the line passing through 
the collinear points. Thus, the problem of detecting collinear 
points can be converted to the problem of finding concurrent 
curves. 

 
 

Figure 1.  Circular Hough transform for x-y space to the parameter space for 

constant radius. 

Rest of the paper is organized as follows:  section III 
describes the proposed methodology used in this paper, 
experimental results are illustrated in section IV and section V 
& VI focus on conclusions & suggestions for further work. 

III. PROPOSED METHOD 

The method has 3 stages: Preprocessing, feature extraction 
by Hough transform followed by classification by Feed 
Forward Neural Network. 

A.  Preprocessing 

The database images are initially cropped to a size of 100 x 

100 resolutions. This will help us to fix the eye coordinates in a 

convenient and simple manner. 

(2) 

(1) 
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B. Feature Extraction by Hough Tramsfrom. 

HT being the most efficient techniques is used to identify 
positions of arbitrary shapes most commonly circles and 
ellipses. The purpose of this technique is to find imperfect 
instances of objects in a parameter space within a certain class 
of shapes by a voting procedure.  This voting procedure is 
carried out in a parameter space, from which object candidates 
are obtained as local maxima in a so-called accumulator space 
that is explicitly constructed by the algorithm for computing 
the Hough transform. The local maxima obtained from the 
accumulator array are used in training of back propagation 
neural network. 

 
Figure 2.   (a) x-y space (b) Accumulator space (c) 3D accumulator space. 

For each input image in the x-y plane, a spherical filter is 
applied and the outcome of this is a set of points in the 
parameter space. These points represent the centers of 
probabilistic circles of pre-defined radii in the x-y plane.  
Mapping is done for each point in the original space to a 
corresponding point in the original space to a corresponding 
point in accumulator space and increment the value of the 
accumulator bin. Based on a pre-defined threshold, local 
maxima is identified which when back mapped on to a original 
space corresponds to a centre of probabilistic circle. The circle 
pattern is described by this equation 

    2
2

0

2

0
ryyxx pp

  

C. Feed Forward Neural Network (FFNN) 

The Back propagation neural network used here is Feed 
Forward Neural Network (FFNN). FFNN was the first and 
arguably simplest type of artificial neural network devised. In 
this network, the information moves in only one direction, 
forward, from the input nodes, through the hidden nodes (if 
any) and to the output nodes.  

The number of Input Layers, hidden layers and output 
layers are adjusted to fit the data points to the curve. During the 
training phase the training data in the accumulator array is fed 
into the input layer. The data is propagated to the hidden layer 
and then to the output layer. This is the forward pass of the 
back propagation algorithm. Each node in the hidden layer gets 
input from all the nodes from input layer which are multiplexed 
with appropriate weights and summed. The output of the 
hidden node is the nonlinear transformation of the resulting 
sum. Similar procedure is carried out in the output layer. The 
output values are compared with target values and the error 
between two is propagated back towards the hidden layer. This 
is the backward pass of the back propagation algorithm. The 
procedure is repeated to get the desired accuracy. During the 
testing phase the test vector is fed into the input layer. The 
output of FFNN is compared with training phase output to 
match the correct one. This can serve as a need to do 
recognition of facial objects. 

 

Figure 3.  Block Diagram of the entire process 

Note: A indicates segmentation of feature extracted face. B 
indicates pixel location of eye coordinates and C indicates 
vector (X1, Y1, X2, Y2) where (X1, Y1) and (X2, Y2) are the 
eye coordinates.      

(3) 
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IV. EXPERIMENTAL RESULTS 

The algorithm has been extensively tested on two standard 
database namely Yale, BioID and a local database. The 
accumulator array from the Circular Hough transform has the 
same dimension as the input image which is of dimension 
100x100. A filtering technique is used in the search of local 
maxima in the accumulation array and it uses a threshold value  
of 0.5 set using brute force technique. The local maxima 
obtained are represented by peaks in the 3D view of figure 5. 
The technique has yielded satisfactory results for some extreme 
conditions and has failed under certain conditions as shown in 
figure 6. The failure in figure 6 can be attributed to local 
maxima being present at a different location because of the 
extreme illumination effects. 

A feed forward neural network with 200 hidden layers was 
trained and the regression plot is as shown in figure 10 and 
performance plot is as shown in figure 11. The x-coordinate, y-
coordinate of the regression plot represents target requirement 
and output=99*target+0.0029 respectively. The plot indicates a 
perfect fit of the data and the accuracy obtained is very high 
with a computed value of 98.68%. 
 

 

Figure 4.   Eye Detections and Accumulator 

 

 
Figure 5.  3D view of accumulator array 

 

 

Figure 6.  positive sample with occlusion and a negative sample 

 
 

Figure 7.  Database Images 

 

 
 

Figure 8.  Accumulator Bin  
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Figure 9.  Eye localized images (green rectangle around eyes :Output) 

 

 
 

Figure 10.  Regression Plot 

  
Figure 11.  Performance Plot of Neural Network 

TABLE I.  TEST RESULTS 

Database 
No. of 

Images 

No. of 

detections 

Neural 

Network 

Results 

Faulty 

Recognition 

% 

Accuracy 

Standard DBs 25 25 25 0 100 

Built DB 127 127 125 2 98.42 

Total 152 152 150 2 98.68 

V. CONCLUSIONS  

In this paper, we have presented a human eye localization 
algorithm for faces with frontal pose and upright orientation 
using Hough transform. This technique is tolerant to the 
presence of gaps in the feature boundary descriptions and is 
relatively unaffected by image noise. In addition Hough 
transform provides parameters to reduce the search time for 
finding lines based on set of edge points and these parameters 
can be adjusted based on application requirements.  

The voting procedure has been successfully applied in the 
current method and is able to yield better results to effectively 
localize eyes in a given set of input images. The component can 
be effectively used as an input to the face recognition engine 
for recognizing faces with less number of false positives.  

VI. FURTHER WORK 

Hough Transform requires a large amount of storage and 
high cost in computation. To tackle these many improvements 
can be worked on.  In addition, adaptable neural networks are 
coming in place which can probably save time and space 
complexities in computation. For face recognition like 
applications, future work can address to get other features 
under extreme conditions of images. They can be nodal points 
like width of nose, cheekbones, jaw line etc., which are 
sufficient for recognition of a particular face, within a given set 
of images.  
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Abstract— The utility and attractiveness of microstrip antennas 

has made it ever more important to find ways to precisely 

determine the radiation patterns of these antennas. Taking 

benefit of the added processing power of today’s computers, 

electromagnetic simulators are emerging to perform both planar 

and 3D analysis of high-frequency structures. One such tool 

studied was IE3D, which is a program that utilizes method of 

moment. This paper makes an investigation of the method used 

by the program, and then uses IE3D software to construct 

microstrip antennas and analyze the simulation results. The 

antenna offers good electrical performance and at the same time 

preserves the advantages of microstrip antennas such as small 

size, easy to manufacture as no lumped components are employed 

in the design and thus, is low cost; and most importantly, it serves 

multiple wireless applications. 

Keywords- Electromagnetic simulation; microstrip antenna; 

radiation pattern; IE3D; 

I.  INTRODUCTION 

Microstrip antennas have become increasingly popular for 
microwave and millimeter wave applications, because they 
offer several distinct advantages over conventional microwave 
antennas. These advantages include small size, easy to 
fabricate, lightweight, and conformability with the hosting 
surfaces of vehicles, aircraft, missiles, and direct integration 
with the deriving electronics. Microstrip antennas are assigned 
different names, such as, printed antennas (can be printed 
directly onto a circuit board), planar antennas, microstrip patch 
antennas or simply microstrip antennas (MSA). MSA in 
general consists of radiating conducting patch, a conducting 
ground plane, a dielectric substrate sandwiched between the 
two, and a feed connected to the patch through the substrate. A 
patch radiates from fringing fields around its edges as shown in 
Fig. 1. As can be seen in the figure, the electric field does not 
stop abruptly near the patch's edges: the field extends beyond 
the outer periphery.  

These ‗field extensions‘ are known as ‗fringing fields‘ and 
cause the patch to radiate.  

Their utility and increasing demand makes it necessary to 
develop a precise method of analyzing these types of antennas. 
Several theoretical methods of determining far field patterns 
have been formulated, such as the aperture method, the cavity 
method, modal method and the transmission line method [1-3]. 

Although these methods are capable of providing a physical 
insight, are not as accurate as some numerical techniques can 
be because all these methods contain approximations. As full-
wave solutions are more accurate and applicable to many 
structures, some researchers begin to study the MoM-based 
solution for MSAs, such as [4-13] in recent years. The integral 
equation formulation solved using the method of moments 
(MoM) [14–16] is known as an efficient tool. The application 
of the MoM to a planar configuration results in a dense 
coupling matrix. This matrix can be considered as the 
coefficients matrix of a few systems of linear equations which 
are required to be solved. With the increasing capability of 
today‘s computers, numerical techniques offer a more accurate 
reflection of how microstrip antennas actually perform. Their 
use reduces the need to modify the final dimensions using a 
knife to remove metal or metal tape to increase the patches.  

 
Fig. 1 A patch radiating from fringing fields around its edges 

 
The MoM modeling program used in this paper is IE3D full 

wave EM solution of Zeland simulation software. IE3D is the 
computational power-house that when given an input file 
performs all the calculations necessary to obtain the fields 
and/or currents at each grid point in the model. Full wave EM 
simulation refers to the solution of Maxwell‘s or differential 
equations governing macro electromagnetic phenomenons, 
without assuming frequency at DC or any other assumptions. 
Full-wave EM simulations are very accurate from very low 
frequency to very high frequency. 

The paper is organized in the following way. Section II 
presents an explanation of the method of moments as a solution 
to the integral equations. In Section III, the proposed microstrip 
antenna designing procedure and its geometry is described and 
discussed. In Section IV, the IE3D full wave EM solution of 
Zeland simulation software based on MoM modeling program 
is employed to construct a unique microstrip patch antenna, and 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.3, March 2011 

111 | P a g e  

http://ijacsa.thesai.org/ 

simulation results are presented and discussed. Finally, 
conclusions are drawn in Section V. 

II. GENERAL DESCRIPTION OF THE METHOD OF ANALYSIS 

USED 

The integral equations are formulated with a full dyadic 
Green's function and the matrix elements are computed 
completely numerically in the spatial domain [3]. IE3D can 
model truly arbitrary 3D metal structures. The method of 
moments (MOM) [17] expands the currents on an antenna (or 
scattering object) in a linear sum of simple basis functions. The 
approximate solution is a finite series of these basis functions 
[18]: 

 



N

i

iia faf
1

                                 -(1) 

Coefficients are obtained by solving integral equations 
satisfying boundary conditions on the surface of the antenna (or 
object). The integral equation can be expressed in the form L fa 
= g, where L is a linear operator, usually a scalar product using 
an integral, fa the unknown currents given by Eq. (1), and g 
the known excitation or source function. The summation of Eq. 
(1) is substituted into the linear operator equation and scalar 
product integral is used to calculate the terms in a matrix 
equation. The solution of the matrix equation determines the 
coefficients of current expansion. The MOM produces filled 
matrices. The art of the MOM is in choosing basis functions 
and deriving efficient expressions for evaluating the fields 
using the basis function currents. Common basis functions are 
simple staircase pulses, overlapping triangles, trigonometric 
functions, or polynomials. The method does not satisfy 
boundary conditions at every point, only over an integral 
average on the boundaries. By increasing the number of basis 
functions, the method will converge to the correct solution. 
Spending excessive time on the solution cannot be justified if it 
greatly exceeds our ability to measure antenna performance 
accurately using real hardware [18]. 

This approach is relevant to a general planar geometry in 
stack or multi-layer configuration. To highlight the main idea, 
general description for a conducting patch on top of a single 
dielectric layer with a ground plate on bottom is being 
presented, without loss of generality, as shown in Fig. 2.  

 
Fig. 2 MoM solution by subdividing the structure into a number of segments 

 

Here r  is dielectric constant of the substrate and d is its 

thickness. Method of moments (MoM) is used to solve the 
problem and analyze the patch antenna performance. For 
brevity significant steps are presented here. As shown in Fig. 2, 
the structure is subdivided into a number of segments in first 
step. In second step, the unknown induced current on the 
structure is expanded in terms of known basis functions 
weighted by unknown amplitudes. The excitation current at the 
source locations is modeled using another set of basis functions 
[19].  
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where the superscripts i and e mean induced and excitation 
currents, respectively. Jx and Jy are the x and y components of 
the current, respectively. Nx and Ny are the numbers of x and y 
directed basis functions. An and Bn are the amplitudes of the nth 
x and y directed basis functions, respectively. an and bn are the 
x and y coordinates of the center of the nth x directed basis 
function. cn and dn are the x and y coordinates of the center of 
the nth y directed basis function, respectively. The even 
triangular, ET, odd triangular, OT, and rectangular, R, functions 
are defined as follows[19]: 
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where the variable u is replaced by either x or y, ∆ u is the width 
of the segment along the u direction. Boundary conditions are 
satisfied in third step of MoM solution procedure [18]. 
Assuming both, the patch and ground as perfect conductors, the 
tangential electric field should vanish. Expressing this 
boundary condition in terms of an integral equation and 
substituting the previous current expansion into this integral 
equation and applying Galerkin‘s testing, results in the 

following matrix equation: 

 

- (9) 

 
where the elements of the vectors [Ey] and [Ex]  are the total 

y  and x  components of the electric field at the test points.  
Thus, knowing the impedance submatrices, and the amplitudes 
of the excitation current [Ae] and [Be], and, the unknown 
amplitudes of the induced current, [Ai] and [Bi] can be 
calculated. A number of distributions of the excitation current 
can be imposed and corresponding to each distribution, the 
induced current can be obtained from (9) by solving a system 
of linear equations. As a last step, a de-embedding technique is 
employed to obtain the S-parameters matrix which 
characterizes the structure. Some de-embedding techniques are 

given in [19]. Filling of the submatrices : ][Z],[Z  ],[ i

yx

i

xy

i

xxZ

and ][ i

yyZ takes most of the time in electrically small and 

medium size structures. However, IE3D is efficient full wave 
electromagnetic simulation software which solves the above 
matrices for unknown surface currents and computes the 
important parameters, such as, return loss, voltage standing 
wave ratio, gain, directivity, radiation pattern etc. [21]. 

III. ANTENNA GEOMETRY AND DESIGN PROCEDURE 

An effort to provide multiple functionality, usually results 
in increased size and additional complexity. For example, use 
of stacked patches/ multiple layers in reference [22], [23] and 
[24] increase the volume of antenna. Using patch antenna 
closely surrounded by patches occupies more lateral area. 
Similarly, air substrate has been widely used which increases 
thickness and thus, volume of the antenna. Approaches to 
enhance bandwidth include increasing substrate thickness, 
using electrically thick elements and parasitic element either in 
co-planar or stack configuration. But all these techniques 
increase the complexity and the size of the antenna. In our 
design, focus was on obtaining good electrical performance 
without design complexity or increased overall volume.  

Physical layout of proposed antenna is given in Fig. 3. Slots 
of appropriate shape are incorporated on patch to perturb the 
surface current distribution, so as to optimize the results while 

maintaining single layer. The patch is shorted with the ground 
using a bent shorting plate on right edge. The proposed 
antenna‘s performances are analyzed using MoM based IE3D 
full wave electromagnetic simulation software. Since its formal 
introduction in 1993 IEEE International Microwave 
Symposium (IEEE IMS 1993), the IE3D has been adopted as 
an industrial standard in planar and 3D EM simulation. Since 
then, much improvement has been achieved in IE3D. 

 

   
                     (a) Top view                                      (b) Side view 

Fig. 3 Structure of the proposed antenna 

IV. RESULTS AND DISCUSSION 

The simulator tool computes useful quantities of interest 
such as radiation pattern, input impedance, gain etc. Effect of 
shorting plates and slots can be well understood from the 
current density distribution as shown in Fig. 4 for different 
frequencies. The probe feed at one end provides current source 
which flows through the shorting plate to the bottom 
conducting plate. However, in between the feed and plate, slots 
are incorporated in centre with four branches to provide more 
and more perturbation to the surface current density 
distribution.  
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(b)At 6.12GHz 

 

 
(c) At 6.386 GHz  

 

 
(d) At 6.607 GHz 

 

 
(e) At 7.759 GHz 

 

Fig. 4 Current density distribution over the antenna surface 

 
Fig. 5(a) introduces return loss vs. frequency curve for the 

proposed design. Return loss is defined as the ratio of the 
Fourier transforms of the incident pulse and the reflected 
signal. The bandwidth can be obtained from the return loss 
(RL) plot. The bandwidth is said to be those range of 
frequencies over which the return loss is less than -10 dB, 
which is approximately equivalent to a voltage standing wave 
ratio (VSWR) of less than 2:1. The simulated results show five 
bands at 5.673 GHz, 6.463 GHz, 6.880 GHz, 7.686 GHz and 
8.402 GHz. The first band provides Wi-MAX, WLAN (IEEE 
802.11a standard) and ISM (Industrial, Scientific and Medical) 
band applications. These days, WLAN is also being considered 
for mobile phone applications. Next three bands are useful for 
various wireless applications of C-Band, such as, object 
identification for surveillance applications, location tracking 
applications operating in the frequency band from 6 GHz to 9 
GHz, cordless phones and other airborne applications. The last 
band offers some X-band applications like, ground-probing and 
wall-probing radar, tank level probing radar, sensors, 
automotive radar etc. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.3, March 2011 

114 | P a g e  

http://ijacsa.thesai.org/ 

 
(a) 

 

 
(b) 

 
(c) 

 

 
(d) 

Fig. 5 (a) Return loss plot, (b) Gain, (c) VSWR, and (d) Directivity  vs. 

frequency plot 
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(a) At 5.588 GHz 

 

 
(b) At 5.8544 GHz 

 

 
(c) At 6.38 GHz 

 

 

 

 
(c) At 6.607 GHz 

 

 

 
(e) At 6.829 GHz 
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(f) At 6.962 GHz 

 
(g) At 7.537 GHz 

 

 
(h) At 7.759 GHz 

 

 
(i) At 8.424 GHz 

 

Fig. 6 True 3D radiation patterns on IE3D software 

 

The antenna achieves a very high simulated directivity and 
gain as shown in Fig. 5(d) and 5(b). The peak gain reaches 8 
dBi. Fig. 6 introduces simulated true 3D simulated radiation 
patterns at different frequencies. 

V. CONCLUSION 

It was shown that the method as used by IE3D can be used 
to efficiently model microstrip antennas. With computers 
getting larger, faster, and cheaper every month, large models 
will be able to be simulated with little difficulty. The rapid 
growth of wireless communications demands that antennas be 
low profile and allow operation at multiple frequency bands, 
eliminating the need for separate antennas for each application.  
This paper first presents a brief explanation of the method of 
moment. Then a compact, multipurpose and low manufacturing 
cost microstrip patch antenna is designed using this software 
and the simulation results are presented. The designed antenna 
possesses very high directivity and peak gain. According to the 
good electrical performance over the frequency range of 
interest, the proposed antenna should find use for several 
wireless applications like, Wi-MAX, WLAN, probing and 
automotive radar, wireless sensors, and various ground based 
and airborne applications in C-band. 
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