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Editorial Preface 

From the Desk of Managing Editor… 

IJACSA seems to have a cult following and was a humungous success during 2011. We at The Science and Information 

Organization are pleased to present the April 2012 Issue of IJACSA. 

While it took the radio 38 years and the television a short 13 years, it took the World Wide Web only 4 years to reach 50 

million users. This shows the richness of the pace at which the computer science moves. As 2012 progresses, we seem to 

be set for the rapid and intricate ramifications of new technology advancements. 

With this issue we wish to reach out to a much larger number with an expectation that more and more researchers get 

interested in our mission of sharing wisdom. The Organization is committed to introduce to the research audience 

exactly what they are looking for and that is unique and novel. Guided by this mission, we continuously look for ways to 

collaborate with other educational institutions worldwide.  

Well, as Steve Jobs once said, Innovation has nothing to do with how many R&D dollars you have, it’s about the people 

you have. At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. 

Nevertheless, the promise of increased engagement requires that we consider how this might be accomplished, 

delivering up-to-date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

We would like to remind you that the success of our journal depends directly on the number of quality articles submitted 

for review. Accordingly, we would like to request your participation by submitting quality manuscripts for review and 

encouraging your colleagues to submit quality manuscripts for review. One of the great benefits we can provide to our 

prospective authors is the mentoring nature of our review process. IJACSA provides authors with high quality, helpful 

reviews that are shaped to assist authors in improving their manuscripts.   

We regularly conduct surveys and receive extensive feedback which we take very seriously. We beseech valuable 

suggestions of all our readers for improving our publication. 

Thank you for Sharing Wisdom! 
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A New Application Programming Interface and a 
Fortran-like Modeling Language for Evaluating 

Functions and Specifying Optimization Problems at 
Runtime  

 

Fuchun Huang 
School of Engineering and Science, Victoria University 

Melbourne, Australia  
 
 

Abstract—A new application programming interface for 
evaluating functions and specifying optimization problems at 
runtime has been developed.  The new interface, named FEFAR, 
uses a simple language named LEFAR. Compared with other 
modeling languages such as AMPL or OSil, LEFAR is Fortran-
like hence easy to learn and use, in particular for Fortran 
programmers. FEFAR itself is a Fortran subroutine hence easy 
to be linked to user’s main programs in Fortran language. With 
FEFAR a developer of optimization solver can provide pre-
compiled, self-executable and directly usable software products. 
FEFAR and LEFAR are already used in some optimization 
solvers and should be a useful addition to the toolbox of 
programmers who develop solvers of optimization problems of 
any type including constrained/unconstrained, linear/nonlinear, 
smooth/nonsmooth optimization. 

Keywords-programming language; Fortran computing language; 
Fortran subroutine; Application programming interface; Runtime 
function evaluation; Mathematical programming; Optimization 
problem; Optimization modeling language. 

I.  INTRODUCTION 
In this paper we introduce to readers a new application 

programming interface for evaluating functions and specifying 
optimization problems at runtime. FEFAR is a Fortran 
subroutine For Evaluating Functions At Runtime. It can be 
linked to a programmer’s main program to provide a way to 
evaluate a function or solve an optimization problem at 
runtime. The functions or optimization problems must be 
written in a new language called LEFAR I developed together 
with FEFAR, for evaluating functions or specifying 
optimization problems at runtime. LEFAR is similar to but 
much simpler than Fortran, and that is a big merit as it is easy 
to learn and use and yet powerful enough and complex enough 
to be able to specify any functions and optimization problems 
at runtime. FEFAR and LEFAR are already used in USsolver 
[1] and UNsolver [2], two binary machine code programs for 
solving unconstrained smooth or nonsmooth optimization 
problems. 

This paper is organized as following. Section II gives the 
background and related works, section III explains the FEFAR 
interfaces and parameters, and give some examples, section IV 

explains the rules of the LEFAR language with comparison to 
Fortran language, and section V gives some other resources 
and a near future work scope. 

II. BACKGROUND AND RELATED WORKS 
Advanced computing languages such as Fortran [3] and C 

are compiled language [4]. Unlike interpreted languages [5] 
such as the S language [6] in SPLUS and R, and the MATLAB 
language [7], compiled languages must first compile the main 
program and all other subroutines and functions into a binary 
machine code program. Programmers of such compiled 
languages often want to be able to evaluate functions at runtime 
after the source code of the program has been compiled into a 
binary machine code program. They may also want to be able 
to specify/describe optimization problems at runtime by using a 
modeling language similar to, or, ideally the same, advanced 
computing language they use, such as Fortran. They may want 
to keep the source codes of their programs to themselves for 
commercial reasons but still want others to be able to use or 
test their software products by giving them a self-executable, 
directly usable binary machine code program. On the user’s 
end, the binary machine code programs are self-executable and 
usable immediately; hence the users, in particular the ordinary 
users but not programmers, are eased from the troubles of 
finding or purchasing a compiler and compiling the source 
code programs into binary machine code programs. There are 
some available modeling languages such as AMPL [8] and 
OSiL [9] for modeling and specifying optimization problems at 
runtime though, it is still better to have another modeling 
language and application programming interface that meet the 
abovementioned needs better, and that is why I have developed 
FEFAR and LEFAR, a new application programming interface 
and modeling language for evaluating functions and specifying 
optimization problems at runtime, in particular for Fortran 
programmers. FEFAR is a Fortran subroutine For Evaluating 
Functions At Runtime. It can be linked to a programmer’s main 
program to provide a way to evaluate a function or solve an 
optimization problem at runtime. The functions or optimization 
problems must be written in a new language called LEFAR I 
developed together with FEFAR, for evaluating functions or 
specifying optimization problems at runtime. LEFAR is similar 
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to but much simpler than Fortran, and that is a big merit as it is 
easy to learn and use. Another reason I made it simple is to 
shorten the processing and running time of LEFAR codes at 
runtime, subject to yet being powerful enough and complex 
enough to be able to specify any functions and optimization 
problems.  

III. FEFAR INTERFACES 
In the following we use gfortran [12] to illustrate how to 

use FEFAR, but other compilers work as well. There are 
several interfaces of FEFAR: FEFAR1.obj, FEFAR2.obj, 
FEFAR3.obj, etc. The following is a simple test program of 
FEFAR1.obj linked to the main program at compiling and 
linking stage.  

>type FEFARtest.f90 
program FEFARtest 
real*8 :: f 
real*8,dimension(1000) :: b 
integer*4 :: k 
do; 
call FEFAR1(1,b,k,f); 
call FEFAR1(2,b,k,f); 
call FEFAR1(3,b,k,f); 
end do; 
end program 
> 
>gfortran FEFARtest.f90 FEFAR.obj 
>a.exe  
Input the file name of the function: 
rosenbrock.far 
    f=          24.1999999999999957 
   x1=          -1.2000000000000000 
   x2=           1.0000000000000000 
> 
 
The file “rosenbrock.far”  is written in LEFAR language to 
evaluate the following Rosenbrock function [13] at given x 
values: 

 
LEFAR code (that is, the content of the file rosenbrock.f95) is 
the following: 
 
function: Rosenbrock 
real               :: f 
real, dimension(2) :: b 
integer            :: if123 
 
if(if123==1) 
   b(1)=-1.2 
   b(2)=1.0 
end if 
 
if(if123<=2) 
f=100.0*(b(2)-b(1)**2)**2+(1.0-b(1))**2 
end if 
 

if(if123==3) 
   print,”f=”,f 
   print,”x1=”,b(1) 
   print,”x2=”,b(2) 
end if 
end function 
 
FEFAR1 is a Fortran subroutine of the following structure: 
 

subroutine FEFAR1(if123,b,k,f) 
integer*4 :: if123 
real*8, dimension(1000) :: b 
integer*4 :: k 
real*8 :: f 
… 
end subroutine FEFAR1 
 
FEFAR2 is a Fortran subroutine of the following structure: 
 
subroutine FEFAR1(if123,b,k,f,g) 
integer*4 :: if123 
real*8, dimension(1000) :: b,g 
integer*4 :: k 
real*8 :: f 
… 
end subroutine FEFAR1 
 
FEFAR3 is a Fortran subroutine of the following structure: 
 
subroutine FEFAR1(if123,b,k,f,kg,g) 
integer*4 :: if123 
real*8, dimension(1000) :: b,g 
integer*4 :: k 
real*8 :: f 
integer*4 :: kg 
… 
end subroutine FEFAR1 
 

In calling each FEFAR, a file name is prompted to be 
inputted at runtime. The value of the integer variable “if123” 
will be passed to the first integer variable in the runtime file to 
control which statements in the runtime to be executed or not. 
For example, initial value assignment statements only need to 
be executed once, and most other statements need to be 
executed each time the subroutine is called. Another example is 
“if123==3” can be used for only displaying values without 
executing many other statements. Of course, the integer 
variable “if123” can take any integer value for more complex 
controls. The argument “b” is a real data type array of 
dimension 1 for getting initial values of the function from the 
source code at runtime or setting from the main program the 
next step x values of the function for solving an optimization 
problem . The argument “f” is a real variable of the value of the 
function. In FEFAR2 and FEFAR3 argument “g” is a real data 
type array of dimension 1 for getting array values of dimension 
1 returned from the runtime function, with the only difference 
being that FEFAR3 returns an integer “kg” for the actual 
number of array values calculated and returned from the 
runtime function file which are to be used by the main program 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 3, No.4, 2012 

3 | P a g e  
www.ijacsa.thesai.org 

while FEFAR2 assumes implicitly kg=k. Argument “g” can be 
used to return gradients of a differentiable function, for 
example. It can also be used to return values of constraints.  

IV. RULES OF LEFAR LANGUAGE 
LEFAR is a very simple language similar to but far simpler 

than Fortran language, so in many cases below we just give the 
Fortran equivalence of most LEFAR statements.  

A. Data types 
There are only three data types: real, integer, and logical, 

and they are equivalent to Fortran’s real(len=8) (or equivalently 
real*8), integer(len=4) (or equivalently integer*4)  and 
logical(len=2) (or equivalently logical*2).  

B. Constants 
Real constants are specified like 2.0, 2.1, -2.0, where the 

decimal symbol ‘.’ is necessary, so is the ‘0’ following the ‘.’ 
even if there are no other decimal digits. Scientific notations 
such as 2.0D-1 and 2.0E-1 are not used in LEFAR. The 
following are not allowed: 2., .1, -2., -.3, 2.0D-1. Correct ways 
are: 2.0, 0.1, -2.0, -0.3, 0.2. Logical constants are .true. and 
.false., like in Fortran. The mathematical constant π (sometimes 
written as pi or PI) which is the ratio of any circle's 
circumference to its diameter is .PI. in LEFAR. For example, 
y=sin(.PI./2) assigns value 1.0 to y. 

C. Intrinsic functions 
Intrinsic functions in LEFAR have the same rules as those 

in Fortran. Currently implemented functions are: abs(), exp(), 
log(), log10(), cos(), acos(), sin(), asin(), tan(), atan(), max(), 
min(), sqrt(), dble(),and int(). Depending on demands other 
functions can be easily added to LEFAR. 

D. Arrays 
Arrays are specified and used the same way as in Fortran.  

E. Operators, mathematical expressions and the assignment 
All operators in Fortran work the same way in LEFAR. The 

assignment and mathematical expressions have the same rules 
as Fortran. For example,  x(2,1)=2*(3.4+5)**2-5*x(1,2)**2 is 
valid in LEFAR and evaluated the same way as in Fortran. 
Additionally, “^” is also used for exponentiation, the same as 
“**”.  

F. Do loop 
There is only one construct of do looping:  

do while(expr) 
⋮ 
end do 

which is equivalent to Fortran’s DO WHILE(expr) … END 
DO construct. 

G. If construct 
    IF-THEN constructs are 
 

if(expr)then 
 ⋮  

end if 
 

if(expr)then 
⋮ 
else 
⋮ 
end if 
 

if(expr)then 
⋮ 
else if(expr)then 
⋮ 
else if(expr)then 
⋮ 
⋮ 
else 
⋮ 
end if 

They are equivalent to Fortran’s IF-THEN constructs. In 
LEFAR, however, the word “then” is not necessary, hence the 
following are also valid: 

if(expr) 
 ⋮  
end if 
 
if(expr) 
⋮ 
else 
⋮ 
end if 
 
if(expr) 
⋮ 
else if(expr) 
⋮ 
else if(expr) 
⋮ 
⋮ 
else 
⋮ 
end if 

H. data-end data construct 
data(x) 
⋮  
end data 

by which listed values between are read into x starting from the 
most right array index then the second array index from the 
right until the first array index from the left hand side. 
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I. datafile-end datafile construct 
datafile(x) 
‘filename’ 
end datafile 

by which values in the file ‘filename’ (a path can be included) 
are read into x starting from the most right array index then the 
second array index from the right until the first array index 
from the left hand side. 

J. “print” statement 
‘print’ outputs values to the monitor screen. For example, 

print, “i, b(i):”, i, b(i) 
is similar to the following Fortran statement: 

print*,‘i, b(i):’,i, b(i) 
In ‘print’ statement, character strings must be put in double 
quotation marks “…”, not single quotation marks. 

K. Other statements and  rules of LEFAR 
♦ ‘exit’, ‘cycle’, ‘stop’, ‘return’ statements work the 

same as in Fortran. 
♦ LEFAR statements use lower-case letter only. For 

example, ‘print’, but not ‘PRINT’. 
♦ LEFAR variables are case-sensitive. 
♦ A LEFAR statement line can be up to 200 characters 

long. 
♦ Like in Fortran, Any line starting with ‘!’ is treated as 

a comment line. 
♦ A function file can have up to 1000 lines. 
♦ There is no way to continue a one-line statement (not 

a construct) in another line. 
♦ All variables must be declared. There are no implicit 

rules. The way to declare variables and arrays are the 
same as in Fortran 95.  

L. Rules of the runtime function 
Generally the file may have the following structure: 

 

function: function_name 
real :: fmin 
real, dimension(k) :: x 
integer   :: if123 
[declare other working variables] 
 
if(if123==1) 
⋮  
end if 
 
if(if123<=2) 
⋮  
end if 
 
if(if123==3) 

⋮  
end if 
end function 

where ‘fmin’ is the value of the function to be returned to the 
main program, ‘x’ is the vector input of the function passed to 
and from the main program, and ‘if123’ is a working integer 
variable passed from the main program. Important: the first 
‘real ::’ variable is the one to be returned, the first ‘real, 
dimension(k) ::’ vector is the input variable of the function, 
where ‘k’ is a positive integer like 2, 3, etc., which is the 
dimension of the function, while the first ‘integer ::’ variable is 
a special integer variable come from the main program (that is, 
the value of the variable is set in the main program and passed 
to the function for controlling which blocks to be executed). 
They can use different names such as ‘f’, ‘b’, ‘iw’. Generally, 
within the block “if(if123==1) … end if” are statements to be 
processed only once. For example, ‘data … end data’ 
statements, to specify initial values for an optimization 
problem, etc. Within the block “if(if123<=2) … end if” are 
statements to be processed repeatedly like in optimization 
program. Within the block “if(if123==3) … end if” are 
statements to be processed only once in the final stage. For 
example, after a minimum x* has been found, it can be used in 
this block to evaluate values of other variables or functions 
depending on it. Two other rules are: 

♦ In Fortran, ‘;’ is used to put and separate two 
statements in one line. In LEFAR, however, there is 
no way to separate two one-line statements in one 
line.  

♦ There should not be a ‘;’ nor any other separator at 
the end of any statement. 

A side note of the above two rules, they make the 
processing and running time of the codes shorter. 

V. RESOURCES AND FUTURE WORK 
More codes, examples and future work are available at 

http://sites.google.com/site/SoftSome. Future work may 
include a C computing language version of FEFAR for easy 
linking of optimization solver programs in C language to 
FEFAR.  
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Abstract—A novel method for retrieving image based on color 

and texture extraction is proposed for improving the accuracy. In 

this research, we develop a novel image retrieval method based 

on wavelet transformation to extract the local feature of an image, 

the local feature consist color feature and texture feature. Once 

an image taking into account, we transform it using wavelet 

transformation to four sub band frequency images. It consists of 

image with low frequency which most same with the source called 

approximation (LL), image containing high frequency called 

horizontal detail (LH), image containing high frequency called 

vertical detail (HL), and image containing horizontal and vertical 

detail (HH). In order to enhance the texture and strong edge, we 

combine the vertical and horizontal detail to be other matrix. The 

next step is we estimate the important point called significant 

point by threshold the high value. After the significant points 

have been extracted from image, the coordinate of significant 

points will be used for knowing the most important information 

from the image and convert into small regions. Based on these 

significant point coordinates, we extract the image texture and 

color locally. The experimental results demonstrate that our 

method on standard dataset are encouraging and outperform the 

other existing methods, improved around 11 %.  

Keywords-component; Image retrieval; DWT; Wavelet; Local 

feature; Color; Texture. 

I.  INTRODUCTION  

Image retrieval has been used to seek an image over 
thousand database images. In the web based search engine, the 
image retrieval has been used for searching an image based on 
text input or image. Once an input taking into account, the 
method will search most related image to the input. The 
correlation between input and output has been defined by 
specific role.   With expansion in the multimedia technologies 
and the Internet, CBIR has been an active research topic since 
the first 1990’s. The concept of content based retrieval (CBR) 
in image start from the first 1980s and serious applications 
started in the first 1990s. Retrieval from databases with a large 
number of images has attracted considerable attention from the 
computer vision and pattern recognition society.  

Brahmi et al. mentioned the two drawbacks in the keyword 
annotation image retrieval. First, images are not always 
annotated and the manual annotation expensive also time 
consuming. Second, human annotation is not objective the 
same image may be annotated differently by different 
observers [1]. Unlike the traditional approach that using the 
keyword annotation as a method to search images, CBIR 
system performs retrieval based on the similarity feature 
vector of color, texture, shape and other  image content. 

Comparing to the traditional systems, the CBIR systems 
perform retrieval more objectiveness [2]. A very basic issue in 
designing a CBIR system is to select the most effective image 
features to represent image contents (3). Global features 
related to color or texture are commonly used to describe the 
image content in image retrieval. The problem using global 
features is this method cannot capture all parts of the image 
having different characteristics [4]. 

In order to capture specific parts of the image the local 
feature is used. The proposed method uses 2D Discrete 
wavelet transform with Haar base function, combined the two 
high sub-band frequency to make significant points and edge 
then estimate the important point called significant point by 
threshold the high value. After the significant points have been 
extracted from image, the coordinate of significant points will 
be used for knowing the most important information from the 
image and convert into small regions. Based on these 
significant point coordinates, and then extract the image 
texture and color texture locally. 

II. PROPOSED METHOD 

A. Wavelet Transformation 

The wavelet representation gives information about the 
variations in the image at different scales. Discrete Wavelet 
Transform (DWT) represents an image as a sum of wavelet 
functions with different locations (shift) and scales [5]. 
Wavelet is the multi-resolution analysis of an image and it is 
proved that having the signal of both space and frequency 
domain [6]. Any decomposition of an 1D image into wavelet 
involves a pair of waveforms: the high frequency components 
are corresponding to the detailed parts of an image while the 
low frequency components are corresponding to the smooth 
parts of an image.  

DWT for an image as a 2D signal can be derived from a 
1D DWT, implement 1D DWT to every rows then implement 
1D DWT to every column. Any decomposition of an 2D 
image into wavelet involves four sub-band elements 
representing LL (Approximation), HL (Vertical Detail), LH 
(Horizontal Detail), and HH (Detail), respectively.  

The wavelet transform may be seen as a filter bank and 
illustrated as follow, on a one dimensional signal x[n]. x[n] is 
input signal that contains high frequencies and low frequencies. 
h[k] and g[k] is channel filter bank involving sub sampling. 
c[n] is called averages contains low frequencies signal. d[n] is 
called wavelet coefficients contain high frequencies signal. 
c[n] and d[n] be sub sampled (decimated by 2:  ) the next 
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process for further decomposition is iterated on the low signal 
c[n]. 

                 
Figure 1. Level 1 of 2D DWT 

 

 
Figure 2. Example Level 1 of 2D DWT 

 

x[n]                                                                    

 

 

 

                                                                                         

 
 

Figure 3. Two channel filter bank 

For example, 1D Haar wavelet decomposition is expressed 
as follows, let x[n] be an input, x[n]= X0,X1,X2,…XN-1 which 
contains N elements. Then output will consist of N/2 elements 
of averages over the input and is stored in c[n]. Also the other 
output contains N/2 elements wavelet coefficients values and 
is stored in d[n]. The Haar equation to calculate an average 
AVi (See Eq.1) and a wavelet coefficient WCi (See Eq.2) from 
pair data odd and even element in the input data are: 

     
       

 
   

 

(1)  

      
       

 
     

where: 

AV  = Average   

WC =Wavelet coefficient  

(2)  

B. Color and Texture 

Texture contain repeating pattern of local variations in 
image intensity also an area that can be perceived as being 
spatially homogeneous. Texture provides important 

characteristics for surface and object identification. Texture 
information extracted from the original image is typical 
features for image retrievals [7]. The texture is characterized 
by the statistical distribution of the image intensity using 
energy of Gabor filter on 7x7 pixels. Color is produced by 
spectrum of light that absorbed or reflected then received by 
the human eye and processed by the human brain. To extract 
the color feature, the first order statistical moments (See 
Eq.(3)) and the second order statistical moments (See Eq.(4)) 
HSV color space is similar to human perception color system 
so we used it to extract the color feature  in the HSV color 
space on neighbor of significant points with size 3x3 pixels. 

The first order statistical moments is expressed as follows, 

   
 

   
∑∑      

 

   

 

   

 

(3)  

 
where: 

P    =  Pixel value   

MxN  =  Size of significant points and its neighbor. 

 
The second order statistical moments is represented as 

follows, 

    √
 

   
∑∑             

 

   

 

   

   

 

(4)  

where: 

P       =  pixel value   

        = The first order statistical moments value   

MxN = Size of significant points and its neighbor 

C. Image Retieval Algorithm 

The proposed image retrieval algorithm is as follows, 

1. Read Query image and Convert from RGB image to 

gray image and HSV image then Decomposition 

using wavelet transformation.  

2. Make absolute for every Wavelet coefficients, 

WCnew = | WCold |. 

3. Combine Vertical Detail and Horizontal Detail, 

CVdHd(i,j) = Max(Vd(i,j),Hd(i,j)). 

4. Choose significant points on CVdHd(i,j) by threshold 

the high value. 

5. Choose points on HSV image and it neighbor (3x3 

pixel) base on coordinate significant points on 

CVdHd(i,j) then Forming color feature vector by 

using The first order statistical moment and the 

second order statistical moment. 

6. Forming texture feature vector by using Gabor 

transform on 7x7 pixel neighbor of significant points 

and Implement min/max normalization on all feature 

vector with range [0 1]. 

7. Measure the distance between feature vector image 

query and feature vector image in the dataset by using 

OR 

h[k] 

g[k] 

 2 

 2 

c[n]    

d[n] 
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Euclidean distance then display image results with X 

top ranking from the dataset. 

III. EXPERIMENTS 

The retrieval result is not a single image but a list of image 
ranked by their similarity. The similarity measure is computed 
by using Euclidean distance (See Eq.(5)) between feature 
representation of image query and feature representation of 
image in dataset. The feature representation is image feature 
refer to the characteristics which describe the contents of an 
image. 

FQ = (Q1, Q2,…,Qn) 

FD = (D1, D2,…,Dn) 

 

            √∑        
 

   

   

(5)  

where : 

FQ = Feature vector of query image. 

FD = Feature vector of image in data set 

n    = Number element of feature vector 

If the distance between feature representation of image 
query and feature representation of image in dataset small then 
it to be considered as similar. 

The performance of the CBIR system is calculated by 
showing image a number of top ranking from the dataset. We 
used precision and recall to evaluate the performance of the 
CBIR system. Precision measures the retrieval accuracy; it is 
ratio between the number of relevant images retrieved and the 
total number of images retrieved (See Eq.(6)). Recall measures 
the ability of retrieving all relevant images in the dataset. It is 
ratio between the number of relevant images retrieved and the 
whole relevant images in the dataset (See Eq.(7)). 

The performance of the CBIR system is calculated by 
using equation (6)  and equation (7). 

  

          
    

  
 

(6)  

where : 

NRRI = Number of relevant retrieved images 

XR     = X Top ranking of retrieved images 

 

        
    

  
 (7)  

where:  

 

NRRI = Number of relevant retrieved images 

TR = Total number of relevant images in dataset 

 
We used The Wang`s dataset [8] To evaluate the 

effectiveness of our approach and compared with the standard 
system SIMPLICITY, FIRM and also Color salient points by 
using the same dataset [8],[9],[10].  

Figure 4, 5, and 6 shows query image and the retrieved 
image. Query image number is shown in the query image 
while retrieved image number is also indicated in the retrieved 
image. Figure 4 shows relatively good retrieval accuracy while 
Figure 5 and 6 for flower and horses shows strange retrieved 
results. Image number 236 and 334 for flower and image 
number 34 for horses are not correct.  

The comparison average precision results between the 
proposed method and other method is showed in the Table 1 
and the result by using the proposed method is improve. The 
improvement compared other method are 17%, 12%, 11%, 
respectively.  

Image retrieval experiments with five query images 
including the aforementioned three query images are 
conducted. Figure 7 shows the query image and relevance 
image as results of this system. The relevance image results 
for bus, dinosaur, elephant, flower, and horse as a query image 
are 6, 10, 7, 8 and 7, respectively. 

Table 2 shows the comparison average precision results 
between the proposed method and other methods. It shows that 
ability of system to retrieve relevance image from image in 
dataset is improve. The improvement compared other method 
are 12%, 17%, 11%, respectively. The graphic comparison of 
average precision can be seen in Figure 8. 

Query image 

 
 

Results 

 
Figure 4 Example results for the dinosaur as query image 

 

Query image 
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Results 

 
Figure 5. Example results for the flower as query image 

 

Query image 

 
 

Results 

 
Figure 6. Example results for the horses as query image 

 
TABLE 1. Comparation average precision results between the proposed 

method with other method 

Method Average Precision results 

Simplicity 57% 

Firm  62% 

Color salient points 63% 

Proposed method 74% 
 

Query image number 2 shows almost same image retrieval 
accuracy and is more than 0.9 so that it is easy to retrieve this 
image. Meanwhile query image number 3 shows much poor 

image retrieval accuracy below 40% for the conventional 
methods with Firm, Simplicity, and Color salient points of 
gradient vector while the proposed method shows relatively 
high accuracy.   

TABLE 2. Average precision results 

Category Firm Simplicity 

Color salient 

points  

Proposed 

method 

Bus 0.60 0.36 0.52 0.68 

Dinosaur 0.95 0.95 0.95 0.94 

Elephant 0.25 0.38 0.40 0.60 

Flower 0.65 0.42 0.60 0.75 

Horses 0.65 0.72 0.70 0.71 

Average 0.62 0.57 0.63 0.74 

 

 
Figure 8. Comparison of average precision 

 

Such this image need time-frequency components of image 
feature for image retrievals. The difference between the image 
retrieval accuracy of the proposed method and the 
conventional methods is around 20%, significant difference. 
On the other hand, both of spatial and color features are 
required for image retrievals of the query image number 5. 
The image retrieval accuracy of the conventional method with 
Simplicity and Color salient points of gradient vector is almost 
same as that of the proposed method so that these features 
work for image retrievals for this image. 

Figure 9 shows the relation between image retrieval 
accuracy of the proposed method and those of the 
conventional methods with Firm, Simplicity, and Color salient 
points of gradient vector. In the figure, linear regressive 
equations are included with R-square values. The relation the 
image retrieval accuracy between the proposed method and the 
conventional method with Color salient points of gradient 
vector shows the highest R-square value of 0.909 followed by 
Firm and Simplicity. Therefore, the most significant feature 
for image retrievals is Color salient points of gradient vector 
followed by Firm and Simplicity for these retrieved images 
because the proposed method shows the highest image 
retrieval accuracy. 
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Figure 9 Relation between wavelet derived feature and the others 

 

IV. CONCLUSION 

In this research we proposed a method for image retrieval 

by using wavelet transformation. In order to enhance the 

texture and make strong edge, we combine the vertical and 

horizontal detail then estimate the important point called 

significant point by threshold the high value then by using it 

find the most important information from the image and 

convert it into small regions and extract the image texture and 

color locally. We proposed a method for image retrieval by 

using wavelet transformation. We combined the two high sub-

band frequencies In order to make strong points and edge then 

detect the location of significant points. The experimental 

results demonstrate that our method on standard dataset is 

significantly improved around 11 %. 

 
Figure 7. Example results for the bus, dinosaur, elephant, flower and horses as a query, respectively. 

 

The experimental results with the world widely used 
images for evaluation of image retrieval performance shows 
that the proposed method is superior to the other conventional 
method in terms of retrieving accuracy. 
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Abstract—The purpose of this research is to design and 
implement a road traffic congestion and traffic patterns 
simulation (TPS) model and integrate it with 
extension-information model (EIM). The problems of road traffic 
simulation and control are studied according to the method of 
extension information model, and from the spatio-temporal 
analysis point of view. The rules of the traffic simulation from 
existence to evolution are analyzed using theories.  Based on this 
study, the concept of traffic system entropy is introduced, and 
resulted in the establishment of a fundamental frame work for 
the road traffic simulation system based on extension 
spatio-temporal information system. Moreover, a practicable 
methodology is presented.   

Keywords- road traffic simulation; extension information model; 

degree of traffic congestion; traffic congestion entropy; traffic 

congestion control system. 

I.  INTRODUCTION 

Traffic congestion has been a major problem on roads 
around the world for many years. In modern cities, traffic on 
major roads is abundant, and steps have to be taken to keep the 
traffic flowing at an acceptable speed. The volume of road 
traffic has increased rapidly in recent years. In the Dalian, total 
road traffic has almost doubled since 2001 (see Figure 2.1). 
Forecasts from the Department for Police show that the 
volume of road traffic will continue to increase at an alarming 
rate. These forecasts, which in the past have been conservative 
estimates, suggest that traffic levels will increase by 
approximately 50% between the years 2010 and 2020. If this is 
the case, then the causes and effects of traffic congestion need 
to be understood now or it is could become much worse a 
problem in the near future. 

The purpose of this research is to design and implement a 
road traffic patterns and traffic congestion degree simulation 
(TPS) model and integrate it with extension-information 
model (EIM). Under current computer software development 
conditions, it is rather difficult to implement TPS, or other 
spatial-temporal based complex simulation models. Different 
approaches have been explored to build spatial-temporal 
simulation models of traffic system. Because of this technical 
barrier, spatial-temporal simulation modelers have to spend 
more time on technical issues, which complicates the 
application of classics model of traffic system and other spatial 
simulation theories. This research developed a dynamic traffic 
pattern simulation model from a static road traffic model [1].  

This research has chosen commercial property robbery 
simulation as an example for integrating an extension 
spatial-temporal simulation model with EIM. The simulation 
model applied EIM to the traffic congestion likelihood 
evaluation formula from routine traffic activity theory (RAT). 
The simulation process runs through much iteration, each 
generating some individual traffic congestion. The 
accumulation of individual congestion reveals traffic patterns 
in space and time. 

Another reason for choosing traffic congestion pattern 
simulation is to expand SP’s application to invisible 
spatial-temporal processes. Most SP applications have 
occurred in ecology, urban planning and environment studies. 
One of the SP core elements is state variable. State variables 
represent the status of cells, which are the focus of the 
modeling. Land use type and number of pollutant particle are 
examples of state variable. Compared with visible phenomena, 
it is more difficult to simulate spatial-temporal changes of 
invisible phenomena with SP modeling. To simulation traffic 
congestion pattern developing process from a micro-level, first 
we need to find out the invisible phenomenon which broadcast 
over space and time, and set it as state variable. The other 
variables can then be related to the state variable directly or 
indirectly.  

This paper is organized as follows: Section 2 introduces 
some basic concepts about traffic congestion and system 
simulation. Section 3 presents our new simulation model of 
traffic congestion degree, and section 4 explains our proposal 
for traffic congestion control by self-organizing theory. 
Finally, section 5 concludes the paper and draws some future 
work. 

II. TRAFFIC CONGESTION AND SYSTEM SIMULATION 

A. Traffic congestion 

Physicists have been trying to describe the phenomena of 
traffic for at least half a century. In the 1950s, James Lighthill, 
an expert on the physics of fluid flow, suggested that the flow 
of traffic on a road was akin to the flow of liquid in a pipe. 
This theory (the Lighthill-Whitham-Richards model) 
represented the flow of traffic entirely with mathematical 
equations, and ignored the individual drivers. This sort of 
model is called macroscopic, and can often produce realistic 
output, but lacks the complexity to model realistic driver 
behaviours [2]. 
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The complexity and uncertainty of traffic congestion make 
an ideal illustration of such research. Traffic congestion 
patterns develop over time period as a result of interactions 
between target and congestion over space. At its most basic, 
congestion is caused when the volume of traffic exceeds road 
capacity. This holds for most perceived causes of congestion; 
for example, accidents, breakdowns and road works decrease 
the available road capacity, while school-run and holiday 
traffic increase the volume of traffic. The next approach was to 
treat vehicles as individual units instead of a continuous flow, 
and see what behaviour emerges when the vehicles are given 
simple rules to follow. Each vehicle would move according to 
the vehicle ahead, speeding up or slowing down to match its 
speed while maintaining a safe distance between cars. This is a 
type of microscopic model, which can vary in complexity 
depending on the aims of the simulation. One well-known 
model is a cellular automata model designed by Nagel and 
Schreckenberg [5]. It was very simplistic and followed mainly 
the rules above, yet exhibits complex phenomena found in real 
traffic, as described below. 

The results from these models and from traffic studies 
show that flow rate and traffic density are linked in an 
interesting way. Normally, flow rate increases as density 
increases, that is, more vehicles are on the road without any 
having to slow down. However, when the density reaches a 
so-called ‘critical density’, the flow rate begins to decrease 
and the traffic becomes congested. An interesting observation 
is a hysteresis effect that as the density increases above the 
critical density it is possible for the flow to continue to 
increase in a met stable or bi-stable state. In this state, any 
hiccup in the flow can cause the traffic to become congested 
[3].  

B. System Simulation 

We can find from the whole procedure of traffic 
simulation, bring forward traffic system property’s all kinds of 
believes basing on the information of traffic spatial-temporal. 
And then subjunctive prisoner and quality’s possibility basing 
on a variety of suppose. Recurrent subjunctive procedure may 
form constringency. Constringency fixes traffic system 
information. This traffic system information is called for 
proof. Because of it, traffic system law can be obtaining. 
Obtain depend on themselves feeling and recognize abilities to 
get traffic system information from all the directions. If in this 
conditions, obtain works can be done; otherwise, it will be 
shrivel. In reality, the work that finding traffic system 
information from expressional information is very difficult, 
mainly reason is that we can’t determine its resolution frame 
and information environment. Only depend on brain to finish 
quantity information development and constringe, to get to the 
purpose is very difficult. 

To improve function and benefit of traffic system 
management and to build subjunctive traffic system model 
(TSM) is necessary. First definitude, TSM is tools dealing 
with traffic information in extension information space. TSM 
of extension information space is concurrence system that 
persons and computer are composed. The special complicacy 
and uncertainty of traffic system question are no having 
traffic’s internal rules. For example, traffic congestion when 
happened, where, what form, why, what change? These are 

named for 5CW problem. It is over the barrel basing on 
mathematics in hand for the question. The mainly content of 
traffic information reality system consisted of 5CW, its 
possibility space with mapping and inversion is consisting of 
element of crime simulation system.  

In traffic system simulation, traditional ways are imitating 
inexact and uncertainty problem by building mathematics 
model, and then solve them by statistics and probability. But 
the model need a lot of believe and approximate, so at last, the 
model is different from reality largely. Obviously, traditional 
quantitative ways haven’t satisfied with needs. For being short 
of information and unstructured, it isn’t possible that building 
exact mathematical model; at the same time, decision aim of 
the question is miserable, so it is not necessary to building 
exact mathematics model. One practical way is building some 
qualitative models to analysis qualitatively. So make out some 
benefit analysis result, hand farthest knowledge’s effect. 
Canon computer is information conduct system building on 
number arithmetic. Therefore, in traffic reality system 
researching, for deleting expression and model from computer, 
usually building definite believe and data’s shortcut. In fact, 
those believes of subjunctive system aren’t being at all. So we 
need an information digging technology what is fit for reality 
question.  

Resolution for traffic management system expressed that 
traffic information is a simulation system of time and space. 
But information’s unbending and asymmetric are formed by 
covert order of traffic properties causal order. Extension causal 
order searched relation order of causal order. And then it 
changed covert order into discoverable order in the traffic 
information, extended traffic expression information. We can 
get act information from expression information. Traffic 
system will reach to the purpose imitating and simulating 
under the causal mechanism. For example, in subjunctive 
traffic reality system, when computer gives us crime 
expressions, subjunctive system will appear causal relation 
images of traffic system properties. And then we can get 
traffic state expression information’s relation information by 
alternant feeling procedure of person with computer.  

III. TRAFFIC SIMULATION BASED ON EXTENSION 

INFORMATION MODEL 

A. Methodologies  

As an introduction to traffic simulation analysis, this 
section provides the definition of traffic simulation analysis as 
a general concept as well as definition of four types of traffic 
analysis. These definitions are meant to enhance the 
understanding of traffic system simulation analysis and to help 
create commonly understood terminology, concepts and ideas 
in the field of traffic system analysis. 

The quantitative and qualitative studies of traffic system 
and law enforcement information in combination with social 
demographic and spatial factors to apprehend traffic, prevent 
congestion, reduce accident, and evaluate organizational 
procedure. From the definition, a number of data are required 
in analyzing traffic system so as to come up with informed 
decisions in the apprehension of traffic and planning. In order 
to understand the definition of system analysis, major phrases 
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and terms used are defined and discussed in detail in the 
following [5,6]. 

Traffic system simulation analysis uses both qualitative 
and quantitative data and it also uses analytical techniques. 
Qualitative data and analytical techniques refer to 
non-numerical data as well as the examination and 
interpretation of observations for the purpose of discovering 
underlying meanings and pattern of relationships. Quantitative 
data are data primarily in numerical or categorical format. 
Quantitative analysis consists of manipulations of observations 
for the purpose of describing and explaining the phenomena 
that those observations reflect and is primarily statistical. 

Traffic system simulation analysis employs both types of 
data and techniques depending on the analysis and practical 
need. The information such as date, time, location, and type of 
traffic congestion is quantitative in that statistics can be used 
to analyze these variables. On the other hand, narrative of  
traffic congestion information are considered qualitative data 
in that a large number of narratives are nearly impossible to 
analyze statistically and are primarily examined to determine 
general themes and patterns. Three major elements of traffic 
simulation analysis emerge from the definition and these are 
traffic risk, spatial and temporal data as shown in table1 
below.  

 

   TABLE1. MAJOR FACTORS OF TRAFFIC SIMULATION  

 

 

 

Factor 

 
Phase Human Vehicle Environment 

Pre-crash 

 
 

 

Information 

Attitudes 
Impairment 

Police enforcement 

Roadworthiness 

lighting 
Braking 

handling 

Speed management 

Road design 

Road layout 
Speed limits 

Pedestrian facilities 

Crash 

 

Use of restrains 

Impairment 

Occupant restraints 

Other safety devices 
Crash-protective design 

Forgiving roadside 

 

Post-crash 
 

First-aid skill 
Access to hospital 

Ease of access 
Fire risk 

Rescue facilities 
Congestion 

 

Traffic simulation analysis is performed for different 
purposes and because of this, it has been sub divided into 
different categories which have been given specific names for 
the purpose. The following are four type of analysis that fall 
under the umbrella of traffic simulation analysis. Each 
contains characteristics of traffic simulation analysis in 
general, but each is specific in the type of data and simulation 
analysis used as well as in its purpose. 

Traffic congestion is an extremely complicated social 
phenomenon, and has the features of random mutation 
according to its occurrence, development and the trend of its 
evolution. From the viewpoint of government management, 
society security and traffic accident prevention is the aim of 
traffic management. According to the existing concept on 
traffic system control, the control process is determined by 
three factors: 

(1)  Determine the possible space and time of traffic 
congestion; 

(2)  select some states from the possible space and time as 
targets; 

(3)  Create the necessary conditions to make the traffic 
system control reach the preset aim. 

It is known that the term “possible space” is the assembly 
of all the possibilities faced in the development process of an 
object. The possible space of traffic congestion is determined 
by the conditions leading to a congestion case. These factors 

have their characteristic possible spaces and time, differing 
from each other in the amounts and the forms, and may 
interchange from one to another. When a possible space and 
time of a congestion case is developing into a certain state, it 
may turn into a new possible space and time.  

The occurrence of several possible spaces and times in the 
development of traffic congestion makes the traffic process 
appearing in different stages. In other words, the target of 
traffic control changes as the possible congestion space varies. 

B. Simulation model of traffic congestion degree 

The point of quantitative traffic study lies in the traffic 
congestion situation relationship structure. It establishes 
situation model and relationship model. By combining them 
together, we get relationship structure analysis of practical 
traffic congestion.  

The form is that we use the mathematical model coming 
from the quantitative analysis to get the key, then based on 
which we make qualitative inference [7,8]. At the same time, 
according to the relationship structure set mapping which gets 
from qualitative inference, we establish mathematical model 
through all kinds of set mapping space hypothesis. Two results 
will be fed back through self-organized relationship structure 
and finally form a feasible result. If road traffic system is 
made up of variables C1, C2,…,Cn,,  and there are controlling 
parameters K1, K2,…,Km, then traffic congestion dynamic 
equation is described as the following[6]: 
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In road traffic system, congestion situation variable is the 
key factor to form traffic system. The effective choice of 
situation variable is critical to reflect the real level of traffic 
management and describe social stability and the degree of the 
social development. The economic growth and consumption 
level reflect traffic system development. In economy study, if 
we lack the analysis of crime factors, our conclusion of the 
economy analysis will not be reliable. Among the former 
study of road traffic, there are many factors constructing 
traffic system, such as economy factor, education factor, social 
ethos, law factor, people relationship and management factor. 
Because these factors lie in different situations, the 
characteristics of traffic system are different. The evaluation of 
social stability and development depends on the choice of 
controlling parameter. For example unemployment rate, 
relative number of income difference, controlling proportion 
of informal social groups, management efficiency of road 
traffic and education quality. 

}){},({ aji

i
kCf

dt

dC
  ( i,j=1,2,…,n a=1,2,…,m )  (2) 

Suppose equation (2) is self-organization power traffic 
system, this system acts with a sudden change that has the 
statistical characteristics. But traffic action is invisible. The 
asymmetry of information makes it uncertain in the economic 
loss and investment when we solve cases and control traffic 
system. Therefore, the statistical prediction in traffic 
congestion degree and efficient estimate in solving traffic 
congestion cases are very important in macroeconomic 
analysis and growth, together with in the control the traffic 
stability.  

Traffic congestion case is looked as the degree of 

congestion )(tn , which is decided by time )(t ’s function. It 

happens randomly. Because congestion happening and solving 
congestion cases are two variables, and the degree of 
congestion is decided by these variables, we suppose 

expectation of congestion degree )()}({ tntnE  , then  

)()()]([
0

tnPtNtnE n

n






  

In the formula mentioned above, )(tPn indicates that time

)(t  has n congestion rate. Above all, by instinct, the changing 

rate of the expectation congestion degree, whose rate changes 

with time, is dttdN /)( . During the time )(t , this happening 

rate explains the new congestion and repeated congestion. So 
in a certain area, the whole expected rate of congestion degree 

is that average rate )(t counted on vehicle multiplies the 

expected congestion degree. If )(t  is average rate of control 

degree of traffic congestion at time t , )(t )(tn  is the 

general expected rate. So 

)()]()([
)(

tNtt
dt

tdN
                  (3) 

This is called simulation model of traffic congestion 
degree. By analyzing the congestion attribute in certain area, if 
the traffic congestion doesn’t transfer between inside and 
outside, i.e. specific rate of congestion degree and cracking 

rate doesn’t change with time, then )(t =  , )(t =  , 

formula (3) will change into  

)()(
)(

tN
dt

tdN
                     (4) 

In formula (4) result could be validated by replacing. 

teNtN )()0()(                        (5) 

In the formula, )0(N ) is congestion degree when time is

0  . When   >0, it explains that practical 

congestion cracking is less than practical congestion degree. 
From study of recessive situation, we know that the number 
that people didn’t report the situation and traffic congestion 
haven’t been found is great many. So controlling aim of traffic 

system is   → 0. We find from above analysis that the 

indication of congestion degree has great effect on social 
development, especially on economy. If there is no traffic 
economy dynamic analysis in macroscopic traffic analysis, 
macroscopic traffic analysis will be half-baked. Here is 

congestion number interval [ minN , maxN ]; the degree of 

congestion situation happening is controlled among interval. 

Supposing two trends, )(tN → minN  and )(tN → maxN , 

traffic congestion controlling degrees k and k  are replaced 

by )(t － )(t then Getting result of differential equation. 
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Here supposing that the degree of traffic congestion 

controlling is chosen randomly between k  and k  and. 

logarithm [ k  , k ] is the ideal key to traffic congestion 

controlling. It can be inferred from the following. Formula (6) 
shows the general number characteristics of traffic congestion 
controlling level over a certain period of time [9].  
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Through the above discussion we know that the key point 

determining [ )(tN ] is to get )(t  and )(t , and the key 

point getting result is to establish equation (1) and (3). 
Establishing equation (1) is decided by analysis of congestion 
situation variable and equation (3)’s situation system structure. 
At the same time, congestion statistics and the methods of 
traffic information’s measurement is very important. 

IV. TRAFFIC CONGESTION CONTROL  

A. Non-equilibrium traffic control system  

In fact, the simulation system of traffic congestion is a 
self-organization system based on non-equilibrium system 
theory. Using non-equilibrium system theory to study the 
problems of traffic control is relatively new. Traffic 
congestion is a common social phenomenon. Traffic 
congestion prevention and control originate as congestion 
occur. The extent of the social stability is dependent on what 
level the traffic congestion is under control. Reducing the 
traffic congestion to the lowest extent means that the society 
advancing. 

Philosophically, equilibrium exists temporarily and 
relatively. Non-equilibrium exists commonly and absolutely. 
The equilibrium achieved in the traffic congestion control 
system refers to the unified behavior of the control activity 
under the predictive traffic model. This is a static point of 
view for the traffic and their control. Equilibrium can be 
understood as a process of adapting with the traffic congestion 
and adjusting control, from the kinetic point of view. This 
reflects the characters of the non-equilibrium process. Since 
the traffic congestion appears to be kinetic in nature as the 
society is developing, traffic control system should be a 
non-equilibrium process. 

However, the role of the traffic congestion information 
statistics should not be exaggerated. It has to be pointed out 
that the objectives processed by the statistics should be 
independent incidences and large numbers and have a random 
feature. Strictly speaking, the individual cases in a 
macroscopic traffic study do not fully fulfil the above 

mentioned assumptions. The statistics used before are not 
accurate and complete enough in describing the society traffic 
problem as a whole. Therefore, the needs are rising for a better 
theory to describe the social traffic thoroughly, and to take 
both microscopic and macroscopic viewpoints into 
consideration. From the view point of non-equilibrium system 
theory, the combination of statistics with kinetics should be 
useful in solving the problem mentioned before. The 
cooperation theory applies statistics for both microscopic and 
macroscopic investigations for the objectives under study.  

The needs for a large number of objectives are no long a 
necessity. It is statistically meaningful on one hand, and it 
emphasizes the interactions in the social traffic on the other. 
Synergetic can be used to reveal the rules of the evolution of 
the traffic problems from the point of time, space and forms. 
Therefore, the social traffic problems can be described in a 
stricter and complete ways according to this theory, and the 
effective crime control can be found with the help of this 
comprehensive statistical method. The evolution of the traffic 
congestion problems is partly dependent on the changes of the 
traffic environment, and partly dependent on the control means 
and conditions of the government. According to the analysis of 
the mutation model, it is clear that the traffic congestion state 
model for studying the evolution pattern can be established by 
finding out the state variables representing the quantitative 
change, and the condition variables (i.e. controlling variables) 
which cause the change of the state of the crime-affected state 
in the social development.  

For the analysis of the traffic congestion problem, the same 
principles apply. There are a number of factors, which affect 
the traffic congestion variations. The difficulty is to find out 
the dominant variables. All the traffic congestion variables can 
be divided into two groups: direct variables (directly affect the 
occurrence of traffic congestion). Once the relationship 
between the direct variables and the state variables is known, 
the mathematics model can be obtained, and the quantitative 
analysis can be carried out for the rules of the changes of the 
traffic state. 

B. The Entropy Characteristic of the traffic congestion system 

The traffic congestion system is non-equilibrium, so its 
feature is decided by the degree of the system disorder, which 
is determined by proper measurement. In physics, entropy 
denotes the amount of system probability, which quantitatively 
describes irreversible process. For traffic congestion system, 
any congestion situation couldn’t happen again. It cannot 
restore. The macroscopic situation of traffic congestion system 
corresponds to many microcosmic traffic state. The more they 
correspond, the larger uncertainty of traffic system has. 
Thereby, it reflects the disorder of traffic system. It’s obvious 
in traffic congestion problems. Because traffic action is 
complicated and changeable, and traffic action form and way 
are so various that we cannot predict. The characteristics in 
microcosmic traffic action situation can decide macroscopic 
congestion index of traffic system. Traffic system disorder can 
be measured by all kinds of congestion degree probability. 
Congestion entropy shows how much probability of each type 

of traffic action happens in traffic system. Supposing c is 

happening rate of congestion degree of macroscopic traffic 
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system, and ck is traffic macroscopic controlling constant, 

then  

           



n

j

j

cc

c kS
1

ln                     (7) 

CS  is traffic congestion entropy, which is decided by 

adding trait and controlling constant of macroscopic traffic 

system c .  

In fact, traffic system is an open system. It shows that 
population flowing makes vehicle move between region inside 
and outside. Supposing the population in a region is M, in M 

there are icM  people who probably commit a traffic action, 

then MMdS ici / shows the change of inner entropy in 

traffic system. At the same time, due to the population 
flowing, the probability of traffic has changed, resulting in the 

change of exterior entropy. MMdS oco /  ocM is the 

number of flowing population in a region, and ocM is the 

number of traffic congestion probably happening among the 
flowing population. Then the change of entropy in traffic 
system is described as the following [9]. 
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The general expected number of a regional traffic 
congestion doesn’t always happen which must be combined 
with the rate of the congestion degree. We study the law of 
traffic system according to extension information changing 
model based on non-equilibrium system theory. At the same 
time, we will know how macroscopic traffic congestion 
control system affects social and economic system based on 
traffic congestion level and it’s solving control index, together 
with changes of order parameter. 

V. CONCLUSIONS 

In this paper we have extended and improved a previous 
model for evaluating traffic congestion using an extension 
information model and applying a self-organizing 
methodology. We are improving function and benefit of traffic 
simulation and to build extension traffic simulation system 
(ETSS) is necessary.  

First definitude, ETSS is tools dealing with information in 
extension information space. ETSS of extension information 
space is concurrence system that persons and computer are 
composed. The special complicacy and uncertainty of road 
traffic question are no having congestion’s internal rules. For 
example, traffic congestion when happened, where, how, why, 
what change? These are named for 5CW problem. It is over 
the barrel basing on mathematics in hand for the question. The 
mainly content of road traffic information reality system 
consisted of 5CW, its possibility space with mapping and 
inversion is consisting of element of road traffic simulation 
system.  

In future research, by incorporating the information 
variables involved in traffic congestion management such as 
the numbers of accidents, traffic information violations, and 
traffic policemen on duty into an artificial intelligence 
technique, it is possible to build a traffic decision making 
system to help decision makers for analysis of traffic laws and 
policies. 
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Abstract—The particle swarm optimizer (PSO) is a population-
based optimization technique that can be widely utilized to many 
applications. The cooperative particle swarm optimization 
(CPSO) applies cooperative behavior to improve the PSO on 
finding the global optimum in a high-dimensional space. This is 
achieved by employing multiple swarms to partition the search 
space. However, independent changes made by different swarms 
on correlated variables will deteriorate the performance of the 
algorithm. This paper proposes a separability detection approach 
based on covariance matrix adaptation to find non-separable 
variables so that they can previously be placed into the same 
swarm to address the difficulty that the original CPSO 
encounters. 

Keywords- cooperative behavior; particle swarm optimization; 
covariance matrix adaptation; separability. 

I.  INTRODUCTION 
The particle swarm optimizer (PSO) [1, 2] is a stochastic, 

population-based optimization learning algorithm. Its learning 
procedure is based on a population made of individuals with 
specific behaviors similar to certain biological phenomena. 
Individuals keep exploring the solution space and exploiting 
information between individuals while evolution proceeding. In 
general, by means of exploring and exploiting, the PSO is less 
likely to be trapped at the local optimum.  

As with many stochastic optimization algorithms [1, 3-6], 
the PSO suffers from the “curse of dimensionality,” which 
implies that its performance deteriorates as the dimensionality 
of the search space increases. To cope with this difficulty, 
Potter [3] proposed a cooperative coevolutionary genetic 
algorithm (CCGA) that partitions the search space by splitting 
the solution vectors into smaller ones. The mechanism 
proposed by Potter significantly improves the performance of 
the original GA. Van den Bergh [5] applies this technique to 
the PSO and presented several cooperative PSO models named 
CPSOs. In the CPSOs learning procedure, the search space can 
be arbitrarily partitioned into different number of subspaces. 
Each smaller search space is then searched by a separate 
swarm. The fitness function is evaluated by the context vector, 
which means the concatenation of particles found by each of 
the swarms. However, as with the CCGA algorithm, the 
performance of the CPSO deteriorates when correlated 
variables are placed into separate populations. In this paper, we 
call such variables “non-separable.” A function f is said to be 
separable if  

1

1

1( , , )

1

arg min ( , , )

(arg min ( , ), , arg min ( , ))
n

n

nx x

nx x

f x x

f x f x=
L

L

L L L
,                (1) 

and it is followed by a fact that f can be optimized in a 
sequence of n independent 1-D optimization processes. This 
paper proposes a variation on the original CPSO to detect the 
separability of the variables. To this end, we adopt a 
mechanism from evolution strategy with covariance matrix 
adaption (CMA-ES) [8, 9]. The performance of the CPSO after 
applying separability detection is compared with that of the 
traditional PSO and CPSO algorithm. 

This paper is organized as follows. Section II presents an 
overview of the PSO and the CPSO. In section III, we describe 
the proposed separability detection cooperative particle swarm 
optimizer (SD-CPSO). This is followed by the experiment 
results presented in section VI. Finally, some directions for the 
future research are discussed in section V. 

II. RELATED WORKS 
The PSO is first introduced by Kennedy and Eberhart. It’s 

one of the most powerful methods for solving global 
optimization problems. The algorithm searches an optimal 
point in a multi-dimensional space by adjusting the trajectories 
of its particles. The individual particle updates its position and 
velocity based on its personal best performance and the global 
best performance among all particles that denote y and   
respectively. The position xi,d and velocity vi,d of the d-th 
dimension of i-th particle are updated as follows: 

           $
, , 1 1 , ,

2 2 ,

( 1) = ( ) ( ( ) ( ))

                 ( ( ) ( )),
i d i d i d i d

i dd

v t v t c rand y t x t

c rand y t x t

+ + ⋅ ⋅ -

+ ⋅ ⋅ -
       (2) 

 ( 1) ( ) ( 1)i i ix t x t v t+ = + + ,                                       (3) 
where yi represents the previous best position yielding the best 
performance of the i-th particle; c1 and c2 denote the 
acceleration constants describing the weighting of each particle 
been pulled toward y and $y  respectively; 1rand  and 2rand  are 
two random numbers in the range [0, 1]. 

Let s denote the swarm size and f() denote the fitness 
function evaluating the performance yielded by a particle. After 
(2) and (3) are executed, the personal best position y of each 
particle is updated as follows: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 3, No.4, 2012 

19 | P a g e  
www.ijacsa.thesai.org 

         
( 1),  if  ( ( 1)) ( ( )),
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( 1),  if  ( ( 1)) ( ( )),
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i

i i i

y t f x t f y t
y t

x t f x t f y t
+ + ≥

+ =  + + <
         (4) 

and the global best position is found by: 
       $( 1) arg min ( ( 1)),     1

i
iy

y t f y t i s+ = + ≤ ≤ .         (5) 

The CPSO [5, 6] is one of the most significant 
improvements to the original PSO. Van den Bergh presented a 
family of CPSOs, including CPSO-S, CPSO-SK, CPSO-H, 
CPSO-HK. Algorithm CPSO-HK is the hybrid from PSO and 
CPSO-SK and it is proposed to address the issue of 
“pseudominima.” A discussion of pseudominima is outside of 
the scope of this article. The objective of this article is to 
propose a self-organized technique to assist the CPSO-SK in 
finding how the components on a context vector be related.  

The concept of CPSO-S is that instead of trying to find an 
optimal n-dimensional vector, the vector is split into n parts so 
that each of n swarms optimizes a 1-D vector. The CPSO-SK is 
a family of CPSO-S, where a vector is split into K parts rather 
than n, where K n≤ . K also represents the number of swarms. 
Each of the K swarms acts as a PSO optimizer (2)-(5). The 
main difference between the PSO and the CPSO is that the 
fitness of a single particle of the CPSO has to be evaluated 
through global best particles of the other swarms. Let Pj denote 
the j-th swarm and Pj‧xi represents the i-th particle in the 
swarm j. The fitness of Pj.xi is defined as: 

        $ $ $
1 1( ) ( , , , . , , )j i j j i Kf P x f P y P y P x P y-=g g K g K g .           (6) 

The CPSO applies cooperative behavior to improve the 
PSO on find the global optimum in a high-dimensional space. 
This is achieved by employing multiple swarms to explore the 
subspaces of the search space separately to reduce the curse of 
dimensionality. However, there is no absolute criterion that the 
CPSO is superior than the PSO since independent changes 
made by different swarms on correlated variables will 
deteriorate its performance . In addition, in one generation of a 
n-dim CPSO-S operation, the computational cost is n times 
larger than that of a PSO operation. 

III. METHODLOGY 
This paper proposes an approach to help the CPSO self-

organize the swarms composed of non-separable variables. 
Consider a particular optimization task illustrated in Fig. 1, 
from which we can see a 2-dim function with a bar-shaped 
local optimal region and a global optimum lies in it. The task is 
to find its global optimum by particle swarm optimizer. At first, 
particles are uniformly distributed in the search space. At this 
moment, we expect particles to be divided into two swarms, 
performing separate 1-dim PSO operation on each dimension 
to speed up the process of particles gathering around the 
optimal region. 

If by any chance particles gather around the optimal region 
as we expected, as shown in Fig. 2. At this point of time, we 
prefer particles performing 2-dim PSO operation on the whole 
search space to reduce the computational cost, which, in this 
case, represents the number of function evaluations. 

 
 

 
Figure 1.  Case with particles uniformly distributed in the search space to 

find the global optimum lies in a bar-shaped local optimal region. 

    
Figure 2.  Case with particles gather around the bar-shaped optimal region to 

find the global optimum. 

In order to implement the idea illustrated above, we have to 
determine the timing of switching between the PSO and the 
CPSO operation when dealing with a task. In this paper, we 
think this can be done by determining the separability between 
variables, and placing non-separable into the same swarm at 
each generation. If at certain moment, all variables are 
determined as non-separable, then the PSO operation is taken; 
otherwise, the CPSO operation is taken.  

The separability between variables is found by estimating 
the covariance matrix of the distribution of particles. The 
method we adopt is called the covariance matrix adaptation 
proposed in [8, 9]. In the standard CMA-ES, a population of 
new search points is generated by sampling a multivariate 
normal distribution N with mean nm∈ ¡  and covariance 
matrix n n×∈C ¡ . The equation of sampling new search points, 
for each generation number g = 0, 1, 2, …, reads 

( 1) ( ) ( ) ( )(0, )    for 1, ,g g g g
ix m N iσ λ+ + =C: L ,             

(7) 
where ~ denotes the same distribution on the left and right hand 
side; σ(g) denotes the overall standard deviation, step-size, at 
generation g and λ is the sample size. The new mean m(g+1) of 
the search distribution is a weighted average of the μ selected 
points from λ samples ( 1)

1
gx + , ( 1)

2
gx + ,…, ( 1)gxλ
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with 
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where wi are positive weights, and ( 1)

:
g

ix λ
+  denotes the i-th rank 

individual out of λ samples from (8). The index i:λ denotes the 
i-th rank individual and 

( 1) ( 1) ( 1)
1: 2: : ( ) ( ) ( )g g gf x f x f xλ λ λ λ

+ + +≤ ≤ ≤L ,                   (10) 
where f() is the objective function to be minimized. The 
adaption of new covariance matrix C(g+1) is formed by a 
combination of rank-μ and rank-one update [10] 
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(11) 
where μcov ≥ 1 is the weighting between rank-μ update and 
rank-one update; ccov ∈ [0,1] is the learning rate for the 
covariance matrix update, and  

( 1) ( 1) ( ) ( )
: :( ) /g g g g

i iy x mλ λ σ+ += - ,                                   
(12) 
is a modified formula used to compute the estimated 
covariance matrix for the selected samples. The evolution path 

( 1)g
cp +  for rank-one update is described as follows: 
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where cc ≤ 1 denotes the backward time horizon and  
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denotes the variance effective selection mass. The new step-
size σ(g+1) is updated according to  
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(16) 
where cσ is the backward time horizon of evolution path, 
similar to cc; dσ is a damping parameter and ( 1)gpσ

+  is the 
conjugate evolution path for step-size σ(g+1). The expectation of 
the Euclidean norm of a N(0, I) reads 

1(0, ) 2 ( ) / ( ) (1/ )
2 2

n nE N n O n+
= Γ Γ ≈ +I ,       

(17) 
where O(‧) represents high-order terms.  

Consider the estimated covariance matrix has the form 
shown as follows,  
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) 
where n is the number of dimensions, cjk represents the 
weighted covariance between variables j and k. The 
separability between dimensions can be obtained from 
correlation coefficient matrix with its element defined as 
follows: 

                            jk jk j kc c cρ = ,                            
(19) 

We define a parameter ρthres to determine whether 
dimension j and k are viewed as separable. If ρjk < ρthres then we 
say variable j and k are separable. Conventionally, if |ρ|>0.8, it 
implies that there exists a very strong linear relationship 
between these two variables; 0.8>|ρ|>0.6 implies strong 
relationship, and 0.6>|ρ|>0.4 implies moderate relationship. So, 
in this paper, we avoid setting ρthres less than 0.6. The block 
diagram of the proposed method can be found in Fig. 3. 

 

 
Figure 3.  Block diagram of SD-CPSO. 

IV. EXPERIMENT RESULTS 
In order to compare the performance between different 

algorithms, a fair time measure must be selected. Here we use 
the number of function evaluations as a time measure following 
[5]. The performance of the proposed SD-CPSO is verified by 
real-parameter minimization tasks, which contains totally nine 
test functions. By their nature they can be divided into two 
parts: unimodal and multi-modal functions.  
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The first two functions are unimodal, followed by seven 
multimodal functions with three of them have simple global 
structures (single-funnel functions) and another four have 
complex global structures (multi-funnel functions). The 
difference between single- and multi-funnel functions can be 
illustrated by the following two figures, where Figure 4 shows 
a visualization of a 2-D Rastrigin’s function, from which we 
can see that in spite of the large amount of local minima, there 
exists a trend to the global minimum. Figure 5 shows a 
visualization of a 2-D double Rastrigin’s function, from which 
we can see that there are two funnel-type global trends and a 
large amount of noisy local minima. 

 
Figure 4.  Visualization of a single-funnel, 2-D Rastrigin’s function. 

 

Figure 5.  Visualization of a multi-funnel-funnel, 2-D double Rastrigin’s 
function. 

The types and names of functions are described in Table I. 
A detailed definition of test functions can be seen in [11, 12]. 

All functions are of 50 dimensions and have been adjusted 
to zero optimal solution respectively. To make sure that there 
was sufficient correlation between the variables, making it even 
harder for optimization, all the functions were further tested 
under 45 degree coordinate rotation.  

In the following of this chapter, we will describe the 
configurations of the algorithms that we use to compare the 
performance with the proposed SD-CPSO in section 3.A. 
Experiment result and the discussion will be shown in section 
3.B. 

A. Algorithms Configuration 
The three algorithms for comparison are listed as follows: 

• PSO: the origin algorithm. 

• CPSO-S: algorithm that splits swarm into each 
dimension. 

• SD-CPSO: the proposed separability detection 
cooperative particle swarm optimization. 

For each algorithm, experiments are executed for 50 times. 
Denote n the dimension of the optimization task and s the 
number of particles in one swarm. Parameters of the three 
algorithms are listed in Table II. 

TABLE I.  TYPE AND NAME OF THE TEST FUNCTION. 

Unimodal Functions 

F1: Sphere Function 
F2: High Conditioned Ellipsoidal Function 

Multimodal Functions 

F3: Rosenbrock Function 
F4: Rastrigin Function 
F5: Griewank Function 

Multi-Funnel Functions 

F6: Schwefel Function 
F7: Double-Rastrigin Function 

F8: Weierstrass Function 
F9: Michalewicz Function 

TABLE II.  MS-CMA-ES AND CMA-ES PARAMETERS. 

Parameters of Selection operator 
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Parameters of Covariance adaptation: 
ccov=0.7 
μcov=10 
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Parameters of PSO operation: 
c1=c2=1.49 
ρthres=0.8 

s=50 
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B. Experiment Result 
  This section presents optimization results. The number of 

maximum fitness calculation times, initial search range, initial 
search position and minimum fitness threshold are detailed in 
Table III. All particles are evenly distributed in the initial 
search range.  

TABLE III.  PARAMETERS OF THE EXPERIMENT. 

 maximum 
fitness 

calculation 
times 

Initial search 
range 

Minimum 
fitness 

threshold 

f 1 10000 x∈[0,100]d 1e-6 

f 2 10000 x∈[0,100]d 1e-6 
f 3 10000 x∈[0,100]d 1e-2 
f 4 3000 x∈[0, 5]d 1e-2 
f 5 8000 x∈[0,600]d 1e-2 
f 6 4000 x∈[0,3]d 1e-2 
f 7 2000 x∈[-20,20]d 1e-2 
f 8 4000 x∈[0,0.5]d 1e-2 
f 9 5000 x∈[0,5]d 1e-2 

 
The experimental data is obtained by executing each 50 

dimensional test functions until the stopping criterion is met. 
The procedure was repeated 50 times to compute the average 
fitness value. In the paper, instead of the actual numeric fitness 
value, the rank of the minimum average fitness value is defined 
as the standard of comparison. The reason is that we want to 
exclude the impact of the different degree of scale on the raw 
numeric difference between each test function. For example, 
some functions have very large fitness gap between the best 
and the second best local minimum, some of them don’t even 
have local minima. Therefore, the numeric difference may not 
be a good performing index for evaluating algorithms. The 
experiment result is shown in Table IV as follows. 

TABLE IV.  AVERAGE FITNESS VALUE. 

 CPSO-S SD-CPSO PSO 

f 1 6.361e-99(1)* 2.634e-062(3) 9.653-76(2) 
f 2 4.481e-84(1)* 3.464e-033(3) 2.876e-75(2) 

f 3 18.8764 (3) 0.8872 (1)* 1.4356(2) 
f 4 11.871(1) 17.721(2) 26.65(1)* 
f 5 9.6198(3) 0.6893(1)* 6.3769(2) 

f 6 469.9(3) 288.3(2) 87.36(1)* 
f 7 12.57(2) 7.659(1)* 95.03(3) 
f 8 1.2287(2) 0.6643(1)* 1.254(3) 
f 9 5.75(3) 7.864e-008(1) * 4.08(2) 

 
The results to be discussed are divided into three parts in 
accordance with the function types: 

1) Unimodal Function: 
Under the sphere function f 1, CPSO-S has the best 

performance, owing to its property of rapid convergence. As to 
ellipsoid function f 2, at first, PSO is better than the other two 
algorithms. As shown from the experiment result, all three 
algorithms are capable of solving unimodal optimization task, 
and no improvement of performance can be found by applying 
our method. 

2) Multimodal Function: 
The SD-CPSO is better than other algorithms under the f 3 

and f 5 test functions except for f 4, the Rastrigin’s function. We 
think it might due to the fact that Rastrigin’s function is nearly 
the same after rotation, which makes our effort trying to find a 
special trend to the global optimum irrelevant. However, the 
superiority of the proposed SD-CPSO in finding global optima 
of multimodal functions can be seen in substance. 

3) Multi-Funnel Function: 
From Table IV we can see that in coping with multi-funnel 

function optimization tasks, the superiority of the proposed SD-
CPSO is obvious. In general, the optimization of multi-funnel 
function is difficult as we can see especially from the 
optimization result of the f6 function. Despite the proposed SD-
CPSO has better performance on the optimization tasks of f7 
and f8 function, the improvement is not very obvious. However, 
in the optimization of f9, the Michalewicz's function, the 
improvement is remarkable. As a result, we will illustrate the 
optimization results of applying Michalewicz's function in both 
its unrotated and rotated form in Fig. 7.  

Fig. 7(a) represents the result of applying unrotated 
Michalewicz's function. Michalewicz's function introduces 
many valleys into the plain, and the function values for points 
in the space outside the narrow valleys give very little 
information about the location of the global optimum. Thus, the 
swarms need to follow through these valleys to find minimums. 
In its rotated version, these narrow valleys are too correlated to 
follow through from the perspective of the CPSO. In Fig. 7(b), 
the SD-CPSO in evidence overcomes the drawback. 

 
Figure 6.  Visualization of a 2-D Michalewicz's function. 
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(a) 

 
(b) 

Figure 7.  Experiment results of applying Michalewicz's function in its (a) 
unrotated form, (b) rotated form. 

 
Figure 8.  Results of the number of swarms of applying rotated Michalewicz's 

function. 

Fig. 8, on the other hand, illustrates the ability of SD-CPSO 
self-organizes the decomposition of dimensions. We place the 
detected non-separable variables to the same swarm in the 
CPSO operation to alleviate the detrimental effect we 
encountered when placing independent variables into separate 
swarms. When particles waver in the valley, the number of 

swarm decreased for the sake of correlated dimension has 
being coupled, and when swarms step into the local minimum 
region, the number of swarm increased to adapt these 
uncorrelated sphere-liked region.  

V. CONCLUSION 
In this paper, we propose a self-organization approach to 

the CPSO. This approach determines the suitable swarm 
structure of the CPSO by estimating the correlations between 
variables. Experiments show reasonable performance. The 
combination of dimensions forming a swarm is detected by 
covariance matrix adaptation. Future research should be done 
to investigate the pseudominima caused by the split of swarm. 
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Abstract—This paper presents the nearest neighbor value (NNV) 

algorithm for high resolution (H.R.) image interpolation. The 

difference between the proposed algorithm and conventional 

nearest neighbor algorithm is that the concept applied, to 

estimate the missing pixel value, is guided by the nearest value 

rather than the distance. In other words, the proposed concept 

selects one pixel, among four directly surrounding the empty 

location, whose value is almost equal to the value generated by 

the conventional bilinear interpolation algorithm. The proposed 

method demonstrated higher performances in terms of H.R. 

when compared to the conventional interpolation algorithms 

mentioned. 

Keywords—neighbor value; nearest; bilinear; bicubic; image 

interpolation. 

I.  INTRODUCTION 

Image interpolation is the process by which a small image 
is made larger by increasing the number of pixels comprising 
the small image [1]. This process has been a problem of prime 
importance in many fields due to its wide application in 
satellite imagery, biomedical imaging, and particularly in 
military and consumer electronics domains. At an early stage of 
research, non-adaptive methods such as nearest, bilinear and 
bicubic interpolation methods were developed for digital image 
interpolation purposes. Those traditional methods were 
markedly different in image resolution, speed, and theoretical 
assumptions (i.e. theory of spatial variability) [2], [3]. To the 
best of my knowledge, most of the assumptions applied today 
reduce interpolated image resolution due to the lowpass 
filtering process involved into their new value creative 
operations [4]. However, the nearest neighbor assumption does 
not permit to create a new value, instead set the value at the 
empty location by replicating the pixel value located at the 
shortest distance. The effect of this is to make image pixel 
bigger which results in heavy jagged edges thus making this 
algorithm more inappropriate for applications requiring a H.R 
image (to accomplish certain tasks). A solution to such 
jaggedness was achieved through the bilinear interpolation [5]. 
A bilinear based algorithm generates softer images but blurred 
thus making the algorithm inappropriate also for H.R. 
applications. The blurredness problem was reduced by 
introducing the convolution based techniques [6]. Such 
algorithms performed better than the two in terms of the visual 
quality but are also inappropriate to use where the speed is of 
the prime importance.  Now, since the source image resolution 
is often reduced after undergoing the interpolation process, the 
easy way to generate a H.R. image using linear interpolation 
means is to reduce, at any cost, any operation that would 

underestimate or overestimate some parts of the image. In other 
words, it would be better if we could avoid 100% any operation 
leading to the new pixel value creation for image interpolation 
purposes. In this regards, one way to reduce using the newly 
created values, is based on supposing that one, of the four 
pixels, has a value that is appropriate enough to be assigned 
directly at an empty location. The problem, here, is to know 
which one is more appropriate than the others or their weighted 
average, etc. Therefore, we propose a scheme to be guided, 
throughout our H.R. interpolated image search, by the value 
generated by the conventional bilinear interpolator.  The Fig.2 
briefly explains how this can be achieved. More details are 
given in Part III.   

This paper is organized as follows. Part II gives the 
background, Part III presents the proposed method, Part IV 
presents the experimental results and discussions and Part V 
gives the conclusions and recommendation.  

II. BACKGROUND 

The rule in image interpolation is to use a source image as 
the reference to construct a new or interpolated/scaled image. 
The size of the new or constructed image depends on the 
interpolation ratio selected or set. When performing a digital 
image interpolation, we are actually creating empty spaces in 
the source image and filling in them with the appropriate pixel 
values [2]. This makes the interpolation algorithms yielding 
different results depending on the concept used to guess those 
values. For example, in the nearest neighbor technique, the 
empty spaces will be filled in with the nearest neighboring 
pixel value, hence the name [3].  

This (nearest neighbor algorithm) concept is very useful 
when speed is the main concern. Unlike simple nearest 
neighbor, other techniques use interpolation of neighboring 
pixels (while others use the convolution or adaptive 
interpolation concepts - but these two are beyond the scope of 
this paper), resulting in smoother image. A good example of a 
computationally efficient basic resampling concept or 
technique is the bilinear interpolation. Here, the key idea is to 
perform linear interpolation first in one direction, and then 
again in the other direction. Although each step is linear in the 
sampled values and in the position, the interpolation as a 
whole is not linear but rather quadratic in the sample location 
[5]. In other words, the bilinear interpolation algorithm creates 
a weighted average value that uses to fill in the empty spaces. 
This provides better tradeoff between image quality and 
computational cost but blurs the interpolated image thus 
reducing its resolution.  
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III. PROPOSED METHOD 

Assume that the letters A, K, P and G represent the four 
neighbors and E represents the empty location value as shown 
in Fig.1. 

 

                Fig. 1: Four neighbors locations around an empty location E 

In order to implement successfully the proposed scheme, the 
following steps have been respected. 

A. Neighbors mode calculation 

Let us call [ , , , ]L A K P G a set of four neighbors or 

data. In statistics, the mode is the value that occurs most 
frequently in a data set or a probability distribution [7]. Here, 

the first step is to check whether in L there is a mode or not 

(i.e. if there exists a mode in L ). If the mode exists then, the 
empty location will be assigned that mode. If the mode does 

not exist in L  (i.e., when two data in L appear the same 

number of times or when none of the L data repeat) then, we 

proceed to performing the bilinear interpolation among L  data 
in order to achieve a bilinearly interpolated value or bilinear 
value. Once the bilinear value is obtained, we do the 
subtraction operations as shown by Eq.(1), Eq.(2), Eq.(3) and 
Eq.(4).  The letter B represents the bilinear value. 

                                 1A B V                                       (1) 

                                 2K B V                                      (2) 

                                 3P B V 
                                    

 (3) 

                                 4G B V                                      (4) 

The values obtained, from the subtraction operations, are 

absolute values and can be represented by 1V , 2V , 3V  and 4V . 

Before, we proceed to finding the pixel value yielding the 
minimum difference, we must check that none of these absolute 
values is equal to another or simply occurs most frequently. In 
other words, we must check again the mode so that we can be 

able to end up with one neighbor whose value is nearly equal to 
the value yielded by the bilinear interpolator.  

B. Absolute differences mode calculation 

At this stage, the mode is calculated from a given set J

containing all the absolute differences 1 2 3 4[ , , , ]J V V V V . If 

there exists a mode in J  then, we can find out that the mode is 

the minimum value or not, before we can proceed further. For 
instance, consider the following three examples. 

          Example 1: 1 0.2V  , 2 0.2V  , 3 0.2V  , 4 0.8V   

In this example, the mode is 0.2 and 0.2 is the minimum 
value. So, in order to avoid the confusion our algorithm will 

only consider/select the first value from J . The selection of the 

first value can be achieved based on the subscripted indexing 
theory [8]. Once this value is selected, we can calculate the 
absolute difference between this value and bilinear value and 
the difference obtained is assigned to the empty location. 

         Example 2: 1 0.2V  , 2 0.8V  , 3 0.8V  , 4 0.8V 
 

In this example, the mode is 0.8 and unfortunately 0.8 is not 
the minimum value therefore our concept, which is directed by 
the minimum difference value between the value yielded by the 
bilinear and one of the four neighbors value, cannot be 
respected. To solve this issue, first of all we find the value that 
is less or equal to the mode. In the matlab the find function 
returns indices and values of nonzero elements [9]. The 
obtained elements are presented in ascending order. In this 
example, the value that is less or equal to the mode would be 
0.8 or 0.2 but since the two values cannot be selected at the 
same time, we can pick the first minimum value by applying 
again the subscripted index method.  

Once the minimum value is obtained, we can find the 
neighbor that corresponds to that minimum value and calculate 
the absolute difference between that value and bilinear value, 
then assign it to the empty location.  

C. When there is no ‘absolute differences’ mode 

This case can also be regarded as an example number three 
of the B part (even though it is presented in C part). 

          Example 3: 1 0.2V  , 2 0.2V  , 3 0.8V  , 4 0.8V   

As shown, in this example, there is no mode when two 
data/elements of a set repeat the same number of times.  The 

same when all J  elements are different. In both cases, we have 

to find the minimum value in J using matlab min function so 

that we can be able to apply the subscripted indexing to get the 
first minimum value.  

Once the minimum value is obtained, we must find the 
neighbor that corresponds to that minimum number. This can 
be achieved by subtracting the minimum difference from the 
bilinear value, because the minimum value is equal to the 
neighbor value minus the bilinear value (see Eq.(1), Eq.(2), 
Eq.(3) and Eq.(4) ). Then, the obtained value is assigned to the 
empty location. 
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                       Fig.2: The summary of the proposed method 

The Fig.2 shows four data input. These data are in fact the 

four neighbors surrounding the empty location. The E
destination represents the final interpolated value that must be 
assigned to the empty location, accordingly. The aim, of 
finding this value in this way, is to minimize the 
underestimation or overestimation of some parts of image 
texture after undergoing the interpolation process because of 
the problems caused by the lowpass filtering processes 
involved in many linear interpolators, bilinear in particular. 

IV. EXPERIMENTS AND DISCUSSIONS 

We tested the proposed NNV algorithm for image details 
quality (i.e. H.R), Matlab-lines Execution Time (MET) and 
Peak Signal to Noise Ratio (PSNR) against the conventional 
nearest, bilinear and bicubic interpolation algorithms using four 
full grayscale images shown in Fig.3. The interpolated images 
(ratio n = 4 and n = 2) are shown in Fig.[4-11]. The 
corresponding MET and PSNR results are shown in the Table 1 
and Table 2. A higher peak signal to noise ratio would 
normally indicate the higher quality of the output image.  The 
PSNR can easily be defined via the Mean Squared Error where 
one of the monochrome images I and K is considered as a noisy 
approximation of the other.    

        

21 1

0 0

1
( , ) ( , )

m n

i j

MSE I i j K i j
mn

 

 

                       (5) 

The PSNR is defined as: 

     

2

10 1010 log 20 logI IMAX MAX
PSNR

MSE MSE
 

   
    

  
         (6) 

where, 
IMAX represents the maximum image pixel value. 

Typically, the PSNR values in lossy image and video 
compression range from 30 to 50 dB. When the two images 
are identical, the MSE=0 and consequently the PSNR is 
undefined. 

A. Original full images - 128 x 128 

  

  

Fig.3: Source images 

From left to right - top to bottom - there are Cameraman, 
Girl, House and Peppers grayscale images. Each image has the 
size of 128 x 128 and will be interpolated at the ratio n=4 and 
n=2 in part B and C, respectively. 

B. Full image interpolation & Ratio = 4 

   

   

Fig.4: Cameraman: n=4 
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From left to right - top to bottom – 512 x 512 Cameraman-
image interpolated by nearest neighbor (NN), bilinear (Bil.), 
bicubic (Bic.) and nearest neighbor value (NNV) algorithms, 
respectively. 

   

   

Fig.5: Girl: n=4  

From left to right - top to bottom – 512 x 512 Girl-image 
interpolated by NN, Bil., Bic. and NNV algorithms, 
respectively. 

   

   

Fig.6: House: n=4   

From left to right - top to bottom – 512 x 512 House-image 
interpolated by NN, Bil., Bic. and NNV algorithms, 
respectively. 

   

   

Fig.7: Peppers: n=4   

From left to right - top to bottom – 512 x 512 Peppers-
image interpolated by NN, Bil., Bic. and NNV algorithms, 
respectively.  

C. Full image interpolation & Ratio = 2 

   

   

Fig.8: Cameraman: n=2  

From left to right - top to bottom – 256 x 256 Cameraman-
image interpolated by NN, Bil., Bic. and NNV algorithms, 
respectively. 
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Fig.9: Girl: n=2 

From left to right - top to bottom – 256 x 256 Girl-image 
interpolated by NN, Bil., Bic. and NNV algorithms, 
respectively. 

   

   

Fig.10: House: n=2 

From left to right - top to bottom – 256 x 256 House-image 
interpolated by NN, Bil., Bic. and NNV algorithms, 
respectively. 

   

   

Fig.11: Peppers: n=2  

From left to right - top to bottom – 256 x 256 Peppers-
image interpolated by NN, Bil., Bic. and NNV algorithms, 
respectively.  

V. CONCLUSION AND RECOMMENDATIONS 

Image interpolation based on the nearest neighbor value has 
been presented in this paper. The details on how it was 
developed (i.e. the scheme used) have been presented in part III 
and the working procedure has been summarized and shown in 
Fig.2. The MET and PSNR results have been presented in 
Table 1 and Table 2. Depending on the interpolation ratio 
selected or set (i.e. depending on the final size desired/targeted), 
the interpolation algorithms, mentioned here, gave different 
MET and PSNR as well as visual quality. For example, let us 
observe the interpolated images shown in part B (i.e. image that 
were interpolated at the ratio = 4). Starting from, the 
Cameraman image on the first row, the first image shows a 
texture with edge jaggedness (i.e. image interpolated using the 
NNI algorithm) while the second one (i.e. image interpolated 
using the bilinear algorithm) shows soft but blurred texture. 
The first image tends to look sharper than the second one. That 
look difference was noticed due to the lowpass filtering process 
involved in the algorithm used to interpolate the latter. On the 
second row, the first image (i.e. image interpolated using the 
bicubic algorithm) shows smoother but sharper texture so is the 
second one (i.e. image interpolated using the NNV algorithm), 
except that the latter shows more readily the image details. The 
same conclusions can be drawn for other image cases but with 
a slight change because the best interpolation method for an 
image may depend on the image itself.  
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In other words, one shoe may not fit all. For the 
interpolated images shown in part C (i.e. image that were 
interpolated at the ratio = 2). Except the first image on the first 
row (i.e. image interpolated using the NNI algorithm), it is 
difficult to notice the visual differences because the differences 
were minor (with the exception of the NNV) and it is often 
problematic as to which one looks the best.  

TABLE 1: PSNR AND MET AFTER INTERPOLATION & (RATIO = 4) 1: 
CAMERAMAN, 2: GIRL, 3: HOUSE, 4: PEPPERS 

               PSNR (dB)                    MET (s) 

NN Bil. Bic. NNV NN Bil. Bic. NNV 

1 34.0
829 

34.1
135 

34.1
628 

35.01
54  

0.03
6866 

0.058
984 

0.06
0625 

0.843
483 

2 32.9
235 

33.1
043 

33.1
655 

34.22
62 

0.03
7365 

0.059
842 

0.06
0477 

0.818
222 

3 35.4
771 

35.4
563 

35.4
890 

36.20
54 

0.03
8078 

0.057
881 

0.07
4557 

0.788
410 

4 33.6
570 

33.7
862 

33.8
349 

34.50
64 

0.04
0556 

0.062
336 

0.06
3787 

0.800
693 

Therefore, the PSNR was used to prove through the 
calculations which one has really higher quality than the others. 
As shown in Table 1 and Table 2, the PSNR value generated by 
the NNV has always been superior to other image 
interpolators’. This can be interpreted as an overwhelming sign 
showing the higher performances of the proposed algorithm 
with respect to other interpolation algorithms mentioned.  

TABLE 2: PSNR AND MET AFTER INTERPOLATION & (RATIO = 2) 1: 
CAMERAMAN, 2: GIRL, 3: HOUSE, 4: PEPPERS 

               PSNR (dB)                    MET (s) 

NN Bil. Bic. NNV NN Bil. Bic. NNV 

1 34.2
996 

34.0
658 

34.3
385 

36.02
38 

0.04
2512 

0.053
586 

0.05
5415 

0.700
002 

2 33.7
806 

33.8
934 

34.2
070 

35.98
82 

0.03
7528 

0.060
694 

0.06
0948 

0.780
222 

3 35.9
944 

35.6
859 

35.9
841 

36.34
41 

0.03
8178 

0.061
335 

0.05
5840 

0.776
107 

4 34.7
829 

34.8
355 

35.1
103 

35.70
47 

0.04
2090 

0.055
411 

0.05
4192 

0.768
127 

Comparing other methods against each other, we found that 
one could perform better than expected or not depending on the 
image interpolated and in all the cases none of them achieved a 
higher PSNR value than the proposed NNV. However, the 
mentioned conventional algorithms are all faster than the 
proposed NNV. For example, in case where the interpolation 
ratio = 4, the NNV was about 21.2 times slower than the fastest 
NNI whereas in the case of the ratio = 2, the NNV became 
approximately 18.8 times slower than the NNI.  In fact, the best 
interpolation method for one size of enlargement may not 
necessarily be the best method for a different size, in terms of 
the visual resolution, PSNR value and MET value. Please note 
that the images presented, in the experimental part of this paper, 
have lost some of their quality when they were reduced to fit in 

the paper format. This fairly reduces the differences between 
the presented/interpolated images. With reference to the 
experimental results obtained, we suggest that the proposed 
NNV method be recommended for further applications, 
especially where some image tissues, or particular details, need 
to be seen in their richest and most pleasant way as well as 
where a balmy computational cost is not an issue. Future 
developments of the proposed approach may be guided by 
techniques using higher order polynomials to interpolate. 
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Abstract—In this paper we present a new robust camera pose 

estimation approach based on 3D lines features. The proposed 

method is well adapted for mobile augmented reality applications 

We used an Extended Kalman Filter (EKF) to incrementally 

update the camera pose in real-time. The principal contributions 

of our method include first, the expansion of the RANSAC 

scheme in order to achieve a robust matching algorithm that 

associates 2D edges from the image with the 3D line segments 

from the input model. And second, a new powerful framework 

for camera pose estimation using only 2D-3D straight-lines within 

an EKF. Experimental results on real image sequences are 

presented to evaluate the performances and the feasibility of the 

proposed approach in indoor and outdoor environments. 

Keywords-Pose estimation; Line tracking; Kalman filtering; 

Augmented Reality. 

I. INTRODUCTION 

Estimation of relative 3D camera position and orientation 
(pose) is one of the most challenging problems in computer 
vision. Indeed, the knowledge of the camera pose is useful for 
numerous applications, including motion analysis, robotic 
control tasks, and Augmented Reality (AR) [1][2]. For 
example, Dasgupta and Banerjee [3] developed an AR system 
for autonomous navigation which uses a panoramic vision. 
Their system allows augmenting, via a laptop, the real video by 
simultaneously viewing an artificial 3D view of the scene. 
During the last years, several approaches based on natural 
features (points, planes, edges, etc.) extracted from the image 
scene have been developed. The mean idea of these techniques 
is to locate the camera in three dimensions given a sequence of 
2D intensity images of the scene containing the 3D features 
whose positions and orientations are known relative to a 
reference frame. When the correspondences between 2D 
features extracted from the image and 3D features defined in 
the world frame are established, the problem is then solved 
using 2D-3D registration techniques. Numerical nonlinear 
optimization methods like the Newton-Raphson or Levenberg-
Marquardt algorithm are generally used for the minimization 
[4][5][6]. Thus, Wang et al. [7] propose a 3D localization 
approach using Harris-Laplace interest points as natural 
landmarks. Their localization system is composed of two 
stages: coarse localization from a location vector space model 
(LVSM) and affine localization from the location database 
using a voting algorithm. The pose recovery of the camera is 
obtained from essential matrix decomposition. Line-based 
methods are more robust and more efficient than point-based 
techniques. Indeed, line features are present in many scenes and 

are more visible than points under a wider range of lighting and 
environmental conditions. Wuest et al. [8] present a model-
based line tracking approach that can handle partial occlusion 
and illumination changes. The camera pose is computed by 
minimizing the distances between the projection of the model 
lines and the most likely matches found in the image. 
Drummond and Cipolla [9] propose a novel framework for 3D 
model-based tracking. Objects are tracked by comparing 
projected model edges to edges detected in the current image. 
Their tracking system predicts the edge locations in order to 
rapidly perform the edge search. They have used a Lie group 
formalism in order to transform the motion problem into simple 
geometrics terms. Thus, tracking becomes a simple 
optimization problem solved by means of iterative reweighed 
least squares. Recently, Comport et al. [10] propose a real-time 
3D model-based tracking algorithm. They have used a visual 
servoing approach to formulate the pose estimation problem. A 
local moving edges tracker based on tracking of points normal 
to the object contours is implemented. In order to make their 
algorithm robust, they have integrated a M-estimator into the 
visual control law. Other approaches have also been applied 
where different features have been combined to compute the 
camera pose. Ababsa and Mallem [11] propose to combine 
point and line features in order to handle partial occlusion. 
They integrated a M-estimator into the optimization process to 
increase the robustness against outliers. Koch and Teller [12] 
describe an egomotion estimation algorithm that takes as input 
a coarse 3D model of an environment. Their system uses a 
prior visibility analysis to speed initialization and accelerate 
image/model matching. 

For real-time applications, extended Kalman filtering 
(EKF) is the most widely used method for recursive estimation. 
EKF allows also to achieve noise and disturbance rejection and 
to enhance estimation accuracy. EKF was used for the first time 
to compute the 3D location by Wilson et al. [13]. Yu et al. [14] 
propose an EKF based method to recover structure and motion 
from image sequences. The EKF is used to estimate the object’s 
pose and to refine the positions of the model points in the 3D 
space. More recently the same authors propose an EKF 
algorithm for pose tracking using the trifocal tensor [15]. Their 
approach is also based on natural points and incorporates the 
tri-focal constraint into the measurements model. Yoon et al. 
[16] present a model-based object tracking to compute the 3D 
camera pose. Their algorithm uses an EKF to provide an 
incremental pose-update scheme in a prediction-verification 
framework. In order to enhance the accuracy and the robustness 
of the tracking against occlusion, they take into account the 

http://ieeexplore.ieee.org/search/searchresult.jsp?disp=cit&queryText=(dasgupta%20%20s.%3cin%3eau)&valnm=Dasgupta%2C+S.&history=yes
http://ieeexplore.ieee.org/search/searchresult.jsp?disp=cit&queryText=(%20banerjee%20%20a.%3cin%3eau)&valnm=Banerjee%2C+A.&history=yes
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measurement uncertainties associated with the location of the 
extracted image straight-lines. Lippiello et al. [17] developed 
an algorithm for pose estimation of a moving object. In order to 
enhance the robustness with respect to measurement noise and 
modeling error, they proposed an adaptive version of the EKF 
customized for visual applications. Jiang and Neumann [18] 
propose an EKF-based extendible tracking method that can 
extend tracking from prepared to unprepared regions of the 
environment by auto-calibrating a 3D structure of a priori 
unknown 3D lines. 

Other approaches use Simultaneous Localization And 
Mapping (SLAM) to track the camera pose while building a 3D 
map of the unknown scene. William et al. [19] proposed a 
recovery module that finds the pose of a camera using a map 
point features created by a single-camera SLAM system. They 
used an efficient version of RANSAC to achieve pose 
hypotheses verification and to reject outliers. Davison et al. 
[20] used the EKF to estimate the 3D trajectory of a monocular 
camera moving through an unknown scene. The core of their 
system, named MonoSLAM, is the online creation of a sparse 
map of natural landmarks within a probabilistic framework. 
However, the main problem with most existing monocular 
SLAM techniques is a lack of robustness when rapid camera 
motions, occlusion and motion blur occur.  

In this paper we present an original robust camera pose 
tracking using only straight lines and which differs from 
existing works. We propose to combine an EKF with a 
RANSAC scheme in order to achieve a robust 2D-3D lines 
matching. This gives an efficient solution for outlier’s rejection. 
To our knowledge such solution has not been explored before. 
Furthermore, we have combined the 2D-3D lines 
correspondence constraints for object pose estimation, 
developed by Phong et al. [21], with an EKF in order to update 
recursively the camera pose. We have compared our results 
with classical approaches where pose estimation is solved using 
least square approaches [22][23][24]. Our method requires no 
training phase, no artificial landmarks, and uses only one 
camera. 

The rest of the paper is structured as fellows: In section II, 
we describe the camera pose estimation problem formulation 
when using straight lines, and we also give a complete 
implementation of the Extended Kalman Filter to update the 
camera pose recursively over the time using 2D and 3D lines 
features. In section III, we explain how we have expended the 
RANSAC scheme [25] in order to achieve robust 2D-3D lines 
matching. In section IV, we show experimental results and 
evaluations; we discuss also the merits and the limitations of 
the proposed approach. Conclusion and future work are 
presented in section V. 

II. CAMERA POSE ESTIMATION ALGORITHM 

In any Kalman Filter implementation, the system state is 
stored as a vector. In our algorithm the state is represented by 
the position and the orientation of the camera with respect to 
the world coordinate system. For computational we use a unit 
quaternion to represent the rotation [26]. Thus, the state vector 
is  given by: 

  zyxzyx tttqqqqX 0  (1) 

 

We denote the camera state at time t by the vector tX . The 
EKF is used to maintain an estimate of the camera state X in 

the form of a probability distribution  ttt ZXXP ,1 , where Zt 

is the measurement vector at time t. The Kalman filter models 
the probability distribution as Gaussian, allowing it to be 

represented by a covariance matrix . In an extended Kalman 
filter, the nonlinear measurements and motion models are 
linearised about the current state estimate as Jacobian matrices 
[27][28]. Our algorithm follows the usual predict-refine cycle, 
whereby the state X is predicted at timestep t, and 
measurements are used to refine the prediction. 

A. Time update 

The time update model is employed in order to predict the 
camera pose at the following time step. In our case, the time 
update is simple because of the fact that we estimate the camera 
pose at each frame of the images sequence. Therefore the 3D 
cameras pose between two successive frames changes very 
little. The time update equation is then given by : 

 1

  tt XAX  (2) 

Where A is  77 identity matrix. 

The time update step also produces estimates of the error 

covariance matrix  from the previous time step to the current 
time step t. To perform this prediction we use the general 
update equation of the Kalman filter: 

 1

  ttt QAA  (3) 

Where Qt represents the covariance matrix of the process noise. 

 reflects the variance of the state distribution. 

B. Measurement model and estimate update 

The measurement update model relates the state vector to 
the measurement vector. Since our goal is to estimate the 
camera pose using only straight lines, we will first describe the 
constraint equation which relates the state vector to the 3D 
model lines and their corresponding 2D image edges. We 
choose to base our technique on line features, rather than 
points, because this approach is relatively unexplored in the 
vision literature. We consider a pin-hole camera model and we 
assume that the intrinsic camera parameters are known. The 
world coordinate frame is a reference frame. All the 3D model 
lines are defined with respect to it. Let Li be a 3D line. Li is 
represented with the Cartesian coordinates of its two end-points 

iP1  and 
iP2  (see figure 1). The points 

iP1  and 
iP2 in world 

coordinates can be expressed in the camera frame as well : 

 












Ti
W

PRi
C

P

Ti
W

PRi
C

P

/2/2

/1/1  (4) 
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Where the 33 rotation matrix R and the translation vector 
T describe the rigid body transformation from the world 
coordinate system to the camera coordinate system and are 
precisely the components of the camera state vector.  
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Figure 1.  Projection plane. The model line, its projection onto the image and 

the center of projection OC are coplanar. 

We can see that the points 
i

CP /1 , 
i

CP /2  and the center of 

projection OC are coplanar. iN


 is the unit vector normal to this 

plane. iN


 can be expressed in the camera coordinates frame as 

follows :  

 
i

CC
i

CC

i
CC

i
CC

i

POPO

POPO
N

/1/1

/1/1







 (5) 

Furthermore, a measurement input of the normal vector iN


 

can be obtained from the image data. Indeed, image line 
matched with model line belongs also to the projection plane 
defined above. Let li be a 2D image line corresponding to the 
3D line Li. In similar manner li is represented by its two 

extremities  Tiii vum 211  and  Tiii vum 222 defined in the 

2D image coordinates frame. The points 
im1  and 

im2  can be 

expressed in the camera coordinate frame as follows: 

 
 
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Where the matrix K contains camera calibration parameters, 
such as focal length, aspect ratio and principal point 
coordinates. 

A measurement in


 of the unit vector iN


 normal to the 

projection plane is thus given by (see figure 1): 

 
ii

i nnn 21


  (7) 

Where 

 
Combining equations (5) and (7), a measurement equation 

can be written, for each matching event Li li : 

  ttt vXhz  (8) 

Where  
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vt represent the noise term in the measurement input with 
covariance Rt. The noise is due to the uncertainty in the 
measured image position of the end points of the extracted 2D 
lines. The nonlinear function h(X) in measurement equation (8) 
relates the state to the measurement input. Three 2D-3D line 
correspondences are sufficient in theory to recover 6-DOF 
camera pose [29] through in practice mores line may be 
required to increase accuracy.  

The state estimate and covariance are refined after each 
feature measurement zt using the standard equation of the EKF 
as follows: 

 

 
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 (10) 

Where Ht is the Jacobian matrix defined by: 

 

 
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H

 (11) 

The measurement update model is executed once a set of 
2D-3D matched lines become available. 

C. Iterated EKF 

The standard EKF method does not consider errors due to 
the linearization of the nonlinear function h(X) in the vicinity of 


tX . However, these errors can lead to wrong estimates and/or 

divergence of the camera pose. Since the nonlinearity is only in 
measurement equation, the Iterated Extended Kalman Filter 
(IEKF) is the best technique to deal with it [30][31]. The IEKF 
uses the same prediction equation as EKF, namely (2) and (3). 
The measurement update relations are replaced setting 

 tt XX 0
 and doing iteration on : 

 

  k
tt

k
t

k
t

k
t

t

Tk
tt

k
t

Tk
tt

k
t

XX

k
t

XhzKXX

RHHHK

X

Xh
H

k
t










 













1

1

)(

 (12) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 3, No.4, 2012 

34 | P a g e  

www.ijacsa.thesai.org 

For iteration number 1,,1,0  Nk  . At the end of all 

iterations, N
tt XX  . The covariance matrix is then updated 

based on 
N
tX  according to : 

 
  t

N
t

N
ttt HK  (13) 

The iteration could be stopped when consecutive values 
k
tX  and 

1k
tX  differ by less than a defined threshold. 

III. ROBUST 2D-3D LINES MATCHING ALGORITHM 

In this section we explain the expansion of the RANSAC 
scheme that we have developed in order to achieve a robust 
matching algorithm that associates 2D edges from the image 
with the 3D line segments from the input model, and without 
using any verification algorithm. 

Let   Nili ,...,1,   be a set of 2D edges extracted from the 

image and   MjL j ,...,1,   a set of 3D model lines. Our robust 

lines matching algorithm is summarized as follows: 

1. Randomly sample subsets of four {li  Lj} pairs of 2D and 
3D lines. In theory a minimum three pairs are of lines are 
sufficient to compute an accurate rigid transformation. 

2. For each sample, compute the camera pose (R,T) using 
the IEKF algorithm described in section II. 

3. Each candidate  is tested against all the correspondences 

ji Ll  by computing, in the camera frame, the angle 

between the normal vector in


 (see figure 1) associated with 

the image line il  and the transformed line jLR  . If this 

match is wrong with respect the pose , then the co sinus of 
the angle should be significantly larger than zero. 

4. We choose the pose  which has the highest number of 

inliers, i.e the  for which all the pairs are within a fixed 
angle threshold. 

Hence, the obtained camera pose for the current image is 
robustly updated using only inliers of correspondences. 

IV. EXPERIMENTAL RESULTS 

The proposed camera pose estimation algorithm has been 
tested in real scenes and the registration accuracy was 
analyzed. The results are presented for both indoor and outdoor 
images (Figure 2). The indoor scene consists of a camera 
moving in an office room whereas the outdoor one corresponds 
to a moving camera pointing towards one frontage of a 
building. The frame rate of the recorded image sequences is 
about 25 frames/s and the resolution of the video images is 

320240 pixels. The 3D models of the office room and the 
building frontage are known, they are composed, respectively, 
of 19 lines and 120 line defined by the 3D coordinates of their 
end points within the world coordinates frame (Figure 3). 

 

   
                              (a)                                                            (b) 

Figure. 2. Two frames from the recorded images sequence. (a) indoor scene. 

(b) outdoor scene. 
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                                (a)                                                      (b) 

Figure. 3. 3D models of indoor and outdoor scenes used for experiments. (a) 
the office room model. (b) The frontage building model. 

 

In order to estimate the camera pose accuracy we defined, 

in the camera space, the registration error .  

Given a set of correspondences between image edges and 

model segments the error  corresponds to the normalized 

square sum of the sinus of the angular disparities i  for each 
correspondence between image edge and the re projected 
model segments (Figure 1): 

 

   
Where M is the number of correspondences and i the 

angle between the two planes spanned by the camera center, the 
observed image edge li and the model segment Li (see figure 1).  

In our experiment we took M=10 correspondences. We 
have first considered that the data set has no outliers (100 % 
inliers or good matching) and we computed the registration 
error for several frames of the image sequence. Our algorithm 
was run on both the indoor and outdoor scenes. Similar results 
were obtained in both situations. 

Thus, for the indoor scenario, the mean error is about 
51001.4 m which corresponds to the mean angular 

disparities  28.0m . For the outdoor scene, we obtained 
51043.3 m  and  28.0m . Figure (4) shows the 

projection of the office model using the camera pose estimated 
by our algorithm, and as can see it is quite skewed. All the lines 
are fairly well aligned. 
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                          (a)                                                          (b) 

Figure 4.. Projection of the 3D models using the final camera pose estimate 

when the input data has no outliers. (a) indoor scene (b) outdoor scene 

In the second experiment, we have evaluated the capacity of 
our robust algorithm to reject outliers in observed data. In our 
case, an outlier corresponds to a wrong feature matching 
between 2D and 3D line.  

For that, we have contaminated the input data set with 
different percentage of outliers, for both indoor and outdoor 
scenes, and have computed the corresponding registration error. 
The obtained results are summarized in table 1.  

TABLE I : EXPERIMENTAL RESULTS OF THE ROBUST ALGORITHM 

Indoor scene 

Outliers (%) m m(°) Number of trials 

30% 4.9310-5 0.37 4 

40% 6.9510-5 0.39 12 

50% 7.8410-5 0.42 50 

60% 8.1810-5 0.44 240 

Outdoor scene 

Outliers (%) m m(°) Number of trials 

25 % 3.8110-5 0.34 4 

37 % 5.5710-5 0.37 6 

50 % 8.6410-5 0.44 56 

As can be seen, our robust algorithm succeeded in all the 
cases to detect and delete the outliers. The camera pose is then 
estimated using the final data consensus which contains only 
the good 2D-3D lines correspondences. For example, in the 
worst case when 60% of the input data for the indoor scene (i.e. 
6 lines correspondences among 10) are labeled as outliers, our 
algorithm was been able to identify the four inliers in the data. 
The camera pose returned using this inliers gives a registration 

error about 8.1810
-5

.  

This result demonstrates the robustness and the accuracy of 
the proposed approach. Furthermore, we note that the number 
of trials needed to get the best solution increase with number of 
outliers (for example 240 trials for 60% of outliers for the 
indoor scenario and 56 trails for 50% of outliers for the outdoor 
scene). This means more processing time and will decrease the 
real time performance of the algorithm. 40% of outliers (15 
trials on average) represents a good compromise. Figure 5 
shows the projection of the models using the pose estimated by 
our algorithm for different frames of the indoor and outdoor 
images sequence and when run with different percentage of 
outliers. We can see that all lines are well aligned, and in this 
cases, the outliers have not affected the registration 
performance of our robust algorithm. 

 

 
             (a) Outliers = 30%                                (b) Outliers = 50% 

 
              (c) Outliers = 37%                               (d) outliers = 50% 

Figure. 5. Camera pose estimation results 
 

Another advantage of our approach is its robustness to 
severe lines occlusion. Indeed, as the line constraint equation 
(see section II-B) for the cameras pose parameters was 
developed in the case of “infinite image line”. Any image 
points on the 2D line can be used to construct the 
corresponding projection plane. So, when partial occlusion 
occurs, it is enough to detect only small parts of the image 
edges to estimate the camera pose. In figure 6 we can see that 
several image edges are partially occluded (table and door for 
the indoor scene and because of the trees and the cars for the 
outdoor scene), in spite of that, the camera pose was 
successfully estimated. 

We analyzed the processing time needed for camera pose 
estimation on a Pentium IV with 3GHz. All computations were 
performed in Matlab. The pose estimation process using IEKF 
does not take much time. Indeed, we have tuned the parameters 
of the IEKF in such manner so that it converges in a few 
iterations (20 at the maximum).  

The processing time strongly depends only on the number 
of outliers in the current field of view. For example, the average 
time is about 28 millisecond per frame when having 40% of 
outliers in 10 input data for indoor scene. 3 milliseconds are 
used to estimate the camera pose with the IEKF and 25 
milliseconds are measured for the time needed to reject 
outliers. 

We have also evaluated the 3D camera localization 
accuracy. For that, we considered the outdoor scene, and we 
compared the computed camera trajectory obtained with our 
algorithm with the ground truth data. The ground truth for 
position is provided by a Trimble Pathfinder ProXT GPS 
receiver giving a submeter accuracy, The covered distance is 
about 30 meters. The ground truth for rotation was obtained 
using an Xsens MTx gyro mounted rigidly with the camera 
[32].   
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The results of the experiments are given in figure 6 which 
shows the error between the ground truth data and the 
recovered position and orientation of the camera for different 
frames of the image sequence. Table 2 reports the mean values 
and the standard deviation of the position and the orientation 
errors. It can be seen that our algorithm allows a good 3D 
localization performance, especially for orientation 
components. 

 
Figure. 6. Position and orientation accuracy with respect to ground truth 

TABLE 2 : 3D LOCALIZATION PERFORMANCE 

 Position errors (m) Rotation errors (deg) 

 X Y x y z 

Mean 2.26 1.42 0.81 2.61 1.38 

Std 0.88 0.77 0.66 0.41 0.75 

V. CONCLUSION 

In this paper, we proposed a new approach for 6-DOF 
camera localization based on matching between 2D image 
edges and 3D model segments. We performed a generic camera 
pose estimation framework based only on lines features using 
an Iterated Extended Kalman Filter. We also achieved 
significant improvements on robust 2D/3D lines matching 
scheme by adapting the well-know RANSAC algorithm to our 
application. The experimental results confirm the robustness of 
our approach against severe occlusion and outliers for both 
indoor and outdoor applications. We also showed the good 
performance of our algorithm to localize a moving camera in 
3D environment. Future work will be devoted to extend our 
approach by using other outdoor sensors (e.g. an inertial sensor 
and a GPS). Thus, the system could be used for navigation and 
localization in large-scale outdoor environments. An hybrid 

algorithm will the fuse the data provided by the three sensors in 
order to refine the camera pose. 
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Abstract—In this paper, we propose a novel architecture of 

wavelet network called Multi-input Multi-output Wavelet 

Network MIMOWN as a generalization of the old architecture of 

wavelet network. This newel prototype was applied to speech 

recognition application especially to model acoustic unit of 

speech. The originality of our work is the proposal of MIMOWN 

to model acoustic unit of speech. This approach was proposed to 

overcome limitation of old wavelet network model. The use of the 

multi-input multi-output architecture will allows training wavelet 

network on various examples of acoustic units. 

Keywords-wavelet network; multi-input multi-output wavelet 

network MIMOWN; speech recognition; modeling of acoustic 

units; wavelet network. 

I.  INTRODUCTION 

The development of robust systems for speech recognition 
is now one of the main issues of language processing. Many 
systems were based on concepts that were relatively close. 
However, despite those progresses, the performances of 
current systems remain much lower than the capacity of the 
human auditory system. In this respect, the prospects for 
improvement are strong. Economic issues related to speech 
recognition make this area a sector in constant evolution and 
pushes us to constantly imagine new approaches in order to be 
able to at least match or exceed the performance of our 
hearing. 

To solve some problems of modelling and recognition of 
speech, we suggest a new method based on wavelet networks 
[21] that exploit the intrinsic properties of the speech signal, 
while the statistical models are concerned with statistical 
properties of the speech signal [2]. These models are similar to 
neural network for the structure and the training approach. 
But, training algorithms for wavelet network require a smaller 
number of iterations when compared with neural network. 

Wavelet network model, the single-input single-output 
wavelet network, was introduced, firstly, by Zhang and 
Benveniste in 1992 [8]. This model was inspired from neural 
network architecture as a combination of neuronal contraption 
and wavelets as activation functions [20]. Those models have 
supplied an access to all frequency of signal thanks to the use 
of wavelets in the hidden layer of each neurone. It has more 
advantages than common networks such as faster 
convergence, avoiding local minimum, easy decision and 
adaptation of structure [4].  

Despite the contribution of these models in different fields 
of pattern recognition [4], [5], [7], they remained limited in the 
field of modelling. These prototypes cannot instil entities at 
different occurrences. To overcome these limitations, we 
advanced a new model for the training of several instances of 
a single entity at the same time. These models are called multi-
input multi-output wavelet network MIMOWN [23][24]. 

The idea of this architecture was presented for the first 
time by Zhao in [23]. The training algorithm of this model is 
identical to the training algorithm of the old version of wavelet 
networks. It is based on the forward backward algorithm. 
Identically to the old version, this approach takes as input a 
unitary random vector and according to an error defined by the 
characteristics of the networks, it estimate the original vector 
output. 

Gutierrez in [25] has used the MIMOWN for the 
Voltammetric Electronic Tongues. In his works, the 
architecture is implemented with feed forward one-hidden 
layer architecture. In the hidden layer, he uses wavelet 
functions. The network training is performed using a back 
propagation algorithm, adjusting the connection weights along 
with the network parameters. 

In [22], Fengqing has presented other architecture of 
wavelet network called multi-input single-output wavelet 
network. In his work, he has shown that his architecture can 
eliminate the useless wavelet on the network when training a 
data.  

An improvement was made to the approach of Zhao [23] in 
this article. Improvement concerns the training algorithm. In 
this case, the input vector of the network corresponds to the 
vector model and not a random unitary vector. The new 
architecture allows training several multivalve examples. 

The proposed algorithm car train a MIMOWN on original 
vector and not on unitary random vector as in [23][24][25].  

 Thinks to those models, the training system can model a 
variety of occurrences of a single entity by a single acoustic 
wavelet network [22]. The newel approach can be seen as a 
superposition of finite number of single-input single-output 
wavelet network. 

Those prototypes are used to model acoustic unit of speech 
to be used on speech recognition system. 
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In this paper, we propose a newel approach to model 
acoustic units of speech for the recognition of isolated words 
based on MIMOWN. These new models are similar to 
multilayer neural network for the structure and the training 
approach. Compared to old wavelet network structure, those 
prototypes can represent several acoustic units by one 
network.  

Our systems, based on wavelet network have adaptable 
parameters; dilation, translation, and weights. Initial values of 
weights are made randomly. Then, parameters are optimized 
automatically during training [6]. To update parameters, 
gradient method has been applied by using momentum. 
Quadratic cost function is used for error minimization.  

This paper includes four parts. In the first part, we present 
the techniques used to construct the newel prototype 
MIMOWN. In the second part, we detail the training approach 
of MIMOWN. The third part presents the recognition part of 
our system. The finale part illustrates the results that crown our 
approach. 

II. TECHNICAL BACKGROUND 

A. Beta wavlet  

According to works published in [17], [18] and [19] Beta 
function is a wavelet and from it we can build a network called 
Beta wavelet.  

It satisfies the properties of a wavelet namely: 

 Admissibility : 
2

( )
0 2

w
C dw

w



  

)
 

 Localization: wavelet is a function of 2( )L IR  with the 

property of location; it decreases rapidly on both sides 
of its domain. 

 Oscillation : wavelet is a function of 2( )L IR , 

integrated and oscillating enough to have zero as 

integral: ( ) 0 ( (0)) 0t dt TFy y= Û =ò  

 The translation and dilation : The wavelet analysis 
involves a family of copies of itself, translates and 

dilated: 
1
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t with a b IR a
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y y
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B. Wavelet Network 

The field of wavelet network is new, although some 
attempts have recently been conducted to build a theoretical 
basis and several applications in various fields. The use of 
wavelet network began with the use of Gabor wavelets in 
classification and image recognition [1], [3], [8]. 

As shown in the figure below, wavelet network can be seen 
as a neural network with wavelet in the hidden layers [9], [10], 
[11]: 

 

Figure 1.  Example of a figure caption. 

The reconstruction formula of a signal after processing by 
a continuous wavelet is given by: 

1 1
( ) ( , ) ( )f

IR
IR

x b
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This formula gives the expression of the signal f  in the 

form of an integral over all possible translations and dilations 
of a mother wavelet . Suppose we have only a finite number 

wN wavelet j  obtained from the mother wavelet . We can 

then reformulate the equation (1) as following: 

1

( ) ( )
wN

j j

j

f x w x


  
(2

) 

We can consider the expression of the equation (2) as a 

decomposition of the function f  to a sum of weights iw  and 

wavelets iy .  

To define a wavelet network, we start with taking a family 

of wN  wavelets 1{ ... }
wNy y y= with different parameters of 

dilatation and translation that can be chosen randomly at this 
point. 

The old architecture of wavelet networks can learn more 
examples but this example must be mono-valued. That’s why 
we thought to extend this architecture for new models of 
wavelet network that can learn several examples which are 
multi-valued. 

C. Idea of multi-input multi-ouput wavelet network  

1) Architetcure: The old version of wavelet network has 
certain proximity of the multilayer perceptron network MLP 
architecture with one hidden layer. The essential difference 
between these two networks is the nature of transfer functions 
used by the hidden cells. 

The new proposed architecture is a wavelet network with 
multi-input multi-output shown in figure 2. This network is 
seen as the superposition of a finite set of wavelet network with 
one input and one output. 

2) Limits: The superposition of three patterns (a), (b) and 
(c) constitute the new MIMOWN. This new architecture will, 
unlike the old, take as input the vector of learning and not an 
impulse vector. In addition to the shift from a single-input 
single-output architecture provides a new model to multiple 
outputs. 

(1) 

(2) 
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Figure 2.  Building of multi-input multi-output network of wavelet. 

D. Trainig of a milti-input multi-outout wavelet network 

1) Introduction: In this section, we will present Zhao 
architecture [23] and our architecture considered as 
generalization of the training algorithm of Zhang’s networks 
to train MIMOWN. 

2) Approach proposed by Zhao to train multi-input multi-
output wavelet network: In his work, Zhao has changed the 
functions of activations of a neural network with wavelet. For 
training architecture, Zhao uses the method of wavelet 
network learning single-input single-output. 

The following figure illustrates the Zhao wavelet network 
architecture: 

 

Figure 3.  Zaho architecture of wavelet network. 

The training phase starts with the preparation of unitary 
random vectors of size equal to the base vector. These vectors 
constitute the input of the network. The calculation of the 
weights of networks is based on a calculated distance between 
the output vector of the network and the original vector of 
training. The error between these two vectors is determined by 
the characteristics of the network such as the number of 
wavelets in the hidden layer of the network. If the error set is 
reached, the learning process stops otherwise it will change the 
parameters of the wavelets in the hidden layer to improve the 
value of the output vector. 

3)  Mathematical concepts: 
 Periodic Function 

A function f  is periodic if there is a strictly positive real 

T such that  x Df, we have 

Tx  Df  and )()( xfTxf       ( 

We call the period of the function f  the smallest real T  

verifying the property (3). If f  is a function of periodT , then

fx D" Î , we have ( ) ( )f x kT f x+ =  with k INÎ .  

The study interval of a periodic function can be reduced to 
an interval covering a single period. 

 Taylor formula for polynomial functions  

P is a polynomial function, if degP n  with *n IN . 

Using the Taylor formula for the polynomial functions, we 
have  
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Applying (4) for the Beta function (polynomial for p and q 
integers)[16] 
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(6) 

 

4) General idea of the algorithm: As shown in figure 4, it is 

a multi-layer wavelet network. 

  

 
Figure 4.  Multi-input multi-ouput wavelet network. 

The network presented in the previous figure is constructed 
by a superposition of networks Zhang. For signal: 

1 2( , ,......., )sY y y y  The network of Zhang expressed as 

follows: 
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While the MIMOWN expressed by: 

1 11 1 1 12 2 2 1

1 1 1 2 2 2

( ) ( ) ..... ( )

( ) .............................................................

( ) ( ) ..... ( )

c c c

s s s sc c c

y w A w A w A

II

y w A w A w A

  

  

   


    







With iA  the entry of the neuron number i , i  represent the 

weights of the connections of the network of Zhang and ijw

are the weights of connections of the MIMOWN.  

In each scale, we can use a single wavelet instead of 2 j m
 

because: 

On the scale m  in the library, there are 2 j m
 wavelets

 1 2 j mi i
  

 . The graphical representations of wavelet 

scales are adjacent and have the same size. We suppose that 
they form a single function, so the latter is periodic with 

period T. The size, the support, of wavelet is 
2 j m

N
T


 with 

2log ( )j N is the number of scales to cover the whole signal. 

N  is the size of the signal. 

We have j-m 1 i j 2      for x''-x'=(j-i)T, ( ') ( '')i x xj   

For a signal of size N = 256, we can analyze up to the scale 
N = 8 (j = 8). In the 6

th
 scale, there are 4 wavelets. 

III. TRAINING PROCESS  

Let 1 2( , ,..., )eX x x x the input vector, 1 2( , ,..., )c   

the vector containing the wavelet to be used in the hidden 

layer and 1 2( , ,..., )sY y y y the output vector. 

 For the weights connecting the input layer and hidden 

layer 
1

1

V i ei j

j c

 
 
 

 

 

 

We calculated ,i jV   in order to have as input of the j
ème

 

wavelet jA j . 

Hence 
,

length of the signal*X(i)
i j

j
V   

 For the weights connecting the hidden layer and the 

input layer 
1

1

W i ci j

j s

 
 
 

 

 

 

Let g  be a signal, if  is a family of functions that form a 

basic family of dual functions 
~

if  then there exist 
i  weights 

such as: 

i i
i

g f  
(9

) 

Since the wavelet used is Beta (is a polynomial for p and q 
integers) using Taylor's theorem, from equation (9), we can 

write ( ) ( )A c Ai j ij i i   with

1

( )
( )

!

p q
kik

ij j i

i

Q A
c A A

k





  . 

1 1 11 1 1 2 12 2 2 1

1 1 1 1 2 2 2 2
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c c c c

s s s c sc c c

y c A c A c A

I

y c A c A c A

     

     

   


    

 

(1
0) 

And by identifying with the system (II) we have: 
w cij i ij  

 

Figure 5.  Training phase. 

The performance of approximation networks is the basis of 
parameters estimated by measuring the mean squared error, 
expressed by the following formula: 

1 2( ( , ) ( , ))
* 1 1

N M
EQM A i j B i j

M N i j
= -å å

= =

 
(1

1) 

Such as A and B represent the coefficients of input and 
output network, while M and N dimensions. 

IV. RECOGNITION PROCESS  

During the recognition phase, the system will construct a 
new vector for each element of the test. Every element of the 
test will be the entry of all networks-based learning. The 
system will modify the weights of the network learning 
approach to maximize the input test vector.  

At the end of the phase, we will save the weight from each 
network after approximating the test vector. 

 

 

Figure 6.  Reocgnition phase. 

  

(8) 

(9) 

(10) 

(11) 
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V. CORPUS   

We have tested our modelling approach on two corpuses:  

The first corpus was recorded by 12 speakers (6 women 
and 6 men) from works of (Boudraa and Boudraa, 1998) [12]. 
We segmented this corpus manually by PRAAT to Arabic 
words and we have chosen 19 different words. We have added 
sound effects for each word to test robustness of our approach. 
Finally, we got 912 words. The second corpus was recorded 
by 14 speakers. It was about Tunisian city name (24 cities). 
We have added the same sound effects to each word. Finally, 
we got 1344 words. 

We have chosen Mel-Frequency Cepstral Coefficients 
MFCC and Perceptual Linear Predictive (PLP) coefficients to 
represent acoustic data.  Our choice of acoustic representation 
is based on the specificities of these types. 

 MFCC coefficients contain features around Fast 
Fourier Transform (FFT) and Discrete Cosine 
Transform (DCT) converted on Mel scale. This method 
used mostly to represent a signal in speech recognition, 
because of its robustness. Its advantage is that the 
coefficients are uncorrelated. 

 PLP technique aims at estimating the parameters of an 
autoregressive filter and all-pole modelling to better 
auditory spectrum. It takes into account many 
limitations and characteristics of human speech 
production and hearing to reduce a number of direct 
waveform samples into a few numbers that represent 
the perceived frequency concentrations and widths. 

VI. TOOLS   

We used PRAAT to record the speech and to handle 
signals and words segmentation. Recognition system of Arabic 
word using HMM has been implemented with the HTK library 
version 4.0 [13]. Recognition system of Arabic word using 
WN was implemented using MATLAB. 

VII. RESULTS    

To test the new architecture of modelling of acoustic units 
of speech, we have implemented a recognition system of 
Arabic word [4]. The results of this approach, MIMOWN, of 
modelling was compared to results given by a recognition 
system of Arabic words based on Hidden Markov Models 
HMM [14], [15] and the old architecture of Wavelet Network 
WN. The following figures illustrate the recognition rate of the 
three modelling approaches using the same type and number 
of MFCC coefficient describing units. 

Figure 7 shows the recognition rate of the three modeling 
approaches applied to the corpus of Tunisian cities names on 
MFCC coefficients. 

According to Figure 7, we deduce that our new approach 
based on MIMOWN has produced good results compared to 
WN and HMM based system.  

The recognition rates of the same systems are also 
compared using PLP coefficients. Those results are illustrated 
on figure 8. 

 

 



Figure 7.  Recognition rates of the Tunisian cities names 



Figure 8.  Recognition rates of the Tunisian cities names 

According to figure 8, we can say that our approach gives 
good results comparing to the old wavelet network and HMM 
approach.  

Figure 9 shows the recognition rate of the three modelling 
approaches applied to the corpus of Arabic words on MFCC 
coefficients. 



Figure 9.  Recognition Rates of Arabic words 

According to figure 9, the results given by multi-input 
multi-output approach are comparable to the wavelet network 
and hidden Markov model approach. 

Increasing the number of training data over networks will 
refine multi-input multi-output. Each new sound unit will add 
a set of nodes in the hidden layer networks thus a better 
identification of test units. 

Figure 10 illustrate recognition rate of the tree systems on 
PLP coefficients. 
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

Figure 10.  Recognition Rates of Arabic words 

Based on the previous figures, we can realize that our 
approach based on MIMOWN gave better results compared to 
the approach based on WN and HMM. 

These results can be improved by increasing the size of the 
training base, getting a better quality of recordings, choosing 
other types of wavelet…etc.  

This new architecture can learn several examples with 
multiple values. It will allow the modeling of instances of an 
acoustic unit by a wavelet network. Thanks to this 
architecture, each unit will be represented by a matrix of 
weight. The updating of the training base will not require the 
creation of a new network for each new entry, but the update 
of the associated network. In case the new unit does not exist 
in the database, it is evident to create a new model that is 
network wavelet. 

VIII. CONCLUSION    

Given the success of the old architecture of wavelet 
networks, single-input single-output architecture, it was 
interesting to study the possibility of generalizing this 
prototype to remedy the gaps of the old version. This work 
focuses on suggesting a new architecture of wavelet networks, 
MIMOWN. This new architecture has been proposed for 
modelling the acoustic units of speech. This new prototype 
will allow the modelling of several examples. It takes as input 
the coefficients of each unit and not a vector pulse. 

Tests made on cities words corpus and Arabic word corpus 
show that our approach based on MIMOWN gives good 
results compared to WN and HMM model based system. 

Interpreting the findings of this new modelling technique, 
we came to the conclusion that its adoption in large 
vocabulary applications and real application will improve 
performance of the speech recognition system 
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Abstract—This paper proposes a distributed real-time video 

stream system for underwater fish observation in the real world. 

The system, based on a three-tier architecture, includes capture 

devices unit, stream processor unit, and display devices unit. It 

supports variety of capture source devices, such as HDV, DV, 

WebCam, TV Card, Capture Card, and video compression 

formats, such as WMV, FLV/SWF, MJPEG, MPEG-2/4. The 

system has been demonstrated in Taiwan for long-term 

underwater fish observation. CCTV cameras and high-definition 

cameras are deployed on our system. Video compression methods 

and image processing methods are implemented to reduce 

network transfer flow and data storage space. Marine ecologists 

and end users can browse these real-time video streams via the 

Internet to understand the ecological changes immediately.  

These video data is preserved to form a resource base for marine 

ecologists. Based on the video data, fish detection is implemented. 

However, it is complicated in the unconstrained underwater 

environment, due to the water flow causes the water plants sway 

severely. In this paper, a bounding-surrounding boxes method is 

proposed to overcome the problem. It efficiently classifies moving 

fish as the foreground objects and the swaying water plants as the 

background objects. It enables to remove the irrelevant 

information (without fish) to reduce the massive amount of video 

data. Moreover, fish tracking is implemented to acquire multiple 

species of fish images with varied angles, sizes, shapes, and 

illumination to construct a fish category database. 

Keywords-Real-time streaming; Fish observation; Fish detection; 

Distributed architecture. 

I.  INTRODUCTION  

Video stream over the Internet is a hot research topic 
recently. It can broadcast live events from a server, over the 
Internet, to end users. In recent years, owing to the advance of 
video stream technology and the booming of network 
bandwidth, live video stream is getting more and more popular. 
In this paper, we develop a distributed unmanned underwater 
video stream system for the long-term fish observation [1, 2, 3]. 
CCTV and high-definition cameras are set up as test cases that 
are installed on the Southern-most coast of Taiwan. Presently, 

real-time video streams are accessible online via the Internet 
broadcasting. Worldwide marine ecologists and end users can 
now perform comparative studies between sites and attempt to 
understand the behavior of fish. The system facilitates marine 
ecologists to closely observe the ecosystem of fish, and 
understand the immediate phenomena of the underwater 
environment. It enables to enhance the public’s awareness of 
the marine conservation. [4]. 

Although many applications for object detection and 
tracking have been proposed, application in uncontrolled 
conditions, i.e. in real-life underwater systems, remains a 
challenge [5]. Fish detection and tracking is complicated by the 
variability of the underwater environment. The water plants 
may be regarded as foreground objects as result of the severe 
sway from interference of the water flow, which is able to 
result in the complexities and difficulties to discriminate 
moving fish and swaying water plants. In this paper, we 
propose a bounding-surrounding boxes method, which 
effectively achieves the purpose that classifies moving fish as 
the foreground objects and swaying water plants as the 
background objects. Then, we implement the object tracking 
method for multiple species of fish from the stored video data 
to acquire fish images with varied angles, sizes, shapes, and 
illumination. Furthermore, we construct a fish category 
database by using image resizing method to let all of fish 
images with the same resolution. 

This paper is organized as follows: Section 2 describes the 
distributed underwater observation system architecture details. 
Fish category database construction method is presented in 
Section 3. Section 4 shows the implemental results and the 
conclusion is drawn in Section 5. 

II. DISTRIBUTED REAL-TIME UNDERWATER VIDEO STREAM 

SYSTEM 

A. Distributed System Architecture 

In this paper, a distributed real-time underwater video 
stream system is developed. The system is loose coupling and 
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three-tier architectures that includes capture devices unit, 
stream processor unit, and display devices unit. Figure 1 
illustrates the distributed video stream system architecture and 
stream pipeline. 

 

Figure 1.  Architecture blocks and stream pipeline. 

The left part of Figure 1 is capture devices unit. It receives 
signals from multiple capturing devices, such as HDV, DV, 
Webcam, TV Card, and automatically identifies formats of the 
signals. Identification of signal formats, video information and 
conversion is implemented by modified the functions of 
VideoLAN Client (VLC) [6] and FFMPEG.  

The received signal can be converted to multiple video 
formats, such as MJPEG, MPEG-2/4, SWF/FLV, WMV, and 
multiple bit-rates for different bandwidths [7]. The benefit is it 
doesn’t have to bind the specific hardware devices and the 
video formats. Table 1 shows the relationship between video 
formats and the corresponded video displayers.  

TABLE I.  THE RELATIONSHIP BETWEEN THE VIDEO FORMAT AND THE 

VIDEO PLAYER 

Video format Video player 

WMV Window media player 

FLV/SWF Wimpy player 

MJPEG Axis plug-in 

MPEG-2/4 VLC media player 
 

The center part of Figure 1 is stream processor unit. This 
unit is in charge of post-processing of the video stream and two 
modes are supported. One is direct streaming to display devices 
unit and there is a stream relay server that bridges the video 
stream between in unicast and multicast. The other is the video 
stream is stored for further implementing image processing 
methods, such as object detection and tracking.  

The right part of Figure 1 is display devices unit. It supports 
multiple display devices handy to end users. Two protocols, 
HTTP and UDP, are adapted to transmit streaming to display 
devices. Figure 2 shows multiple display devices, include web-
based interface, mobile display interface, Google Earth based 
interface, and a 4x3 Tiled Display Wall (TDW), a versatile, 
large, and high-resolution display system that was constructed 

by National Center for High-Performance Computing (NCHC) 
[8].  

 

Figure 2.  Multiple display interfaces (a) web-based, (b) mobile, (c) Google 
Earth based, and (d) TDW. 

B. Video Compression Methods 

The quantities of acquired raw data of these video streams 
can approach 1-2 gigabyte per hour. The massive amount of 
video data is huge for network transfer and storage space. Two 
video compression concepts are implemented to reduce the 
network transfer flow and data capacity. After receiving 
signals, a compress method that converts video streams to 
different bit-rates is implemented for decreasing network traffic. 
Meanwhile, the raw video data is converted to a variety of 
compressive video formats such as MJPEG, MPEG-2/4, 
SWF/FLV, and WMV. Figure 3 shows the comparison 
with/without using video compression methods. The top image 
shows the native MPEG-2 bit-rate and the bottom image shows 
the compressed MPEG-2 bit-rate. The compressed ratio 
advances to about 25 times. 

 

Figure 3.  The bandwidth with/without video compression methods. 

III. FISH CATEGORY DATABASE CONSTRUCTION 

For the stored video data, background subtraction [9, 10, 11, 
12], foreground segmentation and object tracking methods are 
implemented for fish detection and tracking. In this paper, 
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Gaussian Mixture Matrix (GMM) method is adopted for 
background subtraction [13]. The highest color histogram 
similarity and the shortest distance are used for feature 
extraction to track the foreground objects. Figure 4(a) shows 
the background model and the current frame is illustrated in 
Figure 4(b). Figure 4(c) illustrates the foreground objects and 
Figure 4(d) shows the bounding boxes of these foreground 
objects. 

  

(a)                                    (b) 

  

(c)                                   (d) 

Figure 4.  (a) The background model (b) the current frame (c) the foreground 

objects (d) the bounding boxes of foreground objects.  

A. Bounding-Surrounding Boxes Method 

The underwater environment in the real world is 
unconstrained, owing to the interference of the water plants 
sway severely. It raises the difficulty and complexity to 
discriminate moving fish and swaying water plants. However, 
the water plants always sway in a fixed field, but fish can free 
move to anywhere. Based on the concept, we propose a 
bounding-surrounding boxes method to discriminate fish as the 
foreground objects and water plants as the background objects. 
The foreground object is circumscribed by its bounding box 
with width w1 and height h1. Let (cx, cy) be the center point of 
the bounding box and the upper-left point is (cx-0.5*w1, cy-
0.5*h1). Then, the surrounding box is set to T times the size of 
the bounding box with the same center point. Let Bt and St be 
the bounding box and surrounding box observed at time t. The 
location of St is fixed in the image, and the location of 
bounding box of the object is observed in a period of time τ. If 
the location of the bounding box from time t to time t+τ is 
always inside the range of St, the object is classified as a non-
fish object (water plants). It is not only identified as a 
background object, but also eliminated from the tracked object. 
On the other hand, if the location of the bounding box has left 
the range of St, the object is classified as a foreground object 
(fish). The detecting results are shown in Figure 5. The yellow 
box represents the fixed surrounding box of the object. The red 
box in Figure 5(a) represents the object is classified as “fish”, 
and the blue box in Figure 5(b) represents the objects is 
classified as “non-fish” object. 

  

(a)                                   (b) 

Figure 5.  (a) The object (red box) is classified as fish (b) the object (blue box) 

is classified as non-fish (water plant). 

B. Image Resizing Method 

In order to for further implementing fish recognition and 
verification, the image size of each detected fish must be 
identical. In this case, the width and height of the resized image 
is the maximum width WMax and height HMax of all the images 
of mulitple species of fish. In order to avoid the deformation of 
the images, we resized the fish images by pasting the original 
image to a WMax × HMax black image, furthermore, the center of 

the black image was aligned. The result of an image resizing is 
shown in Figure 6. 

 

Figure 6.  The result using image resizing method. 

After fish detection is implemented using our proposed 
method, we can only record the video data that contains fish 
and remove the irrelevant information (without fish) to reduce 
the stored data volume. We also acquire multiple species of 
fish images with varied angles, sizes, shapes, and illumination. 
For each species of fish, we select some images that are almost 
different to construct a fish category database in the real world. 

IV. IMPLEMENT RESULTS 

Some cases are implemented to test the above-mentioned 
distributed real-time underwater video stream system. It is 
briefly introduced as followed. 

A. Underwater Fish Observation With CCTV Cameras 

Kenting, located on the southernmost tip of Taiwan, is 
famous for its abundant marine resources. Setting up cameras 
here can help marine ecologists observe fish behavior and the 
hydrological environment. Figure 7 illustrates the distributed 
architecture of the real-time underwater video stream system in 
Kenting.  
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It includes four underwater CCTV cameras with the 
resolution of 640x480 pixels and a sensor of water temperature 
and pressure. A video server that converts analog video signals 
into digital video streams is installed within a steel casing 
located on the dike. It delivers video streams to a media server 
via optical network with wireless network as a back-up. The 
stream data is transferred back to NCHC’s multicasting pool, 
located 300km North in Hsinchu, through four ADSL lines. 
Figure 8 illustrates the real-time underwater video streams that 
the left side is the four CCTV cameras and the right side is the 
water temperature. These long-term continuous recordings can 
help marine ecologists in elucidating the ecological processes, 
and the real-time underwater observation system is able to 
enhance public’s awareness of marine conservation. 

 

Figure 7.  The distributed architecture of the real-time underwater video 

stream system in Kenting.  

 

Figure 8.  The real-time underwater video streams with CCTV cameras.  

B. Underwater Fish Observation with High-Definition 

Cameras 

In order to support marine ecologists to get more detail data, 
the high-definition case is adopted. Two high-definition 
cameras with the resolution of 1280x1080 pixels are located on 
two different sites inside a fairly large lagoon in Taiwan. We 
set up a waterproof case to protect the high-definition camera, 
1394 repeater and optical fiber. The challenge of this case is 
network bandwidth and to decode a high-definition video 
stream in real-time. The video compression method is 
implemented to compress the raw data from 20mb to 4mb and 
1mb per second. Our experimental result shows that the 
proposed distributed real-time video stream system is 
successful for high-definition camera with only about 3~5 
seconds latency. Figure 9 illustrates the distributed architecture 
of the high-definition real-time underwater video stream 
system. Figure 10 shows the high-definition real-time 
underwater video stream. 

 

Figure 9.  The distributed architecture of the high-definition real-time 

underwater video stream system. 

 

Figure 10.  Figure 10. The real-time underwater video stream with high-

definition cameras. 
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C. Fish Category Database Construction 

After implementing our proposed method, we enabled to 
obtain multiple species of fish images with varied angles, sizes, 
shapes, and illumination to construct a fish category database. 
The fish category database that we constructed is composed of 
1,000 fish images of 180 rows and 130 columns with JPEG file 
format. Totally, there are 25 different species of fish. Each one 
contributed 40 images. The 5 images of 6 species of fish are 
illustrated in Figure 11. The total 40 images of 2

th
 species of 

fish are illustrated in Figure 12. The fish category database can 
further for fish recognition and verification. 

 

Figure 11.  The 5 images of 6 species of fish. 

 

Figure 12.  Examples of total 40 images of 2th species of fish. 

V. CONCLUSIONS 

In this paper, a distributed architecture for real-time 
underwater video stream system was developed. The system 
had been demonstrated in Kenting and NMMBA, Taiwan, for 
long-term fish observation in the real world. Four CCTV 
cameras and two high-definition cameras were set up to test our 
developed video stream system. The distributed servers are 
located on Kenting and NMMBA, and video streams are 
transmitted back to NCHC’s multicasting pool for real-time 
observation. Experimental results showed that the proposed 
distributed video stream system is robust, adaptive, and 
powerful. 

In this paper, a bounding-surrounding boxes method had 
been proposed to reduce the stored video data capacity. It 

efficiently discriminated moving fish as the foreground objects 
and swaying water plants as the background objects. Then, it 
enabled to remove the irrelevant information (without fish) and 
only save the data containing fish. It reduced the massive 
amount of the video data greatly. After that, we implemented 
fish tracking to acquire multiple species of fish images with 
varied angles, sizes, shapes, to construct a fish category 
database. 
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Abstract—The Heterogeneous Wireless Network (HWN)     

integrates different wireless networks into one common network. 

The integrated networks often overlap coverage in the same 

wireless service areas, leading to the availability of a great 

variety of innovative services based on user demands in a cost-

efficient manner. Joint Admission Control (JAC) handles all new 

or handoff service requests in the HWN. It checks whether the 

incoming service request to the selected Radio Access Network 

(RAN) by the initial access network selection or the vertical 

handover module can be admitted and allocated the suitable 

resources. In this paper, a decision support system is developed 

to address the JAC problem in the modern HWN networks. This 

system combines fuzzy logic and the PROMETHEE II multiple 

criteria decision making system algorithm, to the problem of 

JAC. This combination decreases the influence of the dissimilar, 

imprecise, and contradictory measurements for the JAC criteria 

coming from different sources. A performance analysis is done 

and the results are compared with traditional algorithms for 

JAC. These results demonstrate a significant improvement with 

our developed algorithm. 

 

Keywords- Heterogeneous Wireless Network; Radio Access 

Network; PROMETHEE;  Joint Admission Control 

I. INTRODUCTION 
 

Heterogeneous Wireless Network (HWN) is defined as a 
new type of wireless networks where anyone can communicate 
with anyone else, anywhere and anytime, or enjoy any service 
of any network operator, through any network of any service 
provider in the most efficient and optimal way according to the 
user criteria. The current Radio Resource Management (RRM) 
solutions and mechanisms for the wireless networks consider 
only the case of a single Radio Access Technology (RAT) 
where mobile users can only access that RAT and co-existed 
sub-networks can only be operated independently. The needs 
for supporting various applications and services and for 
providing ubiquitous coverage in the HWN require more 
complex and intelligent RRM techniques that enable the co-
ordination among the different RATs. 

Joint Admission Control (JAC) handles all new or handoff 
service requests in the HWN. It checks whether the incoming 
service request to the selected RAT by the initial access 
network selection algorithm or the vertical handover algorithm 
selection can be admitted. Then, it allocates the required 
resources and guarantees the QoS constraints for the service. 
The relationship between JAC and local admission controls of 

the involved RATs is highly dependent on the level of 
coupling and type of relationship between the Common RRM 
(CRRM) entity and RRM entities of the coupled networks [2]. 

 
The most important related work of the JAC problem is   

presented in the next section. A brief overview for 
PROMETHEE and FLC is presented in section III. The 
proposed JAC algorithm for HWN environments is presented 
in Section IV. The simulation models and performance metrics 
are presented in section V. The performance evaluation of the 
proposed algorithm is carried out in Section VI. The 
conclusions and future works are presented in Section VII. 

II. RELATED WORK  
 

   O. E. Falowo et al. in paper [1] review the recent call 
admission control algorithms for heterogeneous wireless net-
works. The benefits and requirements of JAC algorithms are 
discussed. The authors examine eight different approaches for 
selecting the most appropriate RAT for incoming calls in 
HWN and classify the JAC algorithms based on these 
approaches. The advantages and disadvantages of each 
approach are discussed. The same authors in [3] propose a JAC 
algorithm which considers the users preference in making an 
admission decision and a specific case where the user prefers 
to be served by the RAT which has the least service cost is 
modeled and evaluated. In [4] a JAC scheme for multimedia 
traffic that maximizes the overall network revenue with QoS 
constraints over coupled WLAN and CDMA cellular network 
is considered. X. G. Wang et al. [5] propose an adaptive call 
admission control for integrated cellular and WLAN network. 
In the proposed scheme, call admission decisions are based on 
requested QoS and availability of radio resources in the 
considered RATs. D. Karabudak et al. [6] propose a call 
admission control scheme for the heterogeneous network using 
genetic algorithm. The objectives of the scheme are to achieve 
maximum wireless network utilization and meet QoS 
requirements. A network capacity policy based joint admission 
controller is presented by K. Murray et al. [7], [8]. D. Qiang et 
al. in [9] propose a joint admission control scheme for 
multimedia traffic that exploits vertical handoffs as an effective 
tool to enhance radio resource management while guaranteeing 
handoff users QoS requirements. The network resources 
utilized by the vertical handoff user are captured by a link 
utility function. X. Li et al. in [10] propose an efficient joint 
session admission control scheme that maximizes overall 
network revenue with QoS constraints over both the WLAN 
and the TD-SCDMA cellular networks. 
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In paper [11], the authors propose a call admission control 
reservation algorithm that takes resource fluctuations into 
consideration. They consider two types of applications denoted 
by wide-band and narrow band. The performance of the 
algorithm is modeled through a queuing theory approach and 
its main performance measures are compared with a 
conventional algorithm through simulation. The authors in 
paper [12], propose an algorithm, which incorporates 
traditional Admission Control (AC) and Wiener Process (WP)-
based prediction algorithms to determine when to carry out 
access service network gateway relocation. The authors further 
develop an analytical model to analyze the proposed algorithm. 
Simulations are also conducted to evaluate the performance of 
the proposed algorithm. 

 
The main contribution of this paper is the development of a 

new class of JAC algorithms that are based on hybrid parallel 
Fuzzy Logic (FL) based decision and PROMETHEE II 
(Preference Ranking Organization Method for Enrichment 
Evaluation II) MCDM systems. This class of algorithms 
represents the first attempt to develop adaptive, flexible, and 
scalable JAC algorithms that are utilizing the advantages of   
hybrid parallel FL decision making systems and 
PROMETHEE II method. FL helps out in reducing the 
complexity involved on the JAC decision in several ways. 
First, the data, information, and measurements that have to be 
taken into account in the JAC are in general very dissimilar, 
imprecise, contradictory, and coming from different sources. 
As a result of that, a FL based solution has been thought to be a 
good candidate for reaching suitable JAC decisions from such 
imprecise and dissimilar information. Second, JAC solution 
has to be able to response to the changing conditions of the 
heterogeneous environments and the accumulated experience 
of the operators and users. FL based solution is easy to modify 
by tuning and adjusting the inference rules and membership 
functions. The application of parallel FL rather than traditional 
FL achieves more advantages for the JAC solution. The idea of 
the parallel Fuzzy Logic Control (FLC) reduces the number 
and complexity of the inference rules used in the FL based 
solution, which helps out in achieving more scalable solutions. 
In a very complex and uncertain decision environments, 
MCDM can sufficiently reduce the uncertainty and doubt 
about the alternatives and allows a reasonable choice to be 
made from among them. 

III. PROMETHEE AND FLC 
 

The PROMETHEE (Preference Ranking Organization 
Method for Enrichment Evaluation) method was developed by 
Brans and Vincke in 1985 [13]. The PROMETHEE I method 
can provide the partial ordering of the decision alternatives, 
whereas, PROMETHEE II method can derive the full ranking 
of the alternatives. In this method, pair-wise comparison of the 
alternatives is performed to compute a preference function for 
each criterion. Based on this preference function, a preference 
index for alternative i over alternative i’ is determined. This 
preference index is the measure to support the hypothesis that 
alternative i is preferred to alternative i’. The PROMETHEE 
method can classify the alternatives which are difficult to be 
compared because of a trade-off relation of evaluation 
standards as non-comparable alternatives. It is quite different 
from Analytic Hierarchy Process (AHP) method in that there is 
no need to perform a pair-wise comparison again when 

comparative alternatives are added or deleted. 

Fuzzy Logic (FL) is a problem solving method based on 
the theory of fuzzy sets, where variables can have different 
degrees of membership in different sets. Fuzzy Logic Control 
(FLC) is based on the principles of FL. FLC is a non-linear 
control method, which attempts to apply the expert knowledge 
of an experienced user to the design of a controller. Any FLC 
system contains three stages, the input stage, the processing 
stage and the output stage. The input stage maps the real 
valued numbers into fuzzy sets and defines their membership 
functions. The processing stage maps the input fuzzy sets into 
output fuzzy sets by combining a set of IF-THEN rules that 
represents the human knowledge about the problem. The 
output stage maps the output fuzzy sets into real valued 
numbers. Mamdani style fuzzy inference system has been used 
in our work. The idea behind using a Mamdani style is that the 
rules of the system can be easily described by the humans in 
terms of fuzzy variables. Thus we can effectively model a 
complex non-linear system with common sense rules on fuzzy 
variables [15].  

IV.  JAC SOLUTION 
 

A novel JAC algorithm is developed in this section. The 
algorithm has two main components, the FL based control 
component and the MCDM component. The input criteria 
values of the MCDM are the outputs of the FL based control 
subsystems in the first component. The criteria with more 
importance to the operator and user can be assigned higher 
weight. Our algorithm considers five different decision criteria. 
It consider the Received Signal Strength (RSS), the Signal-to-
Noise Ratio (SNR), the Resources Availability (RA), the 
Service Type (ST), and the Mobile Station Speed (MSS) 
criteria. 

A.  FLC Component 
 

  Our JAC algorithm contains five FL based subsystems. 
Each subsystem considers one of the JAC criteria mentioned 
above. Every subsystem has x output variables, where x is the 
number of existing RATs. Every output variable describes the 
probability of acceptance for the admission request in one of 
the existing RATs. Figure 1 shows a sample for an output 
variable with its membership functions.  

For simplicity, only ST Subsystem is considered as an 
example. The Figures 2 and 3 show the membership functions 
of the DelayReqc and RateReqc input variables. In case of 
three RATs, the output variables will be STc1 , STc2, and STc3 

The subsystem has nine rules as shown in Table I. 

 
Fig. 1.    The output variable 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 3, No.4, 2012 

52 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2.    The input variable DelayReqc 

 

TABLE I 
THE INFERENCE RULES OF THE ST FUZZY BASED SYSTEM 

 
Rule No. DelayReqc RateReqc STc1 STc2 STc3 

1 H L TA TR PR 
2 H M PA PR PA 
3 H H PA PA PA 
4 M L PA PR PA 
5 M M PA PA PA 
6 M H PR PA PA 
7 L L PA PA PA 
8 L M TR TA TA 
9 L H TR TA PA 

 

 
Fig. 3.    The input variable RateReqc 

B.  MCDM Component 
 

The MCDM system takes the outputs of the FL subsystems 
as its input and calculates the total ranking value for all 
alternatives. The procedural steps as involved in 
PROMETHEE II method can be summarized as follows [14]:  

Step 1: The decision matrix for the different alternatives 
against the set of criteria can be written as shown in equation 1. 

 
Step 2: Normalize the decision matrix using a suitable 

normalization method. In our approach, since all the outputs of 
FL subsystems are in the range [0, 1], there is not any need to 
scale and normalize the criteria performance against 

alternatives. 

Step 3: the evaluative differences of ith alternative with        
respect to other alternatives are calculated. This step involves 
the calculation of differences in criteria values between 
different alternatives pair-wise. 

Step 4: the preference function is calculated. 
Many types of generalized preference functions are proposed 
so far. In our algorithm, the following simplified preference 
function is adopted. 

 
Step 5: the next step is to decide on the relative importance 

of each of the attributes involved in the decision about 
admission control. For this purpose, each of the attributes is 
assigned a specific weight, such that 

   
where Wrss is the assigned weight for the received signal 
strength criterion. Wra is the assigned weight for the resource 
availability criterion. Wsnr is the assigned weight for the signal 
to noise ratio criterion. Wmss is the assigned weight for the 
mobile station speed criterion. Wst is the assigned weight for 
the service type criterion. TW is the total weight and is 
calculated using 3. 

 
Step 6: the aggregated preference function is calculated as 

follows 

 
where Wj  is the relative weight of  jth criterion. 

 
Step 7: Determine the Leaving Outranking Flow (LOF) 

and Entering Outranking Flow (EOF) as follows: 

 

 

 
where n is the number of alternatives. The leaving 

(positive) flow expresses how much an alternative dominates 
the other alternatives, while the entering (negative) flow 
denotes how much an alternative is dominated by the other 
alternatives. 

 
Step 8: the Net Outranking Flow (NOF)for each alternative 

 

 
The higher value of NOF, the better is the alternative. Thus, 

the best alternative is the one having the highest NOF value. 

V. THE PERFORMANCE EVALUATION 
 

Our proposed solution is evaluated using the simulation 
approach. This section presents the used performance metrics 
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and simulation models. 
 

A.  The performance metrics  
The performance of the proposed JAC algorithm is 

evaluated using three performance evaluation metrics. The 
used metrics can be described briefly as follows. 

 
 Blocking probability (Pb) is defined as the ratio of the 

number of blocked users to the total number of new 

users requesting admission. A user is blocked if at the 

session start the JAC algorithm assigns a bit rate of 0 

kb/s.   
 Outage probability (Po) is calculated as the ratio of the 

number of users not fulfilling their Guaranteed Bit Rate 

(GBR) requirement, to the total number of admitted 

users.  

 Unsatisfied user probability (Pu) that could be 

calculated based on Pb and Po as shown in equation 8 

 

  
B. The simulation environment  

 
A modified version of MATLAB based simulator called 

RUNE [16] has been used. Our models developed in [17] have 
been updated to be used in this work. The simulation 
environment defines a system model, a mobility model, a 
propagation model, and services model. The system model 
specifies the type of networks and the number and 
characteristics of the cells. Our system model considers the 
coexistence of six types of RATs. The characteristics of the 
RATs are summarized in Table II. 

TABLE II. 
SYSTEM  MODELS DETAILS 

  
The mobility model simulates the mobility of the users in 

the system environment. In our mobility model, the mobiles 
are randomly distributed over the system. In every slot each 
mobile is moved a random distance in a random direction at 
defined time steps. 

The propagation model simulates the different losses and 
gains during the signal propagation between the transmitter 
and the receiver in the system environment. The wireless  
propagation model used in this paper is described in a 
logarithmic scale as in equation 9. 

  
     Equation 9 contains four components, the first 

component is the distance attenuation GD that is calculated by 
Okumura-Hata formula. The second component is the shadow 
fading GF that is modeled as a log-normal distribution with 
standard deviation of 6 dB and 0 dB mean. The third 
component is the Rayleigh fading GR that is modeled using a 
Rayleigh distribution. The forth component is the antenna gain 

GA that adds the antenna gain in dB. 

The services model specifies the type of services and their 
percentages of use in the system environment. The ith service 
is mainly characterized by its bit rate requirement RateReqc 
and delay requirement DelayReqc. The users are generated 
according to Poisson process. The service holding time is 
exponential distribution with mean holding time equals to 150 
seconds. 

VI. THE RESULTS STUDY 

Three different alternative algorithms are simulated and 
evaluated against our proposed solution. The first alternative 
does not take into account the JAC concept (It is denoted as 
NJAC) and the local RRM entities take the full responsibility 
to admit or reject the users. The second reference algorithm is 
denoted as Load-based JAC (LJAC) and it selects the least 
loaded RAT for new or handoff request. Finally, the third 
algorithm selects the RAT in which the mobile measures the 
strongest received signal strength, and it is denoted as Signal 
Strength JAC (SSJAC). In all the three cases, once the RAT 
has been selected, the bandwidth assigned to each user is the 
maximum bandwidth considered for this RAT for this type of 
service. Some simulation results for different sets of users are 
presented in this section. 

Table III and Figure 4 illustrate some numerical results for 
the Pb values in all algorithms. The results show that our 
solution achieve good performance enhancement over all 
algorithms. On average, our algorithm achieves around 18%, 
7%, and 12% enhancement over NJAC, LJAC, and SSJAC 
algorithms respectively. Better results can be gained if more 
suitable weights are used.  

Table IV and Figure 5 illustrate some numerical results for 
the Po values in all algorithms. The results show that our 
solution achieve good performance enhancement over all 
algorithms. On average, our algorithm achieves around 15%, 
4%, and 9% enhancement over NJAC, LJAC, and SSJAC 
algorithms respectively. Better results can be gained if more 
suitable weights are used. 

Table V and Figure 6 illustrate some numerical results for 
the Pu values in all algorithms. The results show that our 
solution achieve good performance enhancement over all 
algorithms. On average, our algorithm achieves around 25%, 
9%, and 17% enhancement over NJAC, LJAC, and SSJAC 
algorithms respectively. Better results can be gained if more 
suitable weights are used. 

   TABLE III   
 Pb VALUES IN ALL ALGORITHMS  
      

No. of Our  NJAC LJAC SSJAC 

Users solution solution solution solution 

50 0.01  0.09 0.04 0.07 
150 0.04  0.18 0.09 0.14 
250 0.09  0.29 0.18 0.22 
350 0.14  0.37 0.24 0.3 
450 0.19  0.48 0.31 0.41 

RAT 

No. 

Multiple 

Access Type 

Antenna 

Type 

Cell 

Radius 

Number 

of Cells 

RAT1 CDMA/WWAN Omni-directional 750m 7 
RAT2 CDMA/WMAN Omni-directional 375m 12 
RAT3 CDMA/WLAN Omni-directional 100m 27 
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Fig. 4.    Pb  values for all algorithms 

 
 

     

 

 

 

 

 

 

 

 

 
 

Fig. 5. Po  values for all algorithms 

   TABLE IV   
 PO VALUES IN ALL ALGORITHMS  
      

No. of Our  NJAC LJAC SSJAC 

Users solution solution solution solution 

50 0.04  0.13 0.05 0.06 
150 0.09  0.22 0.11 0.16 
250 0.17  0.34 0.23 0.26 
350 0.22  0.4 0.28 0.32 

450 0.27  0.49 0.33 0.45 

     
TABLE V 

PU VALUES IN ALL ALGORITHMS 

 
No. of Our NJAC LJAC SSJAC 

Users solution solution solution solution 

50 0.0496 0.2083 0.088 0.1258 
150 0.1264 0.3604 0.1901 0.2776 
250 0.2447 0.5314 0.3686 0.4228 
350 0.3292 0.622 0.4528 0.524 

450 0.4087 0.7348 0.5377 0.6755  
 
 
 
 
 
 

 

 

 
                                 

                                    

 

                         Fig. 6.    Pu  values for all algorithms 

In one hand and for reasons of simplicity and 
computational complexity, the simulation cannot be carried out 

at higher number of users. In the other hand, the achieved 
simulation results show that our algorithm outperforms the 
reference algorithms, and a clear monotonic increasing 
relationship could be directly observed between the number of 
users and the performance metrics. To check if there is any 
linear relationship between the number of users and the 
achieved performance metrics, the Pearsons Correlation 
Coefficient (PCC) is used. PCC investigates the strength and 
direction of a linear relationship between two random 
variables. PCC = +1 means very strong positive linear 
relationship. PCC = -1 means very strong negative linear 
relationship. PCC = 0 means no linear relationship is existed 
between both variables. The results shows that the values of 
the PCC are all around +1 which means very strong positive 
linear relationship and we hence expect that our algorithm will 
keep outperforming the other algorithms at very high number 
of users. 

VII. CONCLUSIONS AND FUTURE WORK 
 

A suitable design for the JAC algorithms is a highly 
important issue to achieve the aims of the HWN. This paper 
explores the issue of JAC in the HWN. A novel JAC algorithm 
has been designed, implemented, simulated and evaluated. The 
developed JAC solution attempts to increase the user 
satisfaction, and decrease the blocking and outage probability. 

Our future works can be extended in several directions. An 
optimum values for the weights of the different criteria can be 
found using a global optimization method. The developed JAC 
algorithm can be integrated with other CRRM mechanisms 
such as Access Network selection (ANS), Joint Congestion 
Control (JCC), and Vertical Handover (VHO). A joint 
optimization of these mechanisms can enhance overall system 
performance. In addition, this study has developed generic 
JAC algorithms. The algorithms can be tailored to specific 
wireless standards such as UMTS, IEEE802.16, and 
IEEE802.11. 
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Abstract—This paper presents a comparison of OpenMP and 

OpenCL based on the parallel implementation of algorithms 

from various fields of computer applications. The focus of our 

study is on the performance of benchmark comparing OpenMP 

and OpenCL. We observed that OpenCL programming model is 

a good option for mapping threads on different processing cores. 

Balancing all available cores and allocating sufficient amount of 

work among all computing units, can lead to improved 

performance. In our simulation, we used Fedora operating 

system; a system with Intel Xeon Dual core processor having 

thread count 24 coupled with NVIDIA Quadro FX 3800 as 

graphical processing unit. 

Keywords- OpenMP; OpenCL; Multicore;Parallel Computing; 

Graphical processors. 

I.  INTRODUCTION  

Nowadays, Quad-core, multi-core & GPUs [1] have 
already become the standard for both workstations and high 
performance computers. These systems use aggressive multi-
threading so that whenever a thread is stalled, waiting for data, 
the thread can efficiently switch to execute another thread. 
Achieving good performance on these modern systems 
requires explicit structuring of the applications to exploit 
parallelism and data locality.  

Multi-core technology offers very good performance and 
power efficiency and OpenMP [2] has been designed as a 
programming model for taking advantage of multi-core 
architecture. The problem with GPU is that, their architecture 
is quite different to that of a conventional computer and code 
must be (re)written to explicitly expose algorithmic 
parallelism. A variety of GPU programming models have been 
proposed in [3 - 5].  

The most popular development tool for scientific GPU 
computing has proved to be CUDA (Compute Unified Device 
Architecture) [6], provided by the manufacturer NVIDIA for 
its GPU products. However, CUDA is not designed for 
heterogeneous systems, while OpenCL programming model, 
by the Kronos Group [7] supports cross-platform, parallel 
programming of heterogeneous processing systems. The 
architectural details of multi-core and GPUs are explained in 
next section.  

Given, a diversity of high-performance architectures, there 
is a question of which is the best fit for a given workload and 
extent to which an application benefit from these systems, 

depends on availability of cores and other workload 
parameters. This paper addresses these issues by implementing 
parallel algorithms for the four test cases and compares their 
performance in terms of time taken to execute and percentage 
of speed-up factor achieved. 

In Section II, we present parallel computing paradigm. We 
then present architectural framework for Multi-core and GPU 
architectures in Section III & IV.  

Experimental results are presented in Section V. Section VI 
presents related work done and conclusion and future scope are 
discussed in Section VII. 

II. PARALLEL COMPUTING PARADIGM 

Parallel computing [8] depends on how the processors are 
connected to memory. The way of system connection can be 
classified into shared or distributed memory systems, each of 
these two types are discussed as follows:- 

A. Shared Memory System 

In such a system, a single address space exists, within it 
every memory location is given a unique address and the data 
stored in memory are accessible to all processing cores. The 
processor Pi reads the data written by processor Pj. Therefore, 
in order to enforce consistency, it is necessary to use 
synchronization. 

The OpenMP is one of the popular programming 
languages for the shared memory systems. It provides a 
portable, scalable and efficient approach to run parallel 
programs in C/C++ and FORTRAN.  

In OpenMP, a sequential programming language can be 
parallelized with pre-processor compiler directive #pragma 
omp in C and $OMP in FORTRAN.  

B. Distributed Memory System 

In such a system, each processor has its own memory and 
can only access its local memory. The processors are 
connected with other processors via high-speed 
communication links.  MPI (Message Passing Interface) [9] 
provides a practical, portable, efficient and flexible standard 
for message passing across distributed memory systems. 

We limit our discussion to shared memory systems. Based 
on above classification, we classify systems as Multi-core 
systems and Many-core systems or GPGPU devices [1]. 
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III. ARCHITECTURAL FRAMEWORK – MULTICORE & 

OPENMP PROGRAMMING MODEL 

The present typical multi-core architecture is shown in 
Figure 1. It consists of a number of processing cores, each 
having a private level one (L1) data and instruction cache, L2 
cache, which are attached via a bus interconnect to shared 
level three (L3) cache.   

Each core supports multi-threading, which allows sharing 
of several micro-architectural resources between threads e.g. 
L1 caches, physical registers, and execution units. 

 

 

 

 

 

 

 

 

 

 

 

 

Benefits of multi-core systems can be obtained by Open 
MP Programming model. OpenMP is a specification of 
compiler directives, library routines, and environmental 
variables that provides an easy parallel programming model 
portable across shared memory architecture.  

OpenMP is a set of compiler directives (# pragma) and 
callable runtime library routines that express shared memory 
parallelism [10]. The directive itself consists of a directive 
name and followed by clauses. OpenMP programs execute 
serially until they encounter the “parallel” directive. This 
directive is responsible for creating group of threads. The 
exact number of threads can be specified in the directive, set 
using an environmental variable, or at run-time using OpenMP 
functions. The main thread that encounters the “parallel” 
directive becomes the “master” of this group of threads and is 
assigned the thread id 0.  There is an implicit barrier at the end 
of parallel region. The master thread with thread id 0 collects 
results from other threads and executes serially from that point 
on. 

IV. ARCHITECTURAL FRAMEWORK – GPU & OPENCL 

PROGRAMMING MODEL 

GPUs i.e. Graphic Processing units are the basic building 
blocks for high performance computing but its programming 
complexity pose a significant challenge for developers. To 
improve the programmability of GPUs, the Open CL (Open 
Computing Language) [7] has been introduced. Open CL is an 
industry standard for writing parallel programs to execute on 
the heterogeneous platforms like GPU devices. OpenCL 

(Open Computing Language) is a low-level API for 
heterogeneous computing that runs on CUDA architecture. 

 

 

 

 

 

 

 

NVidia GPUs comprises of array of multithreaded 
Streaming Multiprocessors (SMs) and each one consists of 
multiple Scalar Processor (SP) cores, a multithreaded 
instruction unit, and on-chip shared memory. The SMs creates, 
manages, and execute concurrent threads in hardware with 
zero scheduling overhead.  

In short, we say, following are the steps to initialize an 
OpenCL Application. 

Set Up Environment – Declare OpenCL context, choose 
device type and create the context and a command queue. 

Declare Buffers & Move Data – Declare buffers on the 
device and enqueue input data to the device. 

Runtime Kernel Compilation – Compile the program from 
the kernel array, build the program, and define the kernel. 

Run the Program – Set kernel arguments and the work-
group size and then enqueue kernel onto the command queue 
to execute on the device. 

Get Results to Host – After the program has run, read back 
result array from device buffer to host memory. 

V. EXPERIMENTAL RESULTS  

In this section, we present experimental results. For 
experimental setup, we have tested our system on four test 
cases. We compare the performance of these test cases with the 
OpenCL code on the GPU and on a multi-core CPU with Open 
MP support. 

The host machine used has Intel Xeon 2.67GHz Dual 
processors with 12Mb L3 cache. Each processor has Hyper-
Threading [11] technology such that, each processor can 
execute simultaneously instructions from two threads. Overall 
numbers of cores are 12 and because of hyper threading thread 
count of host machine equal 24. 

Each core of two processors has 32KB L1 Data cache, 256 
KB L2 cache shared between 2 threads of that core. In 
addition to that, there is 12MB L3 cache shred among all the 
threads.  

The GPU device used in our experiment was NVidia 
Quadro FX3800. The device has 192 processing cores with 1 
GB 256 bit memory interface and memory bandwidth of 51.2 
GB/sec. The GPU device was connected to CPU through X58 
I/O Hub PCI Express. The environment used was Fedora-
x86_64 and kernel version is - 2.6. Gcc version is 4.6.  

 
Figure 1: Multi-core Architecture with Cache Hierarchy 

 
Figure 2: GPU Architecture 
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OpenCL-1.0 was used for compiling OpenCL programs by 
providing “-lOpenCL” as compile time option for gcc 
compiler.  

We have used “gettimeofday ()” library routine to measure 
time taken to execute test problems. “start” and “end” time 
recorded and execution time is calculated as shown below in 
Program Listing-1: 

time = (end.tv_sec-start.tv_sec) + (float) (end.tv_usec - start.tv_usec) * 0.000001;

gettimeofday (&start, NULL );

    Backtrack (0, 0, 0, 0);

    gettimeofday (&end, NULL );

    

    printf ("Time = %f\n", time );

 

Program Listing 1: Measuring CPU Time 

A. Matrix Multiplication 

We consider the problem of computing the product C = 
A*B of two large, dense, matrices. A straight forward matrix 
multiplication performs scalar operations on data items. We 
choose matrix multiplication, because of following two 
reasons: 

 Matrix Multiplication is widely used in Image 
processing applications 

 Matrix Multiplication is a fundamental parallel 
algorithm with respect to data locality, cache 
coherency etc. 

Matrix 

Order  
Sequential  OpenMp OpenCL 

1024 6.04 0.71 1.64 

2048 136.14 18.39 2.05 

3072 345.06 40.84 2.45 

4096 1261.29 177.79 3.66 

5120 2819.54 328.52 5.53 

6144 5023.87 593.13 8.4 

Table 1: Execution Time for Matix Multiplication of Sequential, OpenMp, 

OpenCL Version 

 
Matrix 

Order  
Seq-to-OpenMp Seq-to-OpenCL 

1024 8.51 3.68 

2048 7.40 66.41 

3072 8.45 140.85 

4096 7.09 344.62 

5120 8.58 509.86 

6144 8.47 598.08 

Table 2: Speed-Up of Sequential to openMP & OpenCL 

 

 

Figure 3: Execution Time v/s Dimension of Matrix 

 

Figure 4: Speed-Up Comparison 

As the dimensions of the matrix increase, the execution 
time for sequential algorithm also increases by manifold as 
shown on Figure 3. After analyzing Table -1 and 2, Figure 3 
and 4, we conclude that, given the Multi-core architecture, 
OpenMP shows good improvements for smaller matrix 
dimensions but as the matrix dimension increases OpenCL 
gives very good Speed-Up factor and very less execution time. 
This can be evident from Table 1 & 2 that for matrix 
dimension 1024 OpenMP is much better than OpenCL. But for 
matrix dimension above 1024, OpenCL gives very good 
performance. Note that values shown in Table 1 & 2 are 
obtained after performing the experiment for nearly 10 – 20 
runs.  

B. N-Queens Problem 

The n-queen problem is a classic problem of placing n-
chess queens on chessboard so that no two queens attack each 
other.  
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The most obvious way to solve this problem consists of 
trying systematically all ways of a placing N-Queens on a 
chessboard, checking each time to see whether a solution has 
been obtained.  But this approach will take very large time to 
arrive at solution. Backtracking is an approach to solve this 
problem. But backtracking takes exponential time- 
complexity. Because of this reason, it is very interesting to 
parallelize this problem. 

Recursion is a peculiar property of backtracking. The 
earlier version of OpenMP doesn’t support recursion. Support 
for recursion is introduced in OpenMP 3.0 specifications by 
“task “clause. However, we find that there is no significant 
improvement in performance, since most of the code to be 
parallelized is kept in critical section region as shown below: 

int put(int Queens[], int row, int column)

{

    Queens[row]=column; 

    if(row==N-1) {

    pragma omp critical

    {        solutions++;   }        

    }

    else{

    for(i=0; i<N; i++){ put(Queens,row+1,i);}

    }

 return solutions;

}

 

Program Listing 2: OpenMP code for N-Queens 

Therefore, we have taken into consideration of sequential 
v/s OpenCL code to evaluate N-Queen problem. For larger 
values of N (> 23), the number of solutions and time to solve 
the given problem is still not known [12, 13].  

 
Figure 5: Performance of N-Queen Problem 

As shown in Figure 5, we have taken only practical cases 
where solutions are available within stipulated time. For 
N=18, sequential took nearly 16.75Minutes (1004.29sec) 
whereas OpenCL took only 17.97 seconds to generate all 
correct results. The power of OpenCL can be observed in 
cases for N >=20. For N=20, sequential program took nearly 
17.72Hrs (63769.5sec) whereas OpenCL took only 20.58Min 
(1234.88sec). Speed-up achieved is enormous.  

The graph shown in Figure 5 is not up to the scale.  

 

C. Image Convolution 

The convolution of images is a commonly used technique 
for image filtering. It is best described as a combining process 
that copies one image into another. Any number of filters may 
be applied to an image by convolving the filter mask with the 
original image. The equation for image convolution is given 
by 

1 1

0 0

( , ) ( , ) ( , )
M N

m n

Out i j In m n Mask i m j n
 

 

  
 

Where In is the input image, Mask is the convolution 
mask, and Out is the output image. The dimension of the 
image is M x N, the Mask image is smaller than image size; 
may be padded with zeroes to allow for consistency in 
indexing. 

The convolution technique consists of the following steps: 

 Select a pixel in original image to convolute 

 Apply mask to the pixel by reading the selected 
pixel’s neighbor 

 Write the new values to the out image 

The convolution algorithm will generate results that are 
greater than the range of original values of the input image.  
For this, scaling operation is performed to restore the result to 
same gray level range of original picture. 

Prog. Type Sequential  OpenMP OpenCL 

Time (in sec) 0.51 0.05 0.96 

Table 3: Time Elapsed in Image Convolution 

 
Figure 6: Image Convolution 

We took 600 x 400 image, 10 x 10 mask and applied 
convolution. Table 3 shows time required to process 
convolution. Performance of OpenMP is better compared to 
the OpenCL, as evident from the Figure 6.  

The speed-up achieved is (Seq/MP) = 0.51/0.05 = 10.2 
whereas no speed-up is achieved w.r.t OpenCL as (Seq/CL) = 
0.05/0.96 = 0.53.  

The convolution algorithm computes the two-dimensional 
discrete correlation between an image and a template and 
leaves the result in output image. As a result, OpenMP is 
much faster compared to OpenCL, as OpenCL is busy in 
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doing background of kernel creation and other things, than 
actual execution. The actual GPU device execution time can 
be found by profiling [14] the gpu device which will be very 
less as compared to OpenMP. 

D. String Reversal 

For the comparison purpose, we have taken a string 
reversal problem. We have considered a huge file in mega-
bytes and tried to reverse it using OpenCL. 

 

Figure 7 : String Reversal 

File 

Size  
Sequential OpenCL 

54MB 0.22 1.22 

96MB 0.41 1.62 

150MB 0.63 1.68 

216MB 0.91 1.78 

343MB 1.43 1.79 

448MB 1.87 1.84 

Table 4: String Reversal 

String reversal problem is straight forward. Just read the 
entire file and start copying values from end of the file. As 
there are no dependencies [15] in this operation, we have not 
considered OpenMP Programming model. Even if we take 
OpenMP into consideration, performance will be same as 
reversing of read string falls in critical section.  

From Figure 7 and Table 4, it can be concluded that, 
OpenCL Programming model is not suitable for this kind of 
applications.  

VI. RELATED WORK 

The present studies dealing with multi-core and GPGPUs 
have been accelerated by parallelizing matrix-matrix 
multiplication on a CPU and GPU [16, 17]. In multiple-core 
clusters systems without GPU accelerators, some contributions 
have been made to improve the computing power by 
developing hybrid models [18].  

All these studies mentioned above have focused on parallel 
usage of CPUs and GPUs and have demonstrated significant 
performance improvement. However, because of the issues 
related to cache hierarchy, memory and bandwidth in CPU and 

GPUs, obtaining effective performance evaluation results is an 
open issue.  

VII. CONCLUSION & FUTURE SCOPE 

We studied the behavior of parallel algorithms with respect 
to OpenMP and OpenCL. The initial results we found were 
not satisfactory. But, as the number of input data size 
increased OpenCL gives good performance.  

Latest systems are equipped with multi-core architecture. 
So, OpenMP will be a viable option for cases such as matrix 
multiplication, image convolution, and other applications. But 
OpenCL scores well with matrix multiplication. 

OpenCL involves a lot of background work like memory 
allocation, kernel settings and loading, getting platform, 
device information, computing work-item sizes etc. All this 
adds overhead in OpenCL. However, we find that, in spite of 
this overhead, OpenCL gives very good performance. But 
OpenCL fails in application where it has less scope of work; 
this can be seen from the string reversal example.  

Another finding is that critical section is too expensive. We 
have implemented OpenMP version of N-Queen problem, but, 
we find that it has no improvement as only one thread is 
running at a time. However, we can take advantage of “task” 
directive in application such as tree traversal.  

Overall, we sum up our conclusion as 

OpenCL > OpenMP > Sequential 

Where > indicates performance.  As a future work, we will 
find algorithms, where OpenMP is more preferable over 
OpenCL. 

Future research work is required in the following problem 
areas: given an application program, we must check how 
useful OpenMP or OpenCL is in heterogeneous environment 
consisting of multiple GPUs and multi-cores.  Secondly, a 
library routine can be developed, which will port application 
program to CPU using OpenMP or to GPU using OpenCL or 
combination of these two technologies. 

REFERENCES 

[1] General Purpose Computations Using Graphics Hardware, 
http://www.gpgpu.org/ 

[2] OpenMP Architecture Review Board: The OpenMP Specifications for 
Parallel Programming, http://openmp.org/ 

[3] Advanced Micro Devices, Technical Report, 
http://developer.amd.com/gpu/ATIStreamSDK/assets/ATI_Intermediate
_Language_(IL)_Specification_v2d.pdf, 2010 

[4] I. Buck, et al., Brooks for GPUS: Stream Computing on graphics 
hardware, in: Proceedings of ACM SIGGRAPH 2004, ACM Trans. 
Graph, 23 (2004) 777 – 786. 

[5] The Portland Group, PGI Fortran & C accelerator programming model, 
Technical report, http://www.pgroup.com/lit/whitpapers/pgi-
accelerator.pdf, 2009. 

[6] NVIDIA CUDA, http://developer.nvidia.com/object/cuda.html/ 

[7] OpenCL – The Open Standard for Parallel Programming of  
Heterogeneous Systems, http://www.khronous.org/opencl/ 

[8] Introduction to Parallel Computing, Second Edition, 
http://www.scribd.com/doc/42971558/an-Introduction-to-Parallel-
Computing. 

0

0.5

1

1.5

2

54 96 150 216 343 448

C
P

U
 T

im
e

 

File Size in MB  

Sequential OpenCL



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 3, No.4, 2012 
 

61 | P a g e  

www.ijacsa.thesai.org 

[9] OpenMPI: Open Source High Performance Computing, 
http://www.open-mpi.org/ 

[10] http://siber.cankaya.edu.tr/ParallelComputing/ceng471/node96.html 

[11] Intel Hyper-Threading Technology, http://www.intel.com/ 

[12] http://en.wikipedia.org/wiki/Eight_queens_puzzle 

[13] http://www.ic-net.or.jp/home/takaken/e/queen/ 

[14] Intel. Intel® VTuneTM Performance Analyzer. http://www.intel.com/  

[15] F. Irigoin and R. Triolet, “Computing Dpendence Direction Vectors and 
Dependnce Cones with Linear Sytems,” ENSMP-CAI-87-E94, Ecole 
des Mines de Paris, France, (1987).  

[16] M. Fatica: Accelerating Linpack with CUDA on Heterogeneous 
Clusters, ACM International Conference Proceeding Series, pp.46 – 51 
(2009). 

[17] S. Ohshima, K. Kise, T.Katagiri, and T.Yuba: Parallel Processing of 
Matrix Multiplication in a CPU and GPU Heterogeneous Environment, 

High Performance Computing for Computational Science, pp.305 – 318 
(2007). 

[18] T.Q.Viet, T.Yoshinaga, and B.A.Abderazek: Performance Enhancement 
for Matrix Multiplication on a SMP PC Cluster, IPSJ SIG technical 
Report, pp.115-120 (2005). 

AUTHORS PROFILE 

S.R.Sathe received M.Tech in Computer Science from IIT, Bombay (India) 
and received Ph.D fronm Nagpur University (India). He is currently 
working as Professor in Department of Computer Science & 
Engineering at Visvesvaraya National Institute of Technology, Nagpur 
(India). His research  includes parallel processing algorithms, computer 
architecture. 

Krishnahari Thouti, Research Scholar, pursuing Ph.D in Department of 
Computer Science Engg, at Visvesvaraya National Institute of 
Techology, Nagpur (India).   His area of interest includes parallel 
processing, compiler and computer architecture.   

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 3, No.4, 2012 

62 | P a g e  

www.ijacsa.thesai.org 

An Authentication Protocol Based on Combined 

RFID-Biometric System 
 

Noureddine Chikouche 

Department of Computer Science  

University of M’sila 

 Algeria 

 

Foudil Cherif  

LESIA Laboratory  

University of Biskra 

Algeria 

 

Mohamed  Benmohammed  

LIRE Laboratory  

University of Constantine 

 Algeria 

 
Abstract — Radio Frequency Identification (RFID) and biometric 

technologies saw fast evolutions during the last years and which 

are used in several applications, such as access control. Among 

important characteristics in the RFID tags, we mention the 

limitation of resources (memory, energy, …). Our work focuses 

on the design of a RFID authentication protocol which uses 

biometric data and which confirms the secrecy, the 

authentication and the privacy. Our protocol requires a PRNG 

(Pseud-Random Number Generator), a robust hash function and 

Biometric hash function. The Biometric hash function is used to 

optimize and to protect biometric data. For Security analysis of 

protocol proposed, we will use AVISPA and SPAN tools to verify 

the authentication and the secrecy. 

Keywords-component; RFID; authentication protocol; biométric; 

security. 

I.  INTRODUCTION  

At present, the problem of access control is very important 
in several applications. Physical access control consists in 
verifying if a person asking to reach a zone (e.g. building, 
office, parking, laboratory, etc.), has the right necessities to 
make it. The protocols of identity verification which allow 
access are called the authentication protocols. They answer the 
following two questions: "Who am I?" and "Am I really the 
person who is proceeding?". Answer to this first question is 
based on the recognition or the identification of the user which 
consists in associating an identity to a person, such as a 
smartcard or a RFID tag. Concerning the second question 
which articulates on the verification or the authentication of the 
user, it gives permission to a proclaimed identity. In other 
terms, it consists in identifying a user from one or several 
physiological characteristics (fingerprints, face, iris, etc.), or 
behavioural (signature, measure, etc.). These techniques are 
called Biometric Methods [14].  

Among techniques and systems of identification which 
were developed quickly during the last years, we can notice 
that Radiofrequency identification (RFID) that is used in 
different domains (health, supply chain, access control, etc.). 
The RFID systems consist of three entities: (1) the tag (or the 
label) is a small electronic device, supplemented with an 
antenna that can transmit and receive data, (2) the reader which 
communicates with the tag by radio waves and (3) the server 
(or database, back-end) which uses information obtained from 
the reader for useful purposes. The main characteristic of a 
RFID system is the limitation of resources (memory, the 

processor, the consumption of energy, etc. …); on the other 
hand, these systems are necessary to assure security in all the 
levels of the system. Major difference between a RFID tag and 
a contactless smartcard is the limitation of computer resources. 

In RFID systems, several authentication protocols have 
been developed [4,5,6,7]. Difference between these techniques 
lies in the realized properties of security and the complexity of 
implementation. Most of these protocols answer the first 
question only "Who am I? ". On the contrary systems with 
smartcards there are several authentication protocols based on 
the biometric technology, we mention here [8,9,10]. 

This paper, we propose an authentication protocol based on 
the combination between a RFID system and a biometric 
system. We verify secrecy, authentication of the tag and 
authentication of the reader by AVISPA&SPAN tools [1,2]. 
The conceived protocol protects the privacy of the user. To 
estimate these performances, we will compare it with the other 
RFID protocols and the biometric protocols of smart cards. 

This paper is organized as follows: section II presents 
related work. Section III presents the system and hypotheses. 
Section IV presents the proposed protocol. The section V 
presents a check of the protocol automatically. An analysis of 
privacy side is then presented. Section VI presents a 
comparison of performances with existing works. We end by a 
general conclusion. 

II. RELATED WORK 

In the protocols using identifier ID, two mechanisms are 
used: static and dynamic. The characteristic of the mechanism 
of static ID is that the identifier of the tag remains the same 
during the complete authentication, but that of the dynamic 
mechanism, the identifier of tag is modified. Every mechanism 
has his advantages and inconveniences. Here we present 
mainly the mechanism of static ID used in this article. 

In the RHLS protocol (Randomized Hash Lock scheme) 
[5], information passed on with the tag every time when it is 
interrogated consists of random value nt and value H1 = h(ID, 
nt). RHLS which discovers two types of attacks: replay attack 
and tracing attack. 

Concerning the protocol which is proposed with Chien and 
Huang (CH protocol) [4], the reader R and the tag T share 
secrets k and ID. Launch by the reader which sends a nonce nr. 
The tag produces an unpredictable nonce nt and calculates the 
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hash function g, such as g = h(nr Nt ID). This hash function 
and ID are used as parameters for the function rotate. The value 
of ID is returned; it depends on the value of g. The tag 
calculates the xor of the returned ID and g, before the sending 
of the left half of the results and nt to the reader. The reader 
calculates every pair of ID and k until it finds the 
corresponding tag. It sends then the right half of the xor of ID 
returned and g to the tag. CH protocol which discovers an 
attack of the type algebraic replay attacks, its cause is the false 
use of the algebraic operator xor in messages passed on by the 
function g. This attack is discovered also in LAK protocol [19]. 

Lee and al. [7] propose a protocol improved to avoid two 
types of attack: tracing and spoofing attack by use of various 
values of the hash function h during every authentication. 
These objectives are realized after analysis of this protocol. The 
cost of a hash function operation in tag is four, what is 
incompatible with the storage space and lower capacity to 
calculate. Therefore, excessive calculation will affect inevitably 
the efficiency of the protocol. 

Biometry is widely used in the authentication protocols of 
the smart cards applications [8, 9, and 10]. The use of these 
protocols in RFID systems will depend on the availability of 
computer resources (memory, complexity, performance …) in 
the constituents of RFID systems and especially the RFID tag. 
The recent protocol [10] requires the calculation of seven 
operations of the function h in the phases of login and 
authentication and requires 4l as storage space in the tag. This 
number of calculations and this storage space influences 
negatively on the efficiency of a RFID protocol. Another 
difficulty concerns “Matching” treatment. In the biometric 
authentication protocols, this part is made in the smart card 
with the technique Match-on-card.  

Concerning the material implementation of combined 
systems biometric-RFID, we shall quote two recent works. 
Rodrigues and al. [15] propose a decentralized authentication 
solution for embedded systems that combines both token-based 
and biometric-based mechanism authentication. Aboalsamh 
[16] propose a compact system that consists of a CMOS 
fingerprint sensor (FPC1011F1) is used with the FPC2020 
power efficient fingerprint processor; which acts as a biometric 
sub-system with a direct interface to the sensor as well as to an 
external flash memory for storing finger print templates. An 
RFID circuit is integrated with the sensor and fingerprint 
processor to create an electronic identification card (e-ID card). 
The e-ID card will pre-store the fingerprint of the authorized 
user. The RFID circuit is enabled to transmit data and allow 
access to the user, when the card is used and the fingerprint 
authentication is successful. 

III. SYSTEM AND HYPOTHESES 

 

 

 

 

 

 

 

Figure 1.  RFID-Biometric System 

A. System  modeling  

The proposed system of authentication is based on the 

combination of two sub-systems: a RFID system and a 

biometric system. RFID system consists of: a tag (T ), a reader 

(R ) and a server (S). Used biometric system consists of two 

entities, a sensor (SR) and a server (S), see the Figure 1. 

1) Biometric data 

Biometric data can be stored in the tag or in the data base. 
The biometric template will be stored in the tag. It offers a 
greater privacy and the mobility of the user. This assures also 
that information will always be with the user’s tag. Storing the 
raw biometric data typically requires substantially more 
memory. For example, a complete fingerprint image will 
require 50 to 100 Kbytes, while a fingerprint template requires 
only 300 bytes to 2 Kbytes [14]. This condition is not always 
sufficient especially for the type of passive RFID tags. In our 
system, a practicable solution to optimize and to protect 
biometric data is the hash function. This function of template 
allows pressing the biometric template in an acceptable size. 

The problem which lies with the hash functions standard 
(e.g. SHA-1, MD5, SHA-256, …) is comparison between two 
templates: the template which is protected in the tag a h(B) and 
the template which is generated from the capture h(B’). 
Equality h(B) = h(B') for the same person is not always assured, 
because B' is a dynamic template where the person never keeps 
the same biometric features, (e.g. movement of the finger 
during the purchase), which implies the existence of a rate of 
error. We will quote two research works:  

Sutcu and al. [12] propose a secure biometric based 
authentication scheme which fundamentally relies on the use of 
a robust hash function. The robust hash function is a one-way 
transformation tailored specifically for each user based on their 
biometrics. The function is designed as a sum of properly 
weighted and shifted Gaussian functions to ensure the security 
and privacy of biometric data. They also provide test results 
obtained by applying the proposed scheme to ORL face 
database by designating the biometrics as singular values of 
face images. 

A. Nagar and al. [13] propose six different measures to 
evaluate the security strength of template transformation 
schemes. Based on these measures, they analyze the security of 
two well-known template transformation techniques, namely, 
Biohashing and cancelable fingerprint templates based on the 
proposed metrics. 

2) Tag and Reader 

The tag stores the identity (ID) and the biometric hash 

function of the template of the person (GB). This ID is strictly 

confidential and is shared between the database of the back-

end server (S) and the tag (T). The tag can generate random 

numbers and calculation of the hash function h of a number. 

Standard ISO and EPC GEN2 (Electronic Product Code, 

Generation 2) support to produce the random numbers 

(nonces) in the tag. The reader R can generate also the random 

numbers.  

3) Server 

The server has two main functionalities:  
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Tag Reader 

 

Server 
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 For the biometric system: extraction of the 

characteristics of a biometric modality to create a 

model or template (B), 

 Concerning RFID system: it contains the database 

which includes the list of the identity of tags (ID).  

4) Sensor 

A biometric sensor is an electronic device used to capture 

a biometric modality of a person (fingerprint, face, voice, etc.). 

B. Security and privacy requirements: 

Our protocol strives to achieve four requirements: 

secrecy, authentication of the tag, authentication of the reader 

and untraceability. 

 Secrecy: or confidentiality, the verification that the 
identity of the tag ID  is never passed on clearly to air 
on the interface radio frequency which can be spied. 

 Authentication of tag: A reader has to be capable of 
verifying a correct tag to authenticate and to identify a 
tag in complete safety. 

 Authentication of reader: A tag has to be capable of 
confirming that it communicates with the legitimate 
reader (a single reader exists in communications 
between the constituents of the RFID system). 

 Untraceability: We consider the notion of 
untraceability as defined in [17] which captures the 
intuitive notion that a tag is untraceable if an adversary 
cannot tell whether he has seen the same tag twice or 
two different tags. 

C. Intruder Model 
Besides modelling security protocols, it is also necessary to 

model the intruder, that is to say, to define its behaviour and 
limit. For this, the assumptions used are gathered under the 
name “Dolev-Yao model” [6]. This intruder model is based on 
two important assumptions that are the perfect encryption and 
the intruder is the network. 

Perfect encryption ensures in particular that an intruder can 
decrypt a message m encrypted with key k if it has the opposite 
of that key. The second hypothesis which is "the intruder is the 
network" means that, the intruder has complete control over the 
network and he can derive new messages from his initial 
knowledge and the messages received from honest principals 
during protocol runs. To derive a new message, the intruder can 
compose and decompose, encrypt and decrypt messages, in 
case he knows the key. 

For the assumption “the intruder is the network”, the RFID 
network system in this case is wireless, it is based on 
communication by radio waves. Communication among the 
server and the reader and between the server and the sensor is 
secure. Contrary to this, communication between the tag and 
reader is not assured and based on radio frequencies waves. We 
assume that the adversary can observe, block, modify, and 
inject messages in any communication between a reader and a 
tag.  

IV. PROPOSED PROTOCOL 

The proposed Protocol is divided into two processes: the 
phase of registration and the phase of mutual authentication. 
We, afterward, use the following notations: 

T RFID tag or transponder 
R  RFID reader or transceiver  
S Back-end server  
Nt random number (nonce)  generated by tag T 
Nr  random number (nonce)  generated by reader R 
H() One-way  hach function  
G() BioHash (Biometric hash function ) 
║ Concatenation  of two inputs 
B Biometric template 
ID Identity of tag  
GB Biohashed value of B 

 Or-exclusif 

HR The right half of H  
HL The left half of H  

X≈Y mean X=Y±E  (E : rate of error) 

 

Steps detailed by two processes are described below.  

 

A. Registration Processus  
This initial phase called also registration. The objective is to 

create a template biometric and stored in related to a declared 
identity (see the figure 2.). In this phase, it has to execute the 
following steps to obtain the RFID tag. 

Step 1: the authorized user inputs his/ her personal 
biometrics, to pass it on to the server of the trusted registration 
center (RC). 

Step 2: the RC, after extraction of biometric characteristics, 

creates a biometric template B, and computes the biometric 
hash function GB such as GB = g (B). 

 

 

 

 

 

 

 

 

Figure 2.  Registration Processus 

Step 3: Then, the registration center stores the information 
{ID, GB} in the user’s tag and sends it to the tag through a 
secure channel. 

 

                             RC                        T 
 

B. Mutual Authentication Processus 
According to the order of the passed on messages, the 

process of authentication takes place as follows  

(to see Figure 3): 
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Figure 3.  Proposed Protocol 

Step 1: Challenge  
The reader RFID produces a nonce Nr and sends it then, 

and a request to the tag. Three cases can occur: 1) No tag 
answers, 2) A tag answers, 3) Many tags answer at the same 
time. In our protocol, the last case is not approved because one 
requires the capture of only one biometry for every person and 
for every tag in every process of authentication.  

Step 2: Authentication of the tag 

Step 2.1: the tag found in the step 1 generates a nonce Nt and 

computes P = HG(IDNt║Nr) 

Step 2.2: the tag sends P with the nonce Nt to the reader 

RFID, 

Step 2.3: the reader resends the successful P message, Nt and 

the nonce Nr to the server. 

Step 2.4: from the database, the server looks for certain IDi 

(such as 1 ≤ i ≤ n, n the number of tags) to compute Pi=HG 

(IDiNt║Nr), and make the following comparison: 

Pi ?= P 

If it is found, the tag crosses the authentication of the tag 
and is considered as legitimate, otherwise to end. 

Step 3: Authentication of the server 

Step 3.1: the server computes and sends to the reader Q; 

 Q = HD(IDiNt║Nr) such as IDi = ID 

Step 3.2: the reader sends the Q message in the tag. 

Step 3.3: the tag computes HD(IDNt║Nr) and verifies if:  

 Q ?= HD(IDNt║Nr) 

 
If they are equal, the authentication of the reader is 

successful; otherwise the authentication of the reader has 
failed. 

Step 4: Verification of biometry  

Step 4.1: the tag computes M1 = h (ID║Nt║Nr) and 

makes operation or-exclusive of M1 with GB and Nt. The 

resultant message is M = M2GBNt. 

Step 4.2: the tag sends M to the reader RFID, and the reader 

resends received message to the server. 

Step 4.3: after acquiring of the biometry of the user from the 

sensor, it sends it to the server. The server extracts biometric 

characteristics and generates the template B. the server 

computes the biometric hash function of the template g(B). 

Step 4.4: from the database, the server computes M2=h 

(IDi║Nt║Nr)Nt, such as IDi= ID (of the step 2.4), and 

extracts GB from:  

 M2  GB = M 

Step 4.5: to make the comparison of type 1:1 of g(B) ≈ GB, if 

it is confirmed, the person is a trusted user, otherwise, the 

bearer of the tag is illegitimate, the information of failure will 

be sent to the reader, the protocol is interrupted. 

V. SECURITY VERIFICATION OF PROTOCOL 

A. Automatic Verification 
There are several tools of automatic verification of 

protocols. We chose tools AVISPA (Automated Validation of 
internet Security Protocols and Applications) [1] and SPAN 
(Security Protocol ANimator) [2] for the following reasons: 
four tools are available using various techniques of validation 
(Model-checking, automate trees, resolution of constraints, 
Solver SAT). These tools are based on the same language of 
specification: language HLPSL (High-Level Protocol 
Specification Language) [18]. The platform AVISPA is the 
analyzer which models a big number of protocols (more than 
84 protocols). Among these four tools, two tools OFMC and 
CL-ATSE which can verify protocols requiring the operator or-
exclusive (xor). Concerning our protocol, we verify the 
properties of the confidentiality of the identity ID (sec_id_TR 
and sec_id_RT respectively), the confidentiality of the template 
B ( sec_b ), the authentication of the tag (aut_tag) and the 
authentication of the reader ( aut_reader). These properties are 
specified in HLPSL as follows: 

goal 

    secrecy_of sec_b, sec_id_TR, sec_id_RT 

    authentication_on aut_reader 

    authentication_on aut_tag 

end goal 

 

Concerning the authentication, there are two possible 
attacks: the replay attack and the attack Man-in-the-Middle. 
For it, we uses two types of specification in the role HLPSL's 
environment.  

1) Replay Attack 

In the replay attack, the intruder can listen to the message of 
answer of the tag and to the reader. It will broadcast the 
message listened without modification to the reader later. 

Specification below of the role environment in HLPSL 
depends on the treatment of two identical sessions between the 

same tag and the same reader (t and r). This scenario allows 

discovering the attacks of the type replay attack if it exists.  
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role environment() def= 

const t,r : agent, 

      id,b : text, 

      h,g,left,right : hash_func 

intruder_knowledge = {t,r,h,g,hright,hleft} 

composition 

session(t,r,id,b,h,g,hright,hleft) /\ 

session(t,r,id,b,h,g,hright,hleft) 

end role  

 

After the verification of this protocol by AVISPA tools, 
result is as follows: 

SUMMARY 

  SAFE 

DETAILS 

  BOUNDED_NUMBER_OF_SESSIONS 

  UNTYPED_MODEL 

PROTOCOL 

  C:\progra~1\SPAN\testsuite\results\BioMRFID.if 

GOAL 

  As Specified 

BACKEND 

  CL-AtSe 

STATISTICS 

  Analysed   : 600 states 

  Reachable  : 188 states 

  Translation: 0.01 seconds 

  Computation: 0.02 seconds 

   
This result means in clearly that there is no replay attack. 

We can thus deduct that the diagnosis of AVISPA&SPAN 
tools for this protocol is secure. 

2) Main-in-the-midlle Attack  

The scenario of the role environment below allows 
discovering the attacks of this type if it exists.  

role environment() def= 

const t,r : agent, 

      id,b,idti,idri,bti,bri : text, 

      h,g,hright,hleft : hash_func 

intruder_knowledge = {t,r,h,g, 

hright,hleft,idti,idri,bti,bri} 

composition 

     session(t,r,id,b,h,g,hright,hleft)  

 /\  session(t,i,idti,bti,h,g,hright,hleft)   

 /\  session(i,r,idri,bri,h,g,hright,hleft) 

end role 

 

The result of the check with this scenario is the same as 
with the scenario a). We can thus deduct that this protocol is 
resistant in the attack of the “man in the middle”. 

B. Security Analysis  
We now analyze the security properties of the proposed 

protocol as follows: untraceability, desynchronization 
resistance and with Denial of service (DOS) attack prevention. 

1) Untraceability :  

During every session of authentication, an opponent can 
observe only the values of (Nt, Nr, M1, P, Q), where, Nt and 
Nr are random numbers and M1 and Q messages are calculated 

the right/ left part of the function H(IDNt║Nr). The P 

message = H(ID║Nt║Nr)GBNt. The opponent cannot 

deduce the value of ID because function H(ID║Nt║Nr) is 
very effective as is shown in the paper of [11]. In M1 
messages, P and Q, the opponent cannot correlate ID and B 

because these two values are secret and Nt and Nr are random 
numbers changed in every authentication. So, an opponent 
cannot track tags. 

2) Desynchronization Resistance :  

Our protocol belongs to the static mechanism ID where the 
identifier of the tag is fixed. So, in the case of the loss of 
message, failing of energy or the loss of connection with the 
server during the authentication, it will not affect the database 
of the server and will not become an obstacle to the protocol. 

3) DOS attack Prevention: 

There are several categories of Dos attacks, one is to 
desynchronize the internal states of two entities, and the other 
is to exhaust the resources of the parties involved. 
For RFID authentication protocols, researchers are concerned 
about desynchronization.  

For our protocol, the internal state ID is kept static and not 
changed during authentication process. So, it can resist the 
attack of denial of service. 

In the Table I below, a comparison of the security with 
protocols mentioned early is given [4, 5, 6, and 7]. 

TABLE I : ANALYSIS OF SECURITY 

RFID Protocol 

(static ID) 

RLHS 

[5] 

LCAP 

[6] 

CH 

[4] 

LHYC 

[7] 
Our 

Protocol 

Mutual Authentification  + + + + + 

Replay attack prevention  - + - + + 

Non traceability  - + + + + 

DoS attack prevention - - + + + 

Desynchronization Resistance   + + + + + 

VI. PERFORMANCE ANALYSIS   

As compared with what follows in Table II. This table 
illustrates the storage cost, the communication cost, and the 
computation cost of entities. The computation cost is a function 
of the number of operations of the hash function in phase’s 
login and the authentication on the smartcard for the biometric 
protocols, as well as of the number of operations of the hash 
function on the tag in RFID protocols. 

Computation Cost: the tag used in the protocol proposed by 
Lee and al. (Protocol LHYC) [7] and the smart cards of the 
biometric protocols require an important number of operations 
for the hash function. On the contrary, in the protocol of Chien 
and Huang [4], it requires a random numbers generator with an 
input number, but it is necessary not to forget the replay 
algebraic attack.  

In our protocol, we require two operations of calculation of 
function h in the tag, so these calculations are effective for 
RFID tags. 

Communication Cost: Communication cost between a tag 
and a reader consists of: the number of message exchanges, and 
the total bit size of the transmitted messages, per each 
communication. Concerning our protocol, the total of the bits 
of the messages of communication tag to the reader is: 2½l and 
for the message of communication reader to tag is: ½l. With 
regard to the other protocols of smart cards the performance of 
the communication of our protocol is more effective. 
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TABLE II : PERFORMANCE ANALYSIS  

 

Protocol 

Computation 

Cost  

Tag/Card 

Storage 

Cost  

Communication Cost  

R T T R ∑ 

R
F

ID
 

[4] 1g 2l ½l 1½l 2l 

[5] 1h 1l - 2l 2l 

[6] 2h 1l 1l 2l 3l 

[7] 4h 2l 1l 2l 3l 

S
m

ar
t

C
ar

d
 [8] 4h 3l 2l 3l 5l 

[9] 4h 3l 2l 3l 5l 

[10] 3h 4l 2l 3l 5l 

Our protocol 2h 2l ½l 2½l  3l 

          Notations: h - the cost of a hash function operation,  
               g - random number generator with an input number, 
               l: size of required memory. 

 
Storage Cost: The amount of storage needed on the back-

end server is also another important issue. In the biometric 
protocols [8, 9], the smart card requires 3l bit and 4l for the 
protocol [10]. In our protocol, the tag requires 2l bit to store the 
identity (ID) and the function h of template (GB). 
Consequently, in the implemented protocols, the tag requires 
only 2l bits at most of the memory, which is adapted to tags 
with weak cost. 

We can conclude that our protocol is effective and adapted 
to RFID tags as far as the computation cost; the storage cost 
and the communication cost are concerned. 

VII. CONCLUSION 

We proposed in this article a new RFID authentication 
protocol which uses biometric data. Our protocol is compatible 
with the constrained computational and memory resources of 
the RFID tags. Concerning the problem of the size of biometric 
data, we applied the hash function to the biometric template, 
which allows to optimize and to protect these data. Our 
protocol realizes the secrecy private data, the authentication of 
the tag and the authentication of the reader. Experimental tests 
(with AVISPA and SPAN tools) proved it. We made an 
analysis of security on the efficiency of our protocol for 
untraceability, resistance for the denial of service (DOS) attack 
prevention and the desynchronization resistance.  

The advantage of our protocol is that it can be used in 
decentralized applications since we have no need of biometric 
database of the users in the system.  

Future research includes additional work in regards to the 
biometric hash function. There are many researches on the 
implementation of the robust hash function in RFID tags. But 
researches on the implementation of Biometric hash function 
are limited.  
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Abstract—The growth in electronic transactions has 

resulted in a greater demand for fast and accurate user 

identification and authentication. Access codes for 

buildings, banks accounts and computer systems often use 

personal identification numbers (PIN's) for identification 

and security clearances. Conventional method of 

identification based on possession of ID cards or exclusive 

knowledge like a social security number or a password are 

not all together reliable. An embedded fingerprint 

biometric authentication scheme for automated teller 

machine (ATM) banking systems is proposed in this paper. 

In this scheme, a fingerprint biometric technique is fused 

with the ATM for person authentication to ameliorate the 

security level.  

Keywords- ATM; PIN; Fingerprint; security; biometric. 

I.  INTRODUCTION 

Rapid development of banking technology has changed the 
way banking activities are dealt with. One banking technology 
that has impacted positively and negatively to banking 
activities and transactions is the advent of automated teller 
machine (ATM). With an ATM, a customer is able to conduct 
several banking activities such as cash withdrawal, money 
transfer, paying phone and electricity bills beyond official 
hours and physical interaction with bank staff. In a nutshell, 
ATM provides customers a quick and convenient way to 
access their bank accounts and to conduct financial 
transactions. Personal identification number (PIN) or 
password is one important aspect in ATM security system. 
PIN or password is commonly used to secure and protect 
financial information of customers from unauthorized access 
[1]. An ATM (known by other names such as automated 
banking machine, cashpoint, cash machine or a hole in the 
wall) is a mechanical system that has its roots embedded in the 
accounts and records of a banking institution [1]-[2].  It is a 
computerized machine designed to dispense cash to bank 
customers without need of human interaction; it can transfer 
money between bank accounts and provide other basic 
financial services such as balance enquiries, mini statement, 
withdrawal and fast cash among others [3].  

The paper is arranged as follows. Section II provided the 
background of ATM security and the need for biometrics.  
Section III introduced the related works on biometric 

identifiers. Section IV described the materials and methods 
employed to conduct the survey. Section V presented the 
results obtained and the discussions on the results. Section VI 
concluded the paper. 

II. RESEARCH BACKGROUND 

Crime at ATMs has become a nationwide issue that faces 
not only customers, but also bank operators and this financial 
crime case rises repeatedly in recent years [4]. A lot of 
criminals tamper with the ATM terminal and steal customers’ 
card details by illegal means. Once users’ bank card is lost and 
the password is stolen, the users’ account is vulnerable to 
attack. Traditional ATM systems authenticate generally by 
using a card (credit, debit, or smart) and a password or PIN 
which no doubt has some defects [5]. The prevailing 
techniques of user authentication, which involves the use of 
either passwords and user IDs (identifiers), or identification 
cards and PINs (personal identification numbers), suffer from 
several limitations [6]. Passwords and PINs can be illicitly 
acquired by direct covert observation.  When credit and ATM 
cards are lost or stolen, an unauthorized user can often come 
up with the correct personal codes. Despite warning, many 
people continue to choose easily guessed PIN's and passwords 
- birthdays, phone numbers and social security numbers. 
Recent cases of identity theft have heightened the need for 
methods to prove that someone is truly who he/she claims to 
be. Biometric authentication technology may solve this 
problem since a person’s biometric data is undeniably 
connected to its owner, is nontransferable and unique for every 
individual. The system can compare scans to records stored in 
a central or local database or even on a smart card. 

Biometrics can be defined as a measurable physiological 
and behavioral characteristic that can be captured and 
subsequently compared with another instance at the time of 
verification. It is automated methods of recognizing a person 
based on a physiological or behavioral characteristic [7]. It is a 
measure of an individual's unique physical or behavioral 
characteristics to recognize or authenticate its identity [8]. 
Common physical biometrics characteristics include 
fingerprint, hand or palm geometry, retina, iris and face while 
popular behavioral characteristics are signature and voice. 
Biometrics technologies are a secure means of authentication 
because biometrics data are unique, cannot be shared, cannot 
be copied and cannot be lost. 
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III. RELATED WORKS 

Shaikh and Rabaiotti [9] analyzed the United Kingdom 
identity card scheme. Their analysis approached the scheme 
from the perspective of high volume public deployment and 
described a trade-off triangle model. They found that there is a 
trade-off between several characteristics, i.e., accuracy, 
privacy and scalability in biometric based identity 
management system, where emphasis on one undermines the 
other.  

Amurthy and Redddy [6] developed an embedded 
fingerprint system, which is used for ATM security 
applications. In their system, bankers collect customers’ finger 
prints and mobile numbers while opening accounts, then 
customer only access ATM machine. The working of the 
ATM machine is such that when a customer place a finger on 
the finger print module it automatically generates every time 
different 4-digit code as a message to the mobile of the 
authorized customer through GSM modem connected to the 
microcontroller. The code received by the customer is entered 
into the ATM machine by pressing the keys on the touch 
screen. After entering it checks whether it is a valid one or not 
and allows the customer further access. Das and  

Schouten and Jacobs [8] presented an evaluation of the 
Netherlands’ proposed implementation of a biometric 
passport, largely focusing on technical aspects of specific 
biometric technologies (such as face and fingerprint 
recognition) but also making reference to international 
agreements and standards (such as ICAO and the EU’s 
‘‘Extended Access Control’’) and discussed the privacy issue 
in terms of traditional security concepts such as 
confidentiality. Debbarma [1] proposed an embedded Crypto-
Biometric authentication scheme for ATM banking system. 

IV. MATERIALS AND METHODS 

The target population of this study was customers and staff 
of some commercial banks in Awka, Anambra State, South-
Eastern Nigeria. The customers and students were randomly 
selected. The instrument used for this study was a 16-item 
questionnaire developed by the researchers. The items in the 
questionnaire were derived from extensive survey of relevant 
literature and oral interview. The instrument has three 
sections. The first section deals with participants’ profile. The 
second section deals with participants’ use and reliability of 
ATM. The third section deals with the reliability of fingerprint 
biometric characteristic. Of the 200 copies of the questionnaire 
administered, 163 usable copies were returned. This 
represented 82 percent return rate. This study was carried out 
over a period of four months. The items in the instrument were 
analyzed using descriptive statistical methods [10]-[13]. The 
secondary sources of data were obtained from journals, the 
Internet and textbooks.  Expert judgments were used to 
ascertain the validity of the items in the questionnaire. Two 
experts face-validated all the items in the questionnaire. The 
wordings of items were also checked for clarity. Two items in 
the questionnaire were deleted for irrelevance while three 
ambiguously worded items were restructured to reflect clarity. 

After the corrections, the two experts found the items to be 
suitable for administration on the subjects. The reliability co-
efficient of the instrument was tested by using the Cronbach 
alpha which is adequate for reliability measure. The 
instrument yielded a reliability coefficient of 0.81.  

V. RESULTS AND DISCUSSION 

The summary of the results obtained is presented (Tables I 
– III). Table I shows the profile of participants. The range of 
age of participants was 20-53 years. 85 males and 78 females 
took part in the study.  

TABLE I.  PROFILE OF PARTICIPANTS 

No Profile Description 

1. Age 20-53 years old 

2. Sex (male: female) 85:78 

3. Bank account and ATM card Respondents own different types 

of account depending on the bank, 

bank products and types of 

services rendered. 
 

Each of the participants own at least one type of bank 
account. This depended on the bank, the products offered and 
services provided by the bank. Banks in Nigeria continually 
churn out new products and services to have competitive 
advantage. This resulted to the introduction of ATM and the 
services it provides. 

Table II shows the use and reliability of ATM. 139 
respondents representing some customers and staff of some 
banks, representing 85 percent of the population use the ATM 
while 15 percent of the population is yet to use the machine. 
This 15 percent of the population is still skeptical about using 
ATM because of the issues associated with it. Such issues as 
inability of the machine to return a customer’s card after 
transaction which may take days to rectify, debiting a 
customer’s account in a transaction even when the customer is 
not paid and cash not dispensed, and “out of service” usually 
displayed by the machine which most of the time is 
disappointing and frustrating among others. 100 percent of the 
population is aware of one form of ATM fraud or another. 
Most banks in Nigeria constantly update their customers on 
ATM frauds and measures to be taken to avert them. 89 
percent of the population thinks that ATM transactions are 
becoming too risky this necessitated 93 percent of the 
population affirming that they will continue the use of ATM 
because of security issues associated with the machine. Hence, 
100 percent of the population preferred a third authentication 
aside the use of ATM card and PIN and this population 
believed that with the infusion of biometrics characteristics to 
the existing ATM card and PIN, ATM security will be 
improved drastically. 

Table III shows the reliability and popularity of fingerprint 
biometric character. 74 percent of the population is familiar 
with fingerprint biometric. 63 percent of the population 
strongly believed that with the incorporation of fingerprint to 
the existing ATM card and PIN, will provide a better security 
to the ATM.  
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TABLE II.  USE AND RELIABILTY OF ATM 

No Question 

Responses 

Total 

Percentage (%) 

Yes No Yes No 

1. Do you use ATM? 1
39 

2
4 

163 85 15 

2. Is password (PIN) secured in using ATM? 60 103 163 37 63 

3. 

How Long have you been using ATM?   

163 

  

a. Less than a year 23  14  

b. Greater than one year but less than 3 years 37  23  

c. More than 3 years 103  63  

4. Have you ever heard of any ATM fraud? 163 0 163 100 00 

5. Is anything being done about ATM fraud? 150 13 163 92 08 

6. Are ATM transactions becoming especially 
risky? 

145 18 163 89 11 

7. Will you discontinue the use of ATM because of 
the security issues associated with it? 

152 11 163 93 07 

8.  Would you prefer a third level security aside 
card and PIN? 

163 0 163 100 00 

9.  Have you heard of biometrics as a means of 
authentication? 

143 20 163 88 12 

10. Do you think the use of biometrics can improve 
ATM security? 

163 0 163 100 00 

TABLE III.  RELIABILTY OF BIOMETRICS CHARACTERISTICS 

S/N Question Biometric 
Characteristic 

Responses Percentage 
(%) 

1. 
Which of these biometric 

characteristics have you heard 
of? 

a. Fingerprint 120 74 

b. Iris 9 06 

c. Face 
Recognition 

7 04 

d. Signature 12 07 

e. DNA 2 01 

f. Retina 8 05 

g. voice 5 03 

Total 163 100 

2. 

Which of the biometrics 
characteristic will provide better 
security when fused with the 
ATM? 

a. Fingerprint 101 62 

b. Iris 13 08 

c. Face 
Recognition 

9 06 

d. Signature 12 07 

e. DNA 12 07 

f. Retina 9 06 

g. voice 7 04 

Total 163 100 
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A. Fingerprint Biometrics 

The use of fingerprints as a biometric is both the oldest 
mode of computer-aided, personal identification and the most 
prevalent in use today [14].  

In the world today, fingerprint is one of the essential 
variables used for enforcing security and maintaining a 
reliable identification of any individual. Fingerprints are used 
as variables of security during voting, examination, operation 
of bank accounts among others. They are also used for 
controlling access to highly secured places like offices, 
equipment rooms, control centers and so on [15]. The result of 
the survey conducted by the International Biometric Group 
(IBG) in 2004 on comparative analysis of fingerprint with 
other biometrics is presented in Fig. 1.  

The result shows that a substantial margin exists between 
the uses of fingerprint for identification over other biometrics 
such as face, hand, iris, voice, signature and middleware [16]. 

 

Figure 1.  Comparative survey of fingerprint with other biometrics 

References [16]-[19] adduced the following reasons to the 
wide use and acceptability of fingerprints for enforcing or 
controlling security: 

a. Fingerprints have a wide variation since no two people 

have identical prints. 

b. There is high degree of consistency in fingerprints. A 

person's fingerprints may change in scale but not in 

relative appearance, which is not the case in other 

biometrics. 

c. Fingerprints are left each time the finger contacts a 

surface. 

d. Availability of small and inexpensive fingerprint 

capture devices. 

e. Availability of fast computing hardware. 

f. Availability of high recognition rate and speed devices 

that meet the needs of many applications 

g. The explosive growth of network and Internet 

transactions 

h. The heightened awareness of the need for ease-of-use 

as an essential component of reliable security. 

VI. CONCLUSION 

The growth in electronic transactions has resulted in a 
greater demand for fast and accurate user identification and 
authentication. Access codes for buildings, banks accounts and 
computer systems often use PIN's for identification and 
security clearances. Conventional method of identification 
based on possession of ID cards or exclusive knowledge like a 
social security number or a password are not all together 
reliable. ID cards can be lost, forged or misplaced; passwords 
can be forgotten or compromised, but ones’ biometric is 
undeniably connected to its owner. It cannot be borrowed, 
stolen or easily forged. Using the proper PIN gains access, but 
the user of the PIN is not verified. When credit and ATM 
cards are lost or stolen, an unauthorized user can often come 
up with the correct personal codes. Despite warning, many 
people continue to choose easily guessed PIN's and passwords 
- birthdays, phone numbers and social security numbers. 
Recent cases of identity theft have heightened the need for 
methods to prove that someone is truly who he/she claims to 
be. Biometric authentication technology using fingerprint 
identifier may solve this problem since a person’s biometric 
data is undeniably connected to its owner, is nontransferable 
and unique for every individual. Biometrics is not only a 
fascinating pattern recognition research problem but, if 
carefully used, could also be an enabling technology with the 
potential to make our society safer, reduce fraud and lead to 
user convenience by broadly providing the following three 
functionalities (a) positive identification (b) large scale 
identification and (c) screening. 
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Abstract- The algorithm of variational inequality is the 

important and valuable question in real life all the time. In 

this paper, a globally convergent algorithm of variational 

inequality is proposed. The method ensures that the 

corrector step sizes have a uniformly positive bound from 

below. In order to prove convergence of algorithm, we first 

establish some definitions, properties and theorem, and 

then we prove its global convergence under appropriate 

conditions.  
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I.  INTRODUCTION  

Consider the generalized variational inequalities: we seek 
* nu R ,that satisfies *( )g u   and 

* *( ( ) ( )) ( ) 0, ( )Tg u g u F u g u                                       

(1) 

Here : n nF R R , : nG R   are given nonlinear operators 

and 
nR  is non-empty closed convex set. Noor had 

introduced problem (1)in his literature[1], and generalized 
variational inequalities is called GVI. GVI have important 
applications in economics and nonlinear analysis etc. 

When ( )g u u , GVI degenerate into VI: seek a vector 
*u  ,that Satisfies * *( ) ( ) 0Tu u F u   and u  . 

Sun studied VI in his literature [2],and gave a new method 
to find the descent direction in the following way: 

 ( , ) ( , ) ( ) ( ( ) )d u e u F u F p u F u         

Where  ( , ) ( )e u u p u F u    and p is a rectangular 

projection from nR to  . 

Assuming that the underlying mapping F is pseudo-
monotone, the author proves that this new method is globally 
convergent and gives a necessary and sufficient condition 
when the solution set is nonempty. Using literature thoughts 
[2-6], we propose a modified projection-type method of GVI. 

II. DEFINITION  AND PROPERTIES  

In order to prove convergence of algorithm, we need 
someconclusions and assumptions, review that as fellows: 

For a nonempty closed convex-set nR , where 

nu R , set ( )p u  is a rectangular projection from u  to  , 

that means  ( ) argmin , ,p u v u u v   P P . 

Some important properties of projection are as follows: 

Lemma1 If nR is a nonempty-closed convex set,for all 
nu R and v .then we have that 

( ) , ( ) 0p u u v p u                            (2)        

 According to Lemma1 we have a conclusion that 
projection operator is non-expansive,and we also obtain an 
equivalent proposition on solution set of GVI. 

Lemma2 Vector * nu R is a solution of GVI if and only if           
* * *( ) ( ) ( )g u p g u F u

    , for all 0  . 

Assumptions: 

1) * is non-empty set : and * nR is a solution set of GVI.  

2) : n nF R R  is g- monotonous projection mapping, such 

that: ( ) ( ), ( ) ( ) 0F u F v g u g v     ,for all , nu v R . 

3) : n ng R R is nonsingular mapping, there is a positive 

constant   satisfies ( ) ( )g u g v v u  P P P P.for all , nu v R  

In this paper, we define residual vector ( , )e u   as fellows: 

 ( , ) : ( ) ( ) ( )e u g u p g u F u    . 

Lemma3 Suppose that nR is a nonempty-closed 

convex set, we choose optional nu R and 1 2 0   ,then we 

have  

1) 1 2( , ) ( , )e u e u P P P P； 

2) 1 1 2 2( , ) / ( , ) /e u e u   P P P P  

III. ALGORITHM AND CONVERGENCE 

A. Algorithm 

Initial step:  

set 0u  nR and 0( )g u   and  ,   (0,1),   (0,2). If 
0( ,1) 0e u  , then stop it； set k:=0,otherwise. 
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Iterative step:Set km

k  and km is a minimal nonnegative 

integer m and satisfies formula below 

 

( ( )) ( ( ) ( , )) ( , )m k k k m k mF g u F g u e u e u     P P P P      

(3)                                

Set 1( ) ( ) ( , ) ( , )k k k k

k kg u p g u u d u  


    , 

where                   

( , ) ( , ) ( ( )) ( ( ) ( ) )k k k k k

k k k k kd u e u F g u F p g u F u    
      , 

                  2 2( , ) (1 ) ( , ) / ( , )k k k

k k ku e u d u      P P P P . 

If ( , ) 0k

ke u   , then stop; the iterative process continues 

otherwise. 

Lemma4 Suppose nu R , ( )g u  ,and u isn`t a solution of 

GVI, choose arbitrary (0,1)  ,exist °  ( ) 0,1u  ,for all 

°0, ( )u  


,we have  

( ( )) ( ( ) ( , )) ( , )F g u F g u e u e u     P P P P           (4)                             

PROOF. Suppose that there is (0,1)  , for arbitrary 

°  0,1  , exist °0,  


,it satisfies such that 

( ( )) ( ( ) ( , )) ( , )F g u F g u e u e u     P P P P 

If °
1 1  , there is °1 10,  


, we obtain that  

1 1 1( ( )) ( ( ) ( , )) ( , )F g u F g u e u e u     P P P P. 

If ±  1
22 1min ,  , there is ±2 20,  


,we obtain that 

2 2( ( )) ( ( ) ( , ))F g u F g u e u  P P  2( , )e u P P. 

......... 

If ±  1
1min ,nn n   , there is ±0,n n  


,we have that 

( ( )) ( ( ) ( , ))n nF g u F g u e u  P P  ( , )ne u P P 

 .......... 

when 1n  ,we obtain a sequence n ,such that 1
n n

  and 

( ( )) ( ( ) ( , )) ( , )n n nF g u F g u e u e u     P P P P      

(5)                                

From ( )g u  and the expression of ( , )e u  and 1
nn  , we 

have lim ( , ) 0n
n

e u 


 .According to formula(5)and the continuity 

of F and the conclusion of Lemma3,we obtain that 

          0 lim ( ( )) ( ( ) ( , ))n
n

F g u F g u e u 


   P P  

lim( ( , ) / ) ( ,1)n n
n

e u e u   


P P P P 

By combining Lemma2, obviously, we have *u ,this is 

contradiction for the known .and the result is proved.                                                       

□                                                                                                                                                                              

Lemma5 Suppose that ( )F x is g- monotonic mapping, we 

choose * *u   arbitrarily, when nu R and ( )g u  ,we have 

that                  

* 2( ( ) ( )) ( , ) ( , )Tg u g u d u e u   P P  

( , ) ( ( ( ) ( ( ) ( , )))Te u F g u F g u e u     

PROOF.  From (2),we obtain that 

  ( ) ( ) ( ) ( )
T

g u F u p g u F u      *( ) ( ) ( )p g u F u g u   0  

i.e. *( ( , ) ( )) ( ( ) ( ) ( , )) 0Te u F u g u g u e u       ,      

so  we have that    
* 2( , ) ( ( ) ( )) ( , )Te u g u g u e u   P P     

      *( ) ( ( ) ( ) ( ))TF u p g u F u g u                  (6)           

From g- monotonic properties of F, we have 

   * *( ( ( ) ( ) ) ( ( ))) ( ( ) ( ) ( )) 0TF p g u F u F g u p g u F u g u          (7)                         

From * *u  and  ( ) ( )p g u F u   ,   we have that  

  * *( ( ) ( ) ( )) ( ( )) 0Tp g u F u g u F g u            (8)                                     

Add(6),(7),(8),we obtain that 

  *( , ) ( ( ) ( , )) ( ( ) ( ))
T

e u F g u e u g u g u       

2 *( , ) ( ) ( ( ) ( ) ( , ))Te u F u g u g u e u     P P  

( , ) ( ( ) ( , ))Te u F g u e u   . 

 

By transposing and   sorting , the proposition is founded.  

According to algorithm design and Lemma5,For all ku and 
*u  ,we have 

* 2( ( ) ( )) ( , ) (1 ) ( , )k T k k

k kg u g u d u e u     P P        (9)                                                

The result is proved.  

Theorem1 Suppose that ( )F x is a continuous and g-  

monotonic mapping projection, so the sequence ku  generate 

by algorithm is bounded. 

PROOF.  Suppose * *u  , then we have 

1 * 2 *( ) ( ) ( ) ( )k kg u g u g u g u    P P P  
2( , ) ( , )k k

k ku d u   P
* 2( ) ( )kg u g uP P  

*2 ( , )( ( ) ( )) ( , )k k T k

k ku g u g u d u      
2 2 2( , ) ( , )k k

k ku d u   P P   
* 2 2( ) ( ) (2 )(1 ) ( , ) ( , )k k k

k kg u g u u e u        P P P P  

For (0,2)  and (0,1)  ,use the formula of above,we have 

that  
1 * * 0 *( ) ( ) ( ) ( ) ( ) ( )k kg u g u g u g u g u g u      P P P P L P P 

By combining assumption3),the sequence  ku  which 

generated by algorithm is bounded.The result is proved.                                                                                                                                                                                

□ 

From theorem1,we obtain this algorithm is a projection-
type and contraction method. 

Lemma6 ( , )k

ku  which is generated by algorithm is a 

uniformly positive bound from below. i.e. there is 0  ,such 

that ( , )k

ku   . 

PROOF.  From the expression of ( , )k

kd u  and(3),we 

obtain that 
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2 2 2( , ) 2 ( , ) 2 ( ( ))k k k

k k kd u e u F g u    P P P P P

2( ( ) ( , ) )k k

kF p g u e u 
   P 2 22(1 ) ( , )k

ke u   P P  

According to the expression of ( , )k

ku  , we have  

 

2

1
( , ) :

2(1 )

k

ku


  



 


 

So the step length of this algorithm is a uniformly positive  

bound from below. the result is proved.                                □   

 
From Lemma6 and Theorem1,we have that 

1 * 2 * 2( ) ( ) ( ) ( )k kg u g u g u g u    P P P P  
2(2 )(1 ) ( , )k

ke u     P P  

Such that 

2

0

( , )k

k

k

e u 




 P P  i.e. lim ( , ) 0k

k
k

e u 


P P           (10) 

2.2 Proof of the global convergence 

Theorem2   Suppose that the conditions of theorem1 holds ,we  

have that 

 1) lim ( , ) / 0k

k k
k

e u  


P P ； 2)  ku  converges to the 

solution of GVI. 
PROOF. 1) Suppose that there is a boundless index subset

0K ,we have 

( , ) / 0k

k ke u    P P    for all 0k K , 

by combining lim ( , ) 0k

k
k

e u 


P P ,we obtain that 

0,
lim 0k

x k K


 
 ,because  ku is bounded , so  ( )kF u  is bounded 

too, according to non-expansivity of projection algorithm, we 
obtain that 

0,
lim ( ) ( ) ( ) /k k k

k
x k K

g u p g u F u 
 

    P P  

0,
lim ( ) / 0k

k
x k K

F u 
 

P P , 

by combining the continuity of F and the conclusion of 

lemma3 and liner search (3),for all 0k K and k   we 

obtain that 

0 ( ( )) ( ( ) ( ) / )k k k

kF g u F p g u F u 
     P P

( , ) ( , )k k

k k

k k

e u e u  
 

  


P P P P
 

this is contradiction for the assumptions ,then the result is 

proved.  

2) Divide two kinds of case 

i) limsup 0k
k




  i.e. there is 0 0  and 1K ,such that 0k  ,

1k K . 

From 0( , ) ( , )k k

ke u e u P P P P  and 1k K and (10) we have that                               

0( , ) 0ke u  P P . 

Because  ku is bounded ,so we ensure that there is a 

convergent subset jk
u ,and suppose  its limiting point is u .By  

combining the continuity of  0( , )e u P P,we obtain that 

0( , ) 0e u  P P , means *u . 

Proof of global convergence is below. From theorem1,we 

have      
1( ) ( ) ( ) ( )k kg u g u g u g u   P P P P, 

we choose û  arbitrarily , û  is an accumulation point of ku , 

and  lk
u is a convergence subsequence,   there is 

l jk k  for all 

jk  ,such that 

( ) ( ) ( ) ( )jl
kk

g u g u g u g u  P P P P, 

set 
jk  ,by combining 

l jk k ,we have 

$( ) ( ) ( ) ( ) 0g u g u g u g u   P P P P .  

Then $( ) ( )g u g u , by combining 3) ,there is $u u .Thus 

sequence ku global converge to u . 

ii) lim 0k
k




 ,from the conclusion 2) of lemma3, when k is 

big enough, we obtain that 

( , )
( ,1)

k
kk

k

e u
e u






P P
P P, 

from the conclusion 1) of theorem2 and the formula of above, 

we have that                      ( ,1) 0ke u P P . 

From the similarly analysis as i) we proved theorem.                                      

□ 

IV. CONCLUSIONS AND PROSPECT 

As everyone knows, variational inequality originated in the 
mathematical physics problem with the nonlinear 
programming, In this paper, we get a new globally convergent 
algorithm of variational inequality,  it can be widely used in 
the physical, mechanical, engineering, economic and other 
fields ,how  to  popularize It better in Practical Engineering 
Application is a topic for future research.  
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Abstract—Digital Imaging and Communications in Medicine 

(DICOM) is a standard for handling, storing, printing, and 

transmitting information in medical images. The DICOM file 

contains the image data and a number of attributes such as 

identified patient data (name, age, insurance ID card,…), and 

non-identified patient data (doctor’s interpretation, image 

type,…). Medical images serve not only for examination, but can 

also be used for research and education purposes. For research 

they are used to prevent illegal use of information; before 

authorizing researchers to use these images, the medical staff 

deletes all the data which would reveal the patient identity to 

prevent patient privacy. This manipulation is called 

anonymization. In this paper, we propose a reversible 

anonymization of DICOM images. Identifying patient data with 

image digest, computed by the well-known SHA-256 hash 

function, are encrypted using the proposed probabilistic public 

key crypto-system. After compressing the Least Significant Bit 

(LSB) bitplan of the image using Hofmann coding algorithm, the 

encrypted data is inserted into a liberated zone of the LSB 

bitplan of the image. The proposed method allows researchers to 

use anonymous DICOM images and keep to authorized staff -if 

necessary- the possibility to return to the original image with all 

related patient data. 

Keywords-DICOM images; watermaking; Hofmann coding; 

reversible anonymization, public key cryptosystem. 

I.  INTRODUCTION  

DICOM images contain different kind of information, 
intermixing identifying patient data (I-Data) and non-
identifying patient data (M-data) in a single file. To use these 
images by scientific researchers or for teaching purposes, 
hospitals proceed to the image anonymization by deleting all I-
Data to ensure the patient privacy. Several software and web 
based applications were proposed to ensure this anonymization, 
as proposed by [5], [4] and [6].  

For research purposes, sometimes the return to some I-Data 
in order to explain typical phenomenon is inescapable, but, the 
images are already anonymized and there is no way to use 
those information. To deal with this problem, [2] proposed to 
substitute I-Data by a unique anonymous token. In case that 
later an authenticated user needs full access to an image, the 
token can be used for re-linking separated I-Data and M-Data. 
[7] proposes to extract and save identifying data in another 
database and non-identifying data is stored in the archive.  

When data is requested, the proposed system resolves the 
correlating and gathers the person-identifying information from 
the separate database. Another web-based separation is 
proposed in [8]. All above methods circumvent the main 
objective of DICOM images, which is to keep the image and 
the related data in the same file. To ensure the anonymization 
with keeping I-Data in the same file, the watermarking 
techniques are unavoidable. [3] proposed embedding the digest 
computed by SHA-256, in the Region of Non-Interest (RONI) 
of the image LSB bitplan. This method presents some 
difficulties to determine the RONI. 

In this paper, we propose a reversible anonymization of 
DICOM images based on cryptography and watermarking. 
After liberating a space in LSB bitplan of the host image by 
compressing the original LSB bitplan using the Hoffmann 
coding, the I-Data and the image digest computed by SHA 
digital signature algorithm, are encrypted using the proposed 
public key crypto-system and inserted in liberated zone. 

This paper is organized as follows: Section 2 gives a brief 
review of DICOM standard. Section 3 explains the security 
requirement for medical data storage. Section 4 exposes the 
proposed public key crypto-system. Section 5 exposes the 
global algorithm of reversible anonymization, and the last 
section concludes the paper.  

II. DICOM IMAGES 

Introduced in 1993, DICOM (Digital Imaging and 
Communications in Medicine) a technology standard that is 
used virtually in Hospitals, clinics, imaging centers and 
specialists. Its structure is designed to ensure the 
interoperability of systems used to produce, store, display, 
send, …, and retrieve medical images and derived structured 
documents as well as to manage related workflow.  

DICOM is required by all Electronic Health Records 
Systems that include imaging information as an integral part of 
the patient record.  

DICOM is used in radiology, cardiology, radiotherapy, 
oncology, ophthalmology, dentistry, and so on. 

For more description about DICOM, see the official web 
site [13]. 
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III. SECURITY REQUIREMENTS FOR MEDICAL DATA 

STORAGE 

To preserve patient privacy, all medical data are considered 
as sensitive. To read the content of an image, a user should be 
authorized. To prevent data infiltration, the anonymization 
prevents the exposure of identified patient data to unauthorized 
users. Many techniques are available to ensure the storage of 
medical data: 

A. File access control 

Under operating systems, the administrator defines access 
restrictions (read, write and execute) to file owner, the stuff 
members, and public users. 

B. Data access control 

Medical databases are stored in local servers and can be 
consulted remotely for tele-diagnostic for example. Access or 
denial to medical data should be adequately granted.  

C. File encryption and signature 

To reduce considerably the risk of disclosure, the use of 
crypto-system is a great solution. Encrypt medical data before 
transmission upon open networks, like Internet, ensures the 
confidentiality of patient identity. Adding digital signature 
ensure the data integrity also.  

D. File anonymization 

The identified patient data or de-identified patient data - 
information that does not identify the individual and for which 
there is no reasonable basis to believe the individual can be 
identified from it - must be kept confidential. Several software 
and web based applications can ensure the DICOM 
anonymization by deleting certain attributes like (Name, 
Address, Social card ID,…) . 

IV. PROPOSED PUBLIC KEY CRYPTOSYSTEM  

A. Overview 

Formally, PKE  = three efficient (probabilistic) algorithms: 

KeyGen( ):            

Outputs: public key pk  and secret key sk  

Enc( pk , m ): 

Outputs: a ciphertext c  

Dec( sk , c ): 

Outputs: a message m  

And always, we assume that the communication is 
exchanged in insecure channel, and then always, we assume 
that there are pirates (adversaries).  

The scheme is called semantically secure if the probability      

2

1
)"(" winsAyprobabilit  is negligible for every efficient 

adversary "" A . 

Our proposed scheme is based on third order linear 
sequences. 

In [10], P. Smith and M. J. J. Lennon proposed using Lucas 
sequences cryptosystems, and they proved that the computation 
cost by using Lucas sequences is half reduced instead of using 
exponentiation in the standard RSA. Moreover, from [12], the 
security of Lucas sequences is polynomial-time equivalent to 
the generalized discrete logarithm problem. In [11], Gong and 
L. Harn introduced cryptosystems based on third order linear 
sequences, and they show that the computation cost of the 

proposed scheme is reduced by 
3

2   instead of using 

exponentiation in the standard RSA. All these given variants 
have a weak point on semantic security. In this paper, a 
probabilistic variant is given, together with the security 
analysis. Moreover, as the crucial property of Lucas sequences 
is that cryptosystem are not formulated in terms of 
exponentiation, this would make them unsusceptible to various 
well known attacks that threaten the security of more 
traditional exponentiation based cryptosystems like RSA.  

B. Mathematical foundation  

Remind that for two integers a ,  b  and a polynomial

1)( 23  bXaXXXf , a third order linear characteristic 

sequence generated by ),( ba  is denoted by ),( bas  and defined 

by the following recurrence:  

),(),(),(),( 123 basbabsbaasbas kkkk  


),( ba is called the generator of ),( bas and k is its 

exponent.  

It is well known that if 
21,  and 

3 are the complex 

roots of )(Xf . Then there exist three rational numbers 

 321 ,, aaa  such that for every integer k .  

kkk

k aaas 332211b)a,  (  


Note that the tuple  321 ,, aaa  depends only on the choice 

of ),(0 bas , ),(1 bas , ),(1 bas  and conversely. If ),(),,( 10 basbas  

and ),(1 bas
are integers, then 

321 ,, aaa  are integers too.  

Through the paper, let  p  is an odd prime integer, ),( bas   

is a third order linear sequence such that ),(),,( 10 basbas , 

),(1 bas
 are integers and )(mod1321 paaa  .  

Then )(mod),(1 pbbas 
, )(mod3),(0 pbas  , 

)(mod),(1 pabas   and for every k , ),( bask
 is an integer. 

Since )(Xf is irreducible in  XFp
 , then )(Xf is irreducible 

in  XQ  too. In that case, let  1QK  ,  
KZ  its ring of 

integers,  
Q

KN  and  
Q

KT  the norm and trace of K . Then for 

every integer k ,   pTbas
k

Q
Kk mod),( 1 . Since )(mod1 p

p
  and 

M 
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)(mod
2

1 p
p

   are the conjugate of )(mod1 p , we have: 

  )(mod1
1

11

2

pN
pp

Q
K 


 .  

Thus, 12  ppT   is a period of  ),( bas  modulo p .  

 The following cryptographic properties are well known 

modulo p (see [GH 99]). We give theme modulo 2p  without 

proof. 

 To simplify, for every integer k , let us denote

))(mod,(: 2pbass kk  . 

If )(mod3),( 2

0 pbas  , )(mod),( 2

1 pabas   and 

 )(mod),( 2

1 pbbas 
. Then for every integer k ,  

if   )(mod1 223 pXsXsXXf kkk  
,  

then     )(mod)( 2

321 pXXXXf
kkk

k   .  

In particular, for every integers k  and e ,   

  ).)(mod,(),(),,( 2pssbasbass ekekkke         (3) 

C. Infrastructure 

 The algorithms of the proposed public key schemes are 
based on the result given in Proposition.1, given in this 
paragraph.   

Let pqn   be an RSA, ),( ba  two integers such that  

1)( 23  bXaXXXf  is irreducible modulo p  (resp. 

modulo q ), ),( bas    the third order linear sequence  modulo 
2n generated by ),( ba  such that )(mod),( 2

1 nbbas 
, 

)(mod3),( 2

0 nbas  ,  

)(mod),( 2

1 nabas  .    

Let 

 )1,1( 22  qqppLCMT  )4( 

be the least common multiple of 12  pp  and 

12  qq . 

Let })(mod3),(,),({: 2 nyxsZyx T    

and 
nZ

Z
L 2:  defined by  

)(mod
3),(

),(L n
n

yxs
yx T 
 

Since for every ),( yx , )(mod3),( nyxsT  , L  is well 

defined  and we have the following proposition: 

 Proposition.1 

If ),( baL  is invertible modulo n , then for every integer 

k ,  

)(mod
),(

)),(),,((
nk

baL

basbasL kk  

Proof.  

For every ,  

let }])[(mod1],[{: ii

i ZnxZx       

and 
][

][
:

i

ii

i
nZ

Z
L






 defined by 
)(mod

1
)(L i n

n

x
x




.  

Then for every 
2

),( iyx  ,   

)(mod
1)1(1)1(1

)(Li n
n

x

n

y
x

n

xyx

n

xy
xy











 . 

Since ix  , we have )(mod
1)1(

)(Li n
n

x

n

y
xy





    

and then )(L)(L)(L iii yxxy  .  

Let )1(T 2

p  ppk . Since for every ,  

)(mod1))(()(
12

pN qq k

i
Q

K

kpp

i

T

i 


   (resp. 

)(mod1 q
T

i  ), it follows that )(mod1 n
T

i  . Thus for 

every ,  iT

i   and  for every integer k , 

.  So, 

))(mod1()1()1(3),( 321 nbas
kTkTkT

kT    and 

 

Finally, , and if 

 is invertible,  

then  . 

The solely problem that remains to establish our proposed 
scheme, is to describe a method How to choose a couple ),( ba  

such that  is invertible: if  ))(mod,( nbaL  is not 

invertible, we describe a method which allows us to choose a 
couple  ),( ba  of integers that ))(mod,( nbaL  is invertible. 

If )(mod
3),(

n
n

basT  ,  then we will keep  

,  and  

 . Else, i.e.,  if p  or q  divides 
n

basT 3),(  , 

then let p}q,{n,:E  and E
x

n
y   the largest element of E  

dividing 
n

basT 3),(  . (If 1x , then x does not divide 

n

basT 3),(  ). Let nxaA : , and consider ),( bAs  the characteristic 

sequence  generated by ),( bA  modulo 
2n : 

3,2,1:i

3,2,1:i

3,2,1:i

))(mod()( ii nkLkL
T

i

T

i  

))(mod(
13),(s

)),(s),,((s
3

1

3

1

k
k-k nLk

nn

ba
babaL

T

i

i

i

i

kT

i 













))(mod,()),(s),,(L(s k-k nbakLbaba 

))(mod,( nbaL

)(mod
),(

)),(s),,(L(s k-k nk
baL

baba


))(mod,( nbaL

)(mod),( 2

1 nbbas 
)(mod3),( 2

0 nbas 

)(mod),( 2

1 nabas 
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,  

and   .  

Let 21,  and 
3 be the complex roots of

1)( 23  bXAXXXf . Since )(mod)()( pXgXf   (resp. 

) , then up to a permutation for 

every , there exists an integral complex 
it such 

that  . Thus, for every integer k ,  

kk

i

k

ii

i

k

ik untttnkbasntbAs 2

321

3

1

3

1

)(),()(),(  


 , 

where ku is an integral complex. For , we have  

. 

Since   ,   q}p,{1,x  and 

if 1x , then x  does not divide , 

 then 
n

bAsT 3),( 
 is invertible.  

Finally, without loss of generality, up to replace a  by  

, we can assume that   is invertible. 

Now we are ready to establish our proposed schemes. 

D. The deterministic version 

Algorithm of encryption and decryption: 

1- Public parameters: 
 ),,( banpk  . 

2- Private parameters: ),( qpsk  . 

3- Encryption: For a message 10  nm ,  Bob calculates 

the  block ciphertext  ),( 21 cc  such that  ))(mod,( 2

1 nbasc m  and 

))(mod,( 2

2 nbasc m . 

4- Decryption: For a given block ciphertext ),( 21 cc , Alice can 

decrypt, by calculating )(mod
),(

),( 21 n
baL

ccL . 

Indeed, since  ),( 21 cc  is a ciphertext, let 10  nm  such 

))(mod,( 2

1 nbasc m  and ))(mod,( 2

2 nbasc m . 

Therefore by using )3( , we have 

)(mod)),(),,(()),(),,((),( 2

21 nbasbasbasbassccs TmTmmmTT  
. 

Moreover as ),( baL  is invertible, using  (5) of proposition.1, 

we have this equality:   

).(mod
),(

)),(),,((

),(

),( 21 nm
baL

basbasL

baL

ccL mm   

E. The probabilistic version 

Algorithm of encryption and decryption: 

1- Public parameters: 
 ),,( banpk  . 

2- Private parameters: ),( qpsk  . 

3- Encryption: For a message 10  nm , Bob chooses a 

random integer r  and calculates the block ciphertext  ),( 21 cc  

such that  

 ))(mod,( 2

1 nbasc rnm and   

))(mod,( 2

)(2 nbasc rnm . 

4- Decryption: For a given block ciphertext  ),( 21 cc , Alice can 

decrypt, by calculating   )(mod
),(

),( 21 n
baL

ccL . 

First, for the same plaintext 0 , if sr  ,  then for   

))(mod,( 2nbasc rnr   , ))(mod,( 2nbasc sns  ,  

we have )(mod 2ncc sr  . Thus, as r  is randomly chosen, 

then this scheme is probabilistic. 

On the other hand, as in the proof of the last scheme, let  

10  nm  such ))(mod,( 2

1 nbasc rnm  

and ))(mod,( 2

)(2 nbasc rnm . By using (5) of 

Proposition.1,  we have this equality :   

).(mod
),(

),( 21 nmrnm
baL

ccL
 

V. NEW DICOM REVERSIBLE ANONYMIZATION 

MECHANISM 

In order the keep the possibility to return to I-Data by using 
the secret key, we proposed to hide these data inside the image 
by watermarking it. To respect data integrity, the LSB bitplan 
of the image is compressed using Hoffmann coding and the 
liberated zone is used to embed I-Data. (See [9] for 
explanations about LSB bitplan compression). The I-Data and 
the digest1, computed from the original DICOM image using 
the well-known SHA-256 hash function, are encrypted using 
the proposed cryptosystem (see paragraph IV). The encrypted 
data is converted to binary form and inserted in the liberated 
zone of the image LSB bitplan. 

The proposed method ensures that the anonymized DICOM 
images treated by our method are authentic, and when the 
return to the patient's identity is paramount, an authorized user 
(who has the secret key) can reveal the patient identified data to 
have more information about the patient and explain certain 
cases. 

The algorithm is schematized below: 

Emission side: 

)(mod),( 2

1 nbbAs 
)(mod3),( 2

0 nbAs 

)(mod),( 2

1 nAbAs 

)(mod)()( qXgXf 

3,2,1:i

iii nt

1k

)(mod321 nxttt 

)(mod
3),(3),(

nx
n

bas

n

bAs TT 





n

basT 3),( 

nxa  )(mod
3),(

n
n

basT 
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1– Extraction of identified patient data (I-Data) from the 

original DICOM image. 

2– Computation of the original image digest, using SHA-
256 hash function (digest 1). 

3- Anonymization of the original DICOM. 

4– Computation of the anonymized image digest, to be used 
by researchers to ensure the originality of the image (digest 2).  

5– Extraction of the image without LSB bitplan. 

6– Extraction of the LSB bitplan. 

7– Compression of the LSB bitplan using Hofmann coding 
algorithm (used in [9]).  

8– Encryption of I-Data and Digest 1 using the proposed 
crypto-system (see the algorithm in paragraph (IV - E). 

9– Conversion of the encrypted data to binary format. 

10– Rebuild of the pseudo LSB bitplan composed by: 
original LSB and binarized data (I-Data and digest 1)   

11– Rebuild of the watermarked image to be used by 
researchers. The new image contains hidden patient I-Data 
patient.  

Reception side: 

 

 

Extraction of the LSB bitplan from the watermarked image. 

2- Extraction of the encrypted data. 

3– Extraction of the compressed LSB bit plan, to be 
decompressed using Hofmann decoding algorithm.   

4- Extraction of Digest 1. 

5- Rebuild of the anonymized image using the extracted 
LSB bitplan. 

6- Computation of the digest from the rebuilt image. (digest 
2). 

Watermarked 

DICOM image 

Extraction of the pseudo LSB bitplan 

Authentic anonymized 

DICOM image 

Rebuild of the DICOM 

original image 

Rebuild of the 

anonymized 

DICOM image 

Encrypted I-Data 

Data 

    decryption 

Digest 2   Original LSB 

bitplan 

Authorized 

user 

Digest 2   

    computation  

Digest 1  

        computation   

Patient I-Data Digest 1  

The received DICOM 

image is authentic 

Altered 

image  

1 

2 4 3 

8 6 

5 

+ 

X 

+ 

Altered 

image  X 

11 

7 

10 9 

12 

13 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 3, No.4, 2012 
 

81 | P a g e  

www.ijacsa.thesai.org 

7- Verification of the authenticity of the anonymized image 
by comparing the saved and the computed digests. 

8- Authorized user, having secret key, can decrypt Data 
using the proposed decryption algorithm (see paragraph IV-E).   

9– Extraction of the saved digest (digest 1). 

10 – Extraction of the patient I-Data. 

11 –Rebuild of the original DICOM image by combining 
anonymized image and I-Data. 

12 – Computation of Digest 2. 

13- Verification of the DICOM image originality, by 
comparing the saved and the computed digests. 

VI. CONCLUSION 

In this paper, we proposed a mechanism to perform a 
reversible anonymization to DICOM images. The identity 
patient data and image digest are encrypted using a new public 
key crypto-system and then watermarked in liberated zone of 
the image LSB bitplan obtained by compressing the original 
LSB. The proposed algorithm efficiently ensures the data 
confidentiality (encryption and watermarking), the reversibility 
(original data may be re-obtained), the authenticity (only the 
authorized user can access to identified patient data) and the 
timeliness by using a new scheme of public key crypto-system.   
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Abstract— Often students have difficulties mastering 

cryptographic algorithms. For some time we have been 

developing with methods for introducing important security 

concepts for both undergraduate and graduate students in 

Information Systems, Computer Science and Engineering 

students. To achieve this goal, Sequence diagrams and spatial 

circuit derivation from equations are introduced to students.  

Sequence diagrams represent progression of events with time. 

They learn system security concepts more effectively if they know 

how to transform equations and high level programming 

language constructs into spatial circuits or special purpose 

hardware. This paper describes an active  learning module 

developed to help students understand secure protocols, 

algorithms and modeling web applications to prevent attacks and 

both software and hardware implementations related to 

encryption. These course materials can also be used in computer 

organization and architecture classes to help students understand 

and develop special purpose circuitry for cryptographic 

algorithms.  

Keywords-e-cashless; transactions; cryptographic; algorithms; 

Sequence diagrams, Spatial circuits. 

I. INTRODUCTION  

During the last decade Postal mail became E-mail, face-to-
face Banking became Online Banking and Commerce 
transformed to E-Commerce. An electronic transaction is an 
agreement made using internet between a buyer and a seller.  
The user immediately becomes vulnerable to attacks or 
infiltration as soon as a computer starts to share the resources 
available on the web or local network.   Confidentiality 
guarantees privacy, no loss of information from client or the 
server. Integrity assures no modifications of data, messages or 
impersonation. Authentication helps identify the user. The 
validation is provided by an authentication factor which is 
used to validate or authenticate the communicating person’s 
identity. Confidentiality, Integrity and Authentication is 
achieved through encryption of the message. Authentication is 
implemented through encryption, signatures and certificates 
[1].  The Kerberos authentication service restricts access to 
authorized users all the time with single sign-on. It is secure 
and scalable to support a large number of clients and servers. 
Kerberos ticket generation resembles social systems such as 
an airline system where a user purchases a ticket to receive the 

service. Figure 1 illustrates online airline ticket purchase. 
Symmetric key cryptography consists of a private key that is 
used for both encryption and decryption. Faster symmetric key 
encryption algorithms like Advanced Encryption Standard, 
AES, are popular for larger data encryption. 

 

 
  

Figure 1: Airline Ticket Processing 

The Kerberos authentication scheme consists of a client, 
Kerberos Authentication Server, Ticket Granting Service and 
a service provider. Kerberos communications are represented 
using a sequence diagram as shown in Figure 2. Encrypted 
keys and tickets help sharing symmetric keys. 

Non-repudiation makes sure of the security of the E-
Commerce transaction. It ensures participants online actions 
undeniable and no back out of their transaction later. Hence, 
the seller cannot change the agreed price or delivery time 
frame and the customer cannot change his/her mind of the 
product by considering the low price of other vendors after 
confirming the transaction. The digital certificate, encryption 
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and signature methods are useful in this matter because each 
party can validate the sender of the message and information.   

 
Figure 2: Kerberos Authentication 

Availability ensures that the system responses promptly 
and the service and information is available when needed to 
authorize persons. Flooding machine with requests or filling 
up memory threatens the Availability. Denial of service is the 
consequence of such an attack. Availability of the service can 
be improved by providing fast, reliable and efficient service. 
The network security is the key feature of ensuring availability 
of the service. Therefore, deploying network security devices 
such as firewalls and configuring them along with associated 
protocols properly is the key to ensuring service availability. 

Asymmetric key cryptography consists of a pair of public 
and private keys. The private key is kept secret whereas the 
public key is distributed for use by multiple parties.  

Digital Signatures are used to provide authenticity. A 
message signed with merchant’s private key can be verified by 
any consumer who has access to merchant’s public key. David 
Chaum proposed the blind signature scheme based on RSA 
digital signature and its application for online electronic cash 
system. Thereafter, Okamoto developed the first practical 
divisible electronic cash system. A. Chan and Frankel further 
improved the divisible electronic cash system. This verifies 
that the signed message has not been tampered with by any 
unauthorized party.  

A public key certificate contains the identity of the 
certificate holder such as name, public key and the digital 
signature of the certificate issuing authority.  Public key 
certificate is used to validate the sender’s identity. The 
certification authority attests that the public key indeed 
belongs to the sender.  

Section 2 of this paper provides a brief description of an e-
commerce transaction, derivation of a sequence diagram from 
the transaction that could be used in software system 
implementations and major threats that might be seen in an e-
commerce transaction.  Also, it discusses five major security 
concepts that can be used to avoid those threats. Section 3 
presents some details of integration of confidentiality, 

integrity and authentication to the transaction. Section 4 
describes the transformation of security equations in secure 
electronic transactions [2-4] to spatial circuits that could be 
used in hardware implementations. It also illustrates the 
working of dual signature.  Section 5 describes other related 
work in electronic transactions. 

II. E-COMMERCE TRANSACTIONS 

Major players of electronic cashless transactions are 
clients, internet service providers, merchant’s servers, client’s 
and merchant’s banks, warehouses and deliver services. In a 
transaction diagram major players are represented by nodes 
and directed arcs present messages transferred. Purchase of 
goods from the internet can be represented using a sequence 
diagram as shown in Figure 3. 

 
 

Figure 3  Sequence Diagram for an E-Commerce Transaction 

The sequence diagram illustrates the snapshot of the 
sequence of events taking place represented in the vertical axis 
progressing from top to bottom and the particular time slot of 
the event taking place is shown in the horizontal axis from left 
to right. The Client first sends payment and order information 
to merchant’s server via internet service provider. Then the 
Merchant’s server sends payment information to client’s bank. 
The client’s bank then sends the payment to merchant’s bank. 
Payment confirmation will be issued by the merchant’s bank 
to the Merchant’s server. Thereafter the payment and order 
confirmation will be sent to the client by the merchant’s server 
via ISP. The Merchant’s server sends the order issue request to 
the warehouse. Warehouse issues goods for delivery. The 
delivery service delivers the goods to the client.  

Figure 3 also depicts the insecure e-commerce transaction. 
In this transaction any one can read or modify the payment 
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and order information. An intruder can interrupt, modify or 
initiate the transaction. Client’s bank information can be stolen 
by a third party. Particularly, E-commerce transactions involve 
with client’s and merchant’s secure information such as 
credit/debit card numbers and private information. Most of the 
communications among the client, merchant and banks are 
done through the internet. Much of the message passing, 
billing and payments are done by electronic message transfers. 
There is a higher possibility of stealing, loosing, modifying, 
fabricating or repudiating information. Such systems and 
messages transmitted need extra protection from the 
eavesdroppers.   

Many threats such as Denial of Service, DoS, Distributed 
Denial of Service, DDoS, Trojans, phishing, Bot networks, 
data theft, identity theft, credit card fraud, and spyware can be 
seen in these systems. These attacks might cause the loss of 
private information or revelation of sensitive information such 
as credit card numbers and social security numbers, 
misinterpretation of users, gaining unauthorized access to 
sensitive data, altering or replacing of data. Sniffing can take 
place at vulnerable points such as ISP, Merchant’s server, 
client’s bank, merchant’s bank or at the internet back bone.  

III. CONSOLIDATION OF INTEGRITY, CONFIDENTIALITY AND 

AUTHENTICITY IN APPLICATIONS  

Providing confidentiality is vital in e-commerce. Figure 4 
shows the transaction with confidentiality. The transaction can 
be made secure by converting the plain text message to cipher 
text so that the holders of the keys can decrypt and read the 
messages.  Common algorithms used to achieve this 
encryption and decryption goal are AES, DES with single 
symmetric keys and RSA with public/private asymmetric key 
pairs. 

Encryption will prevent strange third party to have client’s 
credit/ debit card numbers, passwords, pin numbers or 
personal details. But in the internet world there are many 
possibilities that an unauthorized third party can obtain this 
sensitive and private information and violate the privacy of the 
people, particularly in e-commerce service, the privacy of the 
consumer and the merchant. Thus, this e-commerce system 
needs to be assured that the information is not to be spread to 
the unauthorized people in order to provide a genuine and 
reliable service. The symmetric encryption plays a key role in 
assuring confidentiality of the data because even though an 
unauthorized third party intercepts the message, usage of the 
unique session key, which can be accessed only by the two 
parties involved, prevents that person from viewing the 
message. Hence, the encryption of the information is not only 
guaranteed by the authentication of the information but also it 
assures confidentiality of the information.  

To make the transaction secure the data need to be 
received free from modification, destruction and Repetition. 
When we consider the security of the electronic transaction, 
data integrity is another significant feature, because changing 
address, order information, or payment information may have 
possibly happened in this system. Therefore, to get the 
message free from modifications the e-commerce system 
should provide protection to the message during transmission. 

This can be achieved by using encryption and message 
digesting.   

 
 

Figure 4 E-commerce Transaction with Confidentiality 

A unique message digest can be used to verify the integrity 
of the message. Hash functions take in a variable length input 
data and produce a fixed length unique outputs that are 
considered as the fingerprint of an input data/message. Thus, it 
is very likely that if two hashes are equal, the messages are the 
same. Hash functions are often used to verify the integrity of a 
message.  

The sender computes hash of the message, and 
concatenates the hash and the message, and sends it to the 
receiver. The receiver separates the hash from the message 
and then generates the hash of the message using the same 
hash function used by the sender. The integrity of the message 
is said to be preserved if the hash generated by sender is equal 
to the Hash generated by the receiver. This implies that the 
message has not been altered or fabricated during the 
transmission from sender to receiver.  

Encryption algorithms such as AES, DES could be used to 

generate message digests. In addition there are special purpose 

hash functions such as SHA-3 [5] for this purpose. SHA-3 is 

the message-digest algorithm developed by the National 

Institute of Standards and Technology and the National 

Security Agency. SHA-3 will be selected from five new Hash 

functions, BLAKE, Groestel, Skein, JH and Keccek. Grooestel 

is similar to AES. SHA-1 is secure but slower than MD5. 

MD5 produces the digest of 128 bits whereas SHA-1 produces 
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a 160-bit message digest and is resistant to brute force attacks. 

It is widely used for digital signature generation. 

 

Figure 5 Secure Transaction 

The Figure 5 shows how the authenticity, confidentiality 
and integrity can be used in our example. It uses the 
encryption, message digest, digital signature and digital 
certificate to ensure the authenticity, confidentiality and 
integrity of the order and payment information. Fig. 6 
represents the transaction with symbols.  

One of the most important aspects of the security of the 
transaction is authenticating that the suppliers and consumers 
are who they say they are and assure the trustworthiness of the 
sources they are exchanging. This is really important in 
cashless e-commerce transactions because of the supplier and 
consumer never meet face to face.  Authentication can be 
presented in different ways. Exchanging digital certificates 
helps seller and buyer verify each other’s identity so that each 
party knows who is at the other end of the transaction. The 
digital signature is another method to be certain that the data is 
indeed from a trusted party. In addition, symmetric encryption 
can also be used in certifying the authenticity. In this way, the 
receiver of the information can make sure that the information 
that they have received is sent by a trusted party, because the 
key that is used to encrypt and decrypt the information is 
shared only by the sender and the receiver.  

 

 

Figure 6 Secure Transactions with Symbols 

In Figures 5, 6 and 7 

PI = Payment Information  

DS = Dual Signature 

OIMD = OI message digest 

Ks = Temporary symmetric key 

PIMD = PI message digest 

OI = Order Information  

Certificate = Cardholder Certificate.  

IV. SYMBOLIC REPRESENTATIONS AND ALGORITHMS TO 

SPATIAL CIRCUITS TRANSFORMATION  

The equation in Figure 5  

Eks {PI + DS + OIMD} +  Ek pub B{ {Ks}  & PIMD +OI + DS 

+ Certificate 
summarizes the message generation in Secure Electronic 

Transaction protocol, an application of hashing and encryption 
algorithms in providing integrity, confidentiality and 
authentication for messages.  

This message consists of two parts: one for the client’s 
bank and the other for the merchant. The request message part 
{PI + DS + OIMD} is encrypted by using the session key Ks. 
The Digital Envelope consists of the session key encrypted by 
using the public key of the Bank KpubB.  Secure transactions 
use both public and private key encryption methods for 
message exchange between the merchant and the consumers. 
The DES – Data Encryption Standard algorithm is used by 
most financial institutions to encrypt Personal Identification 
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Numbers. Light-weight-crypto algorithms such as Simplified-
DES take an 8-bit block of plaintext and a 10-bit key as input 
to produce an 8-bit block of ciphertext. A spatial circuit can be 
easily drawn from this representation as shown in the Figure 
6:  

 

Figure 7 Cardholder Sends Purchase Request / Merchant Verifies 

In Figure 7 

POMD = Payment order message digest  

D = Decryption (RSA) 

H = Hash function 

E = Encryption (RSA for asymmetric and DES for symmetric) 

KpubB = Bank’s public key-exchange key  

KpubC = Customer’s public signature key.  

 
The goal of dual signature generation and use is to send a 

message that is intended for two different recipients. Each 
recipient has access to the message, however only a part of the 
message can be read by each. In case of SET protocol, the 
customer sends the order information (OI) and payment 
information (PI) using dual signature. The merchant can only 
see the OI and the bank can only access PI. Figure 6 shows 
how the order information and payment information is 
securely delivered to the two recipients – merchant and bank 
using Dual Signature, DS. 

In Figure 8 

PI = Payment Information  

OI = Order Information  

PIMD = PI message digest 

OIMD = OI message digest 

POMD = Payment order message digest  

H = Hash function (SHA-1)  

|| = Concatenation  

E = Encryption (RSA for asymmetric and DES for symmetric) 

KpriC = Customer’s private signature key 

 
 

Figure 8: Construction of Dual Signatures in SET 

Figure 8 illustrates the spatial circuit drawn for the dual 
signature generation. The digital envelope combines the speed 
of DES and efficient key-management of RSA. The envelope 
and the encrypted message is sent to the recipient who 
decrypts the digital envelope using his private key to generate 
the symmetric key and then uses this symmetric key to 
regenerate the original message. 

Similarly, encryption and decryption algorithms can be 
easily transformed into spatial circuits. An algorithm to 
hardware transformation is an important concept to introduce 
in system security courses. Students learn cryptographic 
algorithms faster if they know how to transform equations and 
high level programming language constructs, such as 
arithmetic expressions, for loops and algorithms into spatial 
circuits or special purpose hardware. Figure 9 shows the for 
loop and the final round of the Blow Fish encryption 
algorithm  

For i = 1 to 16 do 

    REi = LEi-1 Ex-OR  Pi 

    LEi = REi-1 Ex-OR    F (REi) 

Final Round  

LE17 = RE16  Ex-OR P16 

RE17 = LE16  Ex-OR P17 . 

V. OTHER RELATED WORK 

There are other electronic cashless payment protocols such 
as credit card, e-cash, e-check, smartcard and micropayment 
used over the Internet. In credit card based platforms, the 
consumer uses a card containing card holder’s financial 
information issued by a bank.  This credit card is used to 
purchase items over the Internet. E-cash is a digital form of 
money provided by a certified financial institution. Consumers 
need to install software on their machine called e-wallet. The 
e-wallet contains consumer’s financial information that can be 
accessed using an ID and password. Consumers can use this 
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account to transfer funds online and withdraw from or deposit 
to banks. 

 
Figure 9 Algorithm to Spatial Circuit – BlowFish Encryption 

 
PayPal is the most successful e-wallet application used in 

the industry today. It operates in many countries, manages 
millions of  accounts and allows consumers to send, receive 
and hold funds in different currencies worldwide.  

E-check is similar to e-cash except that it uses a check 
instead of digital money. E-check contains consumer’s bank 
information such as account number, bank’s routing number, 
check number, amount paid and the date of authorization. This 
information is used by the merchant to authenticate the 
consumer and the consumer’s bank uses this information to 
authorize the payment. One advantage of e-check is that they 
can clear much faster than conventional check.  

Micropayment systems are more practical for 
environments with low-cost transactions. Several platforms 
available in the industry today include CyberCoin, NetBill, 
PayWord and MicroMint. The biggest difference between 
micropayment and other payment systems is their operating 
costs. In order to make the payment system profitable, various 
payment approaches are used such as service prepayment, 
reduction of computational load, offline authorization and 
grouping of micropayments before financial clearance.   

One common way of achieving this computational 
reduction is by using symmetric encryption algorithms over 
public key algorithms whenever possible. Using one key for 
both encryption and decryption will reduce the number of keys 
generated for the total transactions in a given day. Offline 
authorization can reduce computational load. This can be done 
by not doing any online verification with the verification 
center until each individual transaction is grouped offline. 
Another advantage is that it gives consumers partial 
anonymity for individual transactions.    

VI. CONCLUSION  

This paper summarized mathematical representations used 
in security as well as spatial circuits to represent cryptographic 

algorithms, providing examples related to confidentiality and 
integrity and their combinations. The active learning module 
developed can be easily adapted and effectively used in a 
classroom with senior undergraduate or graduate students in 
Computer Science, Engineering and Information Systems to 
teach other symmetric key algorithms and help students 
understand quickly. Both reading and interpreting equations 
are important in Computer Security classes. To survive in a 
highly competitive internet world the service provider need to 
be able to offer fast, reliable and secure service to their 
customers. In addition, providing trustworthiness among the 
merchant, the consumer, and the credit or economic institution 
is always required. We can assume that these e-commerce 
transactions are safe and trusted, but it is not easy to find out 
the degree of safeness and trustworthiness in the electronic 
world.  

REFERENCES & BIBLIOGRAPHY 

[1] Stallings, Williams. “Cryptography and Network Security Principles and 
Practice Second Edition” Prentice Hall, 2012   

[2]  “IBM International Technical Support.”  Secure Electronic Transaction: 
Credit Card Payment on the Web in Theory and Practice. Jun 1997. 
http://www.redbooks.ibm.com/redbooks/pdfs/sg244978.pdf        

[3] Ganesh, Ramakrishnan. “Secure Electronic Transaction (SET) 
Protocol.”  Information Systems Control Journal, Volume 6. 2000   

[4] Bella, G. Massacci, F. and Paulson, L. “Verifying the SET Registration 
Protocols.” Proceedings of IEEE Journal of Selected Areas in 
Communications 2003. 
http://www.cl.cam.ac.uk/~lp15/papers/Bella/registration.pdf   

[5] NIST's SHA-3 Contest: http://csrc.nist.gov/groups/ST/hash/sha-
3/index.html 

[6] Yousif Albastaki Ajantha Herath E-Learning of Security and 
Information Assurance with Sequence Diagrams, ACM Gulf Region 
special Interest Group of research, HCCE-2012, The Joint International 
Conference on Human-Centered Computer Environments (HCCE) Aizu 
Japan 

[7] A. Herath S. Herath et al, Learning Digital Cashless Applications with 
Consolidation of Authenticity, Confidentiality and Integrity using 
SequenceDiagrams, Conference on Computer Science, Engineering and 
Applications ICCSEA-2011) Dubai May 2011 

[8] VISA Partner Network.”  Visa Authenticated Payment Program. Apr 
2007. 
https://partnernetwork.visa.com/vpn/global/retrieve_document.do?docu
mentRetrievalId=118     

[9] Andam, Z. (2003). e-commerce and e-business. Technical report, e-
ASEAN Task Force and UNDPAPDIP. 

[10] Androutsellis-Theotokis, Stephanos.  Spinellis, Diomidis. “A survey of 
peer-to-peer content distribution technologies” ACM Computing 
Surveys (CSUR.). Dec 2004.   

[11] Becker, A. (2008). Mobile commerce security and payment methods. In 
Electronic Commerce: Concepts, Methodologies, Tools and 
Applications, page 295. IGI Global. 

[12] Bella, G. Massacci, F. and Paulson, L. “The Verification of an Industrial 
Payment Protocol: The SET purchase phase.” Proceedings of 9th ACM 
Conference on Computer and Communications Security 2002     

[13]  Bella, G. Massacci, F. and Paulson, L. “Verifying the SET Registration 
Protocols.” Proceedings of IEEE Journal of Selected Areas in 
Communications 2003. 
http://www.cl.cam.ac.uk/~lp15/papers/Bella/registration.pdf   

[14] Bidgoli, H. (2002). Security issues and measures: Protecting electronic 
commerce resources. In Electronic Commerce: Principles and Practice, 
pages 363–394. Academic Press. 

[15] Bollin, Sherrie. “E-commerce: a market analysis and prognostication.” 
Communication Partners International, Carmel, CA. 1998   

http://www.redbooks.ibm.com/redbooks/pdfs/sg244978.pdf
http://www.cl.cam.ac.uk/~lp15/papers/Bella/registration.pdf
https://partnernetwork.visa.com/vpn/global/retrieve_document.do?documentRetrievalId=118
https://partnernetwork.visa.com/vpn/global/retrieve_document.do?documentRetrievalId=118
http://portal.acm.org/citation.cfm?id=1041680.1041681&coll=GUIDE&dl=ACM&CFID=63095103&CFTOKEN=35767997
http://portal.acm.org/citation.cfm?id=1041680.1041681&coll=GUIDE&dl=ACM&CFID=63095103&CFTOKEN=35767997
http://www.cl.cam.ac.uk/~lp15/papers/Bella/registration.pdf


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 3, No.4, 2012 

88 | P a g e  

www.ijacsa.thesai.org 

[16] Brustoloni, Jose. “Advertising and Security for E-Commerce: Protecting 
electronic commerce from distributed denial-of-service attacks.” 
Proceedings of the 11th international conference on World Wide Web 
WWW '02. May 2002.  

[17] Castelluccia, Claude. Mykletun, Einar. Tsudik, Gene “Improving secure 
server performance by re-balancing SSL/TLS handshakes” Proceedings 
of the 2006 ACM Symposium on Information, computer and 
communications security. Mar 2006. 

[18] Chou, Jerry. Lin, Bill. Subhabrata, Sen. Oliver, Spatscheck “Minimizing 
collateral damage by proactive surge protection” Proceedings of the 
2007 workshop on Large scale attack defense. Aug 2007.  

[19] Cox, B.Tygar, J.D. and Sirbu, M., “NetBill security and transaction 
protocol.”  Proceedings of 1st USENIX Workshop on Electronic 
Commerce, New York. 1995 

[20] Dai, Q. Kauffman, R. “Business Models for Internet Based E-
Procurement Systems and  B2B Electronic Markets: An Exploratory 
Assessment” 34th Annual Hawaii International Conference on System 
Sciences        (HICSS-3))-Volume 7. Jan 2001.  

[21]  Wei, Kai. Chen, Yih-Farn and Smith, Alan. “WhoPay: A Scalable and 
Anonymous Payment System for Peer-to-Peer Environments.” 
Department of Electrical Engineering and Computer Sciences Univeristy 
of California, Berkley, CA. May 2005.   

[22] Hong, T. and Yuanzhi, Q. (2001). Legal guarantee of the security of 
electronic commerce. pages 167–170.  

[23] D. Chaum, A. Fiat, M. Naor, Untraceable Electronic cash, Advances in 
Cryptology - CRYPTO '88, 1990. 

[24] Yang, S., Su, S., and Lam, H. (2003). A nonrepudiation message transfer 
protocol for ecommerce. Proceedings of the IEEE International 
Conference on E-Commerce (CEC03), page 1.4 

[25] Tanenbaum, Andrew. Steen, Maarten. “Distributed Systems Principles 
and Paradigms” Pearson Education. Oct 2006. 

[26] Sherif, Mostafa H. “Protocols for Secure Electronic Commerce.” CRC 
PRESS Advanced and Emerging Communications Technologies 
SERIES Second Edition. Nov 2003.   

[27] Sirbu , M. Tygar, J.D. “NetBill: An Internet commerce system optimized 
for network delivered services” 40th IEEE Computer Society 
International Conference (COMPCON'95). Mar 1995.   

[28] Shaw, M., Blanning, R., Strader, T., and Whinston,A. (2000). Virtual 
organization and e-commerce. In Handbook on Electronic Commerce, 
page 491. Spriner. 

[29] Sherif , M.H. Serhrouchni , A.  Gaid , A.Y. Farazmandnia, F. “SET and 
SSL: Electronic Payments on the Iner 1. D. Chaum, Blind 
signature for untraceable payments, Advances in Cryptology – Crypto - 
82, Springer Verlag, p.p. 199-203. 

[30] D. Chaum, A. Fiat, M. Naor, Untraceable Electronic cash, Advances in 
Cryptology - CRYPTO '88, 1990. 

[31] T. Okamoto, “An Efficient Divisible Electronic Cash Scheme”, 
Advances in Cryptology--Crypto 95, LNCS 963, Springer, pp.438-451, 
1995.net” Third IEEE Symposium on Computers & Communications. 
Jun 1998.   

[32] Makoto Matsumoto, Takuji Nishimura., () “Mersenne Twister: A 623-
Dimensional Equidistributed Uniform Pseudo-Random Number 
Generator”, ACM Transaction on Modeling and Computer Simulation 
1998. 

[33] Andrew Rukhin, Juan Soto, James Nechvatal, Miles Smid, Elaine 
Barker, Stefan Leigh, Mark Levenson, Mark Vangel, David Banks, Alan 
Heckert, James Dray, San Vo.,   ()  “Statistical Test Suite for Random 
and Pseudo Random Number Generators for Cryptographic 
Applications”, National Institute of Standards and Technology 
Publication. 2001 

[34] Lih-Yuan Deng, Hongquan Xu., () “A system of high-dimensional, 
efficient, long-cycle and portable uniform random number generator”, 
ACM Transaction on Modeling and Computer Simulation, 2003. 

[35]  Jean-Philippe Aumasson, Luca Henzen,Willi Meier, and Raphael C.-W.  
  Phan. SHA-3 proposal BLAKE, version 1.3.  
  http://131002.net/blake/blake.pdf  

[36] Niels Ferguson, Stefan Lucks, Bruce Schneier, Doug Whiting, Mihir  
  Bellare,  Tadayoshi Kohno, Jon Callas, and Jesse Walker. The Skein 
Hash Function Family. http://www.skein- 
  hash.info/sites/default/files/skein1.1.pdf  

[37] Praveen Gauravaram, Lars R. Knudsen, Krystian Matusiewicz, Florian    
  Mendel, Christian Rechberger, and Søren S. Thomsen Martin 
Schläffer.  
  Grøstl – a SHA-3 candidate.  
   http://www.groestl.info/Groestl.pdf 

AUTHORS PROFILE 

Dr. Yousif AL-Bastaki is the Information Technology 

Advisor to the Hon. Deputy Prime Minster in the Kingdom of 
Bahrain.  He has held several top rank administrative 

positions at the University of Bahrain and national level. He 

has edited, published research papers in international journals 
and conferences. He has written several books in e-

government and well recognized as an excellent teacher, 

researcher and a very good speaker. Dr. Yousif earned his PhD from 
University of Nottingham, UK in 1996 and MSc from the University of Leeds, 

Currently he is an associate professor at the University of Bahrain. His 

research interests includes information assurance, neural networks, genetic 
algorithms E-Learning, e-commerce protocols secure network protocols, 

green computing and e-government strategies and implementation. 

Dr. Ajantha Herath earned his PhD from the Gifu 

University, Japan, in 1997. His research interests include e-

commerce protocols; secure network protocols, computer 
forensics and algorithm transformations to cryptographic 

hardware. He worked as the Professor at the University of 

Fiji’s Department of Computer Science and Information 
Technology in 2011. At present he is teaching at the 

University of Bahrain. In 1988 he received the Monbusho research 

scholarship award. In 2007 he received the Outstanding Research Award for 
Commitment to Excellence in Computer Forensics and Development of 

Student Leaders and Researchers from the IEEE–Region 2 AIAA USA. He is 

a senior member of the IEEE. In 1986, Herath brothers established the Herath 
Foundation to help financially needy but talented students and awarded more 

than 7000 scholarships to continue their higher education. 

http://portal.acm.org/citation.cfm?id=511518&coll=portal&dl=ACM&CFID=23348885&CFTOKEN=84179296
http://portal.acm.org/citation.cfm?id=511518&coll=portal&dl=ACM&CFID=23348885&CFTOKEN=84179296
http://portal.acm.org/citation.cfm?id=1128817.1128826&coll=GUIDE&dl=ACM&CFID=63095103&CFTOKEN=35767997
http://portal.acm.org/citation.cfm?id=1128817.1128826&coll=GUIDE&dl=ACM&CFID=63095103&CFTOKEN=35767997
http://portal.acm.org/citation.cfm?id=1352664.1352667&coll=GUIDE&dl=ACM&CFID=63095103&CFTOKEN=35767997
http://portal.acm.org/citation.cfm?id=1352664.1352667&coll=GUIDE&dl=ACM&CFID=63095103&CFTOKEN=35767997
http://csdl2.computer.org/persagen/DLAbsToc.jsp?resourcePath=/dl/proceedings/&toc=comp/proceedings/hicss/2001/0981/07/0981toc.xml
http://csdl2.computer.org/persagen/DLAbsToc.jsp?resourcePath=/dl/proceedings/&toc=comp/proceedings/hicss/2001/0981/07/0981toc.xml
http://csdl2.computer.org/persagen/DLAbsToc.jsp?resourcePath=/dl/proceedings/&toc=comp/proceedings/compcon/1995/7029/00/7029toc.xml
http://csdl2.computer.org/persagen/DLAbsToc.jsp?resourcePath=/dl/proceedings/&toc=comp/proceedings/compcon/1995/7029/00/7029toc.xml
http://csdl2.computer.org/persagen/DLAbsToc.jsp?resourcePath=/dl/proceedings/&toc=comp/proceedings/iscc/1998/8538/00/8538toc.xml


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 3, No.4, 2012 

89 | P a g e  

www.ijacsa.thesai.org 

Comparison of 2D and 3D Local Binary Pattern in 

Lung Cancer Diagnosis 
 

Kohei Arai  

Graduate School of Science and 

Engineering 

Saga University 

Saga City, Japan 

Yeni Herdiyeni  

Department of Computer Science 

Bogor Agricultural University 

West Java, Indonesia 

Hiroshi Okumura  

Graduate School of Science and 

Engineering 

Saga University 

Saga City, Japan

 

 
Abstract— Comparative study between 2D and 3D Local Binary 

Patter (LBP) methods for extraction from Computed 

Tomography (CT) imagery data in lung cancer diagnosis is 

conducted. The lung image classification is performed using 

probabilistic neural network (PNN) with histogram similarity as 

distance measure. The technique is evaluated on a set of CT lung 

images from Japan Society of Computer Aided Diagnosis of 

Medical Images. Experimental results show that 3D LBP has 

superior performance in accuracy compare to 2D LBP. The 2D 

LBP and 3D LBP achieved a classification accuracy of 43% and 

78% respectively.  

Keywords- lung cancer detection; local binary pattern; probabilistic 

neural network. 

I.  INTRODUCTION  

 Lung cancer is one of the main cause deaths in the world 
among both men and woman, with an impressive rate about 
five million deadly cases per year [1]. Lung cancer is a disease 
of abnormal cells multiplying and growing into a tumor. 
Cancer cell can be carried away from the lungs in the blood, or 
lymph fluid that surrounds lung tissue. Lymph flows through 
lymphatic vessels, which drain into lymph nodes located in the 
lungs and in the center of the chest. Lung cancer often spreads 
toward the center of the chest because the natural flow of 
lymph out of the lungs is toward the center of the chest.  

There are two major groups of lung cancer, Small Cell 
Lung Cancer (SCLC) and Non-Small Cell Lung Cancer 
(NSCLC). SCLC is a disease in which malignant (cancer) cells 
form in the tissues of the lung. Also known as oat cell cancer, 
NSCLC is the most common form of lung cancer that 
incorporates a variety of cancer sub types such as Squamous 
cell carcinoma, adenocarcinoma, and large cell carcinoma. 
This type of cancer also spreads to other parts of the body but 
tends to progress slowly to different parts of the body slower 
than SCLC.  

One of the main imaging modality for this kind of disease 
diagnostic is computerized tomography (CT)

1
 of the patient 

chest.  

The advantage of the X-ray CT is pulmonary nodules that 
are typical shadow of pathological changes of the lung cancer 

                                                           
1
 http://en.wikipedia.org/wiki/X-ray_computed_tomography 

can be detected more clearly compared to the chest X-ray 
examination even if they are at early stages. A number of 
methods have been explored for lung cancer detection using 
CT images. [2,3,4] uses measures on co-occurrence matrices, 
measures on run-length matrices, moments of the attenuation 
or intensity histogram, and in some cases fractal dimension as 
features. Sluimer et al. [5] used a filter bank of Gaussians and 
Gaussian derivatives.  

The system using standard local binary patterns also has 
been developed and tested to 2D lung CT images. Sorensen et 
al [6] used joint local binary patterns (LBP) and intensity 
histogram for discriminating different texture pattern in 2D 
lung CT images. The extension of original LBP from 2D 
images to 3D volume data has been applied to facial 
expression [7].  

[8] has been compared 3D texture representation for 3D 
brain MR images. The experimental results have shown that 
3D LBP perform best with precision recall of 65% compare to 
3D Grey Level Co-occurrence Matrices (3D GLCM), 3D 
Wavelet Transform (3D WT) [9], [10] and 3D Gabor 
Transform (3D GT).  

In this research, we compare 2D LBP [11] and 3D LBP [7] 
as a texture features for lung cancer detection. We use 
probabilistic neural network (PNN) classifier [12] with 
histogram similarity as distance measure. To the best of our 
knowledge, this is the first application to use 3D LBP on lung 
CT image. 

II. PROPOSED METHOD 

A. Framework 

In the following section the framework system is describe. 
The system is divided into two stages: training and test. In the 
training-stage, well-segmented lung are loaded into a feature 
extraction module.  

In this research, we used 2D LBP and 3D LBP to extract 
texture feature of segmented lung. Based on the extracted 
feature vector from LBP, the trainer classifier will classify the 
lung cancer image. We used probabilistic neural network 
(PNN) as features classifier. The system flow is illustrated in 
Figure 1.  
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Figure 1. The framework system 

B. Lung Segmentation 

This section describes segmentation of the lung cancer. 
The goal of segmentation is to simplify the representation of 
an image into something that is more meaningful and easier to 
analyze.  

In medical imaging, segmentation is important for feature 
extraction, image measurement and image display. In this 
research lung segmentation is done to eliminate of all artifacts 
external to patient’s body and removal of thorax remaining 
just parenchyma. We used image enhancement and 
morphological operation for lung segmentation in the CT 
image to achieve a better orientation in the image.  

Left and right lung are segmented using morphological 
operation and adaptive threshold based on statistical criteria. 
Morphology is a technique of image processing based on 
shape. The value of each pixel in the output image is based on 
comparison of the corresponding pixel in the input image with 
its neighbors.  

C. 2D Local Binary Pattern (2DLBP) 

After lung segmentation, the next step is feature extraction. 
Feature extraction is the process of defining a set of features, 
or image characteristic, which will most efficiently or 
meaningfully represent information that is important for 
analysis and classification. For 2D LBP, the features 
extraction that we use based on the local binary patterns (LBP) 
proposed by Ojala et al. [9].  

In general, LBP measures the local structures at a given 
pixel using P samples on a circle of radius R around the pixel 
and summarizes this information with a unique code for each 
local structure or pattern (Figure 2).  

The operator is highly non-linear and detects 
microstructures in the image at different resolutions governed 
by the parameter R, for example spots, edges, corners, etc., 
exemplified in the right part of Figure 3.  

To obtain LBP value, thresholding performed on the 
neighborhood circular pixels using the central pixel, and then 
multiply by binary weighting. As an example for the sampling 
points P = 8 and radius R = 1, the calculation of LBP value is 
illustrated in Figure 4. 

 

 

Figure 2. Illustration of LBP. (a) The filter is defined by two parameters; the 
circle radius R and the number of samples P on the circle. (b) Local structure is 
measured with reference to a given pixel by placing the center of the circle in 

the position of that pixel. (c) The samples on the circle are binarized by 
thresholding with the intensity in the center pixel as threshold value. Black is 
zero and white is one. (d) Rotating the example image in (b) ninety degrees 

clock wise reduce the LBP code to 31 which is smallest possible code for this 
binary pattern. This principle is used to achieve rotation invariant. 

 

 

Figure 3. Some of the microstructures that LBP are measuring 

 

Figure 4. Calculation of LBP value. 

 
LBP can be formulated as follows: 

  (1) 
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  (2) 

where xc and yc are the coordinate of center pixel, p is 
circular sampling points, P is number of sampling points or 
neighborhood pixels, gp  is gray scale value of p, gc is center 
pixel, and s or sign is threshold function. For classification 
purpose, the LBP values are represented as a histogram. 

D. 3D Local Binary Pattern (3DLBP) 

3D local binary pattern (3D LBP) or volume local binary 
pattern (VLBP) is an extension of LBP operator that 
combining the motion and appearance [7]. The features 
extracted in a small local neighborhood of the volume are not 
insensitive with respect to translation and rotation, but also 
robust with respect to monotonic gray-scale changes. In terms 
of 3D LBP form, Zhao, et. al [7] have proposed a 3D dynamic 
texture recognition by concatenating three histogram obtained 
from LBP on three orthogonal planes (LBP-TOP), i.e., XY, 
XZ and Y planes, the idea that has been adopted in this 
investigation.  

VLBP is defined as the joint distribution V of gray level of 
3P+3(P>1) image pixel [7]. P is the number of local 
neighboring points around the central pixel in one frame. Both 
are shown in equation (3). 

 (3) 

where the gray value corresponds to the gray value of 

the center pixel of the local volume neighborhood, and 

correspond to the gray value of the center pixel in the 
previous and posterior neighboring frames with time interval 

L; correspond to the 
gray values of P equally spaced pixel on a circle of radius R 
(R>0) in image t, which form a circularly symmetric neighbor 
set.  

Volume local binary pattern (VLBPL,P,R) characterizes the 
spatial structure of the local volume dynamic textures shown 
in equation (4). 

    (4) 

Figure 6 shows the whole computing procedures for 
VLBP1,4,1. We begin by sampling neighboring points in the 
volume, and then thresholding every point in the 
neighborhood with the value of the center pixel to get a binary 
value. Finally we produce the VLBP code by multiplying the 
threshold binary values with weights given to the 
corresponding pixel and sum up the results. 

The basic VLBP code is calculated for each pixel in the 
cropped portion of the DT, and the distribution of the code is 
used as a feature vector denoted by D shown in equation (5): 

 (5) 

 

 

Figure 5. (a) Volume in dynamic texture (Right volume with L=1, while left 

volume with L=2. (b) Circularly symmetric neighbor sets in volume (R=1 and 
P=8), (c) Neighboring points along the helix surface of the cylinder (P=4). 

The histograms are normalized with respect to volume size 
variations by setting the sum of their bins to unity. Because the 
dynamic texture is viewed as sets of volumes and their 
features are extracted on the basis of those volume textons

2
, 

VLBP combines the motion and appearance to describe 
dynamic texture [7].  

To make the VLBP computationally simple and easy to 
extend, only the co-occurrences on three separated planes are 
then considered. The textures are modeled with concatenated 
Local Binary Pattern histograms from Three Orthogonal 
Planes (LBP-TOP). The circular neighborhoods are 
generalized to elliptical sampling to fit the space-time 
statistics. A block-based approach combining pixel-level, 
region-level and volume-level features is proposed for dealing 
with such nontraditional dynamic textures in which local 
information and its spatial locations should also be taken into 
account.  

The LBP-TOP (LBP on three orthogonal planes) only 
considers the co-occurrences statistics in three direction, XY, 
XT, and YT. LBP-TOP code is extracted from the XY, XT 
and YT planes, which are denoted as XY-LBP, XT-LBP, and 
YT-LBP, for all pixels and statistic of three different planes 
are obtained, and then concatenated into a single histogram. 
The procedure is demonstrated in Figure 7. 

There are two differences between VLBP and LBP-TOP. 
Firstly, the VLBP uses three parallel planes of which only the 
middle one contains the center pixel. The LBP-TOP, on the 
other hand, uses three orthogonal planes which intersect in the 
center pixel. 

                                                           
2
 http://www.cis.upenn.edu/~jshi/papers/ICCV99b_final.pdf 
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Figure 6. Procedure of VLBP1,4,1 
 

 

Figure 7. (a) Three planes in 3D-LBP (b) LBP histogram from each plane (c) 

Concatenated feature histogram 

Secondly, VLBP considers the co-occurrences of all 
neighboring points from three parallel frames, which tends to 
make the feature vector too long. LBP-TOP considers the 
features distributions from each separate plane and then 
concatenates them together, making the feature vector much 
shorter when the number of neighboring points increase.  

E. Probabilistic Neural Network(PNN) 

Probabilistic Neural Network (PNN) proposed by Donald 
Specht in 1990 as an alternative back-propagation neural 
network. PNN has several advantages i.e. training requires 
only one iteration, and general solution is obtained by using a 
Bayesian approach [13]. PNN is a neural network that uses 
radial basis function (RBF). RBF is a function that is shaped 
like a bell that scales a nonlinear variable [14]. 

PNN consists of four layers, input layer, pattern layer, 
summation layer and output layer. PNN structure is shown in 
Figure 8. The layers that make up the PNN are as:  

1) Input layer  
Input layer is input x consisting of k value to be classified 

in one class of n classes.  

2) Pattern layer  
Pattern layer performs dot product between input and 

weight  , or , then divided by a certain bias σ then 
inserted into the radial basis functions, that is

. 

 

Figure 8 Structure of PNN. 
 

Thus, the equation used in pattern layer is computed as 
follows: 

   (6) 

with xij express training vector class i order j.  

3) Summation layer  
In this layer, each pattern in each class is summed to 

produce a population density function for each class. The 
equation used at this layer is as follows: 

 (7) 

4) Output layer  
At the decision layer input x will be classified into class I if 

the value is larger than any other class.  

F. Cross Validation  

Cross-validation is widely used for model assessment and 
comparison. Cross-validation is a method of measuring 
generalization error through the use of holdout data. In this 
research we used K-fold cross validation. In this procedure, 
dataset D is divided into K partitions of roughly equal size, 

and each partition is termed a “fold” of the dataset 
(thus there are K-folds). The model is trained on K-1 folds and 
the K-th fold is used for testing [10]. This repeated K times 
such that each fold is used for testing exactly once.  

The K-fold cross validation procedure is often applied to 

choose a model specific parameter. Suppose that the models 

are indexed by parameter with corresponding  
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estimated model function to be evaluated on the k-th 

fold. The optimal  is chosen as follows:  

(8) 

 
The final model is trained with the optimal parameter over 

the entire data, with the KCV statistic reported as the cross 
validation prediction error.  

G. Performance Measures  

To evaluate performance of the system, we used receiver 
operating characteristic curve (ROC)

3
 analysis. Four basic 

measures are defined from the set of true conditions and 
observed information as shown in Figure 9.  

These basic measures are true positive, false positive, false 
negative and true negative rates or fraction. A “positive” 
observation in an image means that the object was observed in 
the test. A ”negative” observation means that the object was 
not observed in the test. A “true condition” is the actual truth, 
while an observation is the outcome of the test. 

A graph between TP and FP is called receiver operating 
characteristic (ROC) curve for a specific medical imaging or 
diagnostic test for detection of an object. A true positive 
fraction is also called the sensitivity while the true negative 
fraction is known as specificity of the test for detection of an 
object. In each test, we measured the following values: 

    (9) 

    (10) 

 

Figure 9. A conditional matrix for defining four basic performance measures 
of receiver operating characteristics curve (ROC) analysis. 

- True positive fraction (TP) is the ratio of the number of positive observations 
to the number of positive true condition cases. 

- False negative fraction (FN) is the ratio of the number of negative 

observations to the number of positive true condition cases. 

- False positive fraction (FP) is the ratio of the number of positive 

observations to the number of negative true condition cases. 

- True negative fraction (TN) is the ratio of the number of negative 
observations to the number of negative true condition cases. 

 
Accuracy of the test is given by a ratio of correct 

                                                           
3
 http://en.wikipedia.org/wiki/Receiver_operating_characteristic 

observation to the total number of examination cases. Thus, 
the accuracy is expressed with equation (11). 

 

   (11) 

III. EXPERIMENTAL RESULTS 

A. Data Collections  

The input of our system is a set of lung CT images with 
doses from 150mAs to 200mAs, in plane resolution 
0.63mm/pixel, slice thickness of 5mm. The number of data is 
14 patients' data. The image sizes are all 512 by 512 pixel 
within cross section, with 43 to 81 slices in Z direction. Data 
set are collected from Japan Society of Computer Aided 
Diagnosis of Medical Images. There are 14 patients and five 
classes of lung cancer that we used in the experiments:  

1) Small cell carcinoma (6 patients)  

2) Tubercoluma of the lung (2 patients)  

3) Inflammantory pseudotumor (2 patients)  

4) Adecarcinoma (1 patient)  

5) Squamous cell carcinoma (3 patients)  
Due to the fact that we only have a relatively smaller size 

of database, then we divide data into two types cancer, benign 
(non-cancerous) and malignant (cancerous). So, in these 
experiments, tubercoluma of the lung and inflammantory 
pseudotumor we classify into benign and the remaining data 
we classify into malignant. Before feature extraction stage, 
lung CT images are segmented. The process is started with 
thorax extraction. This stage comprises the removal of all 
artifacts external to the patient’s body. There are mainly 
consists of five steps for lung segmentation, i.e.:  

1) Crop the original image from 512 by 512 pixels to 466 

by 351 pixels to get the lung region.  

2) Compute the original image histogram. Apply adaptive 

threshold based on statistical criteria using Otsu Algorithm
4
 

from original image histogram to make binary image.  

3) Remove object which touching the border.  

4) Apply morphology operation by apply Structuring 

Element (SE) to an input image. In this step we use erosion 

and dilation to remove pixel on the object boundaries. The 

number of pixel removed from the object in an image depends 

on the size of structuring element used to process the image. In 

this research we used SE (3 by 3).  
Process flow is illustrated in Figure 10. After lung 

segmentation, the next stage is feature extraction. In our study, 
we use original LBP (2D LBP) [9] and volume LBP (3D LBP) 
[7] to extract lung cancer features. There three experiments we 
conducted to compare performance in accuracy of 2D LBP 
and 3D LBP.  

In this study, the 3D LBP-TOP uses three orthogonal 
planes that intersect in the center voxel

5
 as shown in Figure 

11.  

                                                           
4
 http://en.wikipedia.org/wiki/Otsu's_method 

5 http://www.webopedia.com/TERM/V/voxel.html 
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Figure 10. Lung segmentation 

 

 
Figure 11. Block for 3D lung cancer. 

 
In the experiment we select 4 and 8 neighbors with 1 voxel 

radius as a local neighborhood. Fifty-nine uniform LBP code 
is then extracted from XY, XT, YT planes respectively, 
producing a 59 bin histogram for each plane by accumulating 
the 59 binary patterns. Finally, three histogram are 
concatenated to generate a 3D texture representation, giving 
the size of a feature vector being 177 (=59 by 3). 

In order to describe local features parts of a lung, in this 
experiment 3D volume is divided into four non-overlapping 
equality sized blocks, which are 2 block along each of x, y, z 
axes respectively as shown in Figure 8. The method of 3D 
LBP is applied to extract local features from each block 
respectively. Therefore, the dimension of the feature vector for 
3D lung cancer is the size of local features multiplied by 4.  

B. Results  

In this section, the performance of 2D LBP and 3D LBP in 
lung cancer detection is evaluated. In the experiment we select 
8 neighbors with 1 voxel radius as a local neighborhood. Table 
1 presents the overall classification rates of 2D LBP and Table 
4 presents the overall classification rates of 3D LBP. Table 2,3 
shows ROC analyzed results for original 2D LBR and 2D 
block LBR, respectively. Meanwhile, Table 5,6 shows ROC 
analyzed results for original 3D LBR and 3D block LBR, 
respectively. 

As shown in Table 1 and Table 4, in 2D LBP and 3D LBP, 
the block LBP method has better recognition rates compare to 
original LBP. Experimental results show that 3D block LBP is 
superior to 2D block LBP in accuracy. The 2D Block LBP and 
3D block LBP achieved a classification accuracy of 43% and 
78% respectively. We only use a relatively small size of 
database in the experiments so further study will be needed to 
verify this finding.  

 

TABLE I.  THE CLASSIFICATION RATES OF 2D LBR (8,1) 

 
Note : (Neighbor points, Radius) 

TABLE II.  ROC ANANALYSIS FOR ORIGINAL 2D LBR (8,1) 

 
 

TABLE III.  ROC ANALYSIS FOR 2D BLOCK LBR (8,1) 

 
 

TABLE IV.  THE CLASSIFICATION RATES OF 3D LBP (8,8,8,1,1,1,1) 

 

Note : (Neighbor point (XY, XT, YT), FxRadius, FyRadius, Interval) 
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TABLE V.  ROC ANALYSIS OF ORIGINAL 3D LBP 

 

TABLE VI.  ROC ANALYSIS OF 3D BLOCK LBP 

 

IV. CONCLUSION AND FUTURE DIRECTION  

We conducted a comparative study between two 
techniques of feature extraction from lung computed 
tomography images for lung cancer diagnosis. According to 
experiments results, the block LBP method has better 
recognition rates compared to the original LBP.  

As overall, it may conclude that 3D LBP is superior to 2D 
LBP in accuracy.  

The 2D block LBP and 3D block LBP achieved a 
classification accuracy of 43% and 78%, respectively. Due to 
the fact that we only have a relatively smaller size of database, 
further study is needed to justify these results.  
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Abstract— The following paper describes an intelligent control 

problem, which depends on the balance of a metallic sphere on a 

beam, that oscillates in only one point, localized in the middle of 

the beam, using it for the balance of this fuzzy control system.  

Keywords— ball beam system; balancing a metallic sphere; 

inclination; equilibrium forces. 

I. INTRODUCTION  

There exist several problems with the control of 
electromechanical and mechatronics systems, for example the 
inverted pendulum [1], which solution has been approached 
from various methodologies, another example is the braking of 
a vehicle at high speed, the direction and the detection of 
obstacles, this is why the following control problem is 
proposed, which consist in balancing a metallic sphere on a 
beam with linear oscillatory movement, at a supporting point 
located in the center as shown in  figure 1, in which the sphere 
will experiment several positions changes in an unstable form 
losing balance, for the control system handle the stabilizing of 
the sphere in the center, the fuzzy control is used.  

 

 

Figure 1. Balancing a sphere over the beam  

II. PROBLEM  

The following problem is to success the balance of a 
sphere on a beam which has the point of support in the center, 
when the sphere travels form right to left and left to right, 
makes the beam lose the balance, currently there are several 
similar problems called ball beam system [2].  

This system consists in slope a beam, in which a metal 
sphere travels, searching the right inclination to achieve the 
same position of another sphere that is in constant movement 
outside the system.  

The system uses a distance sensor which provides the 
information to take the right inclination of the beam to place 
the sphere at the same position as the reference sphere that is 
in constant movement, unlike the previously cited this only 
includes one sphere.  

III. PROTOTYPE  

To control the inclination of this system a direct current 
motor is connected to the center of the beam, which rotates the 
beam form left to right and right to left, as appropriate to 
achieve the balance of the sphere, taking the signal of a sensor 
of inclination as shown in figure 2.  

 

Figure 2.  Direct current motor and     

The leaver system in which the sphere moves freely is 
represented by the next equations, such as the Torque Moment 
and the equilibrium forces on the beam:   

FN – FA – FB = 0          (1) 

M=Fd                          (2) 

 F=mg                           (3) 

 
In which FN is the upward force of the supporting point and 

FA and FB are the forces that the sphere exercises when it 
moves and M is the Torque that are changing according to the 
distance of the sphere from the pivot [4] as shown in figure 3. 

 

Figure 3.  Forces that interact with the system  

IV. CONTROL 

The fuzzy control system is proposed for the system, 
which will emulate the human reasoning, in the system 
structure is identified the logic flow fuzzy inference of the 
input variable inclination with respect of the output variables 
direction and speed, the fuzzy inferences [6], the figure 4 
shows the control system structure showing the analogical 
inputs, the block of fuzzy rules as the analogical outputs, the 
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lines that connect symbolizes the flux of data simulated in the 
simulator FuzzyTech. 

 
Figure 4. System simulated in FuzzyTech 

 

The linguistic variables used in the system translates the 
real values of the position sensor into linguistic values and 
also into the outputs of the system shown in the table 1 and 2. 

TABLE 1.  INPUT VARIABLE 

# Variable Name Type Unit Min Max Default Term Names 

1 SenPosicion 
 

Units 0 1 0.5 extremoI 
medioI 
Bajoi 
ok 
bajoD 
meidioD 
extremoD 

 

Table 2. Output Variables  

 

The fuzzy conjunct shown in the figure 5 shows the 
position sensor input using linguistic variables related to the 
right or left extreme of the leave like this until arriving the 
central position, place that is search to place the sphere 
accomplishing balance.  

 
 

Figure 5. Fuzzy conjunct of input 

The outputs of the system represented in the fuzzy 
conjunct of the figures 6, 7, 8 shows how the direct wire motor 
should behave, the spin direction, as well as the signal that 
presents when the system is balance.  

 

Figure 6. Fuzzy conjunct of output right to left motor 
 

 

Figure 8.  Fuzzy conjunct of output left to right motor 

 

Figure 9.  Fuzzy conjunct of output of the motor ok  

The block rules shows the strategy for the control of the 
fuzzy system, the context is defined by the same variables of 
input and output operated by the maximum and minimum 
method shown in the table 3.  

TABLE 3. FUZZY RULES  

SenPos DoS motorDer DoS motorIzq DoS ok 

extremoI 1.00 MDhigh     

medioI 1.00 MDmedium     

Bajoi 1.00 MDlow     

Ok     1.00 ok 

bajoD   1.00 MIlow   

meidioD   1.00 MImedium   

extremoD   1.00 MIhigh   

 

The behavior of the dc motor and sensor following the 
linguistic strategies to balance the sphere on the beam are 
shown in the figures 10 and 11. 

 

 

 

 

 

 

Figure 10.  Fuzzy conjunct of output of the motor ok  

 

 

 

 

 

 

Figure 11.  Fuzzy conjunct of output of the motor ok  

 

# Variable Name Type Unit Min Max Default Term Names 

1 motorDer 
 

Units 0 1 0 MDlow 
MDmedium 
MDhigh 

2 motorIzq 
 

Units 0 1 0 MIlow 
MImedium 
MIhigh 

3 Ok 
 

Units 0 1 0 ok 
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V. ELECTRONIC PROPOSAL 

The position sensor, that it is proposed for the following 
system, consist of a variable resistant which is connected to 
two operational amplifiers configured as comparators, the 
circuit will provide the sense of inclination by the differential 
of voltage, shown in figure 12.    

 

Figure 12. Circuit of the inclination sensor 

The proposed system uses a microcontroller, 16F684A in 
which the fuzzy rules are programmed, this possess four 
analog inputs which connects the inclination sensor and the 
outputs for the direct wire motor in an array of transistors (H 
Bridge) to control the spin of it, to stabilize the beam. 

VI. CONCLUSIONS  

The research of new methods of solution for 
electromechanical problems, help to put into practice the 

knowledge of intelligent control into the solution of 
Mechatronic systems, it is expected that this type of control 
problems may be helpful for other investigators to put in 
practice the different types of intelligence control. 
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Abstract— Optimization method for e-learning document search 

with keywords which are derived from the keywords and 

descriptions in the meta-tag of web search results together with 

thesaurus engine is proposed. 15 to 20% of improvement on hit 

rate of search performance is confirmed with the proposed 

search engine. 
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I.  INTRODUCTION  

When a word or words are typed in search engines, a list of 
web sites that contain those words is displayed. The words you 
enter are known as a query [1]. Baeza-Yates and Ribeiro-Neto 
linked Information Retrieval to the user information needs 
which can be expressed as a query submitted to a search 
engine [2]. Search engines were also known as some of the 
brightest stars in the Internet investing frenzy that occurred in 
the late 1990s [3]. Although search engines are programmed to 
rank websites based on their popularity and relevancy, 
empirical studies indicate various political, economic, and 
social biases in the information they provide [4],[5].

  

Based on our previous experiment [6], our system can 
detect client mobile browser and provide proper format for 
document and mobile markup language. We propose a new 
method and approach for developing a new search engine for 
helping people search E-Learning document on the Internet. 
We develop a new system based on the open search engine 
API (Application Protocol Interface) like Google and Yahoo. 
We create an e-learning specific search engine with 
improvement in the efficiency and effectiveness in searching 
document file format comparing with just using original 
Google or Yahoo. The new system is also accessible through 
mobile browser on mobile devices for support recent and 
future technology in the mobile area [7] Method for e-learning 
contents search engine of ELDOXEA is proposed already. 
ELDOXEA allows search e-learning contents with a single 
keyword. Hit rate of search performance of the ELDOXEA is 
not good enough. In order to improve hit rate, supplemental 
keywords are required in addition to the firstly input keyword 
which is referred to primary keyword hereafter.  

In order to choose appropriate supplemental keywords for 
improvement of hit rate, several attempts are performed. First 
one is to use keywords and descriptions in meta-tag of the 
header of the first web search result. Keywords are used to be 
in the meta-tag. Also, there are some keywords in the 
descriptions in the header of the first web search result. 
Therefore, these supplemental keywords in the meta-tag and 
descriptions in the header are applicable to add to the primary 
keyword.  

Second one is to use keywords which are derived from 
thesaurus engines. Thesaurus engine provides similar words to 
the primary keyword with their priority. Therefore, these are 
used for supplemental keywords. 

Third one is to use twitter for gathering suggestions of 
supplemental keywords from twitters. Reliability of the 
twitters can be evaluated with the previously proposed method.  

Fourth one is to use Bulletin Board System: BBS for 
gathering suggestions of supplemental keywords from the 
community members. Firstly, the user has to send a message 
which is requesting supplemental keywords to BBS system 
with the primary keyword. Then the user has reply message 
with supplemental keywords. These are to be candidates of 
supplemental keywords. 

Experiments with some queries, “Linear Algebra” and 
“Hazardous Materials Handler examination” are conducted for 
searching e-learning contents. By adding supplemental 
keywords to the primary keyword based on the 
aforementioned four methods, we confirm their efficiency, hit 
rate improvements. 

The second section describes the proposed methods for 
choosing supplemental keywords while the third section 
describes some experimental results followed by some 
concluding remarks and some discussions.  

II. PROPOSED METHODS 

A. Search Engine 

There are three types of search engines, (1) Directory type, 
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(2) Information Collection Robot type, and (3) Hybrid type. 

(1) Directory type 
Content in the Web directories is searched and examined 

by operators so that it is reliable. Information content is not so 
much. There is some response delay after updating web sites.  

(2) Information Collection Robot: ICR type 
ICR is collecting from the web sites so that information 

contents are rich. On the other hands, classification items are 
not so many as appropriate for a wide variety of search 
purposes. 

Ex) Google
1
, Inforseek

2
, etc. 

 

(3) Hybrid type 
It has the aforementioned both benefits. 

Ex) Yahoo
3
, MSN

4
, ELDOXEA

5
, etc. 

The proposed search engine for e-learning document 
search is based on the ELDOXEA of Hybrid type. 

B. Efficiency Improvement on Searching Process of E-

Learning Document on the Internet 

To improve the efficiency of the searching process of E-
Learning document, we design a new process for searching 
and display the document. One of the most problems on 
efficiency while we search a document file is how to get the 
appropriate files in a fast way. People usually have to check on 
each document files of the results set, start from the first 
results.   

Most of document files format is not able to display 
directly on browser without additional plug-in or application. 
So, in the conventional way, we should download the 
document file first, and then open it in our PC, for example, 
we open PPT files using Microsoft PowerPoint. After check 
the content then we can decide to keep this file or not. This 
process takes time if the file size is large and we should wait 
for download process. Another problem with this process is 
storage problem for download too many unrelated files. 

We design a new process that help user to preview 
document, before they decide to save (download) it. The 
preview processes displaying the document file in the same 
results area, so users still stay in the same page while checking 
each result. This will  lead the user  to control which document  
is related  or  not  related  and  decide  to  save  or  skip  it.  
The proposed algorithm as follows: 

1. Get SearchKey from user input 

2. Get RelatedKey and NotRelatedKey from a Database 

based on user’s SearchKey 

3. Create the CompleteKeyword (1)  

4. Search using the CompleteKeyword 

5. Get results and display it 

6. If user click one of the results, preview the document files 

                                                           
1 http://en.wikipedia.org/wiki/Google_Search 
2 http://en.wikipedia.org/wiki/Infoseek 
3 http://en.wikipedia.org/wiki/Yahoo!_Search 
4 http://en.wikipedia.org/wiki/Bing 
5 http://b.hatena.ne.jp/entry/www.eldoxea.com/ 

in same page 

7. Preview display, user can choose Download/Save or close 

button 

8. If user click Download, then save the files 

Example can be seen through http://www.eldoxea.com as 
shown in Figure 1 ((a) for Internet terminals and (b) for 
mobile phone). 

 
(a)ELDOXEA for internet terminals 

 
(b) ELDOXEA for mobile phone 

Figure 1.  Top page of ELDOXEA 

C. Supplemental Keyword Selection with the Keywords in the 

Meta-Tag and the Descriptions in the First Search Result  

In order to choose appropriate supplemental keywords for 
improvement of hit rate, several attempts are performed. First 
one is to use keywords and descriptions in meta-tag of the first 
web search result. Keywords are used to be in the meta-tag. 

http://www.eldoxea.com/
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Also, there are some keywords in the descriptions in the first 
web search result. Therefore, these supplemental keywords in 
the meta-tag and descriptions are applicable to add to the 
primary keyword. This approach using the assumption that 
related website should contain the similar keyword, while not 
related website containing another not related keyword. So, we 
try to find the intersection of keyword in meta-tag of page 
header between webs in the search results set. 

Figure 2 shows an example of header. In the header, there 
are meta-tag and descriptions. In these meta-tags and the 
descriptions, there are some keywords. We could use these 
keywords as supplemental keywords for search. 

 

Figure 2.  shows an example of header 

Figure 3 shows the first three search results based on 
Google search with the keyword “Linear Algebra”. When I 
visit the first URL of Wikipedia in Japanese, then Figure 4 
appears. Then source code can be displayed as shown in 
Figure 5. Although we cannot get any keyword in the meta-tag 
sometime or description in the header, it used to be appeared 
in the header. If we repeat the same keyword twice as keyword 
for search, then we get the other search results as shown in 
Figure 6 

 

Figure 3.  First three search results based on Google search with the keyword 

“Linear Algebra”. 

 

Figure 4.  Top page of the first URL of Wikipedia of Linear Algebra in 

Japanese 

 

Figure 5.  The source code of the first URL of Linear Algebra. 

 

Figure 6.  Other search results we used to get with double keyword for search 

(in this case “Linear Algebra is refrained twice) 
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D. Supplemental Keyword Selection from Thesaurus Engine  

Second one is to use keywords which are derived from 
thesaurus engines. Thesaurus engine provides similar words to 
the primary keyword with their priority. Therefore, these are 
used for supplemental keywords. An example of the search 
results of thesaurus engine with “Linear Algebra” is shown in 
Figure 7. As shown in Figure 7, similar words to “Linear 
Algebra” are listed in the order of priority. Also, you can refer 
to the URLs as results of thesaurus engine as shown in Figure 
8. Figure 9 shows an example of top page of the first priority 
of URLs of the search results of thesaurus engine, Weblio

6
. 

Then we can get the keywords in the meta-tag and the 
descriptions in the header when you check the source word of 
the web pages as shown in Figure 10. 

 

Figure 7.  An example of search results of thesaurus engine of Weblio with 

the keyword “Linear Algebra” in Japanese. 

 

Figure 8.  URLs can be referred as results of thesaurus engine (in this case 
with the keyword of “Linear Algebra”). 

 

Figure 9.  Example of top page of the first priority of URLs of the search 
results of thesaurus engine, Weblio. 

                                                           
6
 http://thesaurus.weblio.jp/content/エンジン 

 

Figure 10.  The keywords in the meta-tag and the descriptions in the header 

when you check the source word of the web pages 

After that, we could determine the supplemental keywords 
in accordance with their priority. 

E. Supplemental Keyword Selection from Twitters  

Third one is to use twitter for gathering suggestions of 
supplemental keywords from twitters. Reliability of the 
twitters can be evaluated with the previously proposed 
method

7
. The Weblio of thesaurus engine provides the gate for 

twitter. From this gate, we can bet valuable information of 
URLs related to the primary keyword. Reliability of the twitter 
has to be checked though.  

F. Supplemental Keyword Selection from BBS  

Fourth one is to use Bulletin Board System: BBS and 
chatting for gathering suggestions of supplemental keywords 
from the community members. Firstly, the user has to send a 
message which is requesting supplemental keywords to BBS 
system as well as chat with the primary keyword. Then the 
user has reply message with supplemental keywords. These 
are to be candidates of supplemental keywords. Most of 
Learning Management System like Moodle

8
 provides BBS and 

chatting capabilities. Using these functions, we can get 
valuable information relating to the primary keyword. 

III. EXPERIMENTS 

A. Method for Experiments Conducted 

We conduct the experiment for our propose methods in 
two ways. Subjectively search through Yahoo search engine 
and objectively creating a new search engine using Yahoo API. 
We check the results of a search engine that only using 
primary keyword, and then comparing the results while using 
combination of primary key and supplementary keyword. First, 
correct answer of Yahoo search with queries of “Linear 
Algebra” and “Hazardous Material Handler test” is determined. 
Yahoo search is a kind of hybrid type of search engine that is 

                                                           
7
 http://www.readwriteweb.com/archives/twazzup_a_better_twitter_search_ 

engine.php 

http://www.govloop.com/profiles/blogs/twitters-reliability-an-issue 
8 http://moodle.org/ 
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same as ELDOXEA. The first 50 candidates of URLs are 
selected. All of the 50 sites is visited and evaluated 
subjectively. Then these sites are divided into “appropriate” 
or “not appropriate”. The term “appropriate” means that the 
web content is containing e-learning materials that related to 
the input keyword. The term “not appropriate” means that the 
web content may not related to the input keyword in the area 
of e-learning.   

The first four keywords for the primary keywords, “Linear 
Algebra” and “Hazardous Material Handler Examination” are 
as follows, 

(1) Linear Algebra: Linear Algebra, Mathematics, Matrix 

Algebra/Geometry 

(2) Hazardous Material Handler Examination: Hazardous 
Material Handler Examination, Gasoline Handler, 
Hazardous, National Certificate 

Figure 12 shows hit rate of the proposed method and of the 
search results with same primary keywords repeatedly.  
Square denotes the hit rate with the proposed method while the 
upside down triangle denotes search result with using the same 
primary keyword “Linear Algebra” repeatedly. In the case, of 
usage of the same primary keyword of “Linear Algebra” 
repeatedly, search result shows that hit rate is saturated at the 
number of supplemental keyword is 1,  which is corresponding 
to the search with two same primary keyword results in 
maximum hit rate.  

On the other hands, the first two supplemental keywords 
show the maximum hit rate for the “Hazardous Material 
Handler Examination” case while repeated usage of the same 
primary keyword does work for the “Hazardous Material 
Handler Examination” case. 

Second, keywords in the meta-tag and the descriptions are 
extracted from the header of these sites. Then the keywords 
are sorted with priority depending on their frequency. These 
processes are automatically done by our search engine system. 
Figure 11 shows the screenshot of our meta-tag keyword 
extractor for automatically extract keywords from the meta-tag 
of a search results. 

 

Figure 11.  Our automatic Meta Tag Keywords extractor system 

 

Figure 12.  Hit rate of the proposed method and of the search results with same 

primary keywords repeatedly. 

B. Supplemental Keyword Selection with Thesaurus Engine, 

Weblio  

As shown in Figure 7, similar words to “Linear Algebra” 
are listed in the order of priority. There, however, is less 
related keyword from the Weblio of thesaurus engine. 
Therefore, it would not be worked for finding supplemental 
keyword at all. 

C. Applicability of the Proposed Search Engine  

The proposed search engine is applicable to the other 
primary keywords. Other than “Linear Algebra”, the proposed 
search engine is applied to the chemistry, mechanics, etc. 
Improvements of hit rate for these primary keywords are 
evaluated. Figure 13 shows the improvements of hit rate for 
searching the primary keyword with the primary and 
supplemental keywords. 

 

Figure 13.  Improvement of hit rate of the proposed method in comparison to 

the previously proposed ELDOXEA of e-learning content search engine. 

17 to 20% of improvements are confirmed for the primary 
keywords, Linear Algebra”, Chemistry” and “Mechanics”. 

Other two methods by utilizing twitter and BBS system 
will be discussed in the other paper in the near future. 

IV. CONCLUSIONS 

The proposed search method uses not only one single 
primary keyword, but also supplemental keywords which are 
derived from the keywords in the meta-tag and descriptions in 
the page header of a website appeared in the first search result.  
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Hit rate is defined as matching accuracy between 
subjectively determined success search and the current search 
results of URLs. The hit rate of the proposed method is 
compared to that of the search method with the same primary 
keyword with repeatedly used supplemental keyword. 
Depending on the number of supplemental keyword, hit rate is 
increasing. Improvement of the hit rate of the proposed search 
method is 15 to 20 % while that of the search method with 
repeatedly used supplemental keyword which is same as 
primary keyword is around 10 %. It is also found that the 
proposed search method is applicable to the other primary 
keywords.  
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Abstract—The purpose of this study is to construct a web-based 

learning platform of Computer Support for Collaborative Design 

(CSCD) based on theories related to a constructivist learning 

environment model, mind mapping and computer-supported 

collaborative learning. The platform conforms to the needs of 

design students and provides effective tools for interaction and 

collaborative learning by integrating the tools of mind mapping 

into a learning environment that utilizes CSCD, a computer-

assisted support system that can support and enhance group 

collaboration. The establishment of the CSCD learning platform 

represents a significant advance from the fixed functions and 

existing models of current online learning platforms and is the 

only learning platform in the world that focuses on learners in 

design departments. The platform is outstanding for its 

excellence, user-friendly functions, and innovative technology. In 

terms of funding, technical ability, human resources, 

organizational strategies, and risk analysis and evaluations, the 

learning platform is also worthy of expansion and 

implementation. 

Keywords- computer support for collaborative design; computer 

support for collaborative learning; design education; mind-map; 

web-based learning platform. 

I.  INTRODUCTION 

The advancement of information media and the 
convenience of the Internet have fostered the growth of web-
based instruction, interactive functions, and resources 
available for learners to engage in interaction, learning, 
discussion, and access without time and geographic 
constraints. In design practice, the integration of computer 
technology has allowed designers to practice with consistency 
and innovation design approaches that were long believed to 
be possible only through the use of traditional tools or 
simulated hand-made physical objects, and ways in which 
humans communicate have been improved  [20], [44]. Hence, 
web-based instruction is essential for design education. 

However, because of how quickly departments have 
implemented network-based teaching, design departments fall 
short in comparison. The reasons for this delay include the 
many unique features of design education, such as difficulties 
with the design materials or works into digital formats [8], 
[22], [56], [61], [62], and the functions of current general web-
based learning platforms are insufficient for teaching design, 

thus resulting in slow progress of web-based design instruction 
[10]. Based on the special knowledge and techniques of 
design, design students also possess unique learning styles and 
specialties, and they need to integrate related knowledge and 
coordinate professionals from different fields during the 
design process. For these reasons, the establishment of an 
individualized and adaptive web-based instructional platform 
that can enhance the effectiveness of design education remains 
a significant issue [11].  

Creative thinking is one of the most important abilities in 
business and academic circles ([32], [52], [59]. Design 
students are highly sensitive to graphics and colors, and they 
are skilled at using visual-thinking models and the diffusion of 
images related to creative thinking methods to cultivate their 
creativity [30], [53], [55], [58]. Moreover, mind mapping is a 
learning method used to develop the potential of the left and 
right hemispheres of the human brain through graphic 
techniques. The design concept of mind mapping is associated 
with radiant thinking, which is a graphic type of organizational 
skill that incorporates graphics, colors, spaces, and 
imagination and effectively utilizes a whole-brain thinking 
method. The use of both graphics and text, in turn, enhances 
creativity, thereby completing the associative process of 
brainstorming [27], [49]. With advances in computer 
technology, computer-based mind mapping allows designers 
to create new concepts by freely linking concepts and 
integrating graphics, text, voice, video, and other multimedia 
through methods related to spatial and visual organization. 

A designer must possess visual thinking capabilities, and 
mind mapping is a learning tool for graphic, visual, and spatial 
thinking. When applied to the creative thinking process in the 
early stages of a design, this tool may enhance a designer’s 
creative thinking ability. To establish a web-based instructional 
platform that meets the user’s needs and enhances learning 
effectiveness, the researcher proposed the CSCD platform, a 
design model based on design teachers’ and students’ needs for 
web-based instructional platform functions and learning tools. 
This model was developed by considering previously 
conducted research [63] applying the analytic hierarchy process 
(AHP) and by using learning theory as the basis for integrating 
and analyzing the design of the constructivist learning 
environment model, the Blackboard platform, the National Sun 
Yat-Sen Cyber University platform, and e-learning tools of 
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technology companies for designing. Then, the researcher put 
forward the “Computer Support for Collaborative Design 
(CSCD) platform” design model based on the design 
department teachers’ and students’ needs for the web-based 
instruction platform functions and learning tools. Subsequently, 
the technical capabilities of many technology experts were 
integrated to establish a CSCD platform prototype, and 
modifications were conducted based on expert validity and user 
tests. After completing the CSCD platform, the experts and 
users assessed its usability and the overall design results 
through formative evaluations. The evaluation results show that 
the experts and users provided very positive feedback and 
believed that the platform not only possessed strengths lacking 
in general online learning platforms but also that the 
completion of the setup marked the beginning of a customized 
web-based learning platforms. The platform combines several 
web-based technologies and teaching resources and displays 
works through multimedia graphics and animation, with user-
friendly and image-style characteristics that are useful for 
learners with an expertise in imaging. 

A. The Purposes of the Research 

The research purposes include the following: 1) to design 
and set up a teaching website with the constructivist learning 
environment model, computer-supported collaborative learning 
theory, and mind mapping-related theories that serve as the 
basis; 2) to design and set up a teaching website that aids in 
understanding the influence of the CSCD and collaborative 
mind mapping on design department students’ learning 
attitudes, learning effectiveness, and creativity. 

II. THEORETICAL FRAMEWORK 

With the constructivist learning environment, mind 
mapping-related theories, and computer-supported 
collaborative learning as its bases, the CSCD learning platform 
setup in this study can be described in the following section. 

A. The Construction of the Constructivist Learning 

Environment Model 

Jonassen [23] proposed the constructivist learning 
environment (CLE) model (Figure 1) with six elements. Based 
on the design teaching, design purposes, design methods, and 
other characteristics and from the perspective of the 
constructivist learning environment design, the relationship 
between the model’s application and design education is 
proposed as follows: 

1) The Six Components of the Constructivist Learning 

Environment Model 

a) Problems/Cases/Projects 

The CLE drills on a problem or issue, which are poorly 
structured, the answers are uncertain, and they are real-life 
problems that elicit motivation to train the learner to attempt to 
resolve them, complete projects, and apply the results to real-
life situations. 

a) Relevant Cases 

In the CLE, relevant cases are provided. Through the 
introduction of cases and the demonstration of model works, 
novices have the opportunity to observe and learn. Moreover, 
through case-based reasoning, necessary referential 

experiences and scaffolding aids are provided for the learner 
to understand and resolve problems [45]. 

 

Figure 1.  Constructivist Learning Environment Model (Source: Jonassen, 
1999, p.218) 

b) Information Resources 

The CLE provides appropriate text files, pictures, sound 
resources, videos, animation, among other support information 
for building students’ mental models and for forming a space 
for manipulating and thus solving problems. 

c) Cognitive (Knowledge Construction) Tools 

The CLE should provide cognitive (knowledge 
construction) tools such as databases, mind mapping, expert 
systems, and hypermedia to help solve problems and aid in 
extended thinking. 

d) Dialogue and Cooperation Tools 

The CLE should provide a variety of computer-mediated 
communication tools, such as various types of computer 
conferences, listservs, email, bulletin board, and NetNews 
services to support the learner in community cooperation, 
agreement, and decision-making, thus achieving a common 
goal (Scardamalia, 1994 cited from [23], p. 228;). 

e) Social or Situational Support 

The CLE’s social or situational support includes 
completing and perfecting hardware, instruments, equipment, 
and other physical environments in the learning environment. 
Additionally, it includes the user’s familiarity with the system 
tools of the learning platform and the operating method and 
the teachers’ explanation or clarification of their opinions on 
students’ questions. 

2) The Three Teaching Strategies that Support the 

Implementation of a CLE 
In a CLE, the teaching strategies should support the goals 

of the learning activities where appropriate. The 
implementation of the CLE is supported by three teaching 
strategies: modeling, guidance, and scaffolding aids.  

a) Modeling 

In a CLE, modeling provided by teachers can be divided 
into behavioral modeling and cognitive modeling; the former 
refers to the modeling of how activities are conducted, while 
the latter clearly expresses to students the need for reasoning 
during activities. 
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b) Guidance 

Guidance is provided when the learner seeks assistance. 
The guidance coach analyzes the learner’s performance and 
provides feedback, reflections, suggestions, and skills for 
adjusting the learner’s development, with emphasis on the 
learner’s performance. 

c) Scaffolding Aid 

Unlike modeling and guidance, the scaffolding aid 
generally compensates for a learner’s lack of prior knowledge. 
When a problem is encountered while executing a task, the 
teacher should employ a scaffolding-aided learning approach, 
such as adjusting the degree of operational difficulty, 
accommodating the learner’s ability, restructuring the task to 
compensate for the lack of prior knowledge, or providing an 
alternative evaluation method to complete the task. 

The three teaching strategies that support the CLE 
implementation coincide with the design teaching concept. In 
the design of teaching activities, the teacher’s modeling and 
individual guidance enhance students’ interest in learning 
through actual operation and the application of theories in 
practice [15]. 

B. Mind Mapping 

1) The Definition of Mind Mapping 
Mind mapping is a thinking-integration skill that is 

constantly linked to external concepts through an illustrated 
technique of association based on imagination. This technique 
transforms a central theme into a concrete one. Mind mapping 
associates objects through brainstorming to assist thinking and 
decision-making and to encourage problem solving by 
innovative means. By changing traditional logical and 
convergent thinking patterns through the use of lines, colors, 
text, numbers, symbols, graphics, keywords, and other 
methods of radiant thinking, the brain can freely radiate and 
associate, which encourages infinite creativity. Mind mapping 
not only characterizes the structure of knowledge but also aids 
in its absorption, compilation, and comprehension while 
enabling students to fully employ whole-brain creative 
thinking and problem solving ( [18], [21], [36], [37], 
[60].Mind mapping presents systematic knowledge through 
visual diagrams and text-based themes. The advantages of 
mind mapping include visualization, streamlining, integration, 
and focus, which all help the learner to fully apply 
brainstorming and free association through radiant thinking 
and composition methods. In education, mind mapping is not 
only an effective learning strategy but is also an essential tool 
for enhancing creativity. The computer-based mind-mapping 
technology uses a visualized thinking model, combines the 
Internet and multimedia (hypermedia) and thus allows users to 
arbitrarily organize and develop systematic knowledge, 
develop creativity, and express personal style. For these 
reasons, the technology greatly aids in teaching and learning. 

2) The Theoretical Foundation of Mind Mapping 
The process of mind mapping is compatible with the 

constructivist theory, meaningful learning, the radiant thinking 
model, and theories of whole-brain thinking. 

a) The Constructivist Theory  

In constructivism, knowledge is constructed, and the 
significance of the knowledge lies in the learner’s integration 
of new ideas with past knowledge and experience, thus giving 
the phenomenon meaning and constructing his understanding 
about knowledge. This process of knowledge building is 
known as “meaningful learning”. Initially, it is easy for the 
learner to assign meaning to things and phenomena, but with 
the accumulation of experience, the meanings assigned 
become more complex [24]. In summary, Constructivism 
emphasizes the following points: 1) the learning should be 
learner-centered, and knowledge is voluntarily obtained from 
the learner’s past experiences, not directly from the teacher’s 
instruction; 2) the learner combines new knowledge with old 
cognitive framework in a non-arbitrary manner; 3) learning 
cannot be accomplished by memorizing books; instead, the 
learner should integrate new knowledge with accumulated 
knowledge and assign it new meanings; 4) knowledge is 
complex and situational; therefore, the learner’s understanding 
of knowledge should be characterized by complex knowledge 
[25]. 

b) Meaningful Learning  

Meaningful learning refers to the combination of the 
learner’s new knowledge and old cognitive framework in a 
nonarbitrary manner. Many scholars [1], [42] have suggested 

that learning is only effective if it is learner-oriented and if the 
learner understands the significance of the concepts gained. 
For learning to be meaningful, the teacher should first 
understand the learner’s existing cognitive framework and 
then transfer new knowledge based on this cognitive structure, 
thereby enabling the learner to link the new and old cognitive 
structures. 

c) The Radiant Thinking Model 

Research has found that human brain waves do not travel 
in straight lines. Instead, the brain delivers messages in a 
radial manner. When a concept appears, the brain may 
generate a series of related ideas, and the relationship between 
the ideas and theme concepts is expressed in a radiant pattern. 
From each idea branched out (in text or images), more ideas 
can be generated. Mind mapping adopts such radiant thinking 
to simulate the brain’s thinking patterns. Compared with 
traditional linear thinking, radiant thinking more effectively 
sparks creative ideas because it is characterized by lateral and 
vertical thinking, resulting in the free production of ideas, free 
association, and the generation of infinite creativity [3], 
[6],[33] , [35].  

d) The Whole-Brain Learning Model  

In the late 1960s, Professor Roger Sperry, from California, 
U.S.A., published his research results on the brain cortex, 
which showed that the left and right cortexes are responsible 
for different mental functions. The left brain specializes in 
learning-related functions, including linguistic and logical 
thinking; the right brain focuses on creative aspects, such as 
spatial perception, the Gestalt concept, color sensitivity, and 
range concepts [2], [6],[4], [7], [35], [46], [48]. However, the 
whole-brain thinking model involves the presentation of 
visually outlined views, messages turned into images, and 
memory associations, thus allowing the free display of 
thoughts and ideas and generating an integrated whole-brain 
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operation, which further enhances the ability to learn and solve 
problems [6]. 

Mind mapping helps teachers to design meaningful 
learning environments. While a learning theory-based teaching 
environment encourages students to learn actively and 
enhances learning effectiveness, it also supports students’ 
ability to solve complex problems and complete innovative 
tasks. 

C. Computer Support for Collaborative Design 

1) The Meaning of Computer Support for Collaborative 

Design 
The CSCL applied to the field of design is known as the 

Computer Support for Collaborative Design (CSCD). Kvan 
[28] defines collaborative design as team members’ 
negotiation, agreement, compromise, satisfying, and 
completion of stages in the design process and the 
achievement of goals that cannot be achieved individually. 
Kalay [26] suggested that a good design must be continuous 
and must integrate different specialties and shared knowledge. 
Lee [31] also found that collaborative design refers to the 
synchronized interaction, communication, and discussion of 
team members during the product development process. 
Moreover, to implement a design mission, the communication 
and collaborative tools must meet the needs of all the team 
members. CSCD means designing activities that support and 
strengthen teamwork through computer aids and support 
systems so that such activities can be integrated into computer 
technology-related applications, incorporate professional 
knowledge from different fields, share interdisciplinary 
expertise, and achieve perfect design results [47]. In practice, 
the designer must conduct complex communication and 
coordination among proprietors, material providers, and even 
partners and competitors in large projects [16]. Cross and 
Clayburn [14] also pointed out that in the design process, most 
problems are complex and difficult to solve, and groups are 
better able than individuals to acquire more information, 
which aids in the decision-making process. Teamwork with 
specialized personnel from other fields helps designers to 
complete projects. Hence, teamwork is essential in design 
[17], [64]. 

2) The CSCD Applications 
Collaborative design has numerous benefits. Empirical 

studies have found that by incorporating the CSCL design in 
the planning of courses, the interactions among the learners 
via the computer platform could be enhanced, which 
contributed to learning effectiveness. The cross-functional 
team approach helps the designer to resolve design-related 
problems, shorten the time for product design and 
development, and reduce costs [9], [12], [54]. Teamwork is 
emphasized in practical design projects. The introduction of 
the CSCL in the design field and its further development into 
the CSCD enables team members to interact more frequently 
through collaborative discussions, helps to solve problems and 
enhances learning motivation and results. More importantly, 
with this kind of interaction, team members will elicit more 
creativity in one another. Thus, compared with other fields, the 
importance and value of the CSCD for design are critical. 
Tang, Lin and Chen [50] also found that concepts produced 

during the collaborative process can be applied to creative 
performance, and different knowledge and design experiences 
result in clearer and more complete design concepts, thereby 
producing better results. The division of tasks through 
teamwork can integrate the members’ different skills and 
knowledge to enhance the diversity and integrity of design 
[43], [51], [57]. In particular, with the progress and 
popularization of network technologies, traditional face-to-
face and synchronous forms of communication, in view of 
their time and cost considerations, have gradually been 
supplanted by other forms of interaction and collaborative 
learning tools. These changes, while enabling students to 
engage in networked learning activities through constructive 
and collaborative learning methods, have reduced costs and 
enhanced communication and work efficiencies [13], [19], 
[23], [29]. 

The integration of network technology and teamwork has 
led to major changes in the design environment. The team 
members create interactive relationships through collaborative 
discussion, which helps to resolve problems, elicit creativity, 
and enhance learning motivation and results. Moreover, digital 
media have overcome the time and space constraints of 
traditional media, thus substantially improving production and 
operation techniques in the design industry. In other words, 
the support of computer technologies provides learners with 
useful resources and channels for collaborative learning so that 
learning can occur at any time and in any place. In addition, 
teachers’ effectiveness can also be enhanced. The importance 
of design education is therefore clear. 

D. The Characteristics of Design Students 

Unlike other types of learners, design students possess 
characteristics such as graphics ability, creativity, and learning 
style. As Chen and You [12] stated, design departments 
greatly emphasize communication, discussion, and 
cooperation.  

1) The Personality Traits of Design Students 
Through in-depth interviews, Lin [34] found that design 

students possess the following characteristics: (1) they are 
more confident and demand perfection more than other 
students; (2) their interests in life are often related to what they 
have learned, such as computer graphics for design and 
painting, indicating their ability to integrate learning into life; 
(3) information gathering and sketching are the most common 
learning activities for finding inspiration and creative 
expression; (4) to enhance their professional capabilities, the 
students need to continually absorb information; (5) 
accumulated learning experiences provide design students 
with superior creative thinking, orderly analysis, and precise 
hand-eye coordination; (6) their preferred courses have 
stimulating designs, rather than recitation or theory-based 
instructional designs, to allow the expression of creativity. 

2) The Graphics Ability of Design Students 
Tseng [53] showed that compared with students from other 

departments, design students possess better creative thinking 
ability, specifically in dispersed graphics. Lee [30] also found 
that approximately 75% of college design students have a 
greater need for graphics data than for text data. Moreover, 
graphics, audio-visuals, and multimedia are important sources 
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of inspiration and creativity for design students. In this study, 
computer-based mind mapping elicited students’ creativity 
through constructive and organizational ideas and thus 
enhanced learning effectiveness. Wavering conducted research 
on high school students’ logical and thinking abilities required 
for constructing linear diagrams. The results showed that the 
learners’ operational and cognitive abilities were indeed 
associated with the learner’s graphics capability. 

3) The Creativity of Design Students 
Design students possess not only an aesthetic sense but 

also the powers of observation, imagination, and creativity to 
develop design experiences and resolve design issues from 
different perspectives. Design students consider the ability to 
think creatively as most important, followed by the ability to 
engage in technical work [52]. Methods for cultivating design 
students’ creativity should begin by improving teaching 
activities and learning environments. To foster students’ 
creativity, teachers should design and implement innovative 
lessons based on students’ characteristics [34].  

Design students have greater sensitivity to images and 
colors, are skilled at visual thinking, know how to flexibly 
apply their learning, and are fond of dynamic learning 
methods and knowledge that can be applied to daily life. 
Hence, graphics and the teaching tools of text, voice, video, 
and multimedia should be applied to learning environment 
designs and teaching materials where appropriate. 
Additionally, open-ended creative activities should be 
designed, and learning aids and tools that meet the students’ 
needs should be provided to enable design students to display 
their strengths, build their own knowledge structures, enhance 
their learning motivation, and develop good attitudes, thereby 
promoting academic achievement. 

III. REASERCH METHOD OF THE PRIMARY STUDY 

A. The Research Framework 

This study is based on the ADDIE teaching design model, 
which consists of the following five processes: analysis, 
design, development, implementation, and evaluation 
underwent platform construction. First, the design teachers’ 
and students’ needs for the platform functions and learning 
tools on the platforms were analyzed; then, a CSCD learning 
platform model was designed. Next, feasible analysis was 
conducted, and the course content was planned to develop the 
CSCD platform. After integrating the information engineers’ 
techniques, the CSCD platform was constructed. Finally, 
through expert opinions and user evaluations, the platform was 
corrected. 

B. The Research Procedures 

1) The Demand Phase 
Based on previous studies analyzing theories and literatures 

related to web-based instructional platforms and domestic and 
foreign learning platform designs, this study constructed the 
functional design and integration framework of the web-based 
instructional platform. Then, the AHP hierarchical analysis was 
adopted to produce a questionnaire intended to reveal the 
design teachers’ and students’ (the main platform users) views 
on the platform functions and learning tools. 

2) The Design Phase 
In this study, the design model of the CSCD platform was 

established according to the users’ needs. The CSCD model 
covers four functions: course information, teaching content, 
learning tools, and assistance (Q&A and help). The model also 
includes seven learning tools: mind mapping, work display, 
electronic whiteboard, course discussion, virtual classroom, 
audio-video media, and relative links.  

3) The Develpoment Phase 
To understand the feasibility of the CSCD platform model 

setup, five engineers from information technology companies 
and school e-learning centres were interviewed in this study. 
Analysis and evaluation were conducted from the perspectives 
of costs, technical capacity, human resources, organizational 
strategies, possible risks, and prior setup-related experiences. 

4) The Setup Phase 

a) The Construction of the Platform Prototype 

The results of the feasibility evaluation showed the 
possibility of the construction. Thus, numerous information 
engineers’ techniques were integrated to construct the platform 
prototype. 

b) The Incorporation of Course Materials 

After constructing the platform prototype, the course 
materials were incorporated. With the “graduation topic” 
course as the example in this study, relevant teaching materials 
and references were provided by teachers with related 
experience and students who had taken the course. 

c) Expert Validity and User Testing 

After completing the CSCD platform prototype, the expert 
and user testings were conducted, and corrections were made 
based on the comments. 

5) The Evaluation Phase 
After correcting the CSCD platform, the experts and users 

then engaged in formative evaluation of the usability and 
overall design results of the platform. 

C. The Research Method 

1) In-Depth Interviews 
After constructing the study’s previous design and 

development phase and completing the construction and 
evaluation phases, the opinions of engineers’ and school 
network managers’ were collected through interviews.  

2) The Website Framework of the CSCD Platform 
The completed CSCD learning platform website framework 

is shown in Figure 2.  

IV. FINDINGS AND DISCUSSION 

A. Findings 

The CSCD platform functions are as follows: 

1) The Homepage 
After entering the platform, users register a new account, 

create a password on the right-hand side of the website and log 
in. The main page has nine course buttons. By clicking one of 
them, users are directed to the course profile page. The CSCD 
homepage is shown in Figure 3. 
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Figure 2.  Website Framework of the CSCD Learning Platform 

2) The Drop-Down Menu in the Top Middle Part of the 

Webpage 

a) The Course information 

The course information is divided into two parts: 1) News 
Updates. Users click this to enter the CSCD course discussion 
page. They should first read the instruction articles on the 
course discussion board to access the board; 2) Course 
Announcements. Users click this to enter and read the CSCD 
course-related news updates. 

b) The Teaching Content 

The items under this menu are managed by the course 
managers or teacher users and include course contents, audio-
visual media, and assignment submissions. The maximum 
upload for assignment submissions is 20M per file, and the 
limit is subject to change as needed.  

The capacity varies depending on the hard disc space 
available. The file extension formats of uploaded files are .zip, 
.rar, .pdf, .txt, .jpg, .tif, and .bmp, which are subject to change 
as needed, except ndex.htm, index.html, and index.php. 

c) The Student’s Work 

This function in the menu classifies the students’ work by 
topic. Users click on a work album to enter the browser screen 
and enjoy the various creative design projects. 

3) The Left Side of the Website 

a) The Search Engine 

Users click the keyword to search pictures and data needed 
on the CSCD platform. 

b) The Display of Students’ Work 

The students’ work is automatically displayed randomly. 

c) The Counter 

The number of visitors to the CSCD platform is recorded. 

4) The Function Menu on the Right-Hand Side 

a) The Course Menu 

The menu displays all nine courses provided on the CSCD 
platform: introduction to design, text style, digital editing and 
special effects, design creativity, composition, advertising 
design, photography, special topics design, and work 
collections. 

b) Q & A 

This section introduces the menu functions and describes 
the various links while accessing the CSCD platform. 
Descriptions and solutions are also provided for various 
common operating problems. 

c) Help 

The help menu includes the CSCD course discussion 
boards, course announcements, and bulletin boards. New 
course information is constantly updated, and space is 
provided for users to engage in exchanges and discussions. 

d) The Website Homepage 

Users click this option to be directed to the homepage 
screen of the CSCD platform. 

5) The Learning Tool Area on the Right Side 
According to the needs of users, the CSCD platform 

provides learning tools such as mind mapping, work display, 
electronic whiteboard, course discussion, virtual classroom, 
audio-visual media, and links to websites. The functions of the 
various learning tools are as follows: 

a) Mind Mapping 

Students sketch mind mapping through the use of the 
program X-Mind and upload the sketches to the platform. The 
rotate, zoom-in and zoom-out, or full-screen functions can be 
used to view mind mapping. The mind-mapping display 
window is shown in Figure 4. 

b) The Work Display 

This platform provides space for displaying work, thereby 
allowing students to learn from each other. The platform is 
presented in images to better suit design students’ 
characteristics and preferences. The students can preview 
works via thumbnail. Clicking on a picture will enlarge it for a 
better view. The students’ work display window is shown in 
Figure 5. 

c) The Electronic Whiteboard  

Once the teacher removes the authorization limit, the 
students can freely sketch on the electronic whiteboard to 
explain their abstract concepts, which are considered very 
conducive to interaction. The teacher’s explanations can also 
be viewed on the whiteboard, which produces excellent 
interaction results. 

d) Course Discussions  

This discussion board provides students with a forum for 
discussing their work and exchanging information outside of 
classes. In particular, because most design projects require 
teamwork, this interaction mechanism is critical. 

e) The Virtual Classroom 

Network learning environments with video conferencing 
allow students to feel as though they are in an actual 
classroom. Students should bring their own video cameras and 
recording devices. First-time users should first install the 
related equipment and programs. The Co-Life system allows 
2-29 webcams to operate simultaneously (depending on the 
bandwidth and the devices being used).  
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f) Audiovisual Media  

Some audio and video courses, digital video editing or 
audio effects production courses, come with multimedia 
teaching materials and related resources. Course content 
presented via audiovisual media is more stimulating, and 
students can advance and rewind as they like, which enhances 
their learning interest and leads to more effective learning 
outcomes. 

g) Links to Websites  

Various multimedia information is provided, including 
photo gallery, illustration gallery, design gallery, audio and 
video gallery, and unclassified. Clicking the class directs the 
user to the corresponding website. These resources can better 
inspire designers. 

Figure 3.  The CSCD Homepage 

 

Figure 4.  The Mind Mapping Display Window  

 

Figure 5.  The Students’ Work Display Window 

B.  Expert Opinions 

Interviews were conducted with the information engineers 
before and after setting up the CSCD platform. Their opinions 
of the platform setup are summarized as follows:  

1) Related Supplementary Measures for Maintaining the 

CSCD Operations 
Teaching and learning must be based on sound network 

environments and course-related information. Hence, the 
operation of the learning platform relies on the coordination of 
three aspects to smoothly carry out the platform functions:  

(1) hardware resources; because the host is usually open 24 
hours a day, it is normally deployed in an air-conditioned 
network-controlled room to be uniformly configured and 
managed by the school; (2) the management manpower on the 
back-end learning platform is the monitoring and management 
unit that supports network learning. The unit’s role is to 
process quickly to ensure the normal operation of network 
learning and to assist platform users in delivering system and 
course announcements and consultations; (3) teaching 
assistant; the main task of this assistant is to support the 
teacher with instructional operations and to communicate with 
students regarding the various website functions. In the 
coordination and operation of these three aspects, the teaching 
assistant is more likely to support the course operation through 
searches and training, while the procurement of the hardware 
host (including the placement of the equipment, the power 
supply, the network cable configuration, the operating system 
installation, and related software program settings and 
modifications) and the management of human resources 
require further budget and other considerations. 

2) The Estimation of the CSCD Platform Setup Costs 
The platform setup costs primarily include the software 

and hardware equipment and the staff.  
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The software and hardware equipment costs include the 
operating system and database software authorization fees and 
the budget for the software program of the learning platform 
management system. For the construction of the CSCD course 
functions and related technologies, a free content management 
system, the CMS Joomla website construction program, was 
used. Additionally, resources from the free database MySQL 
were adopted. To allow open source organizations to engage 
in development and support, Joomla applied various websites 
and progressive new technologies to enhance the 
responsiveness and performance of the websites. Furthermore, 
thousands of different website applications from around the 
globe, such as add-ons, graphic design and scenery 
developments, rapid deployment resources, and free and 
powerful extensions are performance strengths of the platform. 

3) The Assessment of the Overall Technical Capacity of 

the CSCD Platform   
First, with regard to the platform technology for 

constructing the CSCD platform, the operating system version 
of the web-based instructional environment as a whole should 
first be determined. Second, the various network and course 
function programs needed to set up the website are installed. 
Third, the various parameter settings are adjusted and 
modified. Fourth, art templates that match the visual style of 
the course program are edited and drawn. To maintain the 
normal operation of the platform, the host status should be 
regularly checked and maintained, and the course backup data 
should be downloaded. 

4) The Construction of the Human Resource Assessment 

of the CSCD Platform 
In addition to the school network managers, a teaching 

assistant is required to help students solve problems related to 
webpage browsing or platform use. The assistant also 
download assignments, edits course announcements and 
notices, contacts students, responds to the various discussions, 
explains the teacher-student contacts, and sends user 
comments, system problems and status updates to the system 
manager. These duties make the teaching assistant an 
important communication bridge between the system and the 
class. 

5) The Assessment of the Organizational Strategies on the 

CSCD Platform Setup 
The contribution level of the CSCD can be analyzed in two 

categories:  

(1) platform usage, user satisfaction, and the ease of the 
platform operation; can the platform compensate for the 
inadequacies of classroom teaching? If the conducting of 
classes, teacher-student interactions, assignment assessments, 
and other teaching items can be fully applied to ensure CSCD 
performance, and the system can also review and modify the 
course implementation where appropriate, the CSCD setup 
will serve as a good model for similar implementations in the 
future, and the e-learning effectiveness of schools will also be 
enhanced; (2) analysis of the operating costs shows that the 
CSCD platform was constructed on the premises of low cost 
and high effectiveness, which will encourage the introduction 
of more courses and gradually increase the use of such courses. 
For example, there can be more synchronized online courses, 

more courses with simultaneous online access, and more 
online course activities can be used to observe the 
development of teaching. 

6) The Assessment of Risks in the CSCD Platform Setup 
In terms of a school’s implementation of e-learning, the 

risks involved with this site are relatively low because of the 
minimal equipment and low system setup costs as well as the 
high expandability of the course functions. To maintain the 
smooth operation of the platform, the network technologies 
and related system developments should include periodic 
testing and updates. 

7) The Assessment of the Innovative Technologies of the 

Learning Tools on the CSCD Platform  

a) The Setup 

The seven main learning tools of the web-based 
instructional platform (CSCD platform) include mind mapping, 
work display, electronic whiteboard, course discussion, virtual 
classroom, audio-visual media, and links to websites.  

b) The Mind-Mapping Tools: Ozio Gallery 2: Cooliris 

Components 

The course options were originally designed for connecting 
to the Xmind website for online functional uses, but due to 
many online user authorizations and nonsynchronized teaching 
considerations, the options were changed to the Joomla 
components Ozio Gallery: Ozio Cooliris skin menu functions, 
and the students’ mind-mapping operating files were used as a 
display. The mind-mapping work samples are displayed 
through the component functions. Clicks visually emphasize 
the dynamic results, or they can be watched on the full screen.  

c) The Work Display Tools: Flickr SliderShow 

Components 

The work display function is one of the website’s most 
characteristic features. In terms of the website’s course design 
attributes, related assignments and work displays are provided. 
Hence, in consideration of the website’s file upload 
management and performance, the Flickr SliderShow 
components were adopted. With these components, including 
the storage spaces and application features provided on the 
Flickr website, intervals can be placed seconds apart, and file 
displays can be selected.  

The visual output is stimulating and quick, while the click 
responses are sound. In addition to the static picture files in the 
website’s design category, there are also mp3 files of 
multimedia sources and e-books that undergo audiovisual 
editing. Through the component functions, these options are 
directly available for listening on the website. 

d) The Electronic Whiteboard Tools: the Website Co-

Life System  

The electronic whiteboard connects to the Co-Life 
audiovisual conferencing system. The system was developed 
by the National Centre for High-Performance Computing 
(NCHC) and can synchronize with the electronic whiteboard, 
the desktop, text, and other instant messages, and it can 
provide a remote common processing platform during the 
project plan development period. The system is an essential 
tool for a virtual team. 
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e) The Course Discussion Board Tools: the Component 

Version Kunena Forum 

The application of the discussion board comes in multiple 
usage operations, examples of which include the latest news, 
course announcements, and course information that uses the 
discussion board functions. With the privacy protection 
function, some discussion boards authorize only the teachers 
and students to use them by logging in, at which point they 
can participate in presentations and interactive discussions. 

f) The Virtual Classroom Tools: the Website Co-Life 

System  

The virtual classroom combines the Co-Life online 
conferencing system functions of the NCHC. Users should 
bring their own camera video communication devices, and 
first-time users must install the related equipment and 
programs. The Co-Life online conferencing system will also 
automatically detect and install the relevant software needed 
for the environment. The current computer automated 
functions, coupled with devices such as the USB, have been 
successfully completed for installation and use. The 
microphone audio input devices, however, can be divided into 
the sound card and the webcam. Users can decide which sound 
input to adopt for voice recording and play. In principle, with 
the academic network transmission conditions and the ADSL 
environment, the Co-Life online conferencing system is used 
for synchronized teaching in online conferencing, thereby 
achieving smooth two-way audiovisual communication quality. 
However, for users with lower network bandwidths, systems 
of this type may result in connection problems or poor video 
quality. 

g) The Audiovisual Media Tools  

The audiovisual media tools adopt the following Joomla 
expansion component: the Expose Flash Gallery 4.6.3 
Alpha3c module, which can be classified or edited and is a 
powerful function for photographs and audiovisual displays. 

h) The Tools for Links to Websites 

The links to websites feature adopts the built-in 
components of the Joomla system: the version of the webpage 
link and classification lists will show all the lists for the 
webpage link classifications, which are managed by the 
background links for adding and editing. 

8) The Superiority of the CSCD Platform 
This website adopts the world-renowned Content 

Management System (CMS) Joomla website program setup, 
which features three advantages: (1) among the Joomla system 
expansion components, the multimedia graphics and 
animation performance are outstanding. These components not 
only display smooth and beautiful foreground results but also 
allow detailed adjustments of the background management 
functions, such as file uploading and parameter setting. When 
constructing and setting up website programs for various 
course tasks, the foreground and background performance and 
the operation of management-related configurations should be 
taken into consideration because these functions depend on the 
strengths and weaknesses of the website service program 
design, adjustments and optimized modifications of the 
relevant parameters to enable successful links to websites and 

normal launches. When designers consider setting up the 
Joomla version of the Content Management System, they 
should also consider numerous relevant support component 
functions, the technical community usage, and other related 
issues, as well as whether these functions meet the website 
requirements. From installing the host operating system to 
setting up the host system database and related components for 
convenient operating performance, the advantages of the CMS 
system for the course website are clear; (2) Joomla applies a 
wide range of new technologies that contribute to website 
progress, such as website caching technology, and can 
enhance responsiveness and performance of the website. 
Thousands of web-based add-ons and graphic design sets from 
around the world have been developed with this system as the 
basis. The expansion components with the features of quick 
setup, free resources, and powerful functions contribute to the 
website’s outstanding performance; (3) when updates for the 
various essential component versions are available, the 
component version-related information can be quickly 
understood, and component function updates can be 
considered and selected. 

The website combines various web-based technology and 
teaching resources, such as placing a large number of 
photographs and student image files on Flickr to save the 
website storage space and upload time. Additionally, the CMS 
system management function provides rapid and convenient 
browsing, and through classification links and overviews, the 
various themes are distinguished and presented. Furthermore, 
online submissions of work files, class announcements, and 
problem discussions can be directly conducted on this website. 
All the teaching resources and functions available on this 
website can be accessed only when teachers and students log 
in through their accounts and passwords, except for special 
authorizations for announcements and related course 
information. This feature thus protects information and allows 
convenient use. In addition, the recommended links on this 
website are mostly cited from the CC information network 
created by the Ministry of Education. Unless otherwise 
specified, the website contents are all labeled in CC names to 
promote the CC creation concept of network resource sharing. 

V. RECOMMENDATIONS  

A. The Promotion of the CSCD Learning Platform  

The CSCD learning platform was completed based on the 
findings of this study, and the teaching theories include many 
network learning environment components that meet teaching 
requirements, thus offering a new opportunity for networking 
design teaching. In recent years, the Ministry of Education has 
actively promoted high-quality e-learning content applications 
[38], [39], [40], [41] to improve the breadth and depth of 
information network education in our country, thus providing 
a favorable social environment for implementing a “network 
design academy.” Moreover, with the richer and more mature 
technologies and experiences of local companies’ web-based 
instructional platform setups, sound external conditions for 
these setups have been provided. With the support of the 
above environments and conditions, the implementation of the 
“network design academy” model should be feasible. In this 
study, the environment of design network learning serves as 
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the starting point for promoting the web-based design 
instruction, and it is hoped that this model will receive 
valuable feedback and encourage other professionals to join 
the R&D, thereby achieving the goal of implementing the 
web-based design instruction. 

B. Making Good Use of the Network Technology and 

Multimedia Features in Teaching Design  

To strengthen the learners’ intrinsic cognitive processes 
and enhance learning results, the design teaching network 
should make good use of the flexibility of the technology and 
the multimedia features when engaging teaching material 
content and learning activity designs. For example, problem-
solving strategies and online questions are techniques used to 
continually test learning effectiveness and produce the power 
of urge, and these techniques provide onsite video recording of 
visitation and speech activities, which enhance the students’ 
learning motivation and understanding of the content. 
Relevant videos and case files may also be provided for 
students to download, thus achieving the goal of active 
learning. In addition, the convenience of the network 
interactions also facilitates collaborative learning and online 
discussion, thereby achieving the goals of the CSCD. 

C. Establishing Responsible Units and Training Professionals 

to Develop Web-Based Design Instruction  

Currently, network learning programs are mostly promoted 
by school units (such as computing centers) or teaching 
development centers funded through program subsidies (such 
as the Teaching Excellence Program). Due to restrictions on 
funding and subsidies, problems related to network learning 
platforms cannot be effectively improved, and better platforms 
cannot be researched and developed. Therefore, it is suggested 
that schools establish responsible units to promote web-based 
design instruction, including the design of web-based teaching 
materials, the arrangement of web-based instruction activities, 
the design of network learning tools and interfaces, and other 
teaching resources with the assistance of professionals and 
administrative units (such as computing centers) in schools to 
construct high-quality web-based instructional environments. 

D. Promoting Mutual Growth and Complementarities 

between Academia and Industry through Industry-

University Cooperation  

Numerous domestic universities have developed their own 
teaching materials and web-based learning platforms, but few 
have successfully applied them to industry settings. Because 
design departments have special requirements for learning 
tools and hardware for the web-based instructional platform, 
the software, hardware and R&D expenditures of design 
departments are much higher than those of other departments. 
Hence, for future platform setups, mutual cooperation between 
academia and industry should be adopted to obtain funding 
assistance, fully engage the different professions, construct an 
attractive platform with substantial teaching results, and meet 
users’ needs. In addition, it is suggested that 
academia/university cooperation be adopted in the future to 
share research results and relevant innovative applications and 
concepts with the industry, thereby continuing to develop 
competitive products to be marketed. 

VI. IMPLICATIONS 

A. The Planning of the Overall Learning Environment 

This study started from the learning environment; through 
the web-based instructional platform, students’ network 
learning motivation and performance can be enhanced. 
However, even with an appropriate web-based instructional 
platform that meets the requirements, there is no guarantee 
that the expected and ideal goal will be accomplished. 
Planning of the overall learning environment, including the 
coordination of teachers, course content designs, teaching 
activity designs, and comprehensive learning assessment 
methods that complement one another are required to achieve 
maximum network learning performance. 

B. The Selection of Appropriate Courses to Implement 

Network Teaching 

Although this study advocates design teaching and the 
implementation of networking, it is emphasized that network 
learning is not applicable to all design courses. For instance, 
traditional technical courses, including physical operation and 
other diverse contents, cannot and inappropriately be 
completely replaced by the web-based instruction. However, 
web-based instruction will have value for certain courses, such 
as digital technology classes (e.g., webpage production) and 
creative thinking classes (e.g., design creativity and creativity 
development) if the courses can be adapted to implement 
network teaching or serve as a learning aid with the help of 
advanced technology, network convenience, and effective 
learning tools. In other words, in design education, appropriate 
courses can be selected to implement network teaching and 
maximize the teaching value. 

C. Expanding the Platform Functions and Tool Applications 

within the Scope of Design Teaching 

Hindered by current web-based learning platforms that 
provide only general features, the network ranges and 
function-related applications of design teachers are focused 
mostly on discussion boards, data transmission, and 
assignment submissions, while other functions are rarely used. 
The CSCD platform constructed in this study provides mind 
mapping, work display, electronic whiteboards, and other 
learning tools, which are very helpful for web-based design 
instruction. Therefore, the researchers hope that the relevant 
design education units understand the value and uses of design 
teaching, that platform functions will be expanded, and that 
the relevant tools will be applied to the scope of design 
teaching to enhance the performance of assisted teaching. 
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Abstract—Non communicable diseases (NCDs) are the biggest 

global killers today. Sixty-three percent of all deaths in 2008 – 36 

million people – were caused by NCDs. Nearly 80% of these 

deaths occurred in low- and middle-income countries, where the 

highest proportion of deaths under the age of 70 from NCDs 

occur [1]. The commonness of NCDs, and the resulting number of 

related deaths, are expected to increase substantially in the 

future, particularly in low and middle-income countries, due to 

population growth and ageing, in conjunction with economic 

transition and resulting changes in behavioral, occupational and 

environmental risk factors. NCDs already disproportionately 

affect low and middle-income countries. Current projections 

indicate that by 2020 the largest increases in NCD mortality will 

occur in Africa, India and other low and middle-income countries 

[2].  

Computer-based support in healthcare is becoming ever more 

important. No other domain has so many innovative changes that 

have such a high social impact. There has already been a long 

standing tradition for computer-based decision support, dealing 

with complex problems in medicine such as diagnosing disease, 

managerial decisions and assisting in the prescription of 

appropriate treatment. As we know that “Research is for the 

people not for yourself” so we are pleased to work for the 

healthcare and hence for the society and ultimately the 

MANKIND. 

 Keywords: NCDs; Web; Web Data; Web Mining; data Mining 

Healthcare. 

I. INTRODUCTION 

Healthcare researchers as well as practitioners require a lot 
of information to make their healthcare related activities and 
practices either with drug prescriptions which can efficiently 
cure patients’ illness or with correct and efficient 
medical/clinical procedures and services. Over the last decade, 
we have witnessed a likely to explode growth in the 
information available on the World Wide Web. Today, web 
browsers provide easy access to innumerable sources of text 
and multimedia data. More than 1000000000 pages are 
indexed by search engines, and finding the preferred 
information is not an easy task. This abundance of resources 
has provoked the need for developing automatic mining 
techniques on the World Wide Web, thereby giving rise to the 
term “web mining.” Information technology has been playing 
a vital and critical role in this field for many years. Therefore 
being able to promptly and correctly access required medical 

databases and information system resources and effectively 
communicate across different medical Institutes or countries 
become necessary. To proceed toward web intelligence, 
requires the need for human intrusion, we need to integrate 
and embed knowledge discovery, and machine learning into 
web tools.  

The Web has become a major vehicle in performing 
research and practice related activities for healthcare 
researchers and practitioners, because it has so many resources 
and potentials to offer in their specialized professional fields. 
There is tremendous amount of information and knowledge 
existing on the Web and waiting to be discovered, shared and 
utilized. The research in improving the quality of life through 
the Web has become attractive. This paper summarizes. The 
reason for considering web mining, a separate field from data 
mining, is explained. The limitations of some of the existing 
web mining methods and tools are enunciated, and the 
significance of proposed model in health care. Scope for 
future research in developing “Proposed model of web 
mining” systems is explained. We present an approach 
regarding Semantic Web and mining  [3] in healthcare, which 
can be used to not only improve the quality of Web mining 
results but also enhances the functions and services and the 
interoperability of medical information systems and standards 
in the healthcare field. 

The objective of this article is to present an outline of web 
mining, Knowledge web mining, its subtasks, and to give a 
perspective to the research community about the potential of 
applying knowledge discovery techniques to its different 
components. The article, gives emphasis on possible 
enhancements of these tools using “Knowledge Web Mining”. 
It should be noted that the use of knowledge discovery in 
“web mining” is a field in its origins, and thus the worth of 
this paper at this point in time is evident. 

The rest of this paper is organized as follows: Section II 
deals with the web and web mining, knowledge web mining 
discussed in next Section i.e. in section III. Section IV 
provides an introduction to knowledge discovery. Sections V 
cover, in detail, the possible healthcare application and future 
model a practical approach, Section VI provides the 
conclusion and scope of future research in the area of 
knowledge web mining by proposed model. 
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II. WEB AND WEB MINING 

Web is a collection of inter-related files on one or more 
Web servers. The web is a immense collection of completely 
uncontrolled heterogeneous documents. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

Figure1. The steps of extracting knowledge from data 

Thus, it is huge, varied, and dynamic, and raises the issues 
of scalability, heterogeneity, and dynamism, respectively. Due 
to these characteristics, we are currently drowning in 
information, but famished for knowledge; thereby making the 
web a fertile area of data mining research with the vast amount 
of information available online. Data mining refers to the 
nontrivial process of identifying valid, novel, potentially 
useful, and ultimately understandable patterns in data. Web 
mining can be mostly defined as the discovery and analysis of 
useful information from the World Wide Web.  

Web mining is the application of data mining techniques to 
Web data [5]. Web mining helps to solve the problem of 
discovering how users are using Web sites. It involves mining 
logs (or log analysis) and the steps that typically have to be 
gone through to get meaningful data from Web logs - data 
collection, pre-processing, data enrichment and pattern 
analysis and discovery as given in figure 1. 

Web mining is the application of data mining techniques to 
extract knowledge from Web data  

Web data is 

 Web content –text, image, records, etc. 

 Web structure –hyperlinks, tags, etc. 

 Web usage –http logs, app server logs, etc. 

 
In web mining data can be collected at the server side, 

client side, proxy servers, or obtained from an organization’s 
database. Depending on the location of the source, the type of 
collected data differs. It also has extreme variation both in its 
content (e.g., text, image, audio, symbolic etc.) and meta 
information, that might be available. This makes the 
techniques to be used for a particular task in web mining 
widely varying.  

Some of the issues which have come to light, as a result, 
concern  

 Need for handling context sensitive and imprecise     

 Queries; 

 Need for summarization and deduction; 

 Need for personalization and learning. 

 
Thus, web mining, though considered to be a particular 

application of data mining, warrants a separate field of 
research, mainly because of the aforesaid characteristics of the 
data and human related issues.  

III. KNOWLEDGE WEB MINING  

Relevance of knowledge web mining is extensively 
established in the literature recently, the application of 
knowledge web mining in health care problems has also drawn 
the attention of researchers.  

Thus better healthcare related recommendations can be 
constructed with ontologies and with little human intervention. 
For an on-line healthcare web site, two important ontologies 
would need to be built: one of the ontology describing all the 
healthcare services provided, with the relation between each 
other, and the other ontology describing the web site. Thus 
Semantic Web ontology can help build better web mining 
analysis in healthcare, and web mining in-turn helps construct 
better, more powerful ontology in healthcare. Web 
personalization is to display and offer information to the 
healthcare web site users according to their interests and 
needs, which are already stored in the database. 
Personalization requires implicitly or explicitly collecting web 
site users information and leveraging that knowledge in the 
content delivery framework to choose what information to 
present to the users and how to present it with tailored pages 
according to information gathered about the particular health 
care web site user. Web mining is the application of data 
mining techniques to Web data.  

Web mining helps to solve the problem of discovering how 
users are using Web sites. It involves mining logs (or log 
analysis) and the steps that typically have to be gone through 
to get meaningful data from Web logs - data collection, pre-
processing, data enrichment and pattern analysis and 
discovery. We have proposed a new type of intelligent model 
in health care which is web based, In which we use web 
mining and data mining. 

IV. KNOWLEDGE DISCOVERY 

A.  Proposed Model 
Our work is for the architecture of a web based decision 

support system model. Means we have to work on basically 
three areas. 

a) Web based Model 

b) DSS 

c) Intelligent web based Model (IDSS) 

 
This will give us a Web based DSS model [6] which is 

Intelligent. Our work area will be health care, so we need data 
related to health care such as cardio, OSA, diabetes, breast 

               Information Retrieval 
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cancer etc. Now for the development of the model we have to 
use Data Mining Tools such as Weka, Tanagra and PSW @12 
Modeler, Statistica. 

 As per our research related literature survey we came to 
know what was the traditional model what is the current 
model and what model we are going to proposed. All this will 
be discussed below and we have to work accordingly. 

V. POSSIBLE HEALTHCARE APPLICATION AND FUTURE 

MODEL A PRACTICAL APPROACH 

Now finally we are going to propose our model in which 
we have to use Web and Web mining. From web we fetch data 
and through web and web server we store data and after 
mining we make these data intelligent using our model. In this 
model we use data mining, web mining tools, web and web 
servers. Our proposed model will be as follows. 
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     Engineers                                Engineers                 Engineers 

 
Figure2.  Proposed Web based IDSS Model 

As given in the above figure our research will base on 
three modes. In first mode we fetch data from the web and that 
organizational data base will be treated by data mining. By the 
help of data mining tools (DMT) or Knowledge mining Tools 
(KMT) we get knowledge data that will be used by the 
knowledge engineers or the users.  

In second method our research will based on data which 
will be fetched by the web [6]. We fetch data and collect data 
as organizations’ operational database. By the help of OLAP 
server we fetch data and on that data we apply DMT or KMT. 
This will result as knowledge data. Data will be further used 
by the knowledge engineers or the users. These data would be 
further send to web for the global use. Similarly in the third 
mode we fetch data from web by different web crawlers. In 
these data we have web structure, contents and web usage. On 
these data we use DMT or KMT and finally acquire 
knowledge data and that would be further used by knowledge 
engineers or end users given in figure 2. 

 

A.  Diabetes and data mining 
When considering the healthcare business, we may find 

several interesting and demanding applications for DM [10]. 

Following our analytical formulation, we now present a real-
life application for identifying diabetic patients in a small 
Indian town.  

TABLE1:    SHOWS THE PATIENT SUFFERING FROM THE DISEASE 

 

B.  Classification and Prediction 
Classification is the processing of finding a set of models 

(or functions) which describe and distinguish data classes or 
concepts, for the purposes of being able to use the model to 
predict the class of objects whose class label is unknown. The 
derived model may be represented in various forms, such as 
classification (IF-THEN) rules, decision trees, mathematical 
formulae, or neural networks.  

Classification can be used for predicting the class label of 
data objects. However, in many applications, one may like to 
predict some missing or unavailable data values rather than 
class labels. This is usually the case when the predicted values 
are numerical data, and is often specifically referred to as 
prediction [7]. 

 IF-THEN rules are specified as IF condition THEN 

conclusion 
 

e.g.   IF age=old and patient=diabetic then heart disease 

prone=yes 

C. Clustering Analysis 
Unlike classification and predication, which analyze class-

labeled data objects, clustering analyzes data objects without 
consulting a known class label. In general, the class labels are 
not present in the training data simply because they are not 
known to begin with. Clustering can be used to generate such 
labels. The objects are clustered or grouped based on the 
principle of maximizing the intra class similarity and 
minimizing the interclass similarity. 

That is, clusters of objects are formed so that objects 
within a cluster have high similarity in comparison to one 
another, but are very dissimilar to objects in other clusters. 
Each cluster that is formed can be viewed as a class of objects, 
from which rules can be derived. [4] 

Application of clustering in medical can help medical 
institutes’ group individual patient into classes of similar 
behavior [7]. Partition the patient into clusters, so those 
patients within a cluster (e.g. healthy) are similar to each other 
while dissimilar to patient in other clusters (e.g. disease prone 
or  Weak). As given in figure 3. 
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1 Blood Sugar Blood 

Pressure  

Heart Disease 

2 Blood Sugar Blood 

Pressure 

Heart Disease 

3 Blood Sugar Blood 

Pressure 

Heart Disease 

4 Blood Sugar Blood 

Pressure 

Kidney 

Problem 

5 Blood Sugar Blood 

Pressure 

Eye Problem 

OLAP 

 

SERVER 

ORGANIZATIONAL   

 

DATA BASE 

DM

T 

 
 
ORGANIZAT

ION 

  

OPERATION

 

         WEB 

DMT 

OR 

WEB 
CRA

WLE

 

Web 

Structure/ 

Contents 

      DMT  

      OR 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 3, No.4, 2012 

120 | P a g e  

www.ijacsa.thesai.org 

 
Figure 3.   Picture showing the partition of patients in clusters 

 

The main goal of this application is to be familiar with 
what causes diabetics. We were capable to obtain a patient 
database and conduct an analysis looking for to identify which 
patients have high probability of being diabetic.  

Association Rules that can be derived from Table 1 are of 
the form: 

)2,()1,( diseaseXdiseaseX   

)3,()2,()1,( diseaseXdiseaseXdiseaseX   

 

)"",()"",( ureBloodpressXBloodsugarX  [support=2% and 

confidence=60%] 

(X,“Bloodsuger”)^(X,” Bloodpressure”)                

       >(X,”Heartdisease”) 

[Support=1% and confidence=50%] 

 

Where support factor of the association rule shows that 1% 
of the patient suffering from the disease blood sugar and blood 
pressure, confidence factor shows that there is a chance that 
50% of the patients who have “Blood sugar” will also have 
“Blood pressure”.  

This way we can find the strongly related disease and can 
optimize the database of a healthcare programme. As given in 
Table 1. 

D.  Generating Knowledge 

The use of Information Theory is primarily interesting as 
this theory relates also to the Information Systems field. When 
integrates those concepts together we were capable to show 
that our method is relatively excellent compared to other 
traditional methods. Therefore, one outcome is establishing 
our method as a legitimate method for DM [8].  

Second, we used to the DM procedure to gain knowledge 
about diabetes. We wrap up that the following variables can 
provide good indicators for identifying probable diabetic 
patients: family history, body weight (BMI Body Mass Index), 
pregnancy (in case of female patent), SFT (Skin Fold 
Thickness) and age. This may become a powerful predictive 
tool for any organization seeking to perform a more accurate 
and informed patient selection process to recognize diabetic 
patients.  

E.  Working with Tanagra on Diabetes Dataset: 
Open Tanagra then open data file which is in txt, xls or arff 

format. We use tanagra for finding the class of particular 
disease and its various attributes such as Max, Min, Mean, std. 
deviation etc. then we find its class of diabetic and non 
diabetic patients then finally we are able to give description of 
both class of diabetic and non-diabetic patients [9] with there 
accuracy in percentage. 

 
 

figure 4.  Tanagra page 

As we open the file in dataset it will appear as given 
below, the screen shot given below clearly indicate the open 
file name diabetic.txt in title diabetic class and also on the task 
bar of Tanagra. The down load information is on the right side 
of the screen given in figure 4 and 5. 

 
 

Figure 5.  Open file information 

First we open a new sheet of Tanagra and then open a 
dataset of diabetic patient in the format given in Tanagra. First 
look of Tanagra is given in figure 4. Dataset file name 
diabetic.txt. Now we right click on view dataset and choose 
view from pop-up menu which will appear after right click on 
view dataset. This gives the data on the Tanagra sheet given 
below in figure 6. Now we select view dataset from data 
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visualization tab and drag it and drop to that on dataset. Now 
we select define status from feature selection tab and then drag 
it and drop to dataset then right click on define status and 
select parameters from pop up menu we get above attributes 
given in figure 7.         

Now select four attributes as input as age, BMI, DPF and 
Plasma Glucose and press OK button. Now we get following 
result given in figure number 8. 

From statistics tab we choose Univariate continuous stat, 
drag and drop it in define status1.  Then we use view 
command from pop up menu we will get following figure 8. In 
above figure it is clear that we get result as Min, Max, 
Average, Std-dev and avg. Std-dev. 

From example Plasma Glucose min value is 78 max values 
is 197 Average 126.7 Std dev is 32.11 and avg. std dev is 
0.253  BMI (Body Mass Index) result is 0, 45.8, 31.42, 
7.9643, and 0.2534.  

Similarly for age min age is 21 max ages in dataset is 60, 
average is 37.9024, std. dev is 11.6293 and avg. std dev is 
0.3068 as given in above figure 8. Again we select define 
status3 and drag and drop group characterization figure 9 from 
statistics tab.  Then press right click and choose view we will 
get following result in figure 9.  

In the next section we have outcomes of the work 
explained. 

Figure 6.   Diabetes dataset in Tanagra 

Figure 7.    Selection of different attributes 
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Figure 8.   Min, Max, average, std. deviation of different attributes

Figure 9. final outcomes on given diabetes dataset. 
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In this result we could conclude that the group ‘Yes’ 
means diabetic class having mean value of plasma glucose is 
137.36 and standard deviation is 34.99 for the average mean 
age group is 40 years.  

Whereas for group ‘No’ means non-diabetic class the 
mean plasma glucose value is 114.37 and standard deviation is 
23.76 for average age group is 35.47. This is overall 41 
patients clinical records test dataset. We could draw a 
conclusion that average age for non-diabetic is 35-36 years; 
increase of plasma glucose depends on after 40 years of age. 
So after 40 years of age a person is more prone to diabetic 
according to his/her plasma glucose value. 

VI. CONCLUSION 

 As we continue our fight against diabetes, sharing and 
benchmarking diabetes care is essential to influence health 
policy and improve outcomes and quality of life for people 
with diabetes. As more and more data is collected, Diabetes 
measurement will become an even more powerful resource for 
inspiring and driving change in diabetes care. The 
fundamental goal of the Diabetes measurement is to measure, 
share, and improve diabetes outcomes. There are so many 
ways to get involved in reversing diabetes trends, from 
collecting data to sharing better practice models to improving 
public visibility and advocating for the quality of diabetes care 
at the global, national, clinic, and patient levels. 

In this work we have presented an intelligent proposed 
model for healthcare which is related with healthcare. In this 
proposed model diabetic patient. This web based decision 
support system will helpful in health care management. Since 
the application of data mining brings a lot of advantages in 
higher well equipped hospitals, it is recommended to apply 
these techniques in the areas like optimization of resources, 
prediction of disease of a patient in the hospital.  

As shown in the proposed model mentioned above, the 
main components of IDSS are intelligent techniques that 
generate knowledge which further helps health care planners 
to take more accurate decisions. Future work will be done on 
heart disease clinical dataset and find outcomes on heart 
disease. Work will be done on weka and will get knowledge 
data. 
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Abstract- The continuous, rapidly growing volume of scientific 

literature and increasing diversification of inter-disciplinary 

fields of science and their answers to unsolved problems in 

medical and allied fields of science present a major problem to 

scientists and librarians. It should be recalled in this aspect that 

today as many as 4800 scientific journals exist in the internet of 

which some are online only. The list of journals located in subject 

citation indexes in Thomson Reuters can be obtained from the 

website. From researchers’ point of view, the problem is 

amplified when we consider today’s competition where we may 

not be able to spend time on experimental work merely because 

of already published information. Therefore, considering these 

facts partly and the volume of serials on the other, a study has 

been initiated in evaluating the scientific literature published in 

various journal sources. The scope of the study does not permit 

inclusion of all periodicals in the extensive fields of biology and 

hence a text mining routine was employed to extract data based 

on keywords such as bioinformatics, algorithms, genomics and 

proteomics. The wide availability of genome sequence data has 

created abundant opportunities, most notably in the realm of 

functional genomics and proteomics. This quiet revolution in 

biological sciences has been enabled by our ability to collect, 

manage, analyze, and integrate large quantities of data. 

I. INTRODUCTION 

Scientific discovery in genomics and related biomedical 
disciplines increased the amount of data and information [3] 
whereas text mining provide useful tools to assist in the 
curation process [4] in extracting relevant information using 
automatic techniques, text-mining and information-extraction 
approaches [5]. Text literature is playing an increasingly 
important role in biomedical discovery.  

Most text mining applications require the ability to identify 
and classify words, or multi-word terms, that authors use in an 
article. Several strategies have been tried to recognize 
biological entity names in articles.  

Some methods rely on protein and gene databases to 
assemble dictionaries of protein names. Most of these methods 
were developed for abstracts, because abstracts are readily 
available for millions of articles (e.g., PubMed)[6]. To support 
data interpretation, bioinformatics tools were utilized to 
identify relevant information from literature databases. On the 
other hand, success has been achieved in developing 
biomedical literature mining software using semantic analyses 
to automatically extract information [7]. This method uses a 
pattern discovery algorithm to identify relevant keywords in 
abstracts. 

In this paper, we present segregated information of 
journals that contain or publish data on bioinformatics, 

proteomics and genomics. Keyword searches in PubMed 
database with a list of countries and their involvement in 
research publications have also been presented. Most of the 
articles in bioinformatics journals are often technology 
centred, focusing on rapidly evolved techniques for analysis of 
sequences, structures and phylogenies [8]. Some articles 
emphasized on data integration and analysis with data-driven 
data management for integrative bioinformatics systems [9]  

For the purposes of investigation, the evaluation was 
confined to the scientific journals hosted in PubMed only [1]. 
It is obvious that in compiling the information on the volume 
of data published in journals and that even the most careful 
check could not exclude the possibility of errors; however it is 
understood that the influence of such errors is minimal 
considering the huge volume of information in PubMed 
database. 

II. MATERIALS AND METHODS 

NCBI PubMed literature database was selected for the 
study. Initially a generalized search without any limits was 
employed to retrieve articles related to bioinformatics and 
computational biology. As search results indicated the 
presence of keyword anywhere in the article (title, abstract, 
address, keywords and text), a more stringent search criterion 
was employed to identify the number of articles appeared 
when a search performed either by individual or in 
combinations of keywords by limiting the search within Title 
and Abstract.  

Title and abstract only search were considered in this study 
because the Title field in some articles refers to the most 
important keywords relative to the subject. Therefore, a 
validated disparity in information retrieved through text 
mining limited to Titles and Abstract terms only.  

Articles belonging to bioinformatics, computational 
biology are explicitly reported in journals, some may have the 
term in Title/Abstract while some are representative of the 
field without keywords. Therefore, though a myriad of 
pertinent articles are located; preference is given to the two 
search techniques: Title and Abstract. 

Title/Abstract is selected as limit to search the database in 
order to overcome false hits and to identify true positives. 
Therefore, an article is considered true positive only if the 
keyword is explicitly identified in Title/Abstract.  

Records without abstracts are counted as true positives 
only if title contained the keywords [10]. Finally, year wise 
growth in number of articles in each field was carried to find 
out the enormous amount of data deposited in PubMed. 
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III. RESULTS AND DISCUSSION 

A generalized search in NCBI PubMed literature database, 
on March 28

th
 2012, using bioinformatics as keyword resulted 

in 97618 articles, of which 42.9 % are free full text and 15.9 
% constitute review only articles. On the other hand, a search 
for computational biology articles in PubMed resulted in 
79965 articles, of which 39.7 % and 17.9 % constitute free full 
text and review articles (see Table I).  

TABLE I: DISTRIBUTION OF MAXIMUM NUMBER OF ARTICLES IN 

PUBMED DATABASE 

 

 

Fig. I  PubMed database search with bioinformatics and computational 

biology as keywords. 

Fig 1. illustrates the experimental results when the 
PubMed database was searched  with bioinformatics and 
computational biology as keywords. The numbers over each 
bar represent the total number of articles from each field. 

However, a more stringent search with Title/Abstract as 
key words revealed 11728 bioinformatics articles (11.9% of 
wild search as given in Table-1) and computational biology 
2608 articles (3.6%)  (See Table II).  

TABLE II: DISTRIBUTION OF MAXIMUM NUMBER OF ARTICLES IN 

PUBMED WITH TITLE/ABSTRACT AS LIMIT 

Keyword Total no. of 

articles 

Free full 

text 

Review  

Bioinformatics 11728 5664 1726 

Computational 

biology 

2934 1386 716 

 

 

 

Fig. 2  PubMed database search with Title/Abstract limit for the two fields. 

Fig 2. illustrates the experimental results when the 
PubMed database search with Title/Abstract limit for the two 
fields. The numbers over each bar represent the total number 
of articles from each field. 

 Boolean operator search enabled in PubMed database was 
used to extract combined keywords (See Table III). This 
shows the impact of these two ever-growing areas in sharing 
information and influencing the research publications. 

TABLE III: NUMBER OF ARTICLES RETRIEVED IN A BOOLEAN 

SEARCH FROM PUBMED DATABASE 

Boolean 

Operator 

Total no. of 

articles 

Free full 

text 

Review  

AND 80679 31873 14381 

OR 97736 42018 15562 

 
TABLE IV, Fig. 3 illustrate the annual data of the articles 

published on Bio-Informatics in the PubMed database. 

TABLE IV : THE ANNUAL DATA OF THE ARTICLES PUBLISHED ON 

BIO-INFORMATICS IN THE PUBMED DATABASE. 

Year Total no. of articles Free full text Review  

2000 1506 512 278 

2001 2245 716 498 

2002 3295 1209 826 

2003 4674 1840 953 

2004 6745 2989 1248 

2005 8568 3802 1438 

2006 9526 4106 1634 

2007 10582 4753 1716 

2008 11035 5371 1757 

2009 13229 6782 1833 

2010 14687 7202 2059 

2011 14151 4908 1707 

 

Keyword Total no. of 

articles 

Free full text Review  

Bioinformatics 97618 41966 15551 

Computational biology 79965 31820 14370 
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Fig. 3 Annual data on bioinformatics articles published in PubMed 

IV. CONCLUSION 

From the report, it can be emphasized that text mining is a 
useful alternative considering the enormous amount of data 
present in literature database such as PubMed. From an 
informatics perspective, integrated literature database like 
PubMed provides new insights for research in areas such as 
bioinformatics and computational biology. Though many 
research and review papers aimed at these two fields and as 
keywords are limited to Title/Abstract only, data suggests the 
phenomenal rise in number of papers in their respective fields. 
Therefore, from the work reported here, it can be suggested 
that scientific literature and approaches towards text mining 
have greater impact on data integration that support research 
for potential gains in life sciences and enable to understand the 
literature database applications.  
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