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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—The prediction of the next serial criminal time is
important in the field of criminology for preventing the recurring
actions of serial criminals. In the associated dynamic systems,
one of the main sources of instability and poor performances is
the time delay, which is commonly predicted based on nonlinear
methods. The aim of this study is to introduce a dynamic neural
network model by using nonlinear autoregressive time series with
exogenous (external) input (NARX) and Back Propagation
Through Time (BPTT), which is verified intensively with
MATLAB to predict and model the crime times for the next
distance of serial cases. Recurrent neural networks have been
extensively used for modeling of nonlinear dynamic systems.
There are different types of recurrent neural networks such as
Time Delay Neural Networks (TDNN), layer recurrent networks,
NARX, and BPTT. The NARX model for the two cases of input-
output modeling of dynamic systems and time series prediction
draw more attention. In this study, a comparison of two models
of NARX and BPTT used for the prediction of the next serial
criminal time illustrates that the NARX model exhibits better
performance for the prediction of serial cases than the BPTT
model. Our future work aims to improve the NARX model by
combining objective functions.

Keywords—Criminology and Computational Criminology;
Neural Network; modeling; NARX; BPTT; Quantum GIS

I.  INTRODUCTION

Crime is a long-standing concern of everyday people,
governments, and researchers, and an education on crime and
criminals has become a requirement for many careers.
Criminology, the study of crime, is a complicated field that
examines and combines all the connections and disagreements
of law, social science and psychology to solve criminal cases.
The implementation of criminal behavioral analysis on a

database of behavioral patterns can be used to recognize crime
patterns; however, a combined modeling technique can be
applied to lead to a viewpoint that can state the criminal
behavior analysis in a precise, official and computer-supported
manner. Computational Criminology uses the power of
computers to recognize different types of crimes, such as
patterns and developing patterns, crime producers and
attractors, and cybercrime. For development of algorithms,
Computational topology and dynamic information systems
analysis are used. Crime does not appear randomly; it follows
rules that are similar to those in various types of non-criminal
behavior. Thus, improvement of the understanding of these
rules for the development of suitable algorithms for
identifying risky parts is the continuing focus of
computational criminology [1]. According to computational
criminology research, the next crime time can be predicted
based on previous data that has been interconnected to serial
criminals. Thus, in this study, an appropriate improved
method for the future values of time series is selected to create
modeling distance crime predictions for serial cases using a
time delay neural network, which could help the police to
reduce their workload in the investigation of serial criminals.

A neural network is a structure that represents the
biological actions of neurons, and it can integrate with a
learning or training process such that the known data can be
used to alter the coefficients of the neural network. The neural
network can function as a way to present the actual output for
all of the known inputs in the case of a successful training
process. If the units’ connections to one another and their
weights are set correctly, artificial neural network can perform
a particular task. The connections show one unit can
influence another unit and the strength of this influence is
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being identified by weight. In many fields of science and
engineering, artificial neural networks are widely used for
extensive classification and regression tasks [2]. The time
delay in process control can destabilize or degrade the
performance of the system. The existent control action
component cannot alter the current output unless the time
delay elapsed. Therefore, for large time delay the predictor is
used. To design the predictor, identification of the time delay
parameter that has already been used by the neural network is
crucial. Static neural networks are widely used to process
modeling and control because of their approximation
capabilities, but they usually cannot give satisfactory results in
the case of dynamical or time delay systems [3], [4].

Quantitative forecasting methods, based on mathematical
modeling, are classified into two models: causal and time
series. A linear relationship is used in a casual model based on
predicted and independent variables. The time series models
have been categorized into two models, namely linear and
nonlinear, and are used for the estimation of historical data.
The linear models are mainly statistical models; however, the
nonlinear models are comprised of both statistical and non-
statistical models. Artificial Neural Networks (ANN) and
Support Vector Regression (SVR) are worthy instances of
nonlinear models. Crime forecasting is one of the principal
areas of criminology. Regression and econometric models can
explain the fundamental connection of crime variables and
other descriptive variable factors to forecast the rate of crime.
Time series models are used as an alternative method to
forecast crime rates, as some theoretical rules are needed to
describe the connectivity of descriptive variables. The normal
time series models need a considerable number of
observations, but, due to the lack of information in the crime
area, these models are not considered appropriate to forecast
the rate of crime. Thus, a novel model that outfits a small
dataset is required to improve the performance of crime rate
forecasting. Time series models are divided into two groups,
linear and non-linear models, in which linear and nonlinear
relationships can be modeled, respectively.

The effects of three primary factors on the forecasting of
nonlinear time series have been investigated by computer
simulation-based tests, and the findings showed that neural
networks are suitable for both modeling and forecasting of
nonlinear time series, whereas traditional linear methods are
not [5]. Artificial neural network (ANN) can be simulated via
MATLAB to predict maximum and minimum temperatures
(two important weather parameters). Based on findings of this
research, multilayer neural network predicts weather as a
powerful method that correctly provides mapping between
input and output by using historical data [6].

Geographical information systems (GIS) can be used to
interpret physical components in the real world and their
arrangements is shown, operated and analyzed. The two types
of data models that can be used by GIS for the interpretation
of information are vector and raster information. The basic
components of spatial data, such as points, lines, and
polygons, can be signified by the vector data, whereas raster
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data are images, i.e., a grid formed by pixels, and can be a
photograph provided by aerial means, satellite or remote
sensing. Fig.1 (a) and Fig.1 (b) shows a Malaysian map of
crime hot spots.

Fig. 1. Malaysian Map for serial crime hotspots in Selangor and Federal
District

A raster-type image can be larger or smaller depending on
its resolution. GIS analysis is improved by using these two
data models. Collection, editing and validation of data can be
carried out via spatial analysis to assess the Relations and
configuration between them, as well as those with the space
surrounding them [7]. A massive number of studies, including
criminology ones, used Geographical Information Systems
(GIS) and considered a significant development of GIS to
have been observed for the analysis of crime, police precinct
repositioning, and schemes for the decrease of crime. When
police records become computerized, this material can be
useful for the recognition of crime and intelligence analyses.
[8]. Predictive models, which are geo-statistics tools, can
predict the occurrence of incidents by allowance of simple
descriptions of phenomena.

This study includes Dynamic Neural Networks using
nonlinear autoregressive time series with exogenous (external)
input (NARX) and Back Propagation Through Time (BPTT),
which is verified intensively with MATLAB to predict and
model crime time for serial cases.

The present study is structured as follows: a literature
review in Section I, materials and methods in Section IlI,
experimental results in Section IV, the conclusion in Section
V, And, finally, discussion and future work in Section VI.
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Il. LITERATURE REVIEW

A. Neural Network Modelling

Neural Networks are an influential data modeling method
that can signify complex input/output relationships to learn to
identify patterns in any data, which is a division of the field
recognized as "Atrtificial Intelligence." The primary advantage
of Neural Networks is to solve complex problems for
conventional technologies that cannot be solved by algorithm,
or for which an algorithmic solution is too difficult to define
for it. Neural networks are able to solve problems that can be
easily solved by people but not by computers, such as pattern
recognition and forecasting that the tendency of the data are
essential.

Artificial Neural Network implementations have three
different neurons, input, hidden and output. Neural networks
can use linear and nonlinear relationships directly from the
data that is modeled, but, for modeled data with nonlinear
characteristics, the traditional linear models are not
appropriate. The multi-layer perceptron (MLP), which is
known as a superintended network because it requires a
specific output to learn, uses the historical data to map the
input and output correctly to produce the output when the
anticipated output is unknown. An MLP contains nodes in
various layers in a fixed graph, for which each layer is totally
connected to the following layer. A superintended learning
method, error back propagation, was used to train the network
[9], [10]. The multilayer perceptron (MLP) mainly uses a
feed-forward topology that has an architecture of a layered
type with entirely interrelated layers. The back propagation
through time (BPTT), a feed-forward time-delay network that
is used instead in the case of time-related problems, mostly
uses the back propagation variant in the case of recurrent
topologies, which is a suitable algorithm for recurrent
topologies. The design of time delay networks is similar to
MLP design, which is a particular topology of back
propagation algorithms.

B. Time Series Neural Network

The precision of pure time delay measurements by
traditional methods is not accurate or reliable. For a linear
system, the weight can be distributed in place of sampling to
place the correct value of the time delay by the neural
network, but identification of the time delay of the nonlinear
system still remains a difficult problem [3]. A new branch of
computing systems is inspired by the human brain as a
biological structure for the identification of parameters to
provide a new identification method for the time delay. The
nonlinear system problems can be identified for theorem of
approximation by NN methods due to their capabilities for
process modeling and control [11].

For system modeling and forecasting, a recurrent neural
network with internal feedback was used [12], [13]. The
weakness of static networks can be overcome with dynamic
recurrent networks, which have boundaries to recognize the
dynamical systems. The nonlinear dynamics method and
chaos theory, which are often related with continuous
differential equations (but not for discrete variables), are,
together, one of the effective techniques for the prediction of
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difficult natural procedures and variables. The nonlinear
dynamics and chaos theory are data driven methods, as they
are totally based on the observation data analysis [14].

I1l. MATERIALS AND METHODOLOGY

Dataset descriptions and attribute information are followed
by pre-processing on the attributes of datasets, pseudo code,
pre-processing steps, the NARX method and the BPTT Neural
Network.

A. Dataset Descriptions

In this study, two types of datasets were used: (1) Raw
Commercial Criminal (SCC) datasets and (2) Crime Plotting
(CP) datasets using the SPBS system [15]. SCC provides
information about ‘Suspect & Capture,” while CP shares
information about Longitude and Latitude for each matching
criminal case from SCC. We obtained ethical approval and
used SCC datasets from “PDRM” for the year of 2013
covering only Selangor and Wilayah Persekutuan states to
map with CP datasets obtained from “PDRM.” The “Suspect
& Capture” information is one of the large datasets, and we
combined its plotting from CP datasets to predict the distance
for commercial serial criminals. The descriptions of the
“Suspect & Capture’’ and “Crime Plotting” datasets are shown
in Table 1 and Table 2, respectively.

TABLE I. “SUSPECT & CAPTURE” DATASET DESCRIPTION
Name of Dataset Suspect & Capture
Data set characteristics Multivariate

Attribute characteristics Categorical, Integer

Number of instances 105934
Number of attributes 14
Missing values Yes
TABLE Il “CRIME PLOTTING” DATASET DESCRIPTION
Name of Dataset Crime Plotting
Data set characteristics Multivariate
Attribute characteristics Categorical, Integer
Number of instances 136407
Number of attributes 14
Missing values Yes

In this study, the total number of instances for the “Suspect
& Capture” and “Crime Plotting” datasets are 105,934 and
136,407, respectively. The “Suspect & Capture” and “Crime
Plotting” datasets both contain fourteen attributes; the Name,
No ID and NO Case attributes from “Suspect & Capture” and
Latitude & Longitude and NO Case from “Crime Plotting”
were used, while No of Case in both datasets plays a key role
in combining Latitude & Longitude from one dataset with
another for use in the prediction of distance crimes for serial
cases.

Based on the number of duplicates, the sum of data for
repetition of three and above after the combination of the two
above-mentioned datasets comes to 8256. The serial criminal
cases of repetitions three and four at the hidden layers of 10,
11, 12, 13, 14 and 15 at the default epoch of 1000 after
removing the outliers were examined.
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B. Merging into the Serial Commercial Crime & Plotting
(SCCP) Dataset

The specific information is needed for every attribute
instead of the total description of the dataset. Continues values
and String values are two main groups of attributes, which are
shown in Table 3.

TABLE III. ATTRIBUTE INFORMATION

Attribute
Name

No ID

No Case
Latitude
Longitude

QB[N -

C. Pseudo code

Vol. 6, No. 11, 2015

TABLE V. COMBINATION RESULTS OF “SUSPECT & CAPTURE” AND
“CRIME PLOTTING” DATASETS BASED ON A PRIMARY KEY (NO CASE)

Name No ID No Case Latitude Longitude
ABCD | 123456789 | PKIB8888009 | 3.106197 1015467
ABCD | 123456789 | PKI88888009 2'220056071843 101.6068
ABCD | 123456789 | PKI88888009 2'205532487530 1015377
XDFT | 908765443 ';';g‘p777885 3148755792 | 101.7566
XDFT | 908765443 ';';g“p”m% 3148755792 | 101.7566
XDFT | 908765443 ';'3‘;“‘3777885 3148755792 | 101.7566
XDFT | 908765443 ggwpwmas 3148755792 | 101.7566

Pseudo code of the Pre-Processing Steps

Start
a.  Step 1: Input attributes.
b.  Step 2: Sort the suspect names from the “Suspect & Capture “and
“Crime Plotting” datasets in ascending order.

c.  Step 3: Sort the numbers of IDs.

d.  Step 4: Find the duplicate values from among the suspect names
and numbers of IDs.

e.  Step 5: Find the frequency of each duplicate.

f.  Step 6: Keep the duplicates with frequencies of three or higher.

g.  Step 7: Match the “Suspect & Capture” dataset entries to those of

“Crime Plotting” by the Number of Cases.
h. Step 8: Find the distance between the serial events of
A (Latitudel, Longitude?)-B (Latitudel, Longitude2) by:
Distance(i,j) = %" cos™'((sin(r — 6***) x sin(m — 6"%?) + cos(m —
9Ly x cos(m — 6192)) X cos(8L°% — 9Lo1)) x R, [16].

where i = the number of SCCP criminal records between [1, n], n = the
number of records, j = the number of frequencies between [1, m], m = the
number of repetitions, La and Lo are the latitude and longitude of two serial
criminal events, and R = 6371 Km (the Earth’s radius).

End

The distances were calculated based on step eight of the
pseudo code of the pre-processing steps for the attributes of
Name and No ID with three or more repetitions. Table 6.
Illustrates the Distance Values.

D. Pre-Processing Steps

The name and the No ID attributes in the “Suspect &
Capture “dataset were sorted to find the duplicate values of the
above-mentioned attributes. Table 4 illustrates the duplicate
values of the name (Sample Name) and No ID (Sample No
ID) attributes.

TABLE IV.  DATA SORTING AND OBSERVATION OF DUPLICATE VALUES

Name No ID

ABCD 123456789
ABCD 123456789
ABCD 123456789
XDFT 908765443
XDFT 908765443
XDFT 908765443
XDFT 908765443

Combination results of two “Suspect & Capture” and
“Crime Plotting” datasets by using a primary key (No Case)
are illustrated in Table 5.

TABLE VI.  DISTANCE VALUES
Name | Number of No Case Latitude Longitude Distance
1D
ABCD | 123456789 PkI88888009 3.106197 101.546686 | 11.11168
ABCD | 123456789 Pk188888009 3.20607184 101.606829
3 8 17.08294
ABCD | 123456789 Pk188888009 Will be
3.05248753 | 101537728 | predicted
1 7 by best
model
XDFT 908765443 Lkmp77788543
3 3.1487558 101.789299 0071799
XDFT 908765443 Lkmp77788543
3 3.1487568 101.777543 0.127581
XDFT 908765443 Lkmp77788543
3 3.14875679 101.756655 9.49E-05
XDFT 908765443 Lkmp77788543 Will be
3 predicted
3.14875578 101.756656 by best
model

Normalization is mainly suitable for the classification of

algorithms concerning neural networks. In this study, because
the data are serial and the min and max values of the data in
repetitions three and four are unknown, the Z-score
normalization method was used. In z-score normalization, the
values for the attribute Dy, are normalized based on the mean
and standard deviation of Dy. The data value of Dy is
normalized to Dy’ by the computation of (1):
Dy—-M

D"/ = STN_D (1)

where M and STN_D are the mean and the standard
deviation, respectively, of the attribute Dy. This method of
normalization is useful when the actual minimum and
maximum of the attribute Dy are unknown.

The calculated values of the distance based on the Latitude
and Longitude showed that some values of distances are
outliers, which are defined as data points that are statistically
inconsistent with the rest of the data.
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Therefore, to determine the outliers, the percentiles
function in Microsoft Excel was used. By using this statistical
method, the percentile function calculated the 30th percentile
and the 90th percentile of the data to remove the outliers.
Fig.2 and Fig.3 show the data of repetitions of three and four
(a) with and (b) without the outliers.

Repetition Three with Outlier
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Fig. 2. Data of repetitions of three (a) with and (b) without outliers
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Fig. 3. Data of repetitions of four (c) with and (d) without antlers

E. NARX Neural Network

Recurrent NNs have been widely used for the modeling of
nonlinear dynamical systems [17], [18]. The NARX model,

Vol. 6, No. 11, 2015

which is based on the model of linear ARX, is used to predict
the serial criminal time, and, for the classification stage, the
back propagation algorithm is used to find the best repetition
experimental results. NARX consists of input, hidden, and
output layers, where the current and historical inputs and
outputs that are provided for the hidden layer are held by the
input.

One or more neurons in the hidden layer enable it to
produce a nonlinear charting of the affine weighted mixture of
the values from the input, whereas the output contains an
affine combination of the values from the hidden layer. The
dynamical order of inputs and outputs, as well as the number
of neurons in each layer of this network, are specified. For
determination of a valid training set, some pre- and post-
processing should be performed on the input and target values
[19]. These procedures record the input and target data in the
range of [—1, 1], and normalization of the inputs and targets
will be performed to achieve zero mean and variance. Finally,
constant inputs and outputs are eliminated for the processing
of unknown inputs. (2), which describes the input-output
recurrent model of NARX; is as follows:

yit+1)=Fuy®),...,.y(t—1),D(n),...,D(t — 1)) 2

This model contains one single input and one single output
for repetitions of three and two inputs and one output for
repetitions of four. The single input is applied to a tapped
delay line memory, whereas the single output is returned to
the input through another tapped delay line memory for the
purpose of storing the previous values. The input layer of the
multilayer perceptron is fed with the content of the two above-
mentioned tapped delay line memories, whereas the value of
the input of the model is shown as D(n) and the value of the
output of the model is presented as y(t+1).

The signal vector provided for the input layer of the
multilayer perceptron contains current and past values of the
input (exogenous inputs) and delayed values of the output
(regressed). Fig.4 shows the NARX model.

Hidden Layer

T
D) —» D
L
T —Q—P y(t+1)
Crime
p¢-n—» D Distance
L Predicted
E— Value
T
—» D
L
N=15

Fig. 4. Nonlinear autoregressive NARX model with exogenous inputs
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F. Back Propagation Through Time Neural Network

The back propagation through time (BPTT) algorithm is an
extension of the standard Back propagation algorithm for
recurrent neural networks [20]. The first step of the BPTT
algorithm contains the unfolding process of the network
which involves replicatjyg times of the recurrent network tu
obtain a corresponding feed-forward network. In this
procedure, each replicated connection shares its vaIueDips)aII
times, which can be trained by using the Back propacjaltlon
algorithm. In the forward process of Back propagation, the
calculation of output y; at time t of each neuron can be defined
in (3) to (7) as follows:

Yiy = f(D; () (3)
Di(t) = '
Yien i(OWi + Xjei D" (OWi; + Yjem y;(t—
na 4)

Where f = the neuron activation function, H = the hidden
layer indexes, i = the input neuron indexes, and D; ™ is the j"
input neuron; however, M indicates the indexes of neurons
that supply information regarding the previous network stages,
and Tj is an integer value representing the displacement in
recurrent connections through time. Regarding the error of the
back propagation process, each neuron has an error size, and,
for the output layer, this error value is considered as the
variation between the predictable and the obtained value (4),
while, for the hidden layers, it can be gained by taking into
account the error in the successor layers (5).

0;(t) = (d; —ypy;(1—vy)) Q)

Sj(t) = yj(l - yj)ZiEsucU)Wij5j (6)

The weights are calculated with regard to (6), where the

necessary change in weights is computed based on the
learning rate o

AWE™ = adyy (7)
where e = the order of the weight updates in the learning
process. The second phase of the BPTT algorithm continues to
process (the folding process) when the back propagation
algorithm is used to obtain the FFN. The original recurrent
network is obtained in this stage, where the connection
weights are the combination of the corresponding connections
on each fold. “Fig.4” shows the BPTT with its Architecture
Graph of two neurons, and the Single flow graph of network
15 unfolds in time where D is the actual distances value. Fig.5
shows the BPTT model.

G. Evaluation Metrics

There are various statistical metrics to validate the
performance of the models, but a more commonly used
benchmark metric is to use the regression coefficient (R) and
mean square error (MSE), which are used in this paper. The R
criterion is given by (8) as follows:

Ryt

- std(y)std(t) (8)

where y and t are the predicted and actual distance of the

serial criminal, Ryt = the covariance between y and t, and

std(y) and std(t) represent the standard deviation of y and t,

respectively. The value of the regression coefficient varies
between 0 and 1.

Vol. 6, No. 11, 2015
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Fig. 5. Back Propagation Through Time model (a) Architecture Graph of
two neurons and (b) Single flow graph of network 15 unfolded in time

The value being near to 0 indicates that the output is
deviating and near to 1 that the output matches the target.

The mean square error (MSE) criterion is widely used to
find the difference between the values gained by the given
model and the actual values that are expected. As the MSE is
less, the model is more accurate and reliable.

The MSE criterion is given by (9) as follows:

1
MSE =+ YLt —y)?
where N is the number of predicted sample.

9)

IV. EXPERIMENTAL RESULTS

This research aims to solve the problem of next crime time
prediction for serial cases based on time delay neural
networks. To predict the time series data, the NARX and
BPTT methods were used to create a model for Distance
Crime Prediction for serial cases using Time Delay Neural
Networks. The NARX and BPTT models are examined and
compared for each dataset for repetitions of three and four
with 558 and 198 instances (after removing the outliers with
the percentile method) of time series criminal data,
respectively. The performances of serial criminal cases of
repetitions of three and four were examined at the default
epoch of 1000. The NARX networkis a feed-forward
network, for which its hidden layer contains a tan-sigmoid
transfer function and its output layer contains a linear transfer
function as its default. NARX has two inputs, an external
input and a feedback connection from the network output that
can be closed after training of the network. There is a tapped
delay line to stock previous values of each of the above
mentioned inputs to allocate the network architecture for a
NARX network, and it must choose the delays related with
each tapped delay line. The input delays and the feedback
delays can be set in a range from 1 to 4, and, as the delay
number increases, more calculation is required and over-fitting
of the data can occur. However, an overly high delay number
can allow the network to solve complex problems. In this
study, the delay number is set to 2, and the number of hidden
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layers of 10, 11, 12, 13, 14 and 15 were chosen to examine the
performance of the NARX and BPTT models.

This study is considered a one-step-ahead prediction for
the performance of all the experiments. Tables 7 and 8 show
the performance measures of the NARX model, and Tables 9
and 10 present the performance of the BPTT model with
various hidden layer selections for repetitions of three and
four. It was decided to vary the hidden layers as it has been
proven that, a single hidden layer with sufficient neurons in a
neural network will give the desired accuracy for any
nonlinear function [21], [22], [23]. Fig.6 and Fig.7 show
comparisons of the accuracy versus hidden layers for the
NARX and BPTT Models for repetitions of three and four.

TABLE VII. PERFORMANCE METRIC COMPARATIVE RESULTS FOR
REPETITION OF THREE WITH THE NARX MODEL

Hidden

Layer R MSE RMSE R?

10 0.4334 0.8192 0.905 0.1878
11 0.4186 0.8479 0.9208 0.1752
12 0.4272 0.8223 0.9068 0.1825
13 0.4227 0.8238 0.9086 0.1787
14 0.4008 0.8532 0.9237 0.1606
15 0.4570 0.8149 0.9027 0.2088

TABLE VIII. PERFORMANCE METRIC COMPARATIVE RESULTS FOR
REPETITION OF FOUR WITH THE NARX MODEL

Hidden

Layer R MSE RMSE R?

10 0.4571 0.8598 0.9273 0.2089
11 0.7441 0.5154 | 0.7179 0.5537
12 0.7420 0.5292 0.7274 0.5506
13 0.6344 0.6114 | 0.7819 0.4025
14 0.5013 0.7494 | 0.8657 0.2513
15 0.7340 0.5701 0.7551 0.5388

Comparision of Accuracy Against Hidden Layers for NARX

Model at Repetition Three and Four

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1
0

Accuracy

10 11 12 13 14 15
Rapetition Three 04334 04186 04172 042117 04008 0457
Repetition Four 04571 07441 0742 06344 05013 0734

Repetition Three R.epetition Four

Fig. 6. Comparison of the accuracy versus the hidden layers for the NARX
model with repetitions of three and four
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Tables 9 and 10 present the NARX model performance
measurements with different hidden layers for repetitions of
three and four. The observation of results showed that the
NARX model with 15 hidden layers for repetition of three and
11 hidden layers for repetition of four yields good accuracy
for the prediction with regard to lower error measures (0.8149
and 0.5154) and a high accuracy coefficient (0.4570 and
0.7441) for repetitions of three and four, comparatively.

TABLE IX.  PERFORMANCE METRIC COMPARATIVE RESULTS FOR

REPETITION OF THREE WITH THE BPTT MODEL

Hidden

Layer R MSE RMSE R?

10 0.4462 0.8151 0.9029 0.1991

11 0.4188 0.823 0.9072 0.1754

12 0.4108 0.8504 0.9222 0.1688

13 0.4057 0.8512 0.9387 0.1646

14 0.4398 0.8196 0.9053 0.1934

15 0.4340 0.8240 0.9078 0.1884

TABLE X. PERFORMANCE METRIC COMPARATIVE RESULTS FOR

REPETITION OF FOUR WITH THE BPTT MODEL

Hidden

Layer R MSE RMSE R?

10 0.4533 0.8867 0.9416 0.2055

11 0.4853 0.8165 0.9036 0.2355

12 0.5042 0.783 0.8849 0.2542

13 0.4347 0.9019 0.9497 0.1890

14 0.5600 0.7378 0.8595 0.3136

15 0.5604 0.7005 0.8370 0.3140

Comparision of Accuracy Against Hidden Layers for BPTT
Model at Repetition Three and Four

0.6
05
0.4

0.3

Accuracy

02
0.1

o
10 11 1z 13 14 15

Repetition Three  0.4462 04188 04108 04057 04388  0.434
Repetition Four ~ 0,4533 04853 05042 04347 056 0.5604

Repetition Thres Fepetition F our

Fig. 7. Comparison of the accuracy versus the hidden layers for the BPTT
model with repetitions of three and four

Tables 9 and 10 present the BPTT model performance
measurements with different numbers of hidden layers for
repetitions of three and four. The observation of results
showed that the BPTT model with 10 hidden layers for
repetitions of three and 15 hidden layers for repetitions of four
yields good accuracy for prediction with regard to lower error
measures (0.8151 and 0.7005) and a high regression
coefficient (0.4462 and 0.5604) for repetitions of three and
four, comparatively.
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The comparison of the NARX and BPTT models indicates
that the NARX model yields more accurate results than the
BPTT model regarding the mean and standard deviation; thus,
to evaluate the performance of the NARX and BPTT models,
two repetitions were used for the training, validation and
testing phases of both the NARX and BPTT models; the
performance metrics with the mean and STDV are presented
in Table 11. Fig.8 shows a comparison of the accuracy values
of the NARX and BPTT models.

TABLE XI.  PERFORMANCE COMPARISON FOR THE NARX AND BPTT
MODELS
NARX MODEL
BPTT MODEL
Repetitio
n R
mse | RMS | g R mse | RMS | e
E E
3 0.457 | 0.814 | 0.902 | 0.208 | 0.446 | 0.815 | 0.902 | 0.199
0 9 7 9 2 1 9 1
4 0.744 | 0515 | 0.717 | 0553 | 0.560 | 0.700 | 0.837 | 0.314
1 4 9 7 4 5 0 0
Mean 0.600 0.503
6 3
0.203 0.080
STDV 0 8

Comparision of Accurracy values of NARX and BPTT
Models

Accuracy

NARX BPTT
 Repetition Four 0. 7441 0.5604
 Repetition Three 0.457 0.4462

@Repetition Three © Repetition Four
Fig. 8. Comparison of the Accuracy values of the NARX and BPTT Models

H. Quantum Geographical Information System (QGIS)

In this study, the actual and predicted values have been
demonstrated by Google Earth. From the results of this study,
the NARX model showed better performance, so the predicted
value from this model was used. To plot the differences of
distance between the actual and predicted values for
repetitions of three and four, one case of a repetition of three
and one case of four were selected randomly. The repetitions
of three and four contain three and four distance values,
respectively; the first two distance values in the case of the
repetition of three and the first three for the repetition of four
were calculated based on the formula mentioned in step eight
of the pseudo code from the pre-processing steps, and then the
third and fourth distance values of the repetitions of three and
four are predicted by the NARX model. To present the

Vol. 6, No. 11, 2015

differences between the first two distance (D,, D,) values with
the predicted distance (Dp3) value in the repetition of three and
the first three distance (D,, D, D3) values with the predicted
distance (Dp4) value in the repetition of four, buffering was
created around the latitude and longitude of each serial event
for the repetitions of three and four by a Quantum
Geographical Information System (QGIS). The QGIS was
used for the buffering of each point that was calculated from
the distance values for the repetitions of three and four to be
used by Google Earth to show the exact area of each serial
event and the differences of the actual from the predicted
distance to prevent the next serial event. Fig.9 shows buffering
for the repetitions of three and four to present the differences
of distance between the actual and predicted values by the
QGIS, and Fig.10 shows the differences between the first two
distance values with the predicted distance value for (a) the
repetition of three and (b) the repetition of four serial criminal
events at Selangor and Wilayah Persekutuan by Google Earth.

S

S1

| Predicted Area for Next |
serial crime

Predicted Distance is
1.964500185
Km

@

Predicted
Area for
Next serial
crime
Predicted
Distance is
1.344869601

(b)

Fig. 9. Differences between the first two distance values with the predicted
distance value for (a) the repetition of three and (b) the repetition of four serial
criminal event at Selangor and Wilayah Persekutuan by the QGIS
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First distance (D,) between S; and S; of the serial events for the repetition of ) . . -,
(®) threelat a zozom of 11.29 mi P First distance (Dy) between S; and S, of the serial events for the repetition of

four at a zoom of 17101 ft
(@) )

Second distance (D,) between S, and S; of the serial events for the repetition
(B2) of three ;t a 2003m of 11.29 mi P Second distance (D,) between S; and S; of the serial events for the repetition

(@) of four at a zoom of 17101 ft
(b)

Third distance (D3) between Sz and Sg, of the serial events for the repetition of Third distance (D) between Sz and S, of the serial events for the repetition of
three at a zoom of 11.29 mi four at a zoom of 17101 ft
@ (b)
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Third distance (D) between S; and Sp, of the serial events for the repetition of
four at a zoom of 17101 ft

(b)
Fig. 10. Differences between the first two distance values with the predicted
distance value for (a) the repetition of three and (b) the repetition of four serial
criminal events at Selangor and Wilayah Persekutuan

V. CONCLUSION

For prediction of next crime distances NARX and BPTT
models were chosen due to their capabilities. In this research,
the two models were tested for modeling distance crime
prediction of serial cases by using time delay neural networks
for repetitions of three and four serial cases after removing the
outliers. Serial criminal cases of repetitions three and four
were examined with hidden layers of 10, 11, 12, 13, 14 and 15
for both models. The best performances of NARX is observed
with hidden layers of 15 for repetition three and 11 for
repetition four, while this is at hidden layers of 10 and 15 for
BPTT model. The results of this study have illustrated that the
accuracy of the NARX model for repetitions three and four are
0.4570 and 0.7441, respectively, whereas, for the BPTT
model, they are 0.4462 and 0.5604, respectively. Based on
mean and standard deviation measurements, the results stated
that NARX model has better performance than the BPTT
model.

VI. DISCUSSION AND FUTURE WORK

NARX is a well-known model for dynamic systems, not
only for being an accurate model but also for its simplicity of
training. The use of the Lavenberg algorithm to create the
NARX model has some advantages and disadvantages. As a
disadvantage, there are various complications in the training
process in NARX relating to weights or the number of
connections, which can cause overtraining of the data and the
wrong fit, which then cannot yield a better prediction.
According to Levenberg-Marquardt optimization,
modification of the training functions of NARX can update
the weight and bias, including a regularization technique to
minimize the squared errors and weights to present a correct
combination for a network that is well generalized.
Additionally, for a network with a few hundred weights, faster
convergence occurs to solve the problem of function
approximation, and this advantage in the case of an accurate
training requirement is more obvious in the NARX model.
Regarding the disadvantages of this network, it can be noted
that, as the weights in the network rise, the advantage of the
Levenberg algorithm will be reduced [24]. BPTT is, in fact, a
back propagation algorithm with memory of the previous
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outputs, which is considerably faster for the training of
recurrent neural networks than general purpose optimization
techniques. A low speed of convergence and the possibility of
becoming trapped in local minima of the error surface are
disadvantages of BPTT [25].

The results illustrate that the NARX network shows better
results for distance crime time prediction than Back
Propagation Through Time (BPTT). Additionally, using the
Quantum Geographical Information System (QGIS) can show
the difference between the predicted values of the next crime
distance and our actual values in the NARX model and give a
better understanding of the entire concept. Because the NARX
approach is a more suitable model for the prediction of the
next crime distance, in our future work, the NARX model will
be combined with objective functions that are directly
minimized during training to improve the NARX model by
getting more accurate results of prediction with a lower mean
square error, causing the predicted value of the next crime
distance to be much closer to the actual value. As a function
of the weights, the total error or the average error for the
training set is usually minimized by the NN training
performance, which can lead to overfitting and poor
generalization when the number of training cases is small in
comparison to the complexity of the network, so
regularization (a function of the weights) can be used as a
method to improve generalization in a way that minimizes an
objective function by adding the total error function and a
regularization function.
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Abstract—Governments are interested in inducing positive
habits and behaviors in its citizens and discouraging ones that
are harmful to the individual or to the society. Taxation and
legislation are usually used to discourage negative behaviors.
Subsidy seems the politically correct way to encourage positive
behaviors. In this paper, the Subgame Perfect Nash Equilibrium
is used to deduce the effect of the government subsidy on the user
consumption, prices and producer and distributor profits.

Keywords—game-theory; subsidy

. INTRODUCTION

Governments all over the world have been trying to use
taxation and subsidies to modify the behavior of its citizens,
providing them with incentives to pursue actions that will
benefit the society and discouraging them from those actions
that are harmful to the individual and the society.

To fight smoking, governments had to go up against
smoking companies in order to acquire the public approval
needed to implement policies discouraging smoking as
described in McKenzie [1]. The publicity war was won to the
level that even heavy smokers were supportive for policies
aiming to prevent youth from smoking, as proven in Lazuras
[2]. Naiman [3] has proved that a full smoking ban was also
associated in a decrease in the number of smokers and on
secondhand smoke exposure in private settings.

Governments have also tried to solve traffic congestion by
applying a congestion pricing on high-traffic roads. Small [4]
and Ze-bin [5] have studied the effect of applying a congestion
pricing on roads, both of which have shown, along with actual
experience, that congestion-pricing car affects citizens’
behavior and reduce traffic congestion. This was achieved as a
congestion pricing encourages people commuting in a non-
congested time, using non-congested roads and changing their
transportation manners to use carpooling and public
transportations [4]. The challenge was to acquire the political
approval for such a system, as the citizens need to feel that it is
just another added tax. Nevertheless, people gaining middle
and lower incomes do not benefit from such a system, and
when the saved time by the policy is not obvious, the high-
income group and businesses do not benefit either [5].

Obesity and chronic diseases associated with poor dietary
choices have become the leading cause of death [6]. When it

Dr. Ahmed Kattan

Department of Computer Science
Faculty of Computer and IS, Umm Al-Qura University
Makkah, Saudi Arabia

comes to dissuade un-healthy eating habits, taxes or imposing
higher service prices on over-weight citizens (fat-taxes) does
not seem a valid alternative due to the high political opposition
that such laws may generate and governments need to start to
gather support for fat-taxes to make such policies acceptable by
the voters [7]. Imposing taxes on unhealthy food is also unfair
as they are imposed on both thin and fat citizens and are
usually ineffective, as wealthy consumers are not affected by
food prices while consumers with low incomes have the
tendency to buy cheap energy-dense food [8].

There have been some attempts to impose taxes on un-
healthy foods, but, in some cases, the government had to
abandon such attempts due to the public opposition [9]. On the
other hand, governments’ attempts to encourage healthy eating
habits through subsidies and incentives seem to be the
politically correct choice. Such approaches are costly, as the
cost of a statistical life saved has been estimated to be 1.29
million $ in the USA [9].

In our research, we study the government incentives effect
to increase healthy eating habits. Our work is based on
Stackelberg [10], who has built a model in 1934 for the market
behavior when there is a leader firm. Chen [11] and Simaan
[12] have built the mathematical model for Stackelberg
problems in the field of game theory. Shubik [13] has written a
review on the application of game theory in economics. De
Fraja [14] has established the mathematical framework for the
research in mixed oligopoly market inspired from a survey of
research in this area.

A mixed oligopoly market is a market where public and
private firms compete where private firms aim to maximize
their profit and public firms are interested in optimizing social
targets [15]. Pal [16] has studied the effect of privatization in a
mixed oligopoly with private, public and foreign firms when
the government maximizes welfare through subsidy or through
imposing tariffs on the foreign firms. He obtained interesting
results such as privatization always improves welfare when
using subsidies and it improves welfare when using tariffs if
there are more than one public and one private company in the
market and k is large, where k is the constant of the cost
function ¢(q) = k g2, and q is the production level. In all cases,
privatization when using subsidies decreases the consumption
and increases prices. Welfare is defined as the profits of local
companies, public and private, plus the amount of market
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surplus minus the actual subsidy paid by the government plus
the tariff revenue. Pal [16] has also proven that subsidy
increases welfare more than tariff regardless of the
privatization if and only if k is small. Poyago-Theotoky [17]
has studied the effect of subsidy on the production levels of
companies in a mixed oligopoly. He has proven that the
optimal subsidy that maximize welfare is the same whether all
companies, including the public company, act as a profit
maximizers or the public company act as a Stackelberg leader
or the public company moves simultaneously with the other
companies. Q. Gu [18] has studied the effect of subsidy for
home-appliance replacement on the price of appliance.

Il.  BUILBING THE MATHEMATICAL MODEL

The goal of our research is to provide the Saudi
government with a plan to manage the governmental product
subsidy to increase the consumption of more healthy food. To
model the market, we assume that there is a clear leader of the
market for every subsidized product, as defined by Stackelberg
[10]. We also assume that the production cost and the
distribution cost are fixed, independent on the consumption
levels and external parameters. We also assume that all players
are competing in a free market and their goal is to maximize
their profits. We also assume that all the producers and all the
retailers form a cartel, thus behave like a single producer and a
single retailer, as proven by Sertel [19].

In this research, the government is not interested in
increasing welfare function, defined as the profit of local
companies, public and private, plus the amount of market
surplus plus the revenue that the government may gain from
tariff and taxes minus any expenses the government pays such
as subsidies. Instead, the government is only interested in
increasing consumption, similar to the approach taken by
Merrill [15]. This makes sense as the increase in the
consumption of healthy food would reflect on the general
health of the citizen, which benefits surpluses any short-term
financial gain that the government would have obtain from
maximizing the welfare function.

In this paper, we are going to discuss the effect of a product
subsidy to the producer and the distributor or to the consumer
both in case of free market and in a price-controlled market.

A. The Market Without a Government Subsidy

Let us first examine the market before any government
intervention. Let us assume that the producer’s unit sale price
is Py, and the unit sale of the retailer is Py, Let us also assume
that the production cost of a unit product is C, and the retailer
operation cost of carrying a unit product is C,.

Let us also assume that the demand for a product is a
decreasing function of the sale price of the unit product,
represented by D;. D; = K — a Py, where K is a positive
parameter representing the market demand the product while a
is a positive parameter representing the sensitivity coefficient
of the end-customer for the retail price of the product unit.

The profit of the producer is I1;, = (P1, — Cp) (K—a Py)
The profit of the retailer is Ty, = (P1, — Cr — Pyp) (K—a Py)
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Using the assumption that the producer has enough market
power to act as the market leader, we apply the Sub-game
Perfect Nash Equilibrium (SPNE) [20 and 21] to calculate the
retailer maximum profit given the sale price of the producer.
This is given by differentiating ITlr with respect to Plr and
setting it to zero for maximization.

6H1r/6P1r: K*Z(lPlr+(lCr+(ZP1p:0

Pir= (K + o C; + a Pyp) / 2 o, which represents the best
response function of the retailer in response to the price of the
market leader, the producer.

Given the best response function of the retailer, the output
that maximizes the producer's profit is found by differentiating
IT,, with respect to P, and setting it to zero.

OI1,,/0Py;

=0/0P1; [(P1,— Cp) (K—a[(K+aC, +aPy)/2al)]

=0

This results is Py =K +a Cy—a C)) /2 o.

Consequently, Py, = 3K+ 0 Cy+a Cp) /4 a.

The consumption in this case is D,
=(K-a[BK+aC,+aC)/4a])
=Y%K-%a(C,+Cy

The maximum profit of the producer and the retailer will be

1p max = (P1p max— CP) (K — & Py max)
=[K-a(C,+C)]*/8a

Ty max = (Par max— Cr — P1pmax) (K — 0 P1r max)
=[K-a(C,+C)]*/16a

The previous calculation allowed us to express the price of
the producer and the retailer that maximize their profits, the
consumption and the maximum profit of the producer and of
the retailer as a function of the market demand for the product
and the sensitivity of the end-customer consumption to the
retail price of the product without any governmental
intervention.

To simplify the calculations, let’s assume that K’
=K-a(C,+C)

iy max= [K']?/ 8 00

My max= [K']°/ 16 @

B. The Market in Case of a Government Subsidy to the
Producer and Retailer

Now, let us assume that in order to encourage the increase
of a product consumption, the government decides to subsidies
the producer and the retailer of this product with Bp and Pr
respectively.

Thus, the profit of the producer becomes 1y, =
(PZD - (Cp - Bp)) (K—a Py).
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The profit of the retailer becomes Iy =
(Pa—(Ci—B) - P2p) (K—0aPy).

Similar to the previous calculations, the prices of the
producer and the retailer that maximize their profits when the
producer is the effective market leader are:

Pp =K+a(Co—PBp)—a(Ci—PB))/2a
=Y klo+ %5 (Cp—Cp) = %2 (Bo— BY)
=P+ Vo Pr— Y5 By

Py =QK+a(C—Bp)+a(C—P))/4a
=% Ka+ Y% (Cp+C)—Ya(Bp+ By
:Plr*%(ﬁp"'ﬁr)

The consumption in this case is

D, =(K-o[Zko+% (Co+C)—"% B+ B
=YK — Vi o (Cp + C) + Y o (Bp + By)

Knowing that the consumption that maximize the profit of
the producer and retailer without government subsidy is D; =
YiK—-Ya(Cy+ Cy)

D, =Di+%a(Bp+p)
The maximum profit of the producer and the retailer are:
Mopmax=[K-a(Co+ C)+a(Bp+ B) I°/8a
My mex = [K—a (Cp+ C)+a(By+ B) °/16a
UsingK’=K—-a (Cy+Cy)
Mopmax=[K'+ o (B + B) 1°/ 8
=[KY+2a @+ BIK + o B+ B)°1/8
=Tipmat % By + PO K+ Yo a(Bp+ Br)°
Mot max = Mip max + Y (Bp + B K™ + (a (By + B)°) / 16

C. The Market in Case of a Government Subsidy to the
Consumer

Let us assume that the government decides to subsidies the
consumer with an amount 3. for every product unit.

Thus, the profit of the producer becomes I3, =
(P3p—Cp) (K—a (P3r—Be) ).

The profit of the retailer becomes I3,

= (Par— C; = Pgp) (K— 0t (Py = Bo) ).

The prices of the producer and the retailer that maximize
their profits are:

Pyp=K+aB.+aC—aC)/2a
=Vaklo+ % (C,—Cp)+ Y2 B

Py=CBK+3ap.+aC,+aC)/4a
=%kla+ % (Cy+ Cp)+ % Pe
The consumption in this case is

D3 = (K—a ([% ka+ % (Cp+ Cp) + % Bc] - Be) )
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=YK —Y% o (Co+ C)+ Va0 fe
Knowing that D; = V4K - % o (Cp + C))
D3 =D;+ Yaa P

The profit of the producer and the retailer are:
ap max = (P3pmax— Cp) (K — o ( P3rmax + Bc))
=[K+aB.—a(Cy+ C)I°/80a
= (Parmax— cr — Papmax) (K — & Parmax)
=[K+aB.—a(Cy+ C)I°/16a
UsingK’=K-a(C, +C))
Mapmax = [K*+a B’/ 8a =Mypmaxt %P K+ %P ?
Marmax = [K*+ 0 B]?/ 16 0= Ty e+ % Be K> + (B %) /16

Comparing the results of product consumption in case of
producer and retailer subsidies and in the case of consumer
subsidy, we find that if the sum of the subsidy per product unit
given to the retailer and the producer is the same as subsidy per
product unit given to the consumer (i.e. if Bc = By + By), the
increase in the product consumption is the same and the profit
of the producer and the retailer is the same. Moreover, it does
not matter how the government divides the profit between the
retailer and producer, their profit are the same. This is an
expected result due to the fact that it is the producer that is
driving the market and controlling the profits.

H3r max

D. The Market in Case of a Government Subsidy to Illegible
Citizen
Assume that the government decides to subsidies only a
percentage ¢ of the total citizens by B, for every product unit.

In this case the consumption for un-subsidized citizen will
be:

Dy =K—0 Py

The consumption for subsidized citizen will be:
Dap = K—a (Pgr— Be)

So the average consumption will be:
Dy =(1-€) D4a + €Dy

=K—-aPy+eaf

The profit of the producer becomes 14,
=(P3p—Cp) (K—aPy+eaf)

The profit of the retailer becomes 14
= (P3r—Cr—Pg) (K- 0Py +eaf)

Using SPNE, the price of the producer and the retailer that
will maximize their profit is:

Pop="aklo+ 2 (Cp—Cp)+ 2B =P+ 28 B¢

Py=%ko+"%(Co+C)+%ePB.=Py+%ep
The consumption in this case is:

Dy =K-al[Y%klo+"%(Cy+C)+%eP]+eafP
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=YK —%a(Cy+C)+Yeap
=D;+Veaf

The profit of the producer and the retailer are:
Iy max =g maxt Y4 e e K* + Y5 00 & Be 2

r max = My max+ ¥4 € B K* + (00 6% B 2) / 16

It is important to notice that when the government subsidies
a product in a free market environment, it will be in the best
interest of the producer and the retailer to increase their prices
to maximize their profits when the subsidy is paid to the
consumer, or to reduce their prices by only a percentage of the
subsidy when it is paid directly to the producer and the retailer.
As a result, the consumption will increase only by % a B, % €
a B or ¥4 o (B, + Br) depending whether the subsidy is paid to
all consumers, a sub-set of the consumers or to the producer
and retailer. This means that only 25% of the government
funding will actually be used to increase the consumption
while the other 75% will be used to increase the profit of the
producer and retailer.

E. Government Subsidy to the Producer and Retailer under
Price Control

Let us consider the case where the government decides to
provide product subsidy only if the producer and the retailer fix
their prices during the subsidy period to be equal to their prices
before the subsidy reduce by the amount of subsidy. In this
case, the producer and retailer prices will be:

Psp=((K+aCy—aCp)/2a)-By
Ps =(BK+aCp+aC)/4a)-(By+B)

Note that the retailer sale price is reduced by both the
subsidy of the retailer and the producer, as the later was used to
reduce the price the retailer paid to the producer.

The consumption in this case will be:

Ds =K-a (BK+aCy+aC)/4a)— (B, +Br)
=Di+a B+ B)
In this case the producer profit is:

Mgy = (Psp— Cp + Bp) (Ds)

= ((K+0aCy—aC)/20a -f)~Cp +Pp) (4K -Ya
(Cp+Cn)+a (Bp+ Br)

Using the assumption K’ =K —a (C, + C))

sy =Y (K*) a+ %2 K’ (B, + b))
=Mypmax+ 2 (K= (Cp + C)) (Bp + Br)
The retailer profit is:

s, = (Ps; — C; — Psp + Br) (Ds)

:[((3K+acp+acr)/4a)_(Bp+Br)_Cr_[((K+acp_
@ C) /2 0)— Byl 4 Be] * (% K~ Yot (Cp+ C) + ot (By + Bo)

Using the assumption K’ =K — o (Cp + C))
M5 = (K)%/ (160) + % K’ (B, + By)
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=Imax+ Y4 (K—-a (Co + Cy) (ﬁp +5r)
F. Government Subsidy to the Consumer under Price Control

If the government decides to pass regulations that freeze the
prices of the producer and retailer to what they were before the
subsidy, and pay the subsidy directly to the consumer, the
producer and retailer prices will be:

Peo=(K+aCp—aCp/2a)
Pe=(BK+aCp+aC)/40)
The consumption in this case will be:
Ds =K-a((BK+0aCyt+aCp)/4a)—(B))
=D;+afe
In this case the producer profit is:
Mo =((K+0Cp—0aC)/2a)-Cp) (s K-"%a(C,+C) +a

Be
Using the assumption K’ =K — o (C, + C))
gp= " (K7 a+ % K (Be)
= Iipmax + Y2 (K= a. (Cy + Cp)) (Be )
The retailer profit is:
g = (Per — C; — Pgp) (Dg)
= (K)%/ (16a) + 4 K B¢
= Iy max+ ¥a (K= a. (Cp + Cp) (Be)

G. Government Subsidy to Illegible Consumer under Price
Control

If the government decides to pass regulations that freeze the
prices of the producer and retailer to what they were before the
subsidy, and pay the subsidy to a percentage € of the
consumers who are eligible to receive financial aid, the
producer and retailer prices will be:

Ppr=(K+aC—aC)/2a)
Pr=(@BK+aC,+aC)/4a)
The average consumption in this case will be:
D; =K-aPy;+eaf
=K-a(BK+aCy+aC)/4a)+eaf
=D;+eaf
In this case the producer profit is:

Mp=(K+aCy—aC)/20)-Cp) (VaK-Ya(C,+C)+a
ePc)

Using the assumption K> =K —a (C, + C,)
7, =% (K') a+ % K’ (e Bc)
= ypmax + Y2 (K-a (Cp+C)) (e Be)

Using the assumption K’ = K — a (C, + C,), the retailer
profit is:

H7p =TIy max + Ya (K —a (Cp + Cr)) (8 BC)
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I1l.  CONCLUSION

When a government wants to reduce bad habits of its
citizens such as smoking, taxation seems the way to go. On the
other hand, to increase positive behavior such as eating
healthier food, taxation of those who do not follow this
behavior is a very difficult choice [7, 8 and 9]. Subsidy seems a
more politically correct approach.

In this paper, we applied the Stackelberg [10] model and
the Sub-game Perfect Nash Equilibrium [20 and 21] to
understand the effect of subsidy on product consumption. To
simplify the calculations, we made a few assumptions that are
realistic, such as the existence of a market leader as defined by
Stackelberg for each subsidized product, that the production
cost and the distribution cost are not affected by the production
level and that the consumption is a linear function inversely
proportional to the product sale price.

In a free market environment, no matter how the subsidy is
paid, it will always be in the best interest of the producer and
retailer to increase their prices to increase their profit. In fact,
only 25% of the government-subsidized money will be used to
increase the consumption, while the rest will go towards
increasing the profit of the producer and the consumer.

On the other hand, if the government decides to freeze the
product price of the producer and retailer to what they were
before the start of the subsidy program, all the subsidized
money will be used to decrease the sale price of the product. In
this case, all the funds the government spends for product
subsidy will go towards increasing the product consumption.
The producer and retailer will still see an increase in their
profit due to an increase in the consumption. It is in the best
interest of the government to force a price freeze on subsidized
product either through regulations or by playing the role of the
actual market leader.

Another important finding was that it does not matter
whether the government pays the subsidy to the citizens or to
the producer and the retailer and it does not matter the
percentage given to the retailer compared to the producer. In all
cases, if there is a market leader as defined by Stackelberg
[10], the consumption rate, the product sale price and the profit
of the producer and the consumer will be the same for the same
amount of subsidy per product unit. The government can
choose the subsidy approach that is easier to manage and have
the best marketing effect on the citizens.
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Abstract—The emergence of the Internet of Things (loT)
paradigm, provides a huge scope for more streamlined living
through an increase of smart services but this coincides with an
increase in security and privacy concerns, therefore access
control has been an important factor in the development of 10T.

This work proposes an authorization access model called
SmartOrBAC built around a set of security and performance
requirements. This model enhances the existing OrBAC
(Organization-based Access Control) model and adapts it to loT
environments. SmartOrBAC separates the problem into different
functional layers and then distributes processing costs between
constrained devices and less constrained ones and at the same
time addresses the collaborative aspect with a specific solution.
This paper also presents the application of SmartOrBAC on a
real example of 10T and gives a complexity study demonstrating
that even though this model is extensive, it does not add
additional complexity regarding traditional access control
models.

Keywords—internet of things; security; privacy; access control
model; authorization process

. INTRODUCTION

Today we are seeing a change in our perception of Internet
towards a global network of “smart objects”, which we can call
the Internet of Things (1oT). These advances are estimated to
accelerate over the next few years [1, 2] in response to reduced
hardware costs, internet’s technological maturity and the swift
development of communication technology. This will lead to a
smooth assimilation of these smart objects into the Internet,
which will in turn enable mobile and widespread access. Areas
that are expected to be directly affected include healthcare [3,
4], supply chain management [5], transport systems [6],
agriculture and environmental monitoring [7, 8], life at home
and more, as we move towards “smart homes” [9, 10, 11] and
the next generation of “smarter cities™[12].

This extension and proliferation of technology will
certainly change our life, but will also present security and
privacy challenges [13, 14, 15], since unexpected information
leaks and illegitimate access to data and physical systems could
have a high impact on our lives. Moreover, malicious
modifications or denial of service may also cause damage in
the context of loT. Subsequently, the implementation of an
access control mechanism that respects both the character of
and the constraints on, smart objects in the 10T environment, is
imperative. In this paper addresses one of the most relevant
security issues - authorization and access control - in the
context of distributed, cross-domain systems that consist of
resource constrained devices not directly operated by humans.
Especially, the problem where a single constrained device is

Anas ABOU EL KALAM

ENSA UCA
Marrakech, MOROCCO
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communicating with several other devices from different
organizations or domains. Based on OrBAC [16] access control
model, our “Smart OrBAC” proposal is specifically designed
for 10T environments. It, in fact, takes the main features of loT
into account and facilitates a distributed-centralized approach
where authorization decisions are based on local conditions,
and in this way offers context-aware access control.

The main contributions of this work can be outlined as
follows:

e Exhaustive study and deep analysis of loT security
requirements and needs regarding its specific
characteristics.

e Abstraction layers design regarding the specificities of
10T devices.

e SmartOrBAC, our access Control Model for 10T.

e Applying SmartOrBAC to an loT case study and
showing that it does not present additional complexity.

The rest of the paper is organized as follows: Section 2
presents a healthcare case study that allows us to extrapolate
the relevant security requirements that an access control
mechanism must fulfill, and then, generalizes these
requirements for wider use in Section 3. Afterward, Section 4
gives an overview of the literature and discusses the important
access control models currently existing in the loT
environment. Then, Section 5 describes the background needed
to understand our new work. The SmartOrBAC access control
model is then detailed in Section 6. Section 7 presents a
complexity study comparing SmartOrBAC with traditional
models followed by a brief description of the implementation
in Section 8. Finally, Section 9 presents our conclusions.

Il. CASESTUDY

Before going into technical details, let us first discuss a
representative scenario [17, 18]. A number of security
requirements will be derived from this scenario.

Assume that John, a man with a heart condition, has opted
for an assisted living service that is provided by a medical
center. John uses a device that monitors his heart rate and his
position; his home is also equipped with multiple sensors and
actuators (temperature sensor, humidity sensor, luminosity
sensor...). In the case of a cardiac problem, the heart monitor
alerts the emergency services, and informs of John's current
location. Moreover, the device uses smart logic to identify its
owner “John” and allows him to configure the device's settings,
including access control. This mainly prevents situations where
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someone else wearing that device acts as the owner and
changes the access control and security settings.

In addition, John can add additional people to be notified in
case of emergency, such as members of his family.
Furthermore, the device saves the collected data, in order to
assist his physician with his analysis.

However, John is worried that one of these authorized
people may use the device to monitor his location even in the
absence of an emergency. Furthermore, he is reluctant to let his
health insurance company have access to this stored data, due
to the possibility that they may decide he is too big a risk and
therefore refuse to insure him.

A doctor, who monitors John’s health remotely from the
medical center, receives an alarm that John has fainted. An
ambulance is instructed to go to assist John. A smart driving
application is used by the ambulance to reach John’s home as
quickly as possible.

The situation requires the interaction of the following key
actors:

e Smart home of John, actuators and sensors located in
the house are used to collect vital information about the
patient and sent to the monitoring service in the medical
center, which oversees the patient’s condition.

e The medical center, for monitoring John’s health and
the environmental conditions in the smart home. It then
initiates appropriate action, such as alerting emergency
services and sending the smart ambulance.

e The ambulance requests information from Traffic
Monitoring in the police department in order to find the
best route to John’s home and save valuable time.

e The police department for traffic jams monitoring,
which receives data from the distributed platforms
sensors in order to infer the traffic status in the city’s
streets.

e The smart city: which includes all the previous
stakeholders as a sub-stakeholders and where are
various types of sensors, which are connected through
Wireless Sensor Network (WSN) platform using
various access technologies and/or communication
protocols (ZigBee, Bluetooth, Wi-Fi, etc.) sharing their
data.

In fact, each actor can be considered as (or belongs to) an
organization or a domain e.g. “the medical center”.

Subsequently, each organization is structured by different
roles e.g. “doctor in the monitoring service”, several activities,
e.g. “consult”, several views (groups of objects), e.g.” patient’s
medical history, received sensor’s data from monitored
patient” and finally, the context, e.g. “A medical emergency
such as John’s faint”.

The scenario intends to demonstrate:

e The cross-application nature of smart objects in one loT
service by showing their ability to simultaneously
connect multiple application sectors and, more
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specifically, smart health, smart home, smart living,
smart transport, etc...

e John needs to have the option of configuring his
preferences related to trusted people or groups who can
access his data in case of emergency (e.g. heart rate,
location...).

e He must be able to block access to specific persons or
groups, if he mistrusts them.

e The security measures must not affect the device's
battery lifetime significantly. More precisely, since
physically accessing the implanted device is hard or
even impossible, the security measures should not affect
battery lifetime significantly and not require direct
physical interaction.

e Easy and intuitive configuration of the device.

IIl.  GENERAL REQUIREMENTS OF THE lOT

This section presents the most important 10T requirements
derived from the case study, and then, generalized for wider
use.

e Interoperability: The access control model must be
designed for multiple organizations. On the one hand,
each organization set up its own policies. On the other
hand, it must respect other collaborating organization’s
policies.

e Context awareness: In 10T environments, context is
highly important [19, 20]. In fact, services and
applications use knowledge from the context
surrounding them in order to gain information about
their users and the users’ environment [21, 22, 23, 24].
Thus authorization decisions are inextricably linked to
local contextual data available to the device.

e Ergonomie: Due to the high saturation level of
smartobjects in everyday life, many non-expert users
are pushed to define permissions on their devices.
Therefore, an access control mechanism must be simple
to use: easily administrated, expressed and modified. In
addition, it must enable policy updates without re-
provisioning individual devices, and it must be designed
S0 as not to require manual intervention of the user in
the access control process.

e Heterogeneity: A collaborative environment may
combine several technologies [25, 26, 27, 28]. This
heterogeneity results in interoperation challenges, such
as devices from different producers that provide
proprietary features used by several services
implemented according to diverse standards and
protocols in order to initiate multiple functions [29].

e Fine grained Access control: The access control
mechanism must be able to apply different permissions
for different requesting entities rather than being all-or-
nothing. Consequently, there is a need for granularity in
authorization decisions.
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e Lightweight solution: Due to the constrained energy
nature of the loT component, access control may
minimize resource usage on the constrained device.

e Scalability: is the way to scale while managing
increasingly large volumes of users, applications and
connected devices. An Access control mechanism
should naturally be extensible in size, structure, and
number of organizations [30].

IV. RELATED WORK

Zhang and Gong proposed in [31] the UCON model taking
into consideration flexibility and heterogeneity in an loT
distributed environment. However, UCON is a conceptual
model only, and thus it does not give details on the
implementation of the monitoring process. This approach is
indeed still not practical.

The CAPBAC model is implemented in a centralized
approach in [32] where the proposed framework is based on a
central Policy Decision Point (PDP) which handles
authorization decisions. Whereas the implementation of
capability-based access control in 10T is considered in [33]
with an entirely distributed approach without intervention of
central entities. The limits of both a purely centralized
approach and fully distributed approach will be detailed bellow
later on in this paper (see V.B Main architectures for access
control in the Internet of Things).

The Capability-based Context-Aware Access Control
(CCAAC) [34] is a delegation model based on a federated
vision of 10T [35], where a central entity in each domain is in
charge of authorizing a delegation request from a delegator,
and making the decision about granting it to the delegate.
However, this vision does not make use of technologies
specifically designed for constrained highly context dependent
environments such as loT. Furthermore, the technical
requirements in the constrained environment of the different
actors involved in the proposed delegation mechanism are
missing from this study.

Seitz et al. present in [36] an authorization framework
based on XACML [37]. Evaluating XACML policies is too
heavy-weight for constrained devices; therefore most of the
authorization process is externalized. In order to convey the
authorization decision from the external point to the device, an
assertion is encoded in JSON [38] and is sent to the end-device
(i.e., sensor or constrained device). The end-device takes
responsibility for local conditions verification. However, this
study does not give information about the central component
involved neither about its management within the organization.
Also, this proposal is bound to the use of XACML, which is
not specifically designed for use in constrained devices.

V. TOWARDS CENTRALIZED-DISTRIBUTED ACCESS
CONTROL FOR THE INTERNET OF THINGS

The integration of resource constrained devices into the
Internet requires specifically designed technology and protocol
that respect the nature of these smart objects. Recently, several
IETF Working Groups have been focused on the adaptation of
existing Internet protocols to loT scenarios. These rising
protocols, such as CoAP [39] and 6LoWPAN [40, 41, 42] aim
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to enable a seamless integration of the constrained devices into
the Internet. It is then necessary to develop security
mechanisms to fully take advantage of the huge potential
offered by these protocols and technologies.

Prior to the detailed presentation of SmartOrBAC, this
section describes briefly some of the core concepts that make
up the proposed scheme. First of all, an overview of the
OrBAC access control model and its benefits over other
commonly accepted models are given. Then an overview of the
main approaches and trends to provide access control logic in
loT scenarios is presented based on the architecture taxonomy
proposed in [43].

A. Organization-Based Access control model (OrBAC)

The OrBAC model introduces the concept of organization
as a structured group of active entities, in which subjects play
specific roles. An activity is a group of one or more actions, a
view is a group of one or more objects, and a context is a
specific situation.

Actually, the Role entity is used to structure the link
between the subjects and the organizations .The Empower
(org, r, s) relationship (or predicate) means that org employs
subject s in role r. In the same way, the objects that satisfy a
common property are specified through views, and activities
are used to abstract actions.

In security rules, permissions are expressed as Permission
(org, r, v, a, c), obligations and prohibitions are defined
similarly. Such an expression is interpreted as: in the context c,
organization org grants role r the permission to perform
activity a on view v.

As rules are expressed only through abstract entities,
OrBAC is able to specify the security policies of several
collaborating and heterogeneous organizations.

In our context, OrBAC presents several benefits:

e Rules expressiveness: OrBAC defines permissions,
interdictions and obligations.

e Abstraction of the security policy: OrBAC has a
structured and an abstracted expression of the policy; it
also separates the specification from the implementation
of the policy.

e Scalability: OrBAC has no limitation in size or
capacity. It can define an extensible policy. It is then
easily applicable to large-scale environments such as
loT.

e Loose coupling: each organization is responsible for its
assets and entities. Implementation details as well as
private information are managed separately by each
organization.

e Evolvability: a policy in OrBAC is evolvable. It easily
handles changes in organizations.

e User-friendliness: specifying and updating an OrBAC
security policy are rather intuitive.

e Popularity: OrBAC has a growing community. Many
research studies are being conducted, based on OrBAC.
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o Context-aware: OrBAC takes the context (e.g. specific
situations, time and location constraints) into account.

e Fine-grained access control: thanks to the context ad to
its abstract and concrete concepts, OrBAC enables
security administrators to define, set, specify,
implement dynamic security policies and control access
to individual data items and attributes.

However, despite the several advantages of OrBAC, it is
not completely adapted to 10T. In particular, OrBAC is not able
to manage collaboration-related aspects. In fact, as OrBAC
security rules have the Permission (org, r, v, a, ) form, it is not
possible to represent rules that involve several independent
organizations (e.g. when the ambulance’s driver, in the medical
center organization, requests information from Traffic
Monitoring in the police department organization in order to
find the best route to John’s home and save valuable time), or
even, autonomous sub-organizations of a particular
collaborative system (e.g. when the police department for
traffic jams monitoring which is a sub-organization of smart
city accede to data from the distributed sensors nodes in the
smart city organization, in order to infer the traffic status in the
city’s streets). Moreover, it is impossible (for the same reason)
to associate permissions to entities belonging to other partner-
organizations (or to sub-organizations). As a result, if we can
assume that OrBAC provides a framework for expressing the
security policies of several organizations, it is unfortunately
only adapted to centralized structures and does not cover the
distribution, collaboration and interoperability needs, and
these aspects are very important in the 10T context.

In order to overcome the limitations listed above, on one
hand, the OrBAC model will be extended to include
collaboration-related and context aware concepts; and on the
other hand, a new architecture articulated around four
functional layers will be proposed. The resulting framework is
called "SmartOrBAC".

B. Main architectures for access control in the Internet of
Things
This section gives an overview of the most popular current
architecture providing access control in loT services
highlighting their main advantages and drawbacks.

1) Centralized architecture

In order to relieve smart objects from processing a large
amount of access control related tasks, these functionalities are
externalized to a back-end server or gateway responsible for
authorization processing and thus, the end component ( e.g
sensors and actuators...) have a limited part (see

).

The most pertinent advantage of the centralized approach is
that the access control logic is located within a non-
constrained entity. It follows that the use of standard security
protocols normally used in the traditional Web is not restricted.
XACML may for example, be used to express access control
policies.

Nonetheless, this approach encounters a major problem. In
loT scenarios such as the healthcare case study seen above,
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contextual information is of great importance, while in a
centralized architecture, authorization evaluation doesn’t take
into account local contextual information related to the end
component. Thereby, this one single wvulnerability may
compromise sensitive information, and this context insensitive
central entity becomes the main weakness of the centralized
approach.

2) Distributed approach

In this architecture, the access control process is carried out
by the end component. This means that each device must be
capable of handling authorization processes and having
adequate resources to do so (see Fig. 1). An advantage of this
approach is that end-devices act smartly, and are autonomous.
A second advantage is that this approach allows real time
contextual information to become central to the authorization
decision. Furthermore, in this approach, end-to-end security is
more easily achieved, as there is no need for an intermediate
entity.

However, the need to extend the constrained device with
access control logic makes the implementation of this approach
unfeasible in resource-constrained devices.

3) Centralized-distributed approach

In this approach, the end-devices partially participate in the
access control decisions (see Fig. 1) enabling the authorization
evaluation process to take into account contextual information.
As seen in the case study, there are environments where access
control is not possible without the including information from
the end component at the precise time of access request (e.g.
location, temperature, humidity, CO2 level, heartbeat rate
etc...).

This hybrid (centralized-distributed) approach, as in the
centralized approach, allows us to use standard technologies to
operate access control and the transmission of contextual
information request will then be operated by specific
application protocols as the Constrained Application Protocol
(CoAP).

The most obvious disadvantage of this approach are the
delays caused by the transmission of the contextual
information from the end component to a central entity when
needed. Due to this limitation, the value acquired by the end
component may be different at the time of making the
authorization decision, and consequently end-to-end security is
unattainable.

Each one of these three approaches has advantages and
drawbacks that need to be considered while considering them
for the design of the access control.

In our proposal, the design of access control is based on the
centralized-distributed approach. But unlike other proposals
that use this approach, each separate group of components will
have a central authorization engine (rather than just having one
of these engines centrally performing all the authorization
processes). The selection process that determines which entity
will act as this engine depend on the contextual properties of
the nodes in its group. The aim of this is to make the access
control mechanism more time efficient by facilitating a
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smoother exchange of information between the end device and
the authorization engine.

This vision is made possible by the fact that in a
constrained environment, not all the devices are at the same
level of constraint. In almost every WSN, less constrained
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nodes exist, and thus the central authorization server in charge
of an area can be implemented on one of them. For more
understanding, the next section gives an overview of the
different actors involved in the proposed architecture and their
properties.

3 Access denied/granted
1. Access request

\ ! )
2. authorization decisi< h

Distributed architecture

|:| Security component

1. Access request—m-
\
3 Access denied/granted

2. authorization decsio@ Q

Centralized architecture

1. Access request 4. authorization decision

Authorization support

Q Administrative domaine boundaries

—— Flux de contéle

and contextual

infarmation

{ Ly
Access d(‘r.l['df;!,mnlvdK;

Centralized-distributed architecture

Fig. 1. Main architectures for 10T access control

C. Actors in SmartOrBAC
The main actors are the following [44]:

e Resource Server (RS): An entity which hosts and
represents a Resource that might contain sensor or
actuator values or other information;

e Resource Owner (RO): The principal that owns the
resource and controls its access permissions;

e Client (C): An entity which attempts to access a
resource on a Resource Server;

o Client Owner (CO): The principal that owns the Client
and controls permissions concerning authorized
representations of a Resource.

Consequently, in a basic scenario, C wants to access R
located on RS. It follows logically that, C and / or RS are
constrained.

VI. SMARTORBAC

The following paragraph contains description of the key
aspects of our proposal. First, an explanation of the most
relevant features of the abstraction layers design is given
followed by a presentation of the collaborative solution. Then a
structured expression of the context concept is presented.
Finally the proposal is applied on the previous 0T scenario
presented above.

A. SmartOrBAC abstraction layers

The SmartOrBAC architecture proposes, among others, a
model based on a partitioning of the access control process into
functional layers depending on the capabilities offered on each
one. This approach is directly inspired by the fact that each
device is constrained to a different level; they are in fact not all
uniformly constrained. Note that the term “constrained node” is
used according to the RFC 7228 [45]. While processing access
control related tasks each layer assists the one below when
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needed. Note that the authentication process details are out the
scope of this study. Only authorization aspects are treated. Four
layers are introduced:

1) Constrained layer

One or both of C and RS are presumed to be located in a
constrained node, but despite this, must perform access control
related tasks. We thus consider that either of them may be
unable to manage complex tasks while processing
authorization requests. In addition, nodes do not always have
permanent network connectivity. That's why both of C and RS
are considered to be constrained layer actors. In order to
address the limitations present in this layer, a less constrained
device is associated to each area of constrained devices. This
centric entity is defined by the upper layer called less-
constrained layer (see Fig. 2).

2) Less constrained layer
To relieve constrained layer actors from conducting
computationally intensive tasks, another layer is introduced.
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Each group of constrained layer actors is bound to a less
constrained layer actor that belongs to the same security
domain (see Fig. 2).

This link is configured by the entity in charge of the device
(see Section VI.A.3) Organization layer). We call this central
element the “Client Authorization Engine” (CAE), on the client
side, and Resource Authorization Engine (RAE) on the
resource side.

The Client Authorization Engine (CAE) belongs to the
same security domain as C. It assists C in determining if RS is
an authorized source for R by obtaining authorization
information and supporting C in handling the authorization
process.

The Resource Authorization Engine (RAE) belongs to the
same security domain as R and RS. It assists RS in determining
the correct permissions of C on the requested resource R. RAE
obtains authorization information and supports RS in handling
the authorization process.

Less constrained
level

The Resource
Authorization
engine RAE

Authorization support and
Centextual infermations

Request resoure]

Fig. 2. Constrained and less constrained layers

3) Organization layer

In the real world, C and R are under the control of some
physical entities. These entities are commonly called ROr
(Resource Organisation) and COr (Client Organisation). In
order to keep close to reality and to the OrBAC environment,
this entity will be represented by Organisations (e.g. the police
department, John’s home, the medical center). Thus, each
organization specifies the security policy for its devices and
structures them in security domains.

The client organization COr is in charge of the entity
proceeding to the resource request and thus, must specify
security policies for C, including with whom C is allowed to
communicate. This means that COr has to define authorized
sources for a resource R. COr also configures C and CAE in
order to make them belong to the same security domain.

The resource Organization ROr belongs to the same
security domain as R and RS. ROr is in charge of R and RS and

Authorization

The Client

engine CAE

Authorization support and
Contextual infarmations

thus, must specify the authorization policies for R and decides
with whom RS is allowed to communicate. That means that
ROr has to configure if and how an entity with certain
attributes is allowed to access R. ROr also configures RS and
RAE in order to make them belong to the same security
domain.

Subsequently, on the client side, COr defines authorized
sources for R, and on the Resource side, ROr configures if and
how an entity can access R.

In orders to do this, ROr and COr must have already agreed
on the terms of such a service and on how to organize and
structure this collaboration. An agreement is passed between
the two entities before this interaction takes place (see
Collaboration layer: a cross domain access control).

Note that an RS may in some cases be also the RAE. This
holds in the same way for the C and the CAE.
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4) Collaboration layer: a cross domain access control

As seen in the case study above, cross domain interaction is
fundamental in the loT. Furthermore, this characteristic
represents the main difference between the Internet of Things
paradigm and a simple sensor network based service that
usually only deal with one domain. Note that, throughout this
study, we define a domain as a structured independent
organization.

Unfortunately, as seen above, the OrBAC access model
does not handle the collaborative interaction aspects. To
overcome this limitation, SmartOrBAC enhances OrBAC with
new collaboration related concepts. This issue is addressed at
the collaboration layer, by making a prior agreement between
the involved organizations (as shown in Fig. 3) where the
access rules to a given resource are jointly defined according to
the OrBAC format by organizations that interact.

In order to manage this new agreement, the entity, located
in the Organization layer, called Principal Authorization
Manager "PAM" will be used. From the RS point of view, this
agreement, which is interpreted in terms of access rules, will be
treated just like all the other rules concerning local interactions.
The complexity of the external interaction authorization
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management is hidden from the end constrained device, which
keeps the same authorization processing no matter the nature of
the client. This abstraction is made possible by the
establishment of a fourth layer that manages the cooperation
between different organizations.

Basically, SmartOrBAC begins with the publication and
negotiation of collaboration rules as well as the corresponding
access control rules. First, each organization determines which
resources it will offer to external partners, and then references
them into the PAM. At this point, other organizations can
contact it to express their wish to use this specific referenced
resource. To do that, the COr and the ROr negotiate and come
to an agreement concerning the use of the resource R. Then,
they establish a contract and jointly define security rules
concerning access to R. The COr's and ROr's exchange format
and the contract aspect will be discussed in a future paper. In
the rest of this section, let us focus on access control rules.
These rules are registered -according to an OrBAC format- in
the PAM of both organizations. Parallel to this, COr creates
locally a "virtual resource™ called R_image which represents
(the remote) R, and adds a rule in its OrBAC base to define
which entities can invoke R_image to use R (see Fig. 3and 4).

3.negociation,agreement and rules establishment :> ——3 < 3.negaciation, agreement and rules establishment

The contract

layer

The Collaboration

1.References the

2.Inquiry PAM cor

resource R
located in RS

layer

The organization

S

OrBAC policy

Get policy rules information

Autharization

decision
support

layer

Less constrained

decision
support

Fig. 3.  Management of cross domain requirement in 10T environment
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Fig. 4. Sequence diagram shows interactions between entities presented above when a Client from Organization B requests a resource from Organization A

B. Enhancing OrBAC for context awareness

Unlike traditional services where the concept of context is
limited to a finite set of use cases, in the 10T environment, the
concept is getting wider by taking on an ambient character in
order to allow services taking into account the contextual
information collected in real time by the different sensors [46].
The Context used in defining the SmartOrBAC rule is a group
of contexts (Cse) from several types (Crye). The type of
context represents a concrete characteristic such as location,
temperature or time, but also security requirement such as trust
level or risk level. Subsequently, to introduce the context in the
access control decision, a value called (Ccong) iS given to each
Crype- Thus the context definition in SmartOrBAC takes the
following format:

Crype = {authLevel, trustLevel, time, location,...} (1)

CSet = {CType(l): CType(Z)rn s CType(n)} (2)
Cconst = <Crype> <OP> <VALUE> (3)
where OP is a logical operator, i.e. OP € {><><=, #},

and VALUE is the estimated level of Crye Finally, C is
expressed as a set of constraints Ccong as follows:

C= {CCOnst(l): CConst(Z)r cey CConst(n)} (4)

Typically in the previous use case, the emergency context
would be defined by a set of constraints related to the patient
movement, location and especially to his heartbeat measures.

C. Scenario

In order to illustrate SmartOrBAC, the different concepts
detailed above are applied on the previous case study.

First of all, each organization determines which device’s
resources it will offer to external partners. At this stage, we
find in the PAM of John’s smarthome organization resources
such as the heart monitor resource. The medical center
organization makes an inquiry to the PAM. As soon as the
target resource is found, the negotiation phase begins between
the ROr of the smart home and the COr of the medical center.
The resulting contract is then transcript in terms of
authorization rules regarding the OrBAC format for both of the
medical center and smart home of John. More precisely, if the
agreement between the two organizations is: "Assigned doctor
from medical center have the permission to remotely actuate
the implanted cardioverter defibrillator from the heart monitor
device in the heart attack emergency context", the ROr of
Smart home should:

e have (or create) a rule that grants the permission to a
certain role (e.g. Doctor) to actuate the heart monitor:
Permission(smart home, Doctor, vital equipement,
Actuating, Cheart attack Emergency); Note that, from John’s
smart home’s point of view, every user playing the
“Doctor” role will have this permission;

e create a "virtual user" noted "v_user doctor" that
represents the medical center for its use of the
implanted cardioverter defibrillator (see Fig. 5);

e add the following Empower( smart home,
v_user_doctor, Doctor) association to its rule base. This
rule grants the user medical center's doctor the right to
play the Doctor role.

In parallel, the COr of the medical center creates locally a
"virtual object" heart_monitor_image which represents the
(remote) implanted device (the resource made available by
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John’s Smart Home), and adds a rule in its OrBAC base to
define which of the medical center's roles can invoke
heart_monitor_image to use the real heart monitor.

b

Publication

""\4 Inquiry

negociation

A
Y

Contract [ rules establishment / storage

)

Create virtual user
corresponding to
medical center’s doctor

D).

-

creates locally a "virtual obje
heart_monitor_image

X

Is permitted (Medical_center_doctor,
ACT, heart_monitor_image)

)\
(

Associate the virtula user
to a role allowed for the heart beat device
Empower (smart home, v_user_doctor, Doctor)

(

Fig. 5. Virtual user and virtual Object in SmartOrBAC

The derivation of the permission (i.e., instantiation of
security rules) mentioned above can be formally expressed as
follows:

Permission (smart home, Doctor, vital equipement,
Actuating, Cheart_attack_Emergency) A
Empower (smart home, v_user_doctor, Doctor) A
Consider (smart home, ACT, Actuating ) A
Use (smart home, John's heartbeat, vital equipement) A
Hold (smart home, medical center's doctor, ACT, John's
heartbeat, Cheart_attack Emergency)

— Is permitted (v_user_doctor, ACT, John’s heartbeat)

Fig. 6. Derivation of permissions in SmartOrBAC

Let's assume that the assisted living dispositive is a set of
different devices (sensors and actuators) with different
capabilities. We also assume that the specific device RS of
heart monitoring that the medical center tries to access is
located in the constrained layer, such as the client device C
used by the doctor in the medical center. The link between the
RS and its corresponding RAE located in the less constrained
layer has already been configured by the ROr of John's smart
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home. The same applies for the CAE and C that have been
already configured by the COr of medical center.

Before the doctor's device C in the medical center sends an
actuating request to the heart monitoring device RS, it asks the
corresponding CAE in the medical center for assistance in
order to determine if the local image of RS
(heart_monitor_image) is an authorized source.

At this moment, CAE starts evaluating the authorization
policy rules, using as object the heart_monitor_image. Note
that at this level, the external nature of the heart monitor device
is unknown. Then, if information about policy rules are
needed, a request is sent to the PAM of the medical center.
Once this process is completed, if RS is an allowed source, an
actuating request is directly sent to the heart monitoring device.

Once the request is received, the authorization decision
process begins on the smart home organization side. For that,
the device sends an authorization process request, with
contextual information, to the corresponding RAE in john's
smart home. The latter evaluates the authorization decision
regarding authorization rules in John smart home's PAM -
especially those detailed above where the subject is
v_user_doctor -.The result is sent to RS which, in turn, sends
an access response to the doctor's device.

VIlI. COMPLEXITY OF SMARTORBAC

In this section, the complexity of the capabilities based
models (frequently proposed for 10T) is compared to
SmartOrBAC on the three following aspects of the access
control process:

1) Operations related to the access control decision in an
10T environment.

2) Operations related to the security policy update.

3) The potential risk of errors during the access control
policy administration.

Our aim (at this stage) is to demonstrate that even though
SmartOrBAC is multifaceted, it is less complex than
capabilities based models, it ameliorates the security policy
management cost and it reduces the risks of errors.

B. Access control decision

In order to evaluate the complexity of the complete access
control management process, we focused on two crucial
parameters:

e Quantify the number of decisions required for the
definition of the access control policy.

e Rate the complexity of
management operation).

each decision (each

It is clear that, the more complex the operations needed, the
more management resources and processing times are required,
and a higher probability of errors is observed which is even
more prominent in an IoT environment. Furthermore the
operations assigned to the security administrator are naturally
more complex and more sensitive than those done by other
actors. Therefore in our context, we identify two Kkinds of
operations:
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1) Sensitive operations assigned to the security
administrator; we note D the cost of this kind of operations.

2) Secondary operations that may be executed by an
operator not necessary aware of the security requirements; we
note d the cost of such operations (e.g. the assignment of
subject to roles in SmartOrBAC in a certain organization).

Next follows a comparison of the administration costs of
the capability based models and the SmartOrBAC.

3) Core Capability based models

In the capability based models, the overall quantity of
operations is |[SUB|.|Op|.|OBJ|; where|.| is the the number of
elements (the cardinal). As the quantity of operations is
limited, |Op| = constant. Thus the number of operations is
equal to |SUB|.|OBJ].|constant|. However, this analysis is
correct for traditional services but not for the loT environment
where the contextual information collected in real time by
sensors has to be taken into account. As seen in “Enhancing
OrBAC for context awareness”, the concept of context is no
more limited to a finite set of use cases. In order to better
represent this reality, the above formula should be correlated to
the multiplicity of existent contexts. Thus, the total number of
operation would rather be |[SUBJ.|Op|.|OBJ|.|CONTEXT]|.

Assuming that n designates the maximal value of |[SUB]|,
|OBJ] and |CONTEXT], the number of the operations is
O(n).0(n). O(n).0(1) = O(n®). Furthemore, all these operations
require the administrator skills, consequently, the cost is equal
to D.O(n°).

4) SmartOrBAC

Prior to the calculation of the administration cost, let us
fisrt recall how the access decision is made in SmartOrBAC
according to OrBAC.:

org € ORG, ¥5 € SUBJ, va € ACTION,

0 € OBJ, V' € ROLE,

va € ACTIV, W e VIEW, vt € CONT,
Permission (org, r, v, a,

C) A
Empower (org, s, 1) A
Consider (org, a, a) A
Use (org, 0, V) A
Hold (org, s, a, 0, ¢) A
— Is permitted(s, o, o)

Cost = D.C(RULE) + d.[ C(Empower) + C(Consider) +
C(Use) + C(Hold)] 5)

while:

C(RULE) = |Access_Mode| + |ORG| + |ROLE| + [VIEW| +
|ACTIV| + |CONT]|

= |constant| + | constant | + | constant | + | constant]|

+ | constant [+ O(n) = O(n)  (6)

C(Empower) = |ORG| + |ROLE]| + |SUBJ|

= |constant| + | constant | + O(n) = O(n) @)

In the same way,
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C(Consider) ~ O(n), C(Use) ~ O(n) and C(Hold) ~ O(n)  (8)
Hence,

Cost ~ D. O(n) +d . [O(n) + O(n) + O(n) + O(n) ]

~D. O(n) +d.O(n) (9)

TABLE 1. THE COMPLEXITY OF DECISIONS

Capability based models SmartOrBAC

D.O(n3) D. O(n) +d.O(n)

In the capability based models, the complexity is a cubic
function with a higher factor (D), while in SmartOrBAC it is a
linear function with two factors D (major) and d (minor).
Subsequently, SmartOrBAC leads to significant reduction of
the management complexity.

C. The update of the security rules

In the capability based models, the subject’s permission
management (adding, updating or deleting) is in the order of
O(n). Moreover, all these operations require a major decision.
The total cost is thus D.O(n) correlated to contextual
parameters it is upgraded to D.O(n). Inversely, in
SmartOrBAC the management of subjects’ permissions
corresponds to a change of its roles which involves only d.O(1)
operations. Now, if we concentrate our analysis on objects, and
in particular, if we want to change the permissions associated
to a certain object, the cost in the capability based models is
D.O(n?). In SmartOrBAC, the cost is d.O(1) as we only review
the Use relationship.

TABLE II. THE COMPLEXITY OF ACCESS CONTROL CHANGES
Capability based models SmartOrBAC
D.O(n%) d.0(1)

D. Risk of errors
Generally, two indicators are used to evaluate the risks:

e The severity of the threat, estimated in term of its
impact.

e The potentiality of the threat (estimated in term of
frequency or probability if the cause is accidental, or in
term of feasibility if the cause is deliberate).

Basically, the security administrator decisions are more
sensitive than the operator or a secretary decision. In the first
case, we note the severity by S, while we denote it by s in the
second case.

Besides, the potentiality (e.g. probability) that an
administrator makes an error in the security policy definition is
lower than the action of the operator or a secretary. Indeed, we
note p the potentiality of the security administrator errors,
while P denotes the potentiality of the operator/secretary
errors.

We can thus conclude that:

e The assignments that could be done by a secretary or an
operator has a factor of risk (of error) equivalent to s.P
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e The factor is equivalent to S.p for Sensitive operations
that are done by the security administrator.

Therefore, to calculate the risk of error for the two models
(capability based and SmartOrBAC), we only replace D in
table 1 by S.p and d by s.P. Table 3 summarizes the risk of
errors in the three compared models.

TABLE IlIl.  THE RISK OF ADMINISTRATION ERRORS

Capability based models SmartOrBAC

S.p.O(n%) S.p. O(n) +s.P.O(n)

The risk of access control management errors is thus
reduced in SmartOrBAC.

Consequently, compared to the other models, it appears that
not only SmartOrBAC gains simplicity and clarity in the loT
environment (e.g. by taking the context into account in the
earlier stages), but it also greatly reduces the cost of
administering access control policies as well as making the
process less error prone while being clearly context aware.

VIIl. IMPLEMENTATION

The transmissions between the different entities included in
our Framework (C/RS, C/CAE, RS/RAE) are done via the
CoAP [39] protocol (Constrained Application Protocol), which
is a specialized web transfer protocol that is intended for use in
resource-constrained internet devices. Like HTTP, COAP is
based on the wildly successful REST model: Servers make
resources available under a URL, and clients access these
resources using methods such as GET, PUT, POST, and
DELETE.

Since the XML representation is too verbose for efficient
transmission over limited channels, thus JSON-based notation
is used for authorization requests and responses. In fact JSON
[38] (JavaScript Object Notation) is a lightweight data-
interchange format that efficiently reduces the size of the
transmitted messages between C and RS devices and optimizes
the processing time.

The device part of our framework (especially C and RS)
was implemented on an example platform: The Arduino Mega
2560 board3. This board features a 16 MHz processor, 256 kB
of Flash Memory, 8 kB of SRAM, and 4 kB of EEPROM. The
choice of this board is made in order to test our approach on
the lowest performance of the end constrained devices.

The board was programmed in JAVA using a custom
implementation of the CoAP protocol stack and the assertions
were wrapped in JSON format using the standard Java API
(javax.json.*).

IX. CONCLUSION

Our SmartOrBAC access model is specifically designed for
the 10T environment and it is conceived through an abstraction
layer design that makes use of a deep understanding of the l1oT
paradigm as it is used in the real world. For these smart
services, contextual information is a leading element in
decision making therefore only a real-time consideration of this
information will achieve smartness. For this reason, the
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“context” notion (originally present in OrBAC) is extended in
order to fit the 10T requirements.

Understanding that users belonging to an organization need
to dynamically access resources controlled by other
organizations the proposed model is extended with specific
collaborative mechanisms where the same OrBAC security
policy can be used for local as well as external access. In this
way, SmartOrBAC improves the management of the security
policy and reduces considerably its complexity.

In our future work, the focus willl be laid on making the
SmartOrBAC model more effective by going deeper in the
study of the negotiation process and the e-contract format.
Other possibilities include incorporating a secure authority
delegation method based on OrBAC in order to control the link
between the end device and the RAE/CAE in order to make it
more dynamic.

Finally, another relevant research line related to this work
is the consideration for additional privacy enhancement
through techniques such as the use of pseudonyms or
anonymous assertions.
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Abstract—Data warehouse is a set of integrated databases
deliberated to expand decision-making and problem solving,
espousing exceedingly condensed data. Data warehouse happens
to be progressively more accepted theme for contemporary
researchers with respect to contemporary inclination towards
industry and executive purview. The crucial tip of the proposed
work is integrated on delivering an enhanced and an exclusive
innovative model based on the intention of enhancing security
measures, which at times have been found wanting and also
ensuring improved accessibility using Hashing modus operandi.
An unsullied algorithm was engendered using the concept of
protein synthesis, prevalently studied in Genetics, that is, in the
field of Biotechnology, wherein three steps are observed, namely;
DNA Replication, Translation and Transcription. In the
proposed algorithm, the two latter steps, that is, Translation and
Transcription have been taken into account and the concept have
been used for competent encryption and proficient decryption of
data. Central Dogma Model is the name of the explicit model that
accounts for and elucidates the course of action for Protein
Synthesis using the Codons which compose the RNA and the
DNA and are implicated in numerous bio—chemical processes in
living organisms. It could be observed that subsequently a dual
stratum of encryption and decryption mechanism has been
employed for optimal security. The formulation of the
immaculate Hashing modus operandi ensure that there would be
considerable diminution of access time, keeping in mind the apt
retrieval of all indispensable data from the data vaults.

The pertinent appliance of the proposed model with enhanced
security might be in its significant service in a variety of
organizations where accrual of protected data is of extreme
magnitude. The variety of organizations might include
educational organizations,  corporate  houses, medical
establishments, private establishments and so on and so forth.
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l. INTRODUCTION

Data warehouse is an entrenched depository of an
organization’s electronically summative data [1, 2, 5]. Data
warehouse are designed with the objective to facilitate
comprehensive reporting and proficient analysis. Endowing
security for the warehouse is virtually an enormous
vulnerability for any organization.

The proposed work is principally unforced, as it confers
the formulation of the inventive architecture with the objective
of enhancing security measures and data warehouse
performance enhancement in the course of action [1, 2, 5, 6].

The proposed cryptographic algorithm introduces an
intuitive as well as an innovative approach by employing a
unanimously accepted concept in Genetics and Molecular
Biology known as ‘Central Dogma.” The Central Dogma
introduced by Francis Crick endows with a sequential
explanation of the flow of genetic information within a
biological system. The general transfer principally consists of
three activities, namely; DNA Replication, Transcription and
Translation.

DNA Replication — DNA Replication is the process of
engendering  two  identical  replicas  from  one
original DNA molecule. The biological process occurs in
all living organisms and is the basis for biological inheritance.

Transcription — Transcription is the initial step of gene
expression, in which a particular segment of DNA is copied
into RNA by the enzyme RNA polymerase.

Translation — Translation is the process by which proteins
are created. In the process, apiece codon codes for a specific
amino acid and proteins are synthesized or rather they are
found in the form of amino acids in the body.
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Improved accessibility at the data warehouse using
Hashing technique would ensure performance enhancement of
the data warehouse in addition to the security measures
adhered.

The entire paper deals with an interdisciplinary approach
of employing the biological process by which protein is
synthesized in living organisms, for development of an
algorithm by which a plain text is converted to a cipher text.

A real world phenomenon is being employed in
computation and its appliance on the data warehouse should
endow the reader with an insight into implementation of bio-
inspired algorithm and its prospective impact on the manner it
is being perceived and professed, thereby solving
computational problems.

1. LITERATURE SURVEY

The section focuses on the interrelated work available in
the similar genre, encouraging the formulation of the
concerned paper [1, 2, 3,4,5,6,7,8,9, 10, 11, 12, 13, 14].

There are quite a few interrelated works on data warehouse
and its security measures, which have formerly been carried
out, but the precise design, implementation and incorporation
of the innovative algorithm using protein synthesis is
something inventive as well as appealing for contemporary
researchers. Whenever the perception culminates in the mind
about design, implementation and incorporation of security
mechanism for data warehouse as well as architectural
orientation, the extensive study of few papers need meticulous
mention and the concise points are affirmed in details for ease
in reference [1, 2].

In the paper titled “Design and Implementation of
Proposed Drawer Model Based Data Warehouse Architecture
Incorporating DNA Translation Cryptographic Algorithm for
Security Enhancement,” the DNA Translation cryptographic
algorithm is incorporated in the Proposed Drawer Model
Based Data Warehouse Architecture in two distinguished tiers
of security mechanism. Initially the algorithm is adhered
during the transition from Operational Data Store to Data
Vault and then it is adhered for the second time during the
transition from Data Vault to Data Mart, thereby ensuring
two-tier security enhancement for the proposed data
warehouse model [1].

Through the formulation of the paper, discussions as well
as Illustrations ensure how security could be implemented at
distinguished tiers/levels using the innovative DNA
Translation cryptographic algorithm through the proposed
Drawer Model Based Data Warehouse Architecture as an
Added measure over the existing Data Warehouse
Avrchitecture [1].

In the paper titled “Towards Data Security in Affordable
Data Warehouse,” the data warehouse technique is based on
clustering and the star schema is dispersed over the nodes of
the cluster. Dimension table is replicated in apiece node of the
cluster and fact table is distributed using strict round robin or
hash partitioning. Security is assured by using signature in
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each column individually and in each row the verification is
controlled by data warehouse middleware. Data warehouse
middleware engender the signature for insert and update
operations. In the concerned approach, encryption technique is
applied on dimension table. Primary keys and foreign keys are
not encrypted as they get filled with synthetic values.
Encryption technique is not used in fact table due to
performance issues. Fact table is fragmented into several
clusters and fact data cannot be simply allied to the dimension
data as they are encrypted [2, 6].

In the paper titled “An Integrated Conceptual Model for
Temporal Data Warehouse Security,” it has been proposed
that the first integrated conceptual model for addressing
temporal data warehouse security requirements needs
specification. The model is the first model which combines
ETL model with temporal data warehouse model in one
integrated model.

ETL processes are accountable for extraction of data from
heterogeneous operational data sources, their transformation
(conversion, cleaning, normalization, etc.) and their loading
into data warehouses. ETL proposed model has six
fragmented steps, namely; 1-Source authentication, 2-
Extractraction, 3-Filter process, 4- Incorrect process, 5-
Surrogate process and 6-Load process [9]. These are three of
numerous papers which have had an untiring impact during
the formulation of the compiled paper.

1. PROPOSED WORK

For utmost simplicity in understanding, the flow chart of
the entire proposed work has been designed in figure 1.

The proposed Central Dogma Based cryptographic
algorithm is incorporated in the Data Warehouse Architecture
for security as well as performance enhancement in
distinguished tiers of security mechanism and improved
accessibility using Hashing modus operandi. Initially the
algorithm is adhered during the transition from Operational
Data Store to Data Vault and then it is adhered for the second
time during the transition from Data Vault/Storage Area to
explicit segments of Data Mart, thereby ensuring two-tier
security enhancement for the proposed data warehouse model.
The interdisciplinary amalgamation of Biotechnology,
especially genetics and Computer science, especially
cryptography is an innovative approach, to say the least.

In the next fragment of the section, the detail of the
proposed work has been specified and the commencement
churns out with the notion about Central Dogma and the
formulation of the proposed innovative Central Dogma Based
cryptographic algorithm, as stated below for ease in reference:

The Central Dogma of Molecular Biology is an elucidation
of the flow of genetic information within a biological system.
It was initially stated by Francis Crick in 1956 and re-stated in
a research paper published in ‘Nature’ in 1970. The Central
Dogma of Molecular Biology deals with the exhaustive
residue-by-residue transfer of sequential information. It states
that such information cannot be transferred back from protein
to protein or nucleic acid.
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Fig. 2. Central Dogma Model

The Dogma is a framework for understanding the transfer
of information  sequence amid  sequential  information
carrying biopolymers, in the most familiar or general case, in
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living organisms.  There are three major classes of such
biopolymers, namely; DNA and RNA (Both nucleic acids)
and Protein. There are 3x3 = 9 conceivable unswerving
transfers of information that could occur amid these. The
Dogma classifies these into three groups of three:
Three General Transfers, which are believed to transpire
normally in most cells; Three Special Transfers, which are
believed to transpire, only under specific conditions, in case of
some viruses or in laboratories; Three Unknown Transfers,
which are believed never to transpire.
The General Transfers illustrate the normal flow of biological
information: DNA could be copied to DNA (DNA
Replication); DNA information could be copied
to mRNA (Transcription); Proteins could be synthesized using
the information in MRNA as a template (Translation).

A. Proposed Central Dogma Based Cryptographic Algorithm

Proposed Central Dogma Based cryptographic algorithm
employs the concept of protein synthesis which is an integral
part of the ‘Central Dogma’ consisting of two steps, namely;
Transcription and Translation. The procedure of Transcription
engrosses transfer of information from DNA to RNA and the
procedure of Translation engrosses the concluding step of
protein synthesis, wherein specific group of nucleobases lead
to specific protein synthesis.

ACGT stands for the four nucleic acid bases that make
up DNA. ‘A’ stands for Adenine and pairs with “T’, which
stands for Thymine. ‘C’ stands for Cytosine and pairs with
‘G’, which stands for Guanine. These four nucleic acids make
up an organism's genetic code or DNA.

ACGU stands for the four nucleic acids that make
up RNA. RNA pairs up in the similar manner as DNA, except
that Thymine is replaced with Uracil.

B. Extended ASCII Code and Encryption Key

The Extended ASCII code has been employed for ease in
working, taking into account all feasible characters possible
during authentication process. Extended ASCII is an 8-bit or
larger character encoding modus operandi that includes 7-bit
ASCII characters as well as others. All the characters
embodied within the Extended ASCIlI code could be
represented by their equivalent 8-bit binary form.

Consequently for smooth functionality, the grouping
mechanism for primary key has been employed, nevertheless
to overlook the fact that this implicitly places the key into the
category of public and symmetric encryption key.

Subsequently, as exemplified, the 8 bits have been
clustered into 2 bits apiece, wherein apiece cluster of 2 bits
embodies a specific nucleobase found in DNA (Ribonucleic
Acid). After grouping in the mentioned manner, it is observed
that there are 4 combinations of groups feasible, namely; 00,
01, 10, 11.

The feasible groups have been used to embody the specific
nucleobase (Found in DNA) in the subsequent manner:
00-A
01-C
10-G
11-T
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V. ILLUSTRATION AND EXAMPLE

A. Steps to obtain Cipher Text

Step 1 — Transcription Phase =

1. The binary representation of the character concerned
from the Extended ASCII Table is referred and are
clustered/grouped into 2—bits apiece. Subsequently,
four groups are obtained.

2. The groups are reinstated by the nucleobases as
mentioned above.

3. A text is obtained which would contain the four
nucleobases, which might look like —> UUTC.

4. The code/text thus obtained in its DNA form, gets
converted to its RNA form by the process of
Transcription, following the rules mentioned below:
T (Thymine) is replaced with U (Uracil), following
the rule of complementary base pairing.

For complementary base pairing, the following
replacement is followed:

A =2 U & Vice Versa
G = C & Vice Versa

Step 2 — Translation Phase 2
1. The Genetic Code Table is referred and it is observed
that cluster/group of three nucleobases leads to the
synthesis of a specific protein.
2. Employing the concept of Translation, the cipher text
obtained by Transcription mechanism is further
processed.

To illustrate the concept exclusively, it is assumed that the
obtained cipher text from Transcription, for a random word of
three letters is as mentioned below:

ACUGUCGACUAA
In order to translate the cipher text, the following rules are
adhered:

1) Subsequent to the implementation of Transcription
mechanism, for apiece character, a cipher text is obtained
which consists of a combination of four nucleobases.

2) If the first nucleobase is left out, then the rest three
nucleobases refer to a specific codon that code for a specific
amino acid, as observed in the Genetic Code Table mentioned
already.

3) It is observed that certain codon refers to the similar
amino acid or rather a specific amino acid could be
synthesized from multiple codons.

4) In order to avoid ambiguity, numbering mechanism
should be employed, that is, ‘I’ before the name of the amino
acid (As visible in Genetic Code Table) should refer to the
first codon from top, within a specific block, accountable for
the synthesis of that amino acid.

5) As there are three STOP codons, UAA would be
referred to as 1sto, UAG would be referred to as 2sto and
UGA would be referred to as 3sto.

Fig. 3. Nucleobase Pairing

Second Position
U C A
:::[code] Amio Acid | code] Amio Acid | code | Amuo Acid | code -
I phe ucu 1] tyr UGU . U
uuc uce UAC UGC C
] ser
UUA - UCA UAA| stop JUGA| stor | A
uuG UCG UAG| stop JucG| tp G
cuu CCU cAU his ceU U
= cuc CCC CAC CGC C |+
o C leu pro arg s
= CUA CCA CAA CGA A |3
B gin 3
2 UG CCG CAG GG G |5
= AUU ACU AU AGU U@
3 asn ser =
4 AUC ile ACC AAC AGC C |z
T A thr o
AJA ACA AAA AGA A=
lys arg
AJG| met | ACG AAG AGG G
GUU GCU GAU - GGU U
GUC GCC GAC L [ C
G val da aly
GUA GCA GAA u GGA A
GUG GCG o] ! GGG G
Fig. 4. Genetic Code Table
6) Hence, a random character, viz, ACUG, after

implementation of Translation mechanism should be:

Adleu

7) After implementation of Transcription mechanism, the
entire cipher text representing a random word of three letters,

that is,

ACUGUCGACUAA,

mechanism should be:

AdleuU3proClsto

enduring the Translation

Demonstration/lllustration of General Data Warehouse

Architecture
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Fig. 5. General Data Warehouse Working Architecture
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B. General Working of Data Warehouse

1) The elucidation of the working exemplifies that data
being extracted from various Operational Systems. The
extracted data are of distinguished format.

2) After extraction, the data are amassed at Staging Area,
which is an intermediary storage locale used for data
processing.

3) From staging area, the data is moved to Operational
Data Store (ODS), which assimilates all data and place them
into a common format.

4) From ODS, data is moved to Data Vault, which is
deliberated to endow with long term historical storage of data.

5) From data vault, the data is moved to different Data
Marts, which is the access layer of data warehouse
environment.

C. Data Vault Working
The working of the data vault could be fragmented into
three components/processes performed on data, namely;
a) OLAP Analysis
b) Adept Reporting
c) Data Mining
Proposed Hashing Technique Based Data Warehouse
Architecture

DATA MARTS
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f 0 1 2 3
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7
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P

Fig. 6. Proposed Hashing Modus Operandi Based Data Warehouse
Architecture

D. General Working of Proposed Hashing Modus Operandi
Based Data Warehouse employing Central Dogma Based
Cryptographic Algorithm for security enhancement

1) Initially, data is extracted from various Operational
Systems, then amassed in Staging Area and then moved to
Operational Data Store.

2) From ODS, data is moved to Data Vault, deliberated
to endow with long term historical storage.

3) From Data Vault, data are shifted to newly designed
Storage Area, where data is separated and amassed in
distinguished folders. Apiece folder is specified to accumulate
data for explicit Data Mart.

Vol. 6, No. 11, 2015

4) All the Data Marts are initially empty, wherein data
are transmitted through folders to the dedicated Data Marts.

5) At a particular time, only apiece folder could be
transmitted from Storage Area to Data Mart.

6) After triumphant authentication employing Central
Dogma Based Cryptographic Algorithm, the user is allowed
to access the Data Mart, wherein the Data Mart is fragmented
into Segments numbered from 0 to 19.

7) A database pertaining to a bank should contain
Employee Unique 1D, Name, Age, Sex, etc., which might be
treated as Segments.

8) Gaining the access to the Data Mart, the search term
concerning the requisite data is entered by the user, wherein
the search term is converted into a numeric string employing
the Hashing function:

F(n) = Sum of the (digits or alphabets) mod 20 1)

Set of rules are followed to engender an integer value
which would denote the segment number.

The rules followed are:

(i) If digits would be present, then they would be added as
usual.

Example: If Unique ID is 120110, then Sum is 5.

(i) If alphabets would be present, then the respective digit
value would be considered.

Example:a=1,b=2,c =3, etc.

(iii) If an amalgamation of digits and alphabets would be
present, then they would be converted in respective manner
described already, followed by addition to obtain the Sum.

9) It is reasonably undemanding to search for an integer
rather than an assortment of characters, ensuring diminution
of accessibility time for retrieving the requisite data from the
specific Segment.

10)Subsequent to finding a match with respect to the
integer value obtained after Hashing, the search progresses
by seeking the requisite and precise data within that specific
integer Segment.

V. CONCLUSION

Whenever the term safety comes in intellect and initiative,
security is synonymous, but from time to time implementing
security mechanism(s) like cryptographic techniques,
biometric methodologies, genetic algorithm, quick response
code mechanisms, etc. has not only been sturdy but cost
constrained as well. On the other hand, design,
implementation and incorporation of any  security
methodology at internal structure of the data warehouse are
affable.

The accessibility is explicitly improved by employing
Hashing Modus Operandi, thereby ensuring diminution of
access time and validating performance enhancement for the
data  warehouse. The design, implementation and
incorporation of the Central Dogma Based cryptographic
algorithm is the core of the conferred security amid
predicament at bay like malicious intrusions.
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Through the formulation of the paper, deliberations as well
as illustrations ensure how security could be implemented and
incorporated at distinguished tiers/levels using the innovative
Central Dogma Based cryptographic algorithm through the
proposed Hashing Modus Operandi Based Data Warehouse
Architecture, aided as an additional quantifier over the
existing Data Warehouse Architecture.
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Abstract—Attitude is very important in an education, without
a good attitude certainly education will not be able to run
smoothly, even education can be said to fail if the output of the
education did not have a good attitude in the community in the
workplace. To determine the value of the attitude in elearning is
not easy. In this study will try to create a method or means that
can be used to determine the value of the attitude of a student in
the learning system elearning. The method to be used is
instructional design using ADDIE Model, where the latter begins
by determining the parameters to be assessed from that attitude,
the parameters used are each - each part of Affective Learning.
After determining the parameters are then carried out the design
and manufacture of questioner, before this questioner deployed
then ever before will be testing the validity and reliability using
SPSS. If questioner has valid and reliabl, then the next can be
done questioner deployment and then be evaluated. Questioner
from spreading to some of the students showed that students that
the attitude of the students already Very Good with a total
student getting very good value are 96 people with a percentage
of 48%.

Keywords—Instructional Affective
Learning; Reliability; Validity

Design;  elLearning;

. INTRODUCTION

Knowing the value of attitude in a learning system is not
easy, there are currently very much a learning system and of
course, using a variety of learning models. In Indonesia, the
government has begun to allow and authorize an official to a
learning system Elearning. But because it is a relatively new
learning programs, such as the system still has many
shortcomings. In this research, | want to try to find out the
value attitude to the students in the learning system Elearning
using the ADDIE Instructional Design models. The study
began by determining the object and the media that will be
used as the data in the study, the object to be used in this study
were students STMIK STIKOM Bali, who are following
Elearning classes. Then proceed by selecting one of several
values in attitude, in this study | use Affective as parameter
measurements [1]. Affective itself consists of the several parts
or taxonomy [2], namely receiving, responding, valuing,
organization and characterization.

Instructional Design used in this research is the ADDIE
models. ADDIE model of instructional design is the most
widely known and most widely used. ADDIE models begin
with an analysis of the situation and conditions on the ground
[3] [4], then proceed to create a design model or create a
design questionnaires that will be distributed at the time of
implementation to some object of research that students

STMIK STIKOM Bali being Elearning classes. Making the
design of questionnaires is done by making some questions
where questions that already includes several questions about
each taxonomy of Affective, then the result of the
implementation or deployment of questionnaires were
collected, and the data is stored as a result of implementation,
and then the next is to evaluate the results implementation.
With this research is expected eventually to be able to provide
a solution of the problems faced by earlier about how do to
know the affective value of the students who attend classes
elearning. Because students generally get dross elearning little
direct meetings between teachers and students, lack of
emotional closeness between teachers and students will be
able to be more difficult to provide an assessment of affective
to students.

1. LITERATURE REVIEW

Previously I will explain some of the theories and methods
used in this study, where the explanation | write with
reference to that | got through official sources such as
journals, proceedings, conference and thesis or dissertation.

A. Elearning

E-learning is a learning process that is created by the
interaction with digital content, network — based services and
support guidance. E-learning is a catalyst for collaboration
across boundaries — national and international boundaries as
well as a facilitator for networks around the world in academic
study [5]. Works net facilitate the development of high —
quality programs and courses insuring money, relevance and
catalogs a broad curriculum. Elearning is often called the use
of network information and communication technologies in
teaching and learning. A number of other terms are also used
to describe this mode of learning. Including online learning,
virtual learning, distributed learning, networking and web-
based learnings [6]. Basically, all referring to the education
process that utilizes information and communication
technologies to mediate asynchronous and synchronous
learning and teaching activities. On closer inspection
pembelajarn will become clear if the educational process for a
slightly different and thus can not be used synonymously with
the term e-learning.

B. Instructional Design

Instructional design according to the terms can be defined
a design process and systematically to create learning more
effective and efficient, and to make learning activities more
easily, which is based on what we know about the theory of
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learning, information technology, systematic analysis,
research in the field of education and methods of management

[71[3]-

The term instructional system development (instructional
system development) and instructional design (instructional
design) are often considered to be the same, or at least not
explicitly distinguished in its use, although he said there is a
difference in meaning between "design" and "development".
The word "design” means a pattern or a sketch or outline or
plan introduction. Being "development” means to make grow
regularly to make something bigger, better, more effective,
and so on [3].

Also according to instructional design as a process is the
development of teaching systematically used exclusively
theory - learning theory to making sure the quality of learning
[4] [8]. Implies that the preparation of the learning plan should
be in accordance with the concept of education and learning
that is adopted in the curriculum that is used.

There are several models in instructional design:
e Robert Gagne's step Model

e ADDIE Model

e ARCS Model

e Roger Schank'’s goal - based Scenarios

e Empathic Instructional Design

C. Attitude

The purpose of learning is essentially the formula
qualification ability to be achieved by students after learning
process. The formulation of the qualifications to be possessed
abilities of students after participating in the learning of this
lesson with the "behavior change" (change of behavior). The
type of behavior change stretcher in outline covers the fields
of knowledge (cognitive), attitudes (affective) and skills
(pikomotor).

Goal-oriented cognitive thinking skills. It includes more
modest intellectual abilities, such as remembering, to the high
capability, such as the ability to solve problems that require
students connecting and combining ideas, methods or
procedures that have been studied to solve a problem.
Affective objectives associated with feelings, emotions, value
systems and attitudes that indicate the acceptance or rejection
of something. Affective goals include the ability of the
simplest level, such as attention to a fenemena, to the most
complex level such as determining the attitude based on the
conscience. Krathwohl, Bloom, and Masia. Psychomotor goal-
oriented motor skills associated with members of the body, or
actions that require coordination between nerves and muscles.
Psychomotor behavior neuromascular emphasis on skills,
namely skills concerned with the movement of muscles.

D. Affective Learning

Affective learning is demonstrated by behaviors Indicating
attitudes of awareness, interest, attention, concern, and
responsibility, ability to listen and respond in interactions with
others, and ability to demonstrate Reviews those attitudinal

Vol. 6, No. 11, 2015

characteristics or values of the which are Appropriate to the
test situation and the field of study [1][9][2].

e Receiving: Refers to the student's willingness to attend
to particular phenomena of stimuli (classroom
activities, textbooks, music, etc.). Learning outcomes
in this area range from simple awareness that a thing
exists to selective attention on the part of the learner.
Receiving represents the Lowest level of learning
outcomes in the affective domain.

e Responding: Refers to active participation on the part
of the student. At this level he or she not only Attends
to a particular phenomenon but Also reacts to it in
some way. Learning outcomes in this area may
emphasize acquiescence in responding (reads assigned
material), willingness to respond (voluntarily reads
beyond assignment), or satisfaction in responding
(reads for pleasure or enjoyment). The higher levels of
this category include instructional Reviews those
objectives that are commonly classified under
"interest"; that is, Reviews those that stress the seeking
out and enjoyment of particular activities.

e Valuing: is concerned with the worth or value a
student attaches to a particular object, phenomenon, or
behavior. This ranges in degree from the simpler
acceptance of a value (desires to improve group skills)
to the more complex level of commitment (assumes
responsibility for the effective functioning of the
group). Valuing is based on the internalization of a set
of specified values, but clues to these values are
expressed in the student's overt behavior. Learning
outcomes in this area are concerned with behavior that
is consistent and stable enough to make the value
clearly identifiable. Instructional objectives that are
commonly  classified under  “attitudes”  and
“appreciation” would fall into this category.

e Organization: is concerned with bringing together
different values, resolving conflicts between them, and
beginning the building of an internally consistent value
system. Thus the emphasis is on comparing, relating,
and synthesizing values. Learning outcomes may be
concerned with the conceptualization of a value
(recognizes the responsibility of each individual for
improving human relations) or with the organization of
a value system (develops a vocational plan that
satisfies his or her need for both economic security and
social service). Instructional objectives relating to the
development of a philosophy of life would fall into this
category.

e Characterization: The individual has a value system
that has controlled his or her behavior for a sufficiently
long time for him or her to develop a characteristic
“life — style.” Thus the behavior is pervasive,
consistent, and predictable. Learning outcomes at this
level cover a broad range of activities, but the major
emphasis is on the fact that the behavior is typical or
characteristic of the student. Instructional objectives
that are concerned with the student's general patterns of
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adjustment (personal, social, emotional) would be
appropriate here.

E. Reasons of choosing Affective and Elearning Media

The reason why choose affektive as assessment parameters
and why to use elearning as a medium of research on
instructional design is because at this time, the education
system in Indonesia has begun authorizing and implementing
a learning system elearning [9] [2]. The education system like
this is very helpful for students who wish to continue their
education but are hampered by distance apart with college or
place of learning.

Besides of course has its advantages, it also has some
drawbacks, namely:

e Sitill chaotic in terms of administration.

e Due to rely solely on electronic media and distance
learning, so that a direct interaction between teachers
and students is reduced, this can result in a reduction in
emotional interactions between teachers and students.

e Reduction of emotional interaction can be resulted in
the difficulty in assessing the attitude of students.

With some of these conditions, in this study will be an
instructional design (instruktional design) on a distance
learning system (e-learning) with more emphasis on attitude
assessment (affektive). Assessment on affektive necessary,
because with the good attitude of the students, there will be a
conducive atmosphere during the learning process. By doing
so, the provision of material would be easier, of course, would
be beneficial to both parties. In addition, at this time very
much found cases - criminal cases or violations of the law
committed by students. And also found on officials -
government officials or institutions - private institutions or
mostly orng dimasyarkat. This of course caused due to a
reduction in value - the value of their attitude. Obviously we
do not want this kind of thing continues to happen. That's why
in this study will attempt to perform a method that will be
used to assess attitudes of students. And with the acquisition
of some of the results of the assessment it will be known
sberapa great attitude and expected value will be used as a
reference for the increase in the value of the attitude of the
students.

Il. METHODOLOGY AND IMPLEMENTATION

In this study, researchers will use one of the models of
some of the existing models of instructional design, research
models that researchers use is the ADDIE Model [3][8].
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A. Analysis

Analysis is the first step that is used in the ADDIE model,
the following are some things that will be analyzed in this
study, before starting to make a design quizioner [4] [3].

e Object to be used is STIKOM Bali STMIK students
who are following Elearning classes. Quizioner will be
distributed to several classes with each class there are
40 students.

e Parameter measurement used is affektive learning with
taxonomy as follows: receiving, responding, valuing,
organization and characterization.

e Quizioner consists of several individual questions —
each question has an elements measurement parameters
predetermined.

B. Design

After analyzing the situation and problems in the field
conditions, the next step is to create a design questionnaires
that will be used as a medium to determine the output of the
research results which will then take the results to be
evaluated [8] [4] [3]. Design questionnaires that will be made
are as follows:

Questions will be made using the system obyektive or
multiple-choice questions, with two possible answers, and
each answer given point so that later it can be seen the number
of points that will be collected from student answers to some
questions and knowable level affektivenya value. Sample
Questions:

1) Do you always obey the rules laid down in class?
a) Strongly Agree (5 points)
b) Agree (4 points)
¢) Neutral (3 points)
d) Disagree (2 points)
e) Strongly Disagree (1 point)

Questions will be made as many as 20 pieces of questions,
where each consisting of four pieces of the question for the
type or types of questions based on the taxonomy of afektive
learning [2]. From Table 1 it can be seen that the max value
that may be achieved for each student is 100 points, and the
minimum value to be obtained is 20 points, the results to be
obtained will be given a range of values for the points
obtained, the range of possible values is like: very good, good,
fair and poor, as can be seen in Table 2. From table 2 it can be
seen that later after getting the results of answers on quizioner
will be determined the range of values obtained eachs student.

TABLE I. DESIGN QUESTION AND GRADE OF AFFECTIVE LEARNING

Taxonomi of Affective Learning Question Max Point Min Point
Receiving 4 20 4

Responding 4 20 4

Valuing 4 20 4

Organization 4 20 4

Characterization 4 20 4

Total 20 100 20
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TABLE Il DESIGN A RANGE OF VALUES BASED ON YHE TOTAL POINTS OF ANSWERS ON QUIZIONER
Value Range Receiving Responding Valuing Organization Characterization Total Point
Very good 15<Value<20 | 15<Value<20 | 15<Value<20 | 15<Value<20 | 15<Value<20 75 < Value <100
Good 10<Value<15 | 10<Value<15 | 10<Value<15 10<Value<15 | 10<Value<15 50 < Value <75
Enough 5<Value<10 5<Value<10 5<Value<10 5<Value <10 5<Value <10 25 <Value <50
Less 0<Value<5s 0<Value<5s 0<Value<5 0<Value<5s 0<Value<5s 0 <Value<25

C. Develop and Implementation

Develop is make or realize quizioner design that was
created previously [10] [3] and the implementation is to

implement or deploy questionnaires that have been made
previously to the object of research or student. Here are the
questions quizioner which will be given to students:

TABLE I1l.  QUESTIONS IN QUIZIONER
. Answer option
No. Type Question VG G N E
1 Receiving Do you like to do the type of exercises in e-learning?
2 Receiving Are you happy to elaborate on their opinions in e-learning?
3 Receiving Are you happy and always read the material provided by the teacher?
4 Receiving Are you happy and always listen and watch the video given by the teacher?
5 Responding Do you always obey the rules laid down in class?
- Do you often respond to the opinion of the teacher or a friend in class in a
6 Responding discussion held in the classroom or e-learning?
7 Responding Do you always do all the tasks assigned by the teacher?
8 Responding If the mlsunderstandl_ng that occurred as a result of mistakes you do, will you
apologize for your mistake?
9 Valuing Are you happy to provide an assessment of a material that dberikan by the teacher?
. Do you always appreciate or give an appreciation of the role played by the teachers
10 Valuing : -
during the learning process?
. Are you happy to give attention or assessment of teachers or friends - classmates in
11 Valuing .
the learning process?
12 Valuing Are you happy to give sympathetic to teachers or friends - classmates?
13 Organization If there is a problem if you are going to discuss these issues with your friends - to
get a solution to these problems?
14 Organization Do you always disciplined, diligent and punctual in attending the discussion or
Y video konference (class elearning) given by the teachers or held in the classroom?
15 Organization Are you happy to provide solutions to problems in the discussions held on the
problems encountered?
- Are you happy to greet a friends or a teacher in the daily activities - day either
16 Organization directly or through the medium of the internet?
17 Characterization Are you going to explain the subject matter to your friends who do not understand
about the material?
18 Characterization You will keep the spirit undergo the course even if you know little about these
subjects?
19 Characterization I]zul g(\:ltllljlrgm impersonate or cheating jobs friend even though you do not understand
- You will always seek to understand how a lot of reading and ask the teacher or
20 Characterization .
friend who understand

After making as many as 20 questions on quizioner, the
next step is the selection of the sample, the quizioner multiply
and spread to some predetermined Students, Students will be
given a few clues about the workmanship and given time to
work. Quizioner deployment is done through two phases, the
first one conducted are validity and reliability to determine
whether quizioner who has made a valid and realible. Then, if
it has been found that quizioner made is valid and realible,
then spread quiozioner then performed again, to get results
that can later be evaluated as to whether the value obtained
from each student.

D. Evaluate

After implementation in the form of the spread questioner
to some students and then the supervisor waited until the time
expires, then all questionnaires were collected and
subsequently be given the results of its implementation and
assessment, kemdian of the results of the validation test will
be conducted and the reliability [11][12].

Here are the results of the implementation and assessment
of some of the students:
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TABLE IV.  RESULTS EVALUATION FOR TEST VALIDATION AND RELIABILITY

Recv Resp Valu Orgn Char Tota
NO | Name vl fofe e a2 ]|t

11234567819 0 1 5 3 |2 5 6 7 8 9 0 fom
1 ROMANDA SAGITAPUTRA 514]3|1]|3|4|5|3]|]3]3 3 4 |4 |4 |4 |4 |4 2 2 2 67
2 ALEXANDER PRANOTO SANJAYA 4141221454443 3 3 3 4 | 4 5 5 5 5 5 78

| PANDE GEDE HENDRA
3 MAHARDIKA 3|14(4|4(2]4(3|3|3]3 3 5 5 5 5 5 5 2 2 3 73
4 M DZAKARIA ILHAMSYAH PUTRA 4141441 ])5]|5]|5]|5]|5 3 3 3 3 2 2 3 3 2 2 68
5 I WAYAN ANDRIANA 41413131314 ]5]|5]5]1]5 4 4 4 3 3 3 2 2 2 3 71
6 NI LUH ARYANI KUSUMA D 1124|444 ])4]|5]|5]|5 5 5 3 3 3 3 3 2 2 3 70
7 AZWAR ANAS 313|3|3|3|4|a4|4]|4]5 5 5 5 2 2 3 3 4 5 5 75
8 BAIQ DIAN ERI SAFITRI 3|13|3|4|4|4|4]|3]|3]3 3 2 2 3 4 5 5 5 5 5 73
9 VINGKY EKA SUSILAWATI 4141455555515 3 3 3 2 2 2 4 4 4 3 77
10 IDA BAGUS GEDE GIRI ASRAMA 5|/5|5(3|3[3]|]2|2|3]3 4 |4 |4 5 5 4 3 3 3 4 73
11 | M ARIK TRI SUTRISNO 5|15|3|3|3|4|4|4|4|4 |4 |3 3 3 3 4 |4 |4 5 5 77
12 | PUTU ANDRE IRAWAN 414|443 |3]5|2]2]2 3 3 4 |4 |4 3 3 3 5 5 70
13 | AHMAD FATHUR RIDHO 5555444334 |3 4 5 3 2 3 3 4 2 2 73
14 | FIRMAN EVENDI 5|5|5|4]4[4]3]3]3]2 2 2 3 1 4 |4 |4 5 5 5 73
15 | PUTU AGUS WIDIANTARA PUTRA 41414]2]|3)4]|5]|5]|5]|5 4 |4 |4 3 3 3 2 2 3 3 72
16 HAIRIL MOHI 5155|4423 |4]|5]4 4 4 3 4 3 2 4 5 3 5 78
17 ESTI WULANSARI 4|15]|5|5|1414]14]|5]5]1]5 3 4 3 4 5 2 3 3 2 2 77
18 | NI MADE MARCELLINA DEWANTI 4|14|4|5|5|5|5|5|3]|3 3 3 2 2 1 4 |4 |4 5 5 76
19 | SLAMET RIYANTO 3133|212 |4]4]|5]|5]5 2 4 |4 5 5 5 5 5 3 3 77
20 | NYOMAN GEDE ADIPRADNYA S. 212]12|3]|3|3|4]5|5]5 5 4 |4 |4 3 3 3 2 2 3 67
No. | Name Recv Resp Valu Orgn Char To_tal
112]13|4]|5|6|7]|8]|]9]10]|11 12|13 |14 15|16 | 17| 18] 19| 20 | Point

21 NYOMAN TRIJATA ADI WIJOYO 5|5|5|5|5|5]|4|4]4]3 2 2 3 3 4 4 3 3 3 5 77
22 ERICK HERYANTO PUTRA 4144433122112 4 4 3 3 3 4 5 5 4 5 69
23 ARIF NASRUDIN 3|13|3|3|4]4]4|4]5]5 5 5 2 2 1 4 4 3 3 3 70
24 NGAKAN GEDE EFANOYUDHAP. | 1 (4|4 ]|3]2]|5]|2]|5]|5]|5 2 3 4 4 4 4 5 4 5 5 76
25 ADI FEBRIANA RAMDANI 313|3|4|4|4|5]|5]|5]3 3 4 4 2 2 4 4 5 5 2 74
26 I GST AYU DIAH CANDRADEWI 314|14|5]|5]|5|5]|5]|4]4 4 4 4 3 5 4 3 3 2 1 77
27 LANNY JANNE CINTHIA GOSAL 4144552213313 2 2 3 3 4 5 3 3 4 5 69
28 RENANDA NUR RUMARA 313|312 f2]2]3|3]|5]5 5 5 4 4 5 4 4 5 4 2 73
29 I NYOMAN ARDIKA 3|3 (4|4|4|3|3|3|3]|4 4 3 2 2 5 5 5 5 2 1 68
30 NIKITAFITRIANIIMABOECHARI | 4 |4 |4 | 2|2 |3 ]|3|1]4]4 5 5 5 5 4 3 4 4 4 2 72
31 KURNIA DITA SAPUTRA ASWAL 5|13|3|2|2|2|1|4]|5]|5 5 5 4 4 4 3 2 1 4 3 67
32 ANGGORO RAHMAN MUHAMAD 5]15|5|3|3|3|2]2]2]3 3 3 4 4 3 3 3 5 5 5 71
33 DIAN PRAMONO PUTRA 3|3|4)4|a]4a]|3|2]2]24 4 4 5 5 5 4 4 3 3 4 74
34 DEWA AYU KRISNA DEWI 5|4 (4|4|3|5|5|5|4]|4 3 3 4 4 3 3 4 3 4 1 75
35 FADIL AHMAD 4153|4544 ]|4|3]3 2 2 4 4 5 5 5 4 3 2 75
36 CHAIRIL ANAM 41413)|12|4]14])3|5]|4]4 5 5 4 4 3 3 2 1 2 4 70
37 NI LUH SINTA PURNILA DEWI 313|2|2|4|4|4|5]|5]4 5 4 4 4 3 3 2 1 4 4 70
38 | GEDE SUDARMA YASA 5(3|4|4|4|4|3|3]3]2 3 4 5 5 4 4 5 4 2 1 72
39 | GEDE ASTAWA 312|414 |5|2]|5|2]|5]5 5 2 2 2 3 4 4 4 2 3 68
40 I NYOMAN ARI SURYADI 3141414 |5|5]|5|5]|5]5 5 4 4 4 3 5 4 4 2 1 81
Recv : Receiving Orgn : Organization Char : Characterization
Resp : Responding Valu : Valuing

After getting the answer from quizioner deployment is
done, the next step is to test the validity and reliability,
validity testing performed to test whether quizioner made
valid or not. Then the reliability testing conducted to
determine the extent to which the measurement results remain
consistent, if the measurement is done twice or more of the
same symptoms using the same gauge as well.

1) Validity Test
The validity of the test can be done by calculating the
value of r table and calculate the value of r count, if the

product moment correlation coefficient or r count larger than r
table then quizioner is declared valid [13] [11]. Some things
need to be done to determine the validity of a quizioner are as
follows:

a) Determining the value of a significant level, in this
study it is determined that the value is a significant level a =
5%.

b) Determining the value of DF (Degree of Freedom),
DF value can be determined by the formula DF = N - 2, where
N is the number of respondents, in this study will be
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determined that the number of respondents was N = 40 Table Product Moment, with a value of DF = 38 table shows
people. So it can be determined that the value of DF = 38. that the value of r = 0.320.

c) Determining the value of r table, table r value can be
determined based on the value of the DF with reference to

TABLE V. PRODUCT MOMENT

DF TF5% DF TF5% DF TF5% DF TF5%
1 - 11 0.602 21 0.433 31 0.355
2 - 12 0576 22 0.423 32 0.349
3 0.997 13 0553 23 0.413 33 0.344
4 0.950 14 0532 2 0.404 34 0.339
5 0.878 15 0514 %5 0.396 35 0.334
6 0.811 16 0.497 26 0.388 36 0.329
7 0.754 17 0.482 27 0.381 37 0.325
8 0.707 18 0.468 28 0.374 38 0.320
9 0.666 19 0.456 29 0.367 39 0.316
10 0.632 20 0.444 30 0.361 40 0312

d) Determining the value of count r, r count value may obtained then the data can be entered into SPSS and then
be carried out using SPSS, based on the results that have been ~ processed to obtain the following results:

TABLE V1. DESCRIPTIVE STATISTICS

Mean Std. Deviation N
score question 3.90 .955 40
score question 4.25 .670 40
score question 3.38 1.254 40
score question 3.93 .764 40
score question 3.78 1.097 40
score question 3.88 791 40
score question 3.75 742 40
score question 3.88 757 40
score question 3.88 791 40
score question 3.78 .800 40
score question 3.80 .823 40
score question 3.88 791 40
score question 3.80 791 40
score question 3.83 747 40
score question 3.78 .800 40
score question 3.83 747 40
score question 3.90 .810 40
score question 3.78 .832 40
score question 3.75 .840 40
score question 3.93 .829 40
Total question 76.63 3.271 40

TABLE VII. CORRELATIONS

SP1 SP2 SP3 P4 SP5 SP6 SP7 P8 P9 SP10
pearson 4807 | 340 348" | 355 4407 | 348 318 319 378" | 361
Total AnSwers ;™o tailed) 002 900 028 112 004 067 010 011 016 004
N 20 20 20 20 40 20 40 20 20 20
SP11 | SP12 | SP13 | SP14 | SP15 | SP16 | SP17 | SP18 | SP19 | SP20
coeatson 400 370 348 340° 373 317 331 334 321 346
Total ANSWers |32 tailed) 1006 095 023 032 087 017 022 034 098 078
N 20 20 40 20 40 20 20 20 20 20
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Based on the validity of the test results were performed
using SPSS, the results obtained in the form of two tables as
follows:

a) Descriptive Statistics table, in this can be seen that
the number of respondents who became the sample is 10
people. And can also be seen the averages score of the
answers obtained from each question there.

b) Correlations table can be analyzed that the validity
of the test results data showed all the questions are valid,
because the value of r count larger than r table = 0, 320.

Vol. 6, No. 11, 2015

2) Test Reliability

Reliability test was conducted to determine the extent to
which the measurement results remain consistent [14], when
the measurements were taken twice or more of the same
symptoms using the same gauge as well.

Criteria for a research instrument is said to be reliable by
using this technique, when the reliability coefficient (r11) > 0,
6. Here is the requirement to measure the measuring
instrument according to Cronbach Alpha table [15].

TABLE VIII. ALPHA CRONBACH
Value Description
r11<0.20 Very low
0.20<r11<0.40 Low
040<r11<0.70 Medium
0.70<r11<0.90 Height
090<r11<1.00 Very Height

Reliability testing can be performed with the SPSS, the
following are the results of reliability testing using SPSS:

didapatkan dari pengujian menggunakan SPSS, maka dapat
diketahui bahwa instrument penelitian dinyatakan reliable,
karena nilair 11 =- 0. 650 > 0. 6.

Berdasarkan table Reliabilty  Statistics yang telah

TABLE IX.  RELIABILITY STATISTICS
Cronbach's Alpha® N of Items
.650 20

Based on the table reliabilty Statistics which have been
obtained from test using SPSS, it is known that otherwise
reliable research instrument, because the value r 11 = 0. 650 >
0. 6. Having done testing the validity and reliabitas against
quizioner that have been made, then quizioner is declared to

TABLE X.

have valid and reliable, meaning quizioner this can be
distributed to several respondents that later showed a value of
answers pertanyanaan which have been answered by the
respondents, the following are the results obtained from the
spread quizioner has been done:

EVALUATION OF THE IMPLEMENTATION QUIZIONER

Recv

Resp

Valu Orgn

No Name

ROMANDA SAGITA PUTRA

ALEXANDER PRANOTO SANJAYA

| PANDE GEDE HENDRA
MAHARDIKA

M DZAKARIA ILHAMSYAH PUTRA

| WAYAN ANDRIANA

NI LUH ARYANI KUSUMA D

AZWAR ANAS

O|IN|o|o~] W N

BAIQ DIAN ERI SAFITRI

9 VINGKY EKA SUSILAWATI

10 IDA BAGUS GEDE GIRI ASRAMA
11 | M ARIK TRI SUTRISNO

12 | PUTU ANDRE IRAWAN

13 | AHMAD FATHUR RIDHO

14 | FIRMAN EVENDI

15 | PUTU AGUS WIDIANTARA PUTRA
16 | HAIRIL MOHI

17 | ESTI WULANSARI

18 | NI MADE MARCELLINA DEWANTI
19 | SLAMET RIYANTO

20 I NYOMAN GEDE ADIPRADNYA S.
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No Name Recv Resp Valu orgn Char To_tal
' 1234567 8lolio]JaaJia]13]J1aJ15]T16 171819 20 | Point

21 | NYOMAN TRIJATA ADI WIJOYO

22 | ERICK HERYANTO PUTRA

23 | ARIF NASRUDIN

24 | NGAKAN GEDE EFANO YUDHAP.

25 | ADIFEBRIANA RAMDANI x| 3| 2 |

26 | 1GST AYU DIAH CANDRADEWI (a4 s s |s|s|ala]alal]

27 | LANNY JANNE CINTHIA GOSAL

28 | RENANDA NUR RUMARA

29 | INYOMAN ARDIKA

30 | NIKITA FITRIANI IMA BOE CHARI

31 | KURNIA DITA SAPUTRA ASWAL | 5 | 3 | | 4 | 4 |

32 | ANGGORO RAHMAN MUHAMAD [ 3 [ 4| [ 4 [ 4 |

33 | DIAN PRAMONO PUTRA

34 | DEWA AYU KRISNA DEWI 2 | 2 | 4 | 4

35 | FADIL AHMAD

36 | CHAIRIL ANAM

37 | NI'LUH SINTA PURNILA DEWI

38 | 1 GEDE SUDARMA YASA

39 | I GEDE ASTAWA \ \ | 3 [ 2] |5 |5 |

40 | INYOMAN ARI SURYADI \ \

Recv : Receiving Orgn : Organization Char Characterization

Resp : Responding Valu : Valuing

Sangat Baik Cukup

Baik [ ] Kurang

TABLE XI. NUMBER AND PERCENTAGE VALUE OF AFFECTIVE LEARNING

Affective Learning Very Good Good Enough Less
Receiving 19 People 47.50% | 14 People 35.00% | 7 People 17.50% | - -
Responding 16 People 40.00% | 23 People 57.50% | 1 People 2.50% - -
Organization 19 People 47.50% | 17 People 42.50% | 4 People 10.00% | - -
Valuing 22 People 55.00% | 16 People 40.00% | 2 People 5.00% - -
Characterization 20 People 50.00% | 16 People 40.00% | 4 People 10.00% | - -

V. CONCLUSIONS

Based on the evaluation of the questionnaires with as
many as 20 questions that each contained four questions about
each Affective Taxonomy has been created and distributed to
40 students. Where previously the questions that have been
tested for validity and reliability. From the results of the
evaluation showed that there is a maximum total value
obtained by a student is 82 points (Very Good) obtained by
one student and no students are getting less value. If viewed
from each Affective Learning Affective Learning Taxonomy
have maximum value is on Responding to the number of
students as many as 23 people with a percentage of 57.50%
with a range of values Good. Based on this study concluded
that based on questions spread was found that the value of the
attitude of the students already Very Good. Expected by this
research will be used as a new knowledge or can be used as a
reference so that later can be used further and can help in
assessing the attitudes of students, especially in elearning
learning system.
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Abstract—Cloud computing provides a way of determining
dynamically scalable and virtualized resources as a service over
the Internet. GIS is a technology, which could use Cloud
Computing for distributed parallel processing of a large set of
data, store and share the results with users around the world.
GIS is beneficial and works well when it be available to everyone,
everywhere, anytime and with downcast fee of minimal sized in
terms of technology and outlay. Cloud Computing used to
portray and help users to use GIS applications in an easy way.
This paper will study some example of a data structure like a K-d
tree and Quad trees of GIS application and compare between
them when storing these data structures on Cloud computing, the
paper also portrays the results of the study of data structure on
cloud computing platforms to retrieve data from cloud
computing. The paper provides an application for “finding
neighborhood from existing data stored.

Keywords—Cloud Computing; GIS; Kd-tree; Quadtree

. INTRODUCTION

Geographical information system (GIS) is a group of Tools
that analyzes, stores, manages, captures and presents visual
data that are associated with geographical locations” this
assumes a definition of the acronym of GIS [11]. GIS or
geospatial information studies play a prominent role in many
fields and widely adopted nowadays. In another view, it is any
information  system merging of statistical analysis,
cartography hardware, software, and special types of DB
(huge size-different shapes -...) and data to provide
information and present the result of all these operations. GIS
used in decision —making as in public health [12] which
describe the relation between distribution diseases and
concentration vary in different locations for making best
possible decision by using spatial relations between it,
visualizing the data to produce information and processing
these data. In addition, in a pilot project designed to explore
the potential for an information tool and educate sector
engagement model to benefit the sector and its communities in
the transport corridor to the north of Brishane. By allowing
participants, community, government and non-government
organizations (NGO) to access information at a regional level
to assist with decision making and the evaluation of shared
cross-sector service provision and planning initiatives. [15]

Over a few decades, efforts made to upgrade applications
of GIS in order to provide huge spectrum services to the users
through the globe. For example, but not limited to, application
of integration, GIS and hydrology, by monitoring of Surface
water and Groundwater resources is dependent on dynamic
and static parameters of these water systems as well as

meteorological data sets. All this information is large in
volume and spatial as well as temporally varying in Nature.
[13] Another one of using GIS in watershed management. By
studying the basic characteristic of watershed likes, drainage
network and flow paths derived from readily available Digital
Elevation Models (DEMs) and USGS’s National Hydrography
Dataset (NHD) program. [14]. Cloud computing has emerged
as a paradigm to deliver on demand resources (e.g.,
infrastructure, platform, software, etc.) to customers similar to
other utilities (e.g., water, electricity and gas). [16]

Cloud Computing can be used across the challenges in GIS
applications. GIS is a complete System of Hardware,
Software, and Spatial Data (topographic, demographic,
graphic image, digitally...) performs processing and analysis
operations on those data to produce reports, graphics,
statistics, and controls geographic data processing workflows.

[1]1[8]
Il.  PREVIEW ON DIFFERENT GIS DATABASES

The GIS has a special natural due to the large amount of
data, the way of storing this data, and the experts who deal
with it. The recent emergence of cloud computing brings new
possibilities in service deployment. Services deployed in
environments that made to scale up or down as required, with
the service provider only charged for actual usage. Many types
of database can be used for storing the spatial data like Quad
tree, R tree and K-d tree | will look for those types as a
background.

A quad tree is a tree data structure used to represent a
picture successively in deeper level represented the best
subdivisions of picture areas. Each node represents and links
to the quadrant of its parent. A process of subdividing an
image matrix into four quadrants parts recursively until every
part has unique color fills up the tree. A Quad tree is trees
whose nodes are either leaf (no children) or have four children
Fig 1 show the shape of quad tree structure. The children are
arranged one, two, three, and four. The region of the quad tree
describes a piece of space in two dimensions (like X and Y)
by dividing the region into four equal quadrants, sub
quadrants, and so on with each leaf (which mean the node is
the last one) node containing data corresponding to a specific
sub region. Each node in the tree must have exactly four
children, or have leaf node. [17]

The region quad tree is not strictly a ‘tree’ as the positions
of subdivisions are independent of the data. They precisely
called 'tries'. A region quad tree with a depth of n (number of
levels) used to represent an image consisting of 2n x 2n pixels,
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where each pixel value is zero or one [2]. The advantage of
the quad tree lies in reducing the complexity of the
intersection process by enabling the pruning of certain objects
or portions of objects from the query. The disadvantage of
quad tree, it must planed scope beforehand. [18]

Fig. 1. Quad tree structure

Rtree is a real extension of B-trees (Comer 1979), which
refers to binary search tree, in that a node can have more than
two children, unlike self-balancing binary search trees, the B-
tree optimize for systems that read and write large blocks of
data. B-trees are a good example of a data structure for
external memory. A B - tree commonly used
in databases and file systems. B-tree does not need re-
balancing as frequently as other self-balancing search trees,
but may waste some space [19]. The R tree (Rectangle tree) is
a data structure, use in multiple dimensions. Which is height-
balanced tree [2]. It consists of two levels of storage, medium
and last node (leaf node). The stats of last nodes and medium
nodes stored the data objects built by gathering rectangles at
the lower level. The collected data in rectangle shape as
shown in Fig 2, which illustrate the structure of the R tree. The
nodes can be covered, overlapping, or completely disjoint, no
assumption about their properties. The Minimum Bounding
Rectangles (MBRs) of the actual data objects assume stored in
the last node of the tree. Each medium node is associated with
some rectangle, which completely encloses all rectangles that
correspond to lower level nodes. [3]

A E |
[ |
L, 2
L——E ]
H
,,,,, |

\
| M
\

[plefrfe] [afrfofx] [Jr]mfn] |

Fig. 2. R tree structure
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k-d tree (short for k-dimensional tree) is a space-
partitioning data  structure for  organizing pointsin  a k-
dimensional space. k-d trees are a useful data structure for
several applications, such as searches involving a
multidimensional search key (e.g. range searches and nearest
neighbor searches). k-d trees are a special case of binary space
partitioning trees [20].k-d tree also used in computer vision
and machine learning algorithms consists of finding nearest
neighbor matches to high dimensional vectors that represent
the training data.[21]. However, a key problem of data driven
tree structures is the capability of data update. Each point
insertion or deletion requires the modification of large parts of
the actual tree structure. [22]

Fig. 3. k-d tree structure

Il.  PREVIOUS WORK

To implement spatial applications efficiently requires the
use of spatial data structures, which used to store data objects
that linked with location and an important class of data
structures used in computer graphics, geographic information
systems, and many other fields.

To improve performance of K-d tree and Quad tree have
different shapes. For example, the building of the data
structure which represent in the using of mathematical mean
by using median of data [9]. Another shape of improving
performance, in this paper the author use the same data
structures K-d tree and Quad tree addition to Tile arrays and
by ignoring the unnecessary objects, the time of retrieving
data is decreased as in [10]

IV. METHODOLOGY

Fig 4 illustrates the GUI of The application .It builds to
display the performance of different types of GIS data
structures, quad tree, and K-d tree. The application has the
ability to search, add, delete, and update the points. In addition
to, it has to division the map to different scale from 1 to 9 and
prints the name of site beside the location on the tree. The
application contains the ability to find the nearest neighbor
from any record exits in DB. All the process occurs on the
cloud computing on the internet. The database structures
storage on the “SOMEE.com.” The application can play
online and off line.

The database of application uploaded to the cloud
computing which represented by SOMEE.COM as a hosting
DB. The application loaded the database in the first running of
application Fig 5 shows the time of searching in database.
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Fig. 4. GUI of the project

Hash table, and a Multidimensional array storing the data in
data structure, the application illustrates the time response in
Fig 5 represents the search time in DB.

loadedin 4.0002 milisecond  loadedin 3.0002 milisecond  loaded in 3.0002 milli second
Execution Time 640038 milli second  Number of division

Fig. 5. Search time in DB

Fig 6 illustrates the division in (4) degree. Moreover, the
red point is the result of search for the point under search and
its location in the tree.

ili second  Number of division 4 - [¥] Show Quads

Fig. 6. Snap shoot for the result on map

We have one database but with different data
structure.Actually, we use hash tables and multidimensional
array.

A hash function is any function that used to map data of
arbitrary size to data of fixed size. The values returned by a
hash function called hash values, hash codes, hash sums, or
simply hashes. One use is a data structure called a hash table,
widely used in computer software for rapid data lookup. Hash
functions accelerate table or database lookup by detecting
duplicated records in a large file.

Vol. 6, No. 11, 2015
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Fig. 7. locations in the tree

Hash functions used in hash tables, to find out a data
record (a dictionary definition) given its search key (the
headword). Specifically, the hash function used to plane the
search key to an index. The index gives the address in the hash
table where the suitable record should be stored. Hash tables,
sequenced, used to implement associative arrays and dynamic
sets. [23]

Typically, the domain of a hash function (the set of
possible keys) is larger than its range (the number of different
table, indexes), and so it will plan several different keys to the
same index. Therefore, each slot of a hash table is associated
with (implicitly or explicitly) a multi of records, rather than a
single record. For this reason, each slot of a hash table often
called a “bucket,” and hash values called “bucket indices.”
The hash function only hints at the record's location — it tells
where we can start looking for it. Still, in a half-full table, a
good hash function will typically decrease the search down to
only one or two entries. Hash table used in many applications
like an approximate nearest neighbor.

Searching in large databases has become popular owing to
its computational and memory efficiency. The famous hashing
methods, e.g., Locality Sensitive Hashing (LSH) and Spectral
Hashing (SH), construct hash functions based on random or
principal projections. [4]. The complementary hashing
approach, is an approach used hash table, which is able to
balance the precision and recall in a more effective way. The
key idea is to employ multiple complementary hash tables,
which are learned sequentially in a boosting manner, so that,
given a query, its true nearest neighbors missed from the
active bucket of one hash table are more likely to be found in
the active bucket of the next hash table. [5]

Now we look for another type of data structure
“multidimensional array.” It is recognized in the past that,
traditional database Management Systems (DBMSs) does not
handle efficiently multi-dimensional data (which are
geometrical shapes in our search) such as squares, Polygons,
or even points in a multi-dimensional space. Multidimensional
data arise in many applications, such as the most important
fields:

1) Cartography, Maps could be stored and searched
electronically answering efficiently geometric queries.
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LOCATION Kafr_Elshik Search

2) Computer-aided Design (CAD).
Search Results

3) Computer vision and robotics.

4) Rule indexing in expert database systems. [6]. D

On some applications the focus on increase the memory 144433331
storage and reduce the conflict of data access to use one
dimensional array, but by use the automatic partitioning LOCATION NAME
memory scheme for multidimensional arrays based on linear
transformation to provide high data throughput of memory X 248
storage the experimental illustrate that saving in memory

i 469

banks and digital signal processing (DSP). [7]

The application starts as in Fig 8.
Fig. 10. information of “Kafr Elshik” point

1 of 42} | b bl | sk K &

LOCATION Search
Search Results 2
. Kafr_Elshik
1D 113332142 =

LOCATION MAME  Elgatara_lower

X 112
Y 380
Fig. 8. Start of the project p 3
We have 42 records which are the cities and famous place 19 11 The location on the map
in Egypt, ID represent the index of location in DB Location oW
name, x and y the coordinate of the location. El SI'E
Clicked Pairt Name NW  Kafr_Elshilk
CLICKED XY COORDINATES ----- SW
..... SE
¥ Y ..... ME
i NE
. ME
- NE
.. ME
Mode Index W
.. 5E
.. ME

Fig. 12. The location in the tree

Flg 9. coordinates of pOiI’lt form @
Fig 8 gives the coordinate of the point when clicked on the - f n PN
map directly and also the index number of the location. 11
V. RESULTS =1
| KDT u e e ——n
First, we select the name of city from location name and J 11
put it in the location in the first label and press “search” which — s
bring the name of the location and display it on the map Fig 9 ! . @
show the choosing process of “Kafr Elshik” city from a v 1 g .
database.
The name of a city under the search “Kafr Elshik” Fig 11

and Fig 12 shown the result of choosing process.
Fig 13 shows the time response for the different type of
database structures. Fig. 13. time response for data structures

47|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

TABLE I. TIME RESPONSE
X 1 2 3 4 5
QT HT (mic.s) 979 1232 982 1334 1111
K-DT (mic.s) 999 4484 4481 880 4566
QTMD (mic.s) 724 897 724 976 \1@

The curves illustrate the numbers of search (X-axis) with
the time in (microsecond). The curves represent that the
biggest time the system taken is in the data structure of K-d
tree(K-DT)which green one and next it the Quad tree(QT HT)
with data structure in hash table represented by red one and
the smallest one is the Quad tree in multidimensional
array(QTMD ) in blue.

VI. CONCLUSION

Our goal is studying the performance of different kind of
DB structure for GIS which storage in Cloud computing. The
data type of GIS is huge and need to store in the data structure
with a method to provide the performance goal:-

- Min. Mass storage.
- Min. Time search.
So, during store data map we use two data structures:-

- K-d tree to store points.
- Quad tree to store regions.

We find that quad tree is more useful and can store large
regions with small data as shown in Fig 14.

Fig. 14. the map in quad tree division

The gauge of any query is the query time. We use 3 data
structures to search in database Hash table (has a constant time
“hash function”) for regions, K-d tree (proportional to the
length of the tree) query for XY points, and Multidimensional
array (has constant time) to search for regions. As we say
before we will treat with regions so we compare between hash
table and multidimensional array. We find a multi dimensional
array is the fastest one. The disadvantage of multidimensional
array large memory size, but this memory is local on the
computer not in the server. Maybe not as effective if the
amount of divisions increase. The result illustrates that the
data type of GIS should store in a “quad tree in
multidimensional array” which give better performance than
the two other types, K-d tree and Quad tree in the hash
function.
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Abstract—With the help of Web-2.0, the Internet offers a vast
amount of reviews on many topics and in different domains. This
has led to an explosive growth of product reviews and customer
feedback, which presents the problem of how to handle the
abundant volume of data. It is an expensive and time-consuming
task to analyze this huge content of opinions. Therefore, the need
for automated sentiment analysis systems is vital. However, these
systems encounter many challenges; assessing the content quality
of the posted opinions is an important area of study that is
related to sentiment analysis. Currently, review helpfulness is
assessed manually; however the task of automatically assessing it
has gained more attention in recent years. This paper provides a
survey of approaches to the challenge of identifying the content
quality of product reviews.
content

Keywords—sentiment analysis; reviews;

analysis; helpfulness detection

product

. INTRODUCTION

The Internet has made it possible to discover opinions of
others on a wide range of subjects, through social media
websites, such as review sites and wikis, and through online
social networks. According to a survey, 81% of Internet users
have done research on a product at least once [1]. Studies have
found that customers’ reviews can form others’ opinions and
subsequently affect sales [2, 3, 4].

Understanding and analyzing public opinion is important
for the prediction of future events. Consequently, this aids the
process of making a decision that can involve improving
services, handling political elections and calculating risk
management. Organizations conduct consumer surveys to
explore opinions about their products and/or services.
However, the design and the supervision of these surveys are
expensive, tedious and a time-consuming task [5]. It is easier
for companies to utilize the freely available online consumer
reviews. However, the explosive growth of opinion text on the
Web makes it hard to manage. In addition, opinions posted on
the Web in free-text style are less structured than those
conducted from consumer surveys and focus groups, and
require more effort to collect and analyze [6, 7, 8].

Sentiment analysis, also referred to as opinion mining, is a
growing field in text mining technology, which is concerned
with the analysis of people’s opinions, attitudes, evaluations
and emotions, expressed in free-text fashion towards different
objects, such as organizations, product attributes, public events
and even individuals [9]. Sentiment analysis is motivated by
the fact that individuals and organizations are increasingly
using the content of social media for decision-making. Since
2000, there has been much attention paid to sentiment analysis
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J. McNaught

National Centre for Text Mining
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research, mainly because of the rise of machine learning (ML)
technology in natural language processing (NLP). In addition,
the public datasets available for training using ML algorithms
have aided sentiment analysis research. There have been major
breakthroughs and promising results in research into sentiment
analysis, especially in opinion summarization, feature
extraction and polarity identification. However, the extensive
amount of uncontrolled user-generated reviews on the Internet
has raised concerns about their quality and reliability.

There are many challenges in sentiment analysis research
such as dealing with sarcasm and implicit opinions, domain
dependency, subjectivity detection and entity identification. A
significant challenge that has been studied is determining the
quality, also called utility, helpfulness or usefulness, of product
reviews [10, 11, 12, 13]. This survey will point out some of the
significant research to handle the quality prediction problem.

The rest of this paper is organized as follows. In section 2
we have introduced the challenge of ‘product reviews quality.
Sections 3 and 4 give an overview of the methods used to
predict the utility of product reviews. Section 5 discuses some
of the research related to the quality prediction problem, while
section 6 concludes the paper.

Il.  QUALITY OF REVIEWS

The topic of quality of reviews is related to opinion spam
detection, which makes it an important area of research.
However, according to Liu [9], it is different from spam
detection, as spam reviews may not be of low quality. Fake
reviews may be of high quality, especially if they are well
written, which makes them hard to identify. Determining good
quality reviews saves readers time and effort by discarding
noisy and low quality content. It is useful to have a mechanism
to automatically assess a review’s helpfulness as soon as it is
written.

Some aggregation and hosting websites rank reviews
according to their perceived helpfulness by readers, such as
Amazon.com, Epinions, IMDB CitySearch, etc. Users
manually assess reviews by responding to a question, such as
“Was this review helpful to you?”. Readers can respond with
“YES or NO“ and the feedback results are calculated and
displayed next to each review (e.g., “12 of 20 people found the
following review helpful”). Although this helpfulness
evaluation method has been used by many websites, it is still a
meaningful task to automatically determine the quality of each
review for the following reasons:

1) Many reviews have little or no helpfulness evaluation,
especially in low-traffic items. According to [11], some
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reviews lack a helpfulness evaluation: 38% of 20,000 Amazon
MP3-player reviews only received three or less votes in three
months [11]. In addition, consumers are not obligated to
respond to the feedback question to determine a review’s
perceived helpfulness, even if they found it helpful or not.

2) Human generated helpfulness evaluation may be fake,
which makes the helpfulness voting score untrustworthy [1].
Spammers can click on the helpfulness voting buttons (Yes or
No) to increase or decrease the helpfulness of a review.
Therefore, depending on the helpfulness feedback to identify
helpful reviews can be problematic.

3) Biases can be found in the manual helpfulness
evaluations [10]. Reviews with high helpfulness score are
prominently displayed, which would have a disproportionate
influence on readers and consequently on the helpfulness
voting score itself. This type of bias is referred to as “winner
circle” bias in [10]. In addition, an in-depth analysis of
Amazon's highly-voted reviews, lead to discover that some of
the reviews are not of as good quality as the helpfulness
voting score indicates. Readers tend to value others' reviews
positively, which makes the distribution of helpfulness
evaluation skewed towards the helpful vote, known as the
“imbalance vote bias”. The third type of bias identified is
called “early bird bias” [10]. The helpfulness voting score
may take a long time to accumulate, particularly in newly
posted reviews. Earlier posted reviews are displayed to
readers for a longer time than newly posted reviews.

4) The use of robust review quality prediction systems will
facilitate ranking reviews according to their utility, and thus
users can easily and quickly access them. Furthermore,
applications such as sentiment extraction and opinion
summarization will benefit from such systems by operating on
high quality content rather than spammed and misleading
reviews. For example, in the process of opinion
summarization it is useful to only use good quality reviews
and discard low quality ones, including reviews with high
helpfulness voting score, which are subject to the previously
mentioned biases. Therefore, automatically classifying
reviews according to their quality would aid and speed up the
quality of opinion summarization [10].

I1l.  QUALITY AS REGRESSION PROBLEM

Generally, the problem of determining the quality of
reviews is seen as a regression problem. The method uses
machine learning models to assign a score to each review.
These scores can be used in recommendation and ranking
systems [9]. Researchers have used different types of features
to train and test models on datasets from different domains. A
Support Vector Machine (SVM) regression model to rank
reviews according to their helpfulness was employed by [11].
They used structural features (e.g., review length, number of
sentences), lexical features (e.g., unigrams and bigrams),
syntactic features (e.g., nouns, verbs, etc.), semantic features
(e.g. sentiment words) and meta-data features (e.g., number of
stars) [9]. The most useful features used were the length of the
review, its unigram and its product rating.
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Zhang and Varadarajan [13] use a similar feature set to that
proposed in [11]. However, they did not include any meta-data
information. Their study assumes that a good quality review
should discuss many aspects of the product. Thus, a
comparison between the review and the product specifications
was considered. However, the results show that this feature did
not improve system performance [1]. Furthermore, the study
includes review similarity to editorial reviews, which did not
improve the system performance either. They found that the
perceived helpfulness in product reviews depends greatly on its
linguistic style (e.g., word count, comparatives and
superlatives, proper nouns, etc). In contrast with the results of
[11], there is a weak correlation between review length and
utility score [1, 13]. According to Pang and Lee [1], the
difference in domain choice affected the results in the two
studies. Electronic product reviews used in [11] do not include
as sophisticated language as found in book and movie reviews,
which were used in [13].

A different approach was proposed by Ghose and Ipeirotis
[14], who studied the relationship between the subjectivity of a
review and its helpfulness. A classifier determines the
subjectivity of a sentence, and then the standard deviation of
the subjectivity score of the sentences in a given review is
computed. The results indicate that the standard deviation score
and a readability score have a strong effect on utility
evaluation. Building on their previous research, Ghose and
Ipeirotis [15] expanded their work by examining multiple
product categories and by adding textual features, such as
history information about the author, readability metrics and
spelling errors, etc. They found that reviews including a
mixture of subjective and objective information influence sales
and the perceived usefulness. In addition, readability and
informativeness features were found to correlate positively
with sales and the perceived usefulness. An important finding
of this research is that the type of product affects the perceived
helpfulness of a review. For feature-based products (e.g.,
electronics), reviews that include objective more than
subjective information increase the usefulness of the review.
However, in experience products (e.g., movies), it was found
that subjectivity matters the most, as users prefer to read
personalized and highly sentimental comments that describe
the reviewer experience and provide more information about
the product.

Looking at the problem from a different perspective than
the above approaches, the work in [16] introduced three main
factors affecting the helpfulness of a review: reviewer's
expertise, review timeline and review style based on part-of-
speech tags. A nonlinear regression model was used to
integrate the proposed factors. Extensive experiments on movie
reviews (IMDB data-set) show the efficiency of the proposed
model. They argue that their model is general enough to be
employed in other domains, by replacing the genres of movies
with the categories of products and by modeling the timelines
and the writing style using their proposed algorithm.

Previous research efforts focus only on the meta-data and
on the review text itself to analyze various properties of
product reviews in order to predict quality. Other studies tried
to tackle the quality problem from different perspectives.
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For example, the study by [17] incorporates another
information resource: the author's behaviour on e-commerce
sites, such that information derived from their online
transactions helped to assess the quality of reviews and to
identify spammed ones. Three features were used to assess the
quality of reviews: personal reputation, seller degree and
expertise degree. The correlation between each feature and the
helpfulness votes was examined using a linear regression
analysis.

Lu, Tsaparas, Ntoulas, and Polanyi [18], investigate if the
social context of reviews can enhance the performance of
quality prediction. In their view, important information can be
obtained from the social context about the quality of reviewers,
which affects the quality of their reviews. In order to
incorporate social context in predicting review quality,
regularization constraints, based on a set of experimentally-
validated hypotheses, were employed. An example is the
“author constraint hypothesis”, which assumes that reviews
from the same author are similar in quality [18]. The results
show accuracy improvement in predicting the quality of
reviews using a text-based classifier (linear regression model).
They argue that the proposed regularization technique can be
applicable and generalized for quality evaluation of other user
generated content. However, this method cannot be employed
to review sites that do not have a trusted social network [9].

Previous studies have proven that online reviews affect the
sales of products, however many studies fail to consider the
quality of reviews. Another group of interested researchers [19]
proposed a regression model that incorporates the quality
factor for predicting sales performance of products being
reviewed. Results indicate the positive correlation between
review quality and prediction accuracy of sales performance.

IV. CLASSIFICATION AND OTHER METHODS

In addition to ranking reviews according to their quality
and utility, researchers also used classification methods to
determine the quality of reviews. In most previous studies,
helpfulness votes were used as the ground-truth data for
training and testing regression models [11, 14]. However, in a
different approach, these approaches were unreliable because
of the previously mentioned types of biases discovered from
their extensive analysis [10]. Thus, they did not use user-
helpfulness feedback (helpfulness votes) as the ground-truth in
training and testing their model. Their work focused on
improving the quality of opinion summarization by detecting
and discarding noisy and low quality reviews using a
classification based approach. The proposed approach explores
three features of product reviews: readability, informativeness
and subjectivity. A set of specifications was proposed for
judging the quality of reviews, and four categories defined:
“best reviews”, “good reviews”, “fair reviews” and “bad
reviews”. A SVM was used to perform binary classification,
with the “bad review” category as the low quality class and the
remaining categories as the high quality class. After the
classification step, only high quality reviews were used in
generating opinion summarization.

O'Mahony and Smyth [20] proposed a classification-based
recommender system to recommend the most helpful reviews
to the end user. Many features were used to train a classifier to
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distinguish  between helpful and non-helpful reviews:
reputation, content, social and sentiment features. The
reputation and sentiment features achieved better classification
performance than content and social features. A significant
finding was that the classification performance remained high,
even in the absence of the reputation features, which are not
always available.

Chien and Tseng [21] treated the quality problem as a
classification problem by employing a multiclass SVM model
to classify product reviews. In order to derive informative
review features, an information quality "1Q" framework
adopted from [22] was employed. Table 1 illustrates the
information quality categories along with their dimensions.
The authors defined five classes of quality: high, medium, low,
duplicated and spam, and the specifications of review quality
were adopted from [10]. Furthermore, factors that shape high
quality reviews were analyzed and the findings show that
helpful reviews need to be subjective and provide detailed
comments on a number of product aspects.

TABLE I. WANG AND STRONG'S IQ FRAMEWORK [22]
1Q Category 1Q Dimensions
Intrinsic 1Q Belleve}blllty, accuracy, objectivity,
reputation

Value-added, relevancy, timeliness,
completeness, appropriate amount of
information

Interpretability, ease of understanding,
representational consistency, concise
representation

Accessibility, access security

Contextual 1Q

Representational 1Q

Accessibility 1Q

In a recent study, Bayesian inference was used to measure
the probabilities of the reviews belonging to certain classes
[72]. In addition, an extended fuzzy associative classifier was
developed to train a review helpfulness classification model.
The model incorporated features from previous studies [10, 21,
32, 52, 54, 69], for example, subjectivity features, emotion
features and stylistic features.

In a different approach from the previous supervised
methods, Tsur and Rappoport [23] introduced a fully
unsupervised method to rank book reviews according to review
helpfulness. First, the proposed REVRANK algorithm
identifies the dominant terms in a set of review documents.
These important terms represent a “virtual optimal” or a core
review representation. Subsequently, reviews are mapped to
this optimal representation and a ranking score is given to each
review according to distance between the review and the
virtual review. All reviews of a given book were explored to
generate a lexicon of the dominant concepts.

This is relevant to keyphrase extraction proposed in the
TextRank and the CollabRank systems [24, 25]. Both systems
employ a graph-based unsupervised ranking algorithm which
ranks keyphrases, using the co-occurrence links between words
in the TextRank system and the collaborative knowledge from
multiple documents in the CollabRank system.

In recent work, a new problem of personalized review
quality prediction was addressed to recommend helpful
reviews [26]. The authors argue that the quality of reviews may
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not be the same for different readers, while all the previous
studies assume that it is. They found that there are some latent
features that affect the user's evaluation of the quality of the
review. Based on this assumption, a series of probabilistic
graphical models, based on matrix factorization and tensor
factorization, were proposed. The experiment was conducted
on a real-life dataset from Eopinion.com, and the results show
that the proposed technique outperformed the existing state-of-
the-art approaches, at that time, using textual and social
features.

All the above studies did not consider that highly ranked
reviews may include highly redundant information [9].
Another method was proposed to solve this problem by
selecting a small comprehensive set of high quality reviews
[27]. These reviews cover many different aspects and
viewpoints of the reviewed product. The authors of [27]
extended existing algorithms for maximizing coverage to
handle this problem. Their work is different in that they
selected a set of comprehensive reviews rather than scoring
each review. Furthermore, the proposed approach is different
from opinion summarization because it aims to identify a
subset of reviews that cover the different aspects of a product
rather than summarizing the opinions on the extracted features
of a product. The most related work to [27] is the work of
Lappas and Gunopulos [28]. However, whereas the goal of the
former authors is to cover the product aspect from a fixed size
set with both negative and positive opinions, that of the latter is
to cover all product aspects while preserving opinion
distribution.

Miao, Li, and Dai [29], introduced a sentiment mining and
retrieval system which is concerned with mining useful
information from customers' reviews. They employed both data
mining and information retrieval techniques to build a novel
temporal opinion quality and relevance ranking system, which
mines customers' preferences.

Wu, Greene, and Cunningham [30] compared two
aggregation methods for combining sets of features in order to
identify untruthful opinions about hotels. Their solution was to
build a useful suspicious-review ranking system. The results
show that the best features to identify suspicious reviews are:
proportion of positive singleton reviews, truncated rating, and
reactive positive singleton reviews. Furthermore, it was found
that singular value decomposition outperforms the
unsupervised hedge algorithm for combining features to
identify suspicious reviews about hotels. Although this work
falls under spam detection, it is related to identifying
qualitative reviews. Determining criteria for identifying
suspicious reviews would improve the identification of reliable
and trustworthy reviews.

Lau, Zhang, Xia, and Song [31] proposed a method to
detect non-informative online opinionated expressions. The
proposed multi-facet quality metric utilizes both the intrinsic
properties of opinionated expressions and association with
other opinionated expressions posted on the Internet.
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Furthermore, to avoid the biases mentioned in [10], helpfulness
votes were not used as the ground-truth for quality assessment.

A novel approach to assess the quality of product reviews
was proposed by Min and Park [32]. The proposed metric
employs linguistic clues to capture time expressions related to
the use of the product and product aspects during different
purchase times. They found that tense and time expressions are
the most useful linguistic clues to assess the customer's
previous purchase experiences. This approach is similar to the
work done by the group in [18], however there is a difference,
because this work uses the reviewer's social context
information based on the social network-based review website,
such as the PageRank score of the author. Features used in this
work improve system performance, however, they have
limitations similar to the “helpfulness votes”. In contrast, the
method proposed by Min and Park extracts the reviewer's
characteristics directly from the textual content of a review by
utilizing his/her experience.

The authors in [33] proposed a method to evaluate the
helpfulness of online reviews based on the domain user's
perspective, such as manufacturing engineers and product
designers. They conducted an exploratory study to understand
what makes reviews useful to designers. Four categories of
features were proposed, based on their experiment, to identify
helpful reviews: product features, linguistic features, features
using information theory and features based on information
quality. Machine learning algorithms were employed using
both classification and regression to evaluate the proposed
method. The results show a strong correlation between the
designer’s rating and the proposed method.

Another classification approach to modeling the
helpfulness problem was proposed by Zeng and Wu [34]. A
three-class classification framework was introduced to find the
helpful positive reviews, the helpful negative reviews and to
filter out the unhelpful reviews. Table 2 lists the features used
in the classification approach. Some of the features were
adopted from [11] and other features were added based on the
findings of [35]. The study uses the list of common ideas
related to helpfulness and unhelpfulness proposed in [35]. The
performance of the three-class problem is quite high and the
results show that helpful reviews (positive and negative) can be
identified with high precision from unhelpful ones [35].

Recently, the work of Krishnamoorthy [69] has developed
a new method for extracting linguistic features based on the
linguistic category model (LCM), proposed by Semin and
Fiedler [70]. A binary classifier was built and evaluated using
the LCM with a combination of other features, namely:
metadata features (e.g., review extremity), readability features,
and subjectivity features (i.e., the total number of subjective
words normalized by review length). The experiment on two
real-life review datasets shows that linguistic category features
are better predictors for the helpfulness of product reviews.
Table 3 presents the linguistic category features used in the
LCM.
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TABLE II. CLASSIFICATION FEATURES OF ZENG AND WU [34]
Features Description

. The number of unigrams used between
Unigram

the review and the corresponding
product description

The number of bigram used between
the review and the corresponding
product description

The number of trigrams used between
the review and the corresponding
product description

The length of a review

The review uses the string “compare
to” or “ADJ + er than”

Defined by formula

The “Star” ratings of the review

The review contains exactly the strings
“Pros” and “Cons”

(Product Description)

Bigram (Product Description)

Trigram (Product
Description)

Length

Comparisons

Degree of detail
Use of Ratings

Pros and Cons

TABLE Ill.  LINGUISTIC CATEGORIES AND THEIR DESCRIPTION [69]
Category Description
Adjectives (ADJ) Qualifies a noun; highly subjective and abstract
SV (State verbs) Refers to mental or emotional state
SAV (State Action | Describes the emotional consequences of an
Verbs) action; high positive or negative connotation
IAV (Interpretive Multitude of actions that have the same meaning;
Action Verbs have a positive or negative connotation
DAV (Descriptive Objective description of a specific action; no
Action Verbs) positive/negative connotation

V. RELATED TASKS

Researchers from many fields have shown great enthusiasm
in studying and analyzing the quality of online reviews [10, 11,
13, 14, 16, 18, 36]. Pang and Lee [37] carried out the first study
related to this problem. They studied the prediction of product
rating, which correlates with the perceived helpfulness of
reviews [11]. Automatically scoring essays is another related
study which has been used to rate the quality of reviews [38].
The work group of [11] built a regression model to rank
reviews according to their quality, employing the same set of
features used in essay scoring by [38].

By using statistical methods, Jindal and Liu [39] discovered
that the extracted features from reviews, such as rating and title
length, improved the identification of spammed and duplicated
reviews. The task of evaluating the quality of Web posts and
the quality of answers in question and answering systems is
also related to predicting the helpfulness of reviews [40, 41, 42,
43, 44, 45]. A study by Hoe, Li, and Zou [46] was to determine
whether a review would achieve helpfulness votes, or not,
through examining the posting time and textual features of a
review. The work in [44] integrates user and community
features with the review textual features to assess the quality of
questions and answers using classification methods. The model
utilizes community features which were driven from the
answer text, for example the length of the answer and number
of points received, in addition to the user’s features, such as
number of answers given. The authors of [45] introduce a co-
training method to model the quality of both the review and the
reviewer in an attempt to use community information for
extracting features.
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The identification of high quality reviews influences
feedback and reputation systems. It was found that seller and
buyer behaviour changes in response to the change in a seller's
feedback profile [47]. In another similar study [48], it was
found that personal reputation positively influences buyers to
purchase a product, thus a small amount of negative feedback
will not affect sales. However, most research on the quality of
reviews analyzes the personal reputation impact on the review
itself, rather than on the seller’s/buyer's transactions [17]. In
addition, the work in [49] has also examined the impact of high
quality reviews on purchase decisions and thus on sales. The
results show that reviews with a high proportion of helpful
votes are more important in making purchase decisions than
the aggregate star rating of a product. Another important
finding is that the reviewer’s reputation has no impact on the
consumer purchase decision, which contradicts the findings of
[17].

The work in [19] proposed a regression model for
predicting sales performance using product reviews. This was
one of the first attempts to examine the economic impacts of
review quality. The authors of [50] studied the problem of
product review search. The retrieved reviews are ranked
according to their quality based on a given query. Other studies
tackle the problem of finding good answers from question-
answering systems such as Yahoo! Answers'. A method of
determining the quality of the answer was proposed by [51],
which considered both textual features from the answers and
social features from the answerer.

Some studies are interested in determining the fundamental
characteristics of helpful reviews from a theoretical and
practical point of view [52, 53, 54, 55, 71]. For example,
Mudambi and Schuff examined factors contributing to review
helpfulness, by employing a linear regression model. The study
shows that product type, review extremity and review depth
affect review helpfulness [52]. They analyzed the different
impact of product type (search or experience goods) on review
helpfulness in the multistage consumer decision process.
Search goods are defined as products about which consumers
can easily obtain information about their quality before
purchasing. Experience goods are products that require
purchasing in order to evaluate their quality, for example,
books and movies. Thus, the type of product affects a
consumer’s textual evaluation of a product and consequently
affects the perceived helpfulness of that review. The study in
[54] examines what factors affect the number of helpfulness
votes reviews receive. It is argued that knowing the most
important factors to attract helpfulness votes will help website
designers to improve their helpfulness voting mechanism. For
example, the findings show that semantic features have the
most impact on the number of helpfulness votes. The
conclusion is that websites should provide more ranking
options to rank reviews rather than ranking the most recent
review. Siering and Muntermann [55] confirm that product
type influences the perceived helpfulness as was discovered in
[52]. Furthermore, they find that perceived helpfulness is
affected by other textual aspects related to review sentiment,
product quality and review uncertainty. Lee and Choeh [71]

! http://answer.yahoo.com/
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employed a multilayer perceptron neural network model to
improve helpfulness prediction accuracy. The product review
metadata and the textual characteristics of both the review and
the reviewer were used as features in the proposed model. The
study found that the list price and the sales rank of the product
are important for helpfulness prediction. In addition, the results
show that the neural network model outperforms the
conventional regression models in helpfulness prediction.

Other studies have discovered other factors that impact
review helpfulness, such as specific emotions [56, 57] and
review readability [15, 53]. From a theoretical perspective, the
authors of [53] proposed a model to investigate the relationship
between the textual content of a review and its perceived
helpfulness votes. Four readability measures were employed to
validate the proposed model. Figure 1 demonstrates the four
readability measures. The model was based on three specific
aspects: conformity, understandability and extensiveness. The
results show that helpfulness is affected by review readability
more than its length and that reviews with extreme votes
receive a higher score than the less helpful ones. Some studies
assume that focusing on product quality in online reviews will
provide diagnostic value and thus impact the review
helpfulness [58, 59].

Racherla and Friske [60] explore which factors contribute
the most to consumer perception of the utility of online
reviews. Furthermore, they investigate if the impact of these
factors varies according to the type of service offered to the
consumer. An important finding of this research is that reviews
provided by reviewers with high expertise and good reputation
are significantly helpful reviews. In addition, reviews with a
great amount of information are not particularly considered
more helpful than reviews containing less information.

Qunbiative Charactarinics
i 1
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: Review Length  [= Review Rating
| ! \
I [}
I ]
! ' Controd of the
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| 1 Y
i [}
: Review Readability : o #  Helpfulness Score
: :
I 1
I ]
[ - — .

Fig. 1. Theoretical model [53]

The work of Otterbacher [61] has focused on understanding
helpfulness rather than just predicting it. A well-established
framework for quality assessment by Wang and Strong [22] is
adopted. The framework includes four categories of data
quality developed from the end user's perspective: Intrinsic
quality, Contextual quality, Representational quality and
Accessibility. Each category contains several dimensions. Only
the first three categories are used because accessibility is not an
issue as reviews are accessible in the virtual community
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environment [22]. A simple linear regression analysis shows
that the helpfulness score correlates with several data quality
dimensions.

In another study to identify the specification of a helpful
review, Connors, Mudambi, and Schuff [35] conducted an
open-ended analysis. A group of 40 participants were asked to
rate reviews and describe what factors they found in helpful
and unhelpful reviews. Table 4 shows the results of the
analysis. For example, the “product usage information” was
used 30 times by all participants. Categorizing these textual
descriptions highlighted the influence of three criteria for
helpfulness: the credibility of the reviewer, the similarity
between the author and the reader, and the use of positive and
negative comments about the product.

In the next stage of their study, a controlled experiment was
conducted to study the effect of the three criteria on the
helpfulness rating. The findings show that both the
characteristics of the reviewer and of the review influence the
reader’s understanding of review helpfulness. For example, the
study recommends that reviewers should disclose their self-
described expertise as part of their review. Furthermore, review
sites must favour content over balance, a review expressing
both positive and negative statements towards a product is not
perceived as more helpful as a one-sided review. This idea was
also proposed by Schlosser [62], who argues that reviews
including two-sided arguments (pros and cons), are not
necessarily more helpful, credible and persuasive than a one-
sided argument review. The study proves that reviews with
two-(versus one-) sided arguments receive higher helpfulness
votes only if the reviewer rating is fairly favourable, while
reviews written by extremely favourable reviewers are
considered more helpful even if they include only one-sided
argument.

While preceding studies have examined review
characteristics, Ngo-Ye and Sinha [73] incorporate review
related engagement features in their proposed hybrid text-
regression models to predict review helpfulness. Furthermore,
this study uses a bag-of-words representation as part of the
textual features. The proposed hybrid model including the
textual features and the reviewer engagement characteristics
enhanced helpfulness prediction. This work offers new factors
that contribute to the prediction of helpfulness. In another
attempt to examine the factors affecting the helpfulness of
reviews, a recent study by Liu and Park [74] suggested that the
combination of the messenger and message features correlates
positively with the helpfulness prediction of reviews.

Features such as the reviewer identity and the length of the
review were used to build a textual regression model to predict
helpfulness. Valence (positive or negative) consistency, a new
aspect to the problem of utility prediction, was recently
investigated in [75]. That study examined the influence of
other nearby reviews on the perceived helpfulness of the
review itself. The results show that, whether or not the reviews
are being positive or negative, consistent reviews are more
helpful than inconsistent ones, which was not the case in prior
studies [76, 77]. For example, Scholz and Dorner [78] found
that positive reviews achieve better helpfulness scores than
negative ones.
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TABLE IV.  IDEAS RELATED TO HELPFULNESS AND UNHELPFULNESS [35]
Times
Helpfulness Mentioned
Pros and Cons 36
Product Usage 30
Information Detail 24
Good Writing Style 13
Background Knowledge of product 12
Personal Information About Reviewer 12
Comparisons 10
Lay-Man's Terms 9
Conciseness 8
Lengthy 7
Use of Ratings 7
Authenticity 5
Honesty 5
Miscellaneous 4
Unbiased 4
Accuracy 3
Relevancy 3
Thoroughness 3
Unhelpfulness M;zrr:gi]:rsle d
Overly Emotional/Biased 24
Lack of Information 17
Irrelevant Comments 9
Not Enough Detail 6
Poor Writing Style 6
Using Technical Language 6
Low Credibility 5
Problems With Quantitative Rating 5
Too Much Detail 5
Too Short 4

Martin and Pu [79] suggested that emotional words are
powerful parameters in helpfulness prediction. They propose a
framework to extract the emotionality from the textual content
of reviews. GALC, a general lexicon of emotional words, was
employed to represent a model of 20 categories using
supervised classification methods. The results show that the
emotion-based method outperforms the previous structural-
based methods by 9%. The work of Mertz, Korfiatis, and Zicari
[80] examined the helpfulness prediction problem by
evaluating the performance of dependency bigrams and
discourse connectives. A binary classifier was introduced using
the previously mentioned novel text-based features. This study
shows that various types of discourse relations are useful set
features for predicting review helpfulness. Moreover, there is a
strong correlation between high star ratings and helpful
reviews. Another study has investigated how misalignment
between the star rating and the textual content of the review
can lower the overall helpfulness of the review [81]. It found
that misalignment between star rating and review text often
occurs in reviews of experience goods and in reviews with high
star ratings. This theoretical analysis suggests that highly rated
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experience goods reviews are perceived more helpful than
other reviews.

Recently, a study of factors contributing to online review
helpfulness was carried out [82]. Specifically, the goal of the
study is to examine the joint effect of the message length of a
review (word count) together with reviewer characteristics and
the patterns of the review on the utility of the review. While
prior studies have suggested that there is a positive correlation
between word count and the perceived helpfulness of a review
[52, 77], the results of this study point out that the association
between word count and helpfulness is valid only in reviews
with 144 or less words [82]. The hypothesis results of this
study are listed in table 5.

TABLE V. RESULTS OF HYPOTHESIS TESTING [82]

H1a: For reviews written by all reviewers, word count is a
significant predictor of review helpfulness when the review Supported
is shorter than average
H1b: For the reviews written by top reviewers, word count Not
is a significant predictor of review helpfulness supported
H2: For top reviewers, reviewer experience is a significant Not
predictor of review helpfulness supported
H3: For top reviewers, reviewer impact is a significant Not
predictor of review helpfulness supported
H4: For top reviewers, reviewer cumulative helpfulness is a

S . - Supported
significant predictor of review helpfulness
H5: For the top reviewers, product rating is a significant Supported
predictor of review helpfulness

In an approach proposed recently by Tang, Gao, Hu, and
Liu [63], the prediction of review helpfulness for each user was
investigated. A context-aware  helpfulness  prediction
framework utilizes both the social and the content context of a
review. The review content affects the perceived helpfulness
by other users. Furthermore, information about the author, rater
and their relationship can provide the social context of reviews.
For example, it is more likely that raters find reviews from
their connected authors helpful. However, this framework has
some limitations that need to be addressed. The social context
is likely to change over time, such as user preference.

VI. CONCLUSION

With e-commerce websites growing rapidly, reviews about
products are becoming an important source of information for
making informed purchase decisions. Sentiment analysis
research is concerned with extracting and summarizing the
massive content of product reviews. However, the explosive
growth of product reviews raises concerns about their
reliability and quality. Although review helpfulness is currently
assessed manually by many retailer websites, it is important to
automatically assess the quality of reviews at least for two
reasons. The first reason is to provide helpfulness evaluation
when human evaluations are lacking. The second reason is to
correct skews in human helpfulness evaluations mentioned in
[10].

Regression and classification methods have been examined
to rank and classify reviews according to their helpfulness.
Major challenges in quality prediction include feature
weighting, which affects the performance of classifiers
enormously.
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Another challenge is to consider the quality of the reviewer.
Some trust metrics from other studies may be of use to
determine the helpfulness of product reviews, for example,
research into peer-to-peer and reputation networks [64, 65, 66,
67, 68].

Investigating what factors determine review helpfulness
could improve review systems. Therefore, retailers’ websites
could introduce automatic helpfulness scoring systems to
reduce customers’ search cost. This would affect customers’
satisfaction and purchase behaviour [49, 78]. Furthermore,
there should be a method to increase the efficiency of reviews
to support online purchase decisions. For example, introducing
a mechanism to allow an easier comparison between reviews
would affect the process of making a purchase decision [83].
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Abstract—In recent years most of researcher’s has done
tremendous work in the field of medical image applications such
as Magnetic Resonance Imaging (MRI), Ultra Sound, CT scan
but still there are many research and experiments in medical
imaging field and diagnosing of human health by Health Care
Institutes. There is a growing interest for medical imaging de-
noising as a hot area of research and also imaging equipment as a
device. It is used for better image processing and highlighting the
important features. These images are affected with random noise
during acquisition, analyzing and Transmission process. This
results in blurry image visible in low contrast. Wavelet
transforms have effective method to separate the noise from the
original medical image by using threshold techniques without
affecting the important data of an image. Wavelet transform
enables us to use the forward wavelet transform to represent sub-
band of the original image in decomposition process then
reconstructing this sub band coefficients to original image using
inverse wavelet transform. In this work, the quality of medical
image has been evaluated using filter assessment parameters like
Variance, standard deviation, the squared difference error
between original medical image & de-noised image (MSE) and
the ratio between original image & noisy image. From numerical
results, we can see that the algorithm is efficient de-noising of
noisy medical image. When, investigating with Baye’s threshold
techniques it achieved the Best value of peak signal to noise ratio
(PSNR). For best medical image de-noising, the wavelet based de-
noising algorithm has been investigated and results of Baye’s
techniques and hard & soft threshold methods have been
compared.

Keywords—Baye’s Wavelet threshold; Discrete Wavelet;
Medical Image De-noising; Magnetic Resonance Imaging (MRI)

|. INTRODUCTION

Most of medical diagnostic equipment has applications
such as  magnetic  resonance imaging  (MRI),
criminal identification systems (CIS), agricultural and
biological research (ABR) uses the concept of digital image
processing. The term image de-noising is the best tool used in
these applications, where it effectively captures the noise from
corrupted medical image and preserving with the valuable data
and important features of the medical image [1][2].

The motivation of using Medical Resonance Imaging
(MRI) as a hot area because of it’s related with human health.

Jiang Ping Li
School of Computer Science & Technology, UESTC
Chengdu, 611731, China

Mohamed Tag Elsir

School of Electronic Engineering, UESTC
Chengdu, 611731, China

The medical Resonance imaging (MRI) very useful and low
cost in diagnosis the human health and mapping the diagnosis
output of the medical image in real and refine it as image
quality [3][4].

During image acquisition and transmission, it has been
usually observed that random noise always occurs at another
end. In previous work, many researchers achieved good results
in PSNR but not in MSE or visa-versa. Our work gives Good
results in both PSNR and MSE [6][7].

Most of medical images are vulnerable to noise. This noise
causes problems such as a blurred vision of images. Therefore,
it is not easy for the medical doctors to examine the
abnormalities in human in the invisible image. Most of
medical imaging applications have been affected with random
noises during Acquisition and transmission process that
required improve and recover hidden data and details
coefficients from noisy medical image.

Baye’s threshold techniques provide good results when
compared to Soft and Hard thresholds in terms of MSE and
PSNR values as shown in the simulation results.

Il. WAVELET TRANSFORM

The main difference between wavelet transform and
windowed Fourier transform lies in signal analysis, the
wavelet transforms using decomposition process to localize
the signal in real time domain and frequency domain.
In contrast windowed Fourier analysis has ability to localize
the signal in Fourier space domain. Both Fourier and wavelet
analysis represent the signal in different version such as sine
wave and shifted and scale version which is kind of mother
wavelet. But they are similar in windowing scales. The sine
wave Fourier transforms have unlimited duration compared
with waveform of wavelet transform and the wavelet forward
to be irregular waveform. The wavelet Mathematical formula
can be written as follows [5]. The equation (1) has been
expressing a mathematic syntax of Fourier analysis and
transform:

F(w) = T f (t)e ''dt, @)

5 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Which mathematically is the sum over all time of the
signal f(t) multiplied by Exponential formula. (In mathematic
the Exponential formula can be expressed as real and
imaginary of sinusoidal vectors).

The Fourier coefficients F () and sinusoid components of
original image are results of applying Fourier transform in
image processing, when multiplied by sinusoid of frequency.
Similarly, the equation (2) expressing mathematic syntax of
continuous wavelet transforms which is integration over
whole time of the signal multiplied by shift and scale version
of the wavelet function.

C(scale, position) = I f (t)w (scale, position, t)dt 2

Many wavelet coefficients C are generated as function of
scale and position, while Appling CWT in image processing
by multiplied each coefficient with CWT function which
consists of scale and shift as wavelet parameter [10].

In 1976 Croiser, Esteban, and Galand proposed discrete
wavelet transform (DWT) as an effective technique to
decompose the discrete time signals. On the other hand,
Crochiere, Weber, Flanagan proposes the coding of speech
signals technique which achieved as same time. The discrete
wavelet transform DWT is sample of wavelet series and CWT
version, which support sufficient and frequent information for
wavelet decomposition and reconstruction of the original
image, DWT requires sufficient amount of computations and
resources. Furthermore, the DWT have ability to computerize
the continuous wavelet transform as discretized version of
signals.

S[n] =0~m
v v
g[n] h[n]
f=n/2~m ¥ v v f=n2~n
g[n] h[n]
DGO
f=n/4~mn v v v f=n/4~ 1
g[n] h[n]

Fig. 1. The decomposition process of DWT at second level

Fig. (1) Depicts the decomposition of the signals by using
high pass and low pass filters respectively to analyze the low
and high frequencies and then measuring the amount of
detailed information in the signal by using up sampling and
down sampling operation. Both up sampling and down

Vol. 6, No. 11, 2015

sampling terms respectively defined as reduction or remove
the sample of signal, on other hand it means increase or
adding new sample to the signal using Quadratic Mirror
Filters which consist of two filters high pass and low pass. The
DWT decompose the signal S[n] simultaneously by passing
through to the high pass filter h[n] and low pass filter g[n],
which generate the details coefficients and approximation
coefficients that respectively named [HH, HL, LH] and [LL].
While using the Quadratic Mirror Filters the half of
frequencies signal are removed [9][11]. The following figure
is describing the decomposition of DWT at second level.

I1l. THRESHOLDING

The threshold techniques is an effective and necessary
tools in wavelet transform which used to calculate the wavelet
coefficients using 1-D or 2-D or 3-D dimensional wavelet
array A [i,j] sized with i,j=1 to M that is define the element
numbers of array. The Tb is a threshold parameter which
remains the wavelet coefficient and wavelet power in
thresholding process. The scientists Donoho and Johnstone
gave the best choice of threshold in (1994). They showed that
the threshold discards the smaller wavelet coefficients and
preserve the larger coefficients than threshold level [12] [13].

A. Hard threshold

The hard threshold techniques deal with wavelet
coefficients that less than threshold level after computed the
wavelet transform and inverse wavelet transform by sitting all
the coefficients to zero. Mathematically, the hard threshold
formula is represented as follow in equation (3).

W, |w,|>T,

W, =
0 |w|<T,

t

®)

B. Soft threshold

The soft threshold work similar to hard threshold discarded
all the coefficients less than threshold level to zero. It’s also
minimizing the magnitude of preserve wavelet coefficients to
be equal with largest discarded coefficient. The soft threshold
formula is represented as follow in equation (4)

o s (wf-T)  wf>T,
‘ 0 [w|<T, ©

IV. PROPOSED DE-NOISING ALGORITHM

The Baye’s threshold technique has a ability to forming the
threshold wavelet sub band coefficients from medical image in
Bayesian Frame Work (BFW) during the decomposition
process for wavelet coefficients, In Fig. 2, De-nosing
algorithm model using discreet wavelet transform (DWT) at
2nd- level of decomposition have been proposed. It has been
assumed in Generalized Gaussian distribution (GGD) and
carefully finds the threshold Tb to reduce the thresholding
risk, which affect to the important data in wavelet details and
approximation coefficients. Finally, the performance of this
thresholding is better for de-noising medical image compared
with other threshold techniques [14][16].
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Fig. 2. Proposed De-nosing Algorithm Model using discreet wavelet
transform (DWT) at 2nd- level of decomposition

A. Estimation Parameters for Proposed Algorithm

This section defines the adaptive parameters to proposed
de-noising algorithm for medical image decomposed sub band
coefficients which determine the threshold level (T,) in
equation (5) for different details and approximation sub band
coefficients that depend on sub branch equation, which
compare the max value of difference variances compared to
zero 6y - 62 > 0, by equation (3).

T.=o /o (5)
T, = max(abs(X)) ©)

Apply the wavelet transforms to medical image you have
to generate details coefficient and approximation coefficients.

. . 2,
From sub-band HH the noise variance measurement O is
computed by the median estimator shown in equation (7).

2
X —medianlY;;
? [Q . HH (7)

) ,Y; € subband
0.6745

The details coefficients and sub band [LH, HL and HH]
are generated while using wavelet decomposition process, the

signal variance measurement ©x estimated by equation (8)
using standard MATLAB command.

o=y (max(ay ~5°0) ®)

And o x is the signal variance without noise defined as the
squired max value of differences variance of (noise image and
additive white noise image) which compared to zero,
performed using standard MATLAB command.

o, - Zfix) )

k
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The standard deviation is defined as the average amount
by which individual data from medical image sub band
confidents differ from the arithmetic mean of all the data in
the set. Lk is the length of the sub band at kth scale.

V. IMAGE DE-NOISING ALGORITHM

The Image De-noising Algorithm is used to extract the
noise from during acquisition and transmission and achieve
the best image quality in medical image processing, after
performed the discrete wavelet transform for original image,
and then implementing the bayes wavelet threshold to remove
the noise, which affected the visibility of the medical image.
And finally the inverse wavelet transform performed to
recover the clarity of  decomposed medical image. As
following steps:

A. Perform the decomposition on the two of original medical
images X, Y corrupted by Additive Gaussian Noise using
wavelet transform

B. Chose the bayes threshold from equation (5) or (6) by
estimate the measurements

a) Estimate the noise variance o2 using equation (7).

b) Estimate the additive white noise variance ¢ y using
equation (9).
C) Estimate the signal variance o x using equation (8).

C. Perform the Reconstruction on the two of de-noised
medical image X, Y" using inverse wavelet transforms to
fine the clear vision of the image.

VI. EXPERIMENTS ANALYSIS AND OUTPUTS

The laboratory work implemented on the two of medical
images with same size (256%256) named (gland pituitary &
Prostate). These images are defined as Xs, r & Ys, r matrix,
which taken s, r = 1 to N parameter as image size, and it is a
gray scale image. The problems were occurred while
transmission and acquisition of original image. The image was
affected by noise which could not be diagnosed by doctors and
health institutes due to invisibility in image while
investigating patient. To overcome on this issue, the forward
wavelet transforms, bayes wavelet threshold and inverse
wavelet transform techniques are effective tools to separate
the noise from original images using wavelet decomposition &
reconstructions process. After decomposition, bayes threshold
have been applied for wavelet details coefficients and to assess
the performance, the de-noising threshold algorithm have to
add the variance noise measurement ¢ 2 = 0.04 of white
Gaussian noise to original image for getting high peak signal
to noise ratio (PSNR) measurement an d low mean square
error (MSE) to assess the quality of reconstructed image
compared with wavelet soft and hard threshold that measured
by the equation (10)

2
PSNR =10 |ogmz‘r’75 (10)
mse

Where the signal to noise ratio measurement 1s detined as
the ratio of signal power to the de noise power of the de-
noised medical image, often expressed in decibels
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S N N MSE value of various threshold Method
= X" 0.059 . :
MSE = Sxr ZZ[X (S, I") X (S, r)] (11) IZEI-...,__h --EF- Soft Threshold Approach
s=1 r=l 0.058| el Hard Threshold Approach
. . . Rty --EF- Bayes Threshold Approach
The mean square error (MSE) of medical image in 0.051 e i
equation (11) is an estimator, which measures the average of 0056F e Tl 1
~E
é ooss} .. i
the square "errors", that is, the difference error between 0054 e e
original medical images (X) and synthesis image (X"). The oossl =N e
Experimental work have been carried out by using bayes T -
threshold to estimate the medical image quality using PSNR & e a4
MSE measurements with various wavelet threshold methods 0.051 — oo P D137

and various wavelet packages which have been presented in
table I, II. From the tables, it can be understand that the lower
value of MSE and higher value of PSNR in bayes threshold is
vice versa in soft threshold and hard threshold. Which reveals
that, bayes threshold in medical image de-noising is effective

Fig. 3. Comparison of MSE of gland pituitary image de- noising; using

Different Wavelet Packages

different threshold techniques

MSE value of various threshold Method

tool based on the experimental results. The bayes threshold 0005 ' --EF- Soft Threshold Approach
presents the visual quality while compared with soft and hard. T Hard Threshold Approach |
. . 0.081 'EL-..h --EF- Bayes Threshold Approach
Moreover, Bayes threshold has high efficiency and good e
performance than soft and hard threshold. The MSE ratio of 0.06 "‘n-_‘ﬂ ]
Soft threshold, hard threshold and Bayes threshold of gland W ool el |
pituitary and prostate image have been shown in figure (3&4). ‘ ' T
While figure (5&6) depicts the PSNR ratio of Soft threshold, 0,058~ _ it
hard threshold and Bayes threshold of gland pituitary and 0057 Tl e B
prostate image. ; e e T T
N £
0'Gsl{'?aar syll'n4 dlI34 bior3 7
TABLE I. MSE RESULT OF GLAND PITUITARY & PROSTATE IMAGES TEST Different Wavelet Packages :
WITH VARIENCE 0.04
Medical Wavelet Soft Hard Bayes Fig. 4. Comparison of MSE of Prostate image de- noising; using different
Images Package Threshold Threshold Threshold threshold techniques
haar 0.0587 0.0570 0.0548 o on PSNR value of various threshold Method
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Different Wavelet Packages
TABLE Il PSNR RESULT OF GLAND PITUITARY & PROSTATE IMAGES Fig. 5. Comparison of PSNR of Gland Pituitary image de- noising; using
TEST WITH VARIENCE 0.04 different threshold techniques
Medical Wavelet Soft Hard Bayes PSNR value of various threshold method
Image Package Threshold Threshold Threshold 1.2 ' '
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The Comparison analysis of soft, hard and bayes threshold
can be visualized from figure 7 & 8. It can be observed that,
the soft and hard threshold in gland pituitary and prostate
images are blurred than the bayes threshold. It reveals that,
according to the experimental results, bayes threshold
technique has much worth over soft and hard threshold for
medical image de-nosing.

(d)
Fig. 7. Comparing the performance of gland pituitary image de- nosing (a)
Original image (b) Soft threshold (c¢) Hard threshold (d) Bayes threshold

Fig. 8. Comparing the performance of prostate image de- nosing (a) Original
Image (b) Soft threshold (c) Hard threshold (d) Bayes threshold

VII. CONCLUSION

Nowadays, Magnetic Resonance Imaging (MRI) plays an
important role in medical image processing applications. In
this work Bayes wavelet methods provide powerful tools for
data de-noising problems. As we have applied various method
on brain & prostate image using different wavelet threshold
techniques (Soft, Hard and Baye’s) and different wavelet
packages ( Haar, Sym4, db4 and bior3.7) and among these

Vol. 6, No. 11, 2015

threshold techniques, the Baye’s threshold has an optimal
performance compared to the soft & hard threshold. In this
method PSNR has maximum value & MSE lower value and
the vision of medical image is much clear as compared to the
soft and hard thresholds. Bayes threshold technique removed
the noise significantly and remains the important features of
data and medical image.

For future work, I suggest using different kinds of images.
Like CIS, Agricultural, biological and geographical images for
mapping and navigation.
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Abstract—this paper proposed a new architecture for
handwriting word recognition system Based on Support Vector
Machine SVM Classifier. The proposed work depends on the
handwriting word level, and it does not need for character
segmentation stage. An Arabic handwriting dataset AHDB,
dataset used for train and test the proposed system. Besides, the
system achieved the best recognition accuracy 96.317% based on
several feature extraction methods and SVM classifier.
Experimental results show that the polynomial kernel of SVM is
convergent and more accurate for recognition than other SVM
kernels.
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. INTRODUCTION

This Handwriting recognition is the process of converting
the handwriting text images into a text file that understandable
by the computer and used for many purposes. There are a lot of
applications that depends on handwriting that are postal
address reading for mail sorting purposes, cheque recognition
and word spotting on a handwritten text page, etc. Naturally,
handwriting is cursive and more difficult than printed
recognition due to several factors that are the writer’s style,
quality of the paper and geometric factors controlled by the
writing condition its very unsteady in shape and quality of
tracing. Several steps taking place in handwriting recognition
system, starting with preprocessing, feature extraction and
classification.

To develop pattern recognition methods and systems, a lot
of sample patterns is essential. In the same way as off-line
character pattern databases such as IESK_arDB [1], AHDB
[2], IFN/ENIT [3], KHATT [4] and so on, have been playing
significant roles for off-line handwriting recognition. The
purpose of this database is to enable the community to
challenge the problem of object classification and recognition.
Therefore, in this paper AHDB dataset has been selected for
our proposed system. The dataset has the most popular Arabic
words that written by many writers.

Furthermore, preprocessing is the first step in handwriting
recognition systems it is helpful to reduce the variability of
handwriting by correct these factors, and it will help to enhance
the accuracy of segmentation and recognition methods. The
second step in recognition system is the features extraction that
extract a helpful information from the image text word to
distinguish it from the other words. The last step of the
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recognitions is the classification that make the decision to sign
the text word into the correct class label. [5]

The main contribution of the work presented in this paper is
the integration of using multi scale features with a SVM for
handwriting word recognition.

In order to show that features for Arabic script can be
learned with the HOG descriptor, we evaluate our method on
the AHDB dataset. The remainder of this paper is organized as
follows:

Section Il gives an overview of previous publications
covering part-based classifiers for handwritten word
recognition. Afterwards, our work is discussed in Section Il
and evaluated in Section IV. A final conclusion is given in
Section V.

Il.  RELATED WORK

The number of work for Arabic handwriting word
recognition is quite limited comparing to the Latin script. The
first works was given by Farah. [6] who introduced a system
based on the combination of three Multi-Layer Perceptron for
the recognition of Arabic words with recognition accuracy
94%. El-Hajj. [7] have used Neural Networks to combine three
homogeneous HMM-based classifiers, that have different
features as input , and they achieved recognition accuracy
94,44%. Alma’adeed [8] combined a rule based recognizer
with a set of HMMs to recognize words in bank check of 47
words. The system tested on 4700 words and achieved 60%
recognition accuracy.

Souici-Meslati [9] present a hybrid approach to the
recognition of literal amounts on bank-checks. Three classifiers
ran in parallel: neural networks, K-nearest neighbor, and Fuzzy
K-nearest neighbor. The outputs were combined by word level
score summation. 1200 words by 100 writers used for training
and 3600 words for testing .The recognition accuracy was
96%. Burrow [10] applied on K-nearest Neighbors
classification to each sub-word. The author scores at 74% for
sub-word on correctly represented classes.

I1l.  PROPOSED HANDWRITING RECOGNITION SYSTEM

The proposed method for handwriting word recognition has
several major steps. Each of the recognition step affect the
accuracy and the performance of the recognition. First of all
the input images converted into grayscale it pass through
several process as shown in figurel.
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Fig. 1. Flowchart of the proposed system

The proposed system involves several steps which are;
preprocessing,  feature  extraction, classification and
recognition. Besides that, each step has it benefits for the
recognition process. Here the proposed method steps described
in details:

A. Preprocessing

Preprocessing is an essential step in the handwriting word
recognition due to the effectiveness of this process on the
recognition rate. Several steps has been taken place in the
preprocessing phase that make the proposed method obtain a
high accuracy.

The input to the handwriting word recognition system is a
grayscale text image which has the Arabic word. During
preprocessing the image converted to binary by thresholding
method. The benefit of the thresholding is reducing the image
diamantine to make it easy to process.

In the proposed system Fuzzy C-Means clustering (FCM)
in [11] has been used to for thresholding purpose. After that,
some noise appear due to the thresholding. 3X3 median used to
remove undesired information from the binary image as shown
in figure2.

o)

Inpull Images

Chutput Iniages

Fig. 2. Image Thresholding

Black space around the written word in an image does not
help in any recognition process. So this unwanted black space
around the word was eliminated. To eliminate this black space,
bounding boxes were used. From each side of the binary
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image, the first pixel of the written word was located. This
produced four points which formed the boundaries of the
bounding box. The black area around this box could then be
eliminated using these four values. The elimination of black
space in an image is shown in Fig. 3, below:

o

Input Images

Clutput Images

Fig. 3. Black space elimination

Moreover, image thinning is used which is the process of
reducing image size by remove the redundant pixels without
losing the representation of the original image. 3*3 mask used
to scan the whole image and find the 4 connected pixels. After
that the unaffected pixels are eliminate from the image this
process must save the geometry and the connections between
the words and the location of original word , based on border
pixels removing recursively taking into account saving the
geometry, location and connections. Image thinning method in
[12] has been used.

The last step in preprocessing is the image normalization.
AHDARB dataset has various image sizes. It important to make
all the image in the dataset in the same size and make the
recognition process fast. After testing several sizes (32x32,
64x64 and 128x128) the 128*128 size gave best recognition
rate. Therefore, all the dataset images normalize into size
128*128.

B. Feature Extraction

The most important process in handwriting word
recognition system is the feature extraction step. The best
recognition depends on a successful feature extractions
methods. A lot of feature extractions methods has been
proposed for recognition purpose. However, there are three
main types of features that can obtained from the character
images.

1) Structural Features: Structural features describe the
geometrical and topological characteristics of a pattern by
describing its global and local properties. The structural
features depend on the kind of pattern to be classified [13].

For Arabic words, the features consist of zigzag, dots,
loops, end points, intersection points and strokes in many
directions.

2) Statistical Features: Statistical features are numerical
measures computed over images or regions of images. They
include, but are not limited to, histograms of chain code
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directions, pixel densities, moments, and Fourier descriptors
[14] .Statistical features are easy to compute and text
independent. In the proposed system two types of statistical
feature has been used which are:

e Connected Components Feature: The Arabic words has
different shapes. Several shapes has different numbers
of connected components pixels (segments). The idea
behind of the connected component is to scan the whole
image from left to right to find the groups of connected
pixels (8 — connected neighbors). After that, each group
of the connected pixels will get a label number.
Therefore, the feature that obtained from this method is
the number of connected components. This method is
useful in Arabic words, since there are several words
has different number of connected components.

e Zoning Features: In zoning features the image divided
into number of zones and a particular features extracted
from each zone. Several features extracted in this
method which increased the recognition accuracy.

First the image divided into four zones figure5 then for
each zone summation of the diagonal pixels has been
calculated as a feature for that zone.

Fig. 4. Divide image into 4 zones

Second, the image divided into sixteen (16) vertical and
horizontal blocks figure (14) then the summation of each block
pixels will be the feature of that block.

3) Global Transformation: The transformation schemes
convert the pixels transformation of the pattern to a more
compact form which reduces the dimensionality of features
[15].

e The Discrete Cosine Transform Features (DCT): The
DCT converts the pixel values of an image in the spatial
domain into its elementary frequency components in the
frequency domain. Given an image f (i, j), its 2D DCT
transform is defined as follows:

5 N1 -t
Flu,v)= EC(M)C(V)ZZ f(x,y)cos[

x=0p=0

(2x +1)Wz}cos{(2y +1)wz}
N N

The inverse transform is defined by:

s )
1)) = %%% C(u)C(V)F(u,V)co{(Z" +1)uﬂ}os[(2y +1)wz}
u=0 v=0

@)

2N IN
Where

- Foruv=20
N 3

\/% Otherwise

a(u),a(v) =
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Due to its strong capability to compress energy, the DCT is
a useful tool for pattern recognition applications. The DCT can
contribute to a successful pattern recognition system with
classification techniques such as Support Vector Machine and
Neural Network [16]. In the proposed system the DCT applied
for the whole image that produced from the previous phase.
The output of the DCT is an array of DCT coefficients. The
features are extracted in a vector sequence by arranging the
DCT coefficient in zigzag order, so that most of the DCT
coefficients away from the beginning are small or zero. After
testing the coefficients it found that the best number of DCT
coefficients to represent the handwriting word as feature vector
is the first 50 coefficients.

The DCT features extracted by the following steps:

Algorithm DCT_FEXT

Stepl: Read input image

Step2: Compute DCT for the input image(binary image)
Step3: Convert the DCT image into 1D array by zigzag order
Step4: Choose the first 50 DCT coefficients as a features
Step 5: Save the result features in 1D array

End

e Histogram of Oriented Gradient (HOG): Histogram of
Oriented Gradient (HOG) was first proposed by Dalal
and Triggs [17] for human body detection but it is now
one of the successful and popular used descriptors in
computer vision and pattern recognition. HOG counts
occurrences of gradient orientation in part of an image
hence it is an appearance descriptor. Before applying
the HOG, the binary images converted to grayscale then
filtered by using proposed edge detection mask filter in
figure6 which gave better recognition rate than Sobel
and Roberts filters.

i o] o il

Fig. 5. proposed edge detection filter

HOG divides the input image into small square cells (here
6x6 has been used with bin=9 directions) and then computes
the histogram of gradient directions or edge directions based on
the central differences.

For improve accuracy, the local histograms have been
normalized based on the contrast and this is the reason that
HOG is stable on illumination variation. By applying this step,
the total size of the feature set in the feature vector will be
(6x6x9) = 324 .1t is a fast descriptor in compare to the SIFT
and LBP due to the simple computations, it has been also
shown that HOG features are successful descriptor for
detection.

C. Features Normalization

An important step to make the mathematical computing
simple and fast a feature normalization (scaling) has been used
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to make the features ranges [0 1] by applying the following
formula:

) _ __A-Min(4) (4)
Max(4)—Min (4)
Where A is an original value, A’ 1s the normalized value.

D. Classification and Recognition

After the feature extraction, the major task is the make
decision to classify the word to which class it belongs. There
are various classifiers that can applied in word recognition. The
most important and more effective classifier is Support Vector
Machine (SVM).

1) SVM Classifier: Vapnik and Cortes developed SVMs
[18, 19] as a statistical learning machine in the late 1990s.
Within a short time, they became one of the most popular
classification systems in data mining and pattern recognition
applications, due to their high classification rates. Researchers
successfully applied SVMs in many modern learning
applications such as Optical Character Recognition (OCR),
bioinformatics, document analysis, and image classification.

SVM commonly used with linear, polynomial, RBF and
sigmoid kernels. A multiclass SVM classification (libsvm) has
been used in the proposed system [20] with different kernels of
1) linear, 2) polynomial, 3) RBF, 4) sigmoid and it achieves a
very high recognition accuracy.

The final step is the recognition which is matching the
selected class by the SVM with the character ASCII and find
the desired word in the Arabic lexicon.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS

The proposed method is implemented using Matlab R2015a
version, under windows7 64-bit Operating System, with RAM
6GB, CPU 2.50GHz core i5 and it achieved fast and effective
results.

The proposed dataset has 2913 handwriting word images.
Each word has 105 images written in different style. In the
handwriting word recognition system 70% of the dataset used
for training purpose (2044) and 30% for testing (896) and it
achieved 96.317% recognition accuracy. When we increase the
number of the training data, the recognition accuracy is also
increase.

However, we applied the system on our proposed dataset
that has 1675 word images. Besides, the dataset has many
images with noise. The proposed system also achieves height
recognition accuracy 96.3% with the proposed dataset.Figure6
shows the samples of the proposed dataset.

Furthermore, in the proposed system SVM classification
work with different kernels and each kernel achieved different
accuracy. Besides that, there are an important parameters
which make the SVM work perfectly.

Vol. 6, No. 11, 2015
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Fig. 6. proposed handwriting dataset

The most important parameters in SVM are: cost(c) and
gamma (y). After many testing of the system the best values of
the parameters was ¢ = 8 and y = 0.0625.

Furthermore, different SVM kernels has been tested and the
best achievement was by using SVM polynomial kernel.

In Tablel it noted that the highest accuracy obtained by our
proposed system this is due to the use of efficient features and
SVM classifier. Our system achieves good accuracy compared
with [6, 7, 8, 9, 10] systems which prove the performance of
Polynomial kernel of SVM classifier.

TABLE I. COMPARISON RESULTS
Classifier Accuracy

El-Hajj 3HMMs 94.44%
Farah 3MLP 94%
Burrow Several KNN 74%
Souici-Meslati NN+KNN+Fuzzy | 96%
Alma’adeed HMMS 60%
Proposed System | SVM 96.317%

V. CONCLUSION

In this a paper, a proposed a high accurate handwriting
word recognition system. The system use 70% of the dataset
for training and 30% for testing and obtained high accuracy
with SVM polynomial kernel. The high accuracy achieved by
several factors starting from the efficient preprocessing stage
with the use of FCM the with efficient feature extraction
methods and finally with more accurate recognition classifier
.Experiments, our proposed system gave best recognition
accuracy than the existing systems.
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TABLE Il COMPARISON BETWEEN DIFFERENT KERNELS OF SVM
SVM Kernels Linear Polynomial RBF
Recognition 92.63% 96.317% 91.5%
Accuracy

In addition, we are planning to apply our proposed work in

future for recognition the text in documents not just word
recognition. The future work need efficient segmentation
method that can segment each text word without any
overlapping or missing parts. Neural networks can be used for
the segmentation and classification which may improve our
results.
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Abstract—Higher education in Jordan is currently expanding
as new universities open and compete for offering the best
learning experience. Many universities face accreditation
challenges, hence, they attend to recruit lecturers who may not
have a solid teaching experience. Experienced lecturers tend to
have high turnover rate, which cause knowledge loss. To prevent
such loss, this research presents a knowledge repository
framework. This framework will serve as a reference and a vessel
of knowledge that builds and develops the educational and
teaching capacities of professors/lecturers. It can also be seen as
part of the electronic learning system, which brings benefits to
students and enables them to retrieve any lectures they need. The
main question we aim to answer is whether a knowledge memory
can be designed and created to contribute in supporting the
educational and teaching capacities of university lecturers. In
order to answer this question, this research creates an electronic
knowledge database to store explicit knowledge taken from
lectures (written, audio and visual). These lectures are prepared
and circulated or presented by university professors/lecturers
throughout all university colleges and departments. This
knowledge database resembles a cognitive memory that grows
and develops with time.
electronic

Keywords—Knowledge;  knowledge database;

knowledge database; Knowledge sharing

. INTRODUCTION

Information and communication technology is an essential
tool considering that it has two key abilities. The first is the
ability to code knowledge and make it virtual and available.
The second is the ability to create networks, with which
knowledge can flow and be transferred within organizations
(universities). By creating electronic knowledge databases, data
can be provided to build the capacities of new and existing
lecturers. Through the database, they can access the lecturing
methods used by the university's qualified and distinguished
professors. This would contribute in building an outstanding
teaching staff that is able to provide the university with a
competitive feature that favors it over others. This is especially
important with the large number of universities currently
present and the difficulty to find exceptional staff. Adding to
this is the high turnover among lecturers in most universities
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Department
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Amman, Jordan

Dr. Manar Maraga

Management Information Systems
Department, Amman College for
Financial and Administrative
Sciences, Al-Balga' Applied
University, Amman, Jordan

caused by job opportunities and advantages provided by other
universities to attract the best teaching staff available.
Therefore, building an electronic knowledge database for all
university lecturers and specializations is necessary.

A. Study Question

The research question can be determined by asking a
number of questions. Some of these questions will be answered
in the theoretical part of the research. The remaining questions
will be tackled in the practical part of the research. The
questions are:

1) What is knowledge and how important is it considering
that it is part of the intellectual capital?

2) Does the university under study have a knowledge
database?

3) Can a knowledge memory (knowledge database) be
designed and created to contribute in supporting and building
the educational and teaching capacities of university
lecturers?

This research shows the importance of adopting tools that
are best able to improve the performance of the university.
Such tools are tasked with storing knowledge electronically,
maintaining it, and ensuring its flow and exchange among
human resources who are hungry for this knowledge.
Consequently, this would feed into developing and expanding
their thoughts and ideas through adopting an electronic
medium suitable for this purpose.

We decided to address this issue especially because it
became a point of interest to many universities who wish to
keep and store knowledge in an electronic manner and share it
among staff. This directly feeds into promoting excellence as
well as encouraging development among staff members.

B. Methods Used to Collect Data and Information

To address the study question and achieve its objectives,
Arabic and foreign scientific sources, such as relevant
periodicals, references, internet sites, were consulted to build
the theoretical framework.
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Fig. 1. The proposed system

Concerning the practical framework, data was collected
from educational electronic websites or experienced lecturers
at the university as shown in Fig. 1. This supports the creation
of a computerized module to serve the university concerned
with this study.

The study is divided into five parts starting with the
introduction as part one. Part two presents the study’s
theoretical background and part three illustrates the
fundamental principles of the intellectual capital. Part four
shows practical steps of designing a database for a faculty,
while part five presents the conclusions and the
implementation ideology.

Il.  PART TwoO: STUDY’S THEORETICAL FRAMEWORK

A. Definition of Knowledge

The concept of knowledge is very old and was the topic of
ancient Greek, Roman and Muslim philosophers. The verses of
the Holy Quran and the teachings of Prophet Muhammad
(peace and blessings be upon him) stressed the importance of
knowledge. As a definition, the meaning of knowledge is
explained in dictionaries and lexicons as a clear and affirmed
understanding of things, facts and behaviors [1]. According to
Oxford dictionary, it is the process or act of acquiring
information using ones' senses and intuition. Derver
psychology dictionary says that it is a term that covers all
different forms of learning ranging from understanding,
imagination, remembrance, belief, contemplating, judgment
and reasoning [2].

The importance of knowledge is found in the fact that it
shows the level of people's awareness of what goes around
them, and their ability to understand and deal with
circumstances. That is because the operations of the brain play
a critical role in human behavior. The human brain is the organ
that stimulates people to make sound comparisons and
decisions that are suitable for finding new problem-solving
techniques [3].

The major development of ancient and modern civilizations
is only a proof of their ability to learn and share knowledge.
This idea can be seen as an integrative accumulative process

that happens and forms on the course of relatively long periods
of time so that it becomes usable and applicable for solving
problems and specific circumstances [4].

Daft mentioned that knowledge consists of two parts: an
apparent part that can be directly handled, moved and
transferred into paper for easy reference, and a second part that
is implicit difficult to document or transfer. This part includes
skills, experiences and wisdom of individuals. According to
this concept of knowledge, what an organization holds,
whether internal system information, skills, or mental
capacities of staff, form in their entirety a resource for the
organization if they were used and managed in a scientific and
reasonable way. This would certainly reflect on the
performance of the organization by giving it an advantage over
other competitors [5].

B. Types of Knowledge

There are various types of knowledge and those who
develop it should be familiar of its differences. In fact, during
the process of acquiring knowledge, it is important to know
how to select it.

Bolisani & Scarso [6], Lundvall & Johnson [7] and Drew
[8] identified four types of knowledge: Know-what, Know-
why, Know-how and Know-who. Whereas, Kingston &
Macintosh [9] added two extra types of knowledge: Know-
when and Know-where. All will be described briefly, as
follows [10]:

1) Know-what: includes knowledge of facts which is very
similar in meaning to the term information; therefore, it is
transferrable. Kingston & Macintosh describe it as the explicit
knowledge of things; it includes concepts, as well as material
topics and situations. Drew points out that it is used by experts
and specialists.

2) Know-why: refers to the scientific knowledge of
principles, laws, rationals, reasons, debates, applied research,
justification of why things happened and how do they work.

3) Know-how: it’s the knowledge of required actions for
specific incidents and situations. According to Bolisani &
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Scarso, it consists of applied capabilities to execute certain
activities and Drew specifically assigns it to creative
processes. The know-how relies on lengthy experiments that
are the prerequisites of building expert systems. However, the
problem with scientific experiment is that they are seldom
documented. In short, the know-how is not the knowledge of
books but rather a practical experiment.

4) Know-who: comprises of information on who knows
what, and who knows how. Drew on this type indicates
that it refers to the importance of individuals and social and
political relations.

5) Know-when: is the knowledge needed to control
actions and incidents [that happened or should happen] at the
right timing.

6) Know-where: includes areas where knowledge is
needed and asks questions to find where do communications
come from? and where are the inputs and outputs of
knowledge?

Lundvall & Johnson point out that types 1 and 2 can be
easily codified and are included in explicit knowledge, while
types 3 and 4 are difficult to be encoded and eventually fall
under tacit knowledge.

Another more widely accepted taxonomy on knowledge,
first introduced by Polanyi [11] and popularized by Nonaka
and Takeuchi [12], is their categorization of explicit and tacit
knowledge. According to these two, explicit knowledge is that
which can be expressed in words and numbers and can be
easily communicated and shared in the form of hard data,
scientific formulas, codified procedures or universal principles
whereas tacit knowledge is highly personal and hard to
formalize. Personal insights, intuitions and hunches fall into
this category of knowledge.

C. The SECI Model and Knowledge Conversion

The model was based on Polanyi’s definition of tacit and
explicit knowledge. In fact, Nonaka mentioned it in his book
entitled “The Knowledge Creating Company” [13]. He then
further explained it in his joint book with Takeuchi under the
same title [12]. The main idea here is that there is a spiral
interactive movement between explicit and tacit knowledge.
This movement is accompanied by four conversion processes
of knowledge that lead to the formation of the new
organizational knowledge. The model consists of four blocks
each representing a fundamental process of conversion (See
Fig. 2). The mechanism of knowledge conversion in the SECI
Model is explained as follows [14]:
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1) Socialization: transfers tacit knowledge owned by an
individual to a group of individuals working at the
organization. This is possible at inter-organizational level
through social interaction between employees, , and between
employees and customers/suppliers or any recipient of the
organization’s services.

2) Externalization: knowledge is transferred from tacit to
explicit on the individual to group level. Externalization is the
second process of knowledge conversion. Moreover, Nonaka
& Takuech indicated that it is an essential process as it
converts knowledge from one type into a totally new type
[tacit to explicit] [12].

3) Combination: here, explicit written knowledge
[whether codified or digital] is converted to encoded bundles
or configurations of explicit knowledge, which is also written.
The conversion into explicit knowledge requires previous
cognitive and mental processes.

4) Internalization: converts explicit knowledge to tacit
knowledge from a group to individual’s level. Nonaka
&Takeuchi stress that continuous learning and collecting of
the working individual’s expertise through on-the-job-learning
support the internalization process [12]. Conversion is
achieved by redoing tasks and following relevant instruction.
Furthermore, conversion takes the form of intellectual models
that are known as the technical method.

D. Knowledge storage (Knowledge memory)

It includes processes of retention, sustainability,
accessibility, retrieval and location. An institution may put in a
lot of effort to acquire knowledge. Nonetheless, knowledge
might be vulnerable to being lost either by failure to
recall/remember it or retrieve it when needed [15].
Consequently, storing knowledge and the ability to retrieve it is
a critical element in Knowledge Management. Often, this
element is referred to as the “Organizational Memory”, which
is a term that refers to storing and recording intellectual capital.
It comprises of the information which individuals use to work
with, in addition to the knowledge in the systems and structures
of that specific organization [16].

By the same token, to ensure continuity of the
organization’s knowledge base and achieve maximum benefit,
this knowledge is ought to be stored, saved and retrieved at all
times. Therefore, Knowledge Management should establish
Organizational Memory [17].
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Fig. 2. The SECI Model and Knowledge Conversion Source: Nonaka and Konno [13]

Identifying the organization’s assets, namely its intellectual
assets such as knowledge depicted in an equation, a trade
secret, an invention, a program or a process etc, is crucial to the
organization’s vision, its strategic plan, as well as its endeavors
to gain competitiveness advantage.

FUNDAMENTAL PRINCIPLES OF INTELLECTUAL CAPITAL

Hence, the future of knowledge-dependant organizations
relies heavily on the ideas they possess. In this age of
information, greater attention is given to intellectual assets that
are not only measured but might also outweigh its material
wealth [18].

A. Firstly: The definition of Intellectual Capital (IC):

According to the Organization for Economic Co-operation
and Development (OECD), Intellectual Capital is a subset of
“intellectual assets”. Malone considers IC as intellectual
materials such as knowledge, information, intellectual property
and experience, which can be used to create wealth [20].

Furthermore, IC can also be identified as “the knowledge
that could be converted into value” [21]. Conversely, Hansen,
Nohria and Tierney [22], demonstrated that “intellectual capital
is the competitive measure that operates the creative and
strategic development of an organization which depends on
creativity and innovation, which are considered the key
elements that lead to the survival of an organization in the
quickly changing work environment.”

Furthermore, knowledge is considered a new type of
intellectual capital. Since knowledge is the information one has
and benefits from, it is dissimilar to data that can be converted

to information. It is rather a combination of categorized
experiences derived from one’s vision or that of a company.
The aim is to reuse the available information resources - of a
company per say - in a positive manner. Knowledge generates
new knowledge; thus, the intellectual capital never depletes, it
is rather increased by accumulation [18].

B. Secondly: Components of Intellectual Capital:

Writers and researches did not agree on a unified
classification of IC and ultimately identify its components.
Davenport & Pursak [21] came up with a model of three main
components: Human Resources, Intellectual Assets and
Intellectual Property. Edvinsson & Sullivan [23], however,
provided a model for companies’ capitals, which is divided
into two main components: the first is the material capital,
while the second is dedicated to intellectual capital that
includes both human capital and customers’ capital. As to
Stewart [24], he noted that IC breaks down to three
components. The first is workers: who provide knowledge,
innovations or solutions to customers’ problems and eventually
achieve profits for the company. Secondly, the working
system: meaning the organizational structure or hierarchy that’s
being adopted by the organization. It is also the set of rules and
principles the company abides by for its internal procedures,
whether inter-organizational or with costumers in external
environments. Lastly, the customers: who are an important
source of information that is employed to further develop the
company’s production [24].

The human intellectual capital (education, capabilities and
skills) is converted into a structural capital, i.e. a systematic
documented knowledge and rules. In other words, it converts
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tacit knowledge into explicit knowledge to avoid losing
valuable knowledge owned by human competencies should
they leave the place of work [25].

C. Thirdly: The Importance of Intellectual Capital

Intellectual capital is a good long-term profitable
investment. Nonetheless, to accomplish the rewarding results,
sacrifice should be made; it can be in the form of costs that are
put upfront to obtain it. Yet, intellectual capital is the single
resource that does not fall under the law of diminishing returns.
Indeed, it never depletes; quite the contrary; it is an ever-
growing accumulative resource that is used in generating and
developing new ideas. Therefore, intellectual capital is
regarded now as the actual capital on which companies’
failures and successes depend [18]. Thus, modern
administrations have based their selection processes on
individuals with knowledge capabilities and are keen on
providing more knowledge-stimulating environments. Given
that, institutions and also countries have shifted their focus to
intellectual capital since it is a primary indicator of a country’s
wealth.

Despite the downsizing of human resources by modern
technology, as they have replaced many staff members, the

Vol. 6, No. 11, 2015

remaining human resources are thought to be the ones with
better qualities and competencies. Their stay is determined by
their ability to grasp and apply modern technologies efficiently.
The importance of intellectual capital is on the rise due to the
domination of information technologies in this day and age
[26].

Researchers see that knowledge has become an essential
source for competitiveness. Therefore, organizations should
equally own knowledge and be well-experienced on how to
manage it. Those two skills together form what is known as
“intellectual capital”.

IV. PART THREE/ PRACTICAL ASPECT-STEPS OF DESIGNING
A DATABASE FOR FACULTY LECTURES
This topic will be discussing the main steps -suggested by

the researchers as shown in Fig. 3- on designing an electronic
database for Isra University (1U), as follows:

A. Facts about Isra University Knowledge database

According to the researchers at Isra University, there is a
number of knowledge sources that could be adopted to build a
reliable knowledge database, such as:

Audio file

Speech Recognition SW
Word Editor- Word File

System
database

D

Word Frequency Count SW

l

A B C
Freq Word (longest has 15 characters)
26 electronic
22 commerce
13 business
13 category
9 nciudes
9 services
9 suppon
8 book
8 e-commerce
6 gong
O transacbhons
5 apphcations
S areas
5 buying
5 mformaton

N aWN -

~
PRO~NG

Word Frequency Count Excel Sheet

Fig. 3. System Scheme
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1) E-learning websites that is used by IU departments like
the colleges of Science and Information Technology,
Pharmacology, Nursing and Engineering. A page is dedicated
for every lecturer. Lectures are being uploaded to the
professor’s designated page either as texts or as a Power
Point presentation.

2) Since some departments do not have direct access to
such websites, and in order to communicate with the students,
researchers had no choice but to obtain the materials
separately from the faculty and then upload the lectures in an
electronic format.

3) The third and key source is the audio and visual
lectures, which is thought to be the hardest to obtain as they
not only require the approval of the faculty member providing
them, but also the permission of the presidency of the
university (IU). Moreover, cameras should be installed at the
lecture halls in order to acquire the audio/visual materials.
But since the halls are used by multiple academics, instructors
that are not listed on the website [with little or no experience
at all] can turn off the camera during their class. At the same
token, they themselves can benefit from the service and see
how lectures are being given professionally.

Vol. 6, No. 11, 2015

4) Another way to obtain recorded lectures is to ask the
instructors and professors themselves to record some lectures
in their offices during their free office hours. Doing this is very
important even before the department decides to start
recording lectures. The reason is that in order to convert an
audio file into a written document (word file), we need to use
speech recognition programs which are usually user-
dependent. This means that the user has to train the program to
recognize his/her voice and the way he/she talks before using it.

One more thing users need to know is that speech
recognition programs work best when users dictate what they
want to say- users should not talk fast- and they should keep
the microphone close to them; otherwise the number of errors
in the recognition process will increase.

B. Practicality

This topic focuses on the materials suggested by the
researchers pertaining to designing a data of knowledge for
universities, as follows:

1) System Analysis

Fig. 3 illustrates a scheme suggested by researchers for the
process of lecture storage. It was translated electronically
through a system specifically designed for universities and
colleges as per specialization.

Enter Parameter Value IM

= Please Enter
J ’ commerce
GRS
System User OK ‘ Cancel
rank word freq v

»
>

System

User inquiring the
database

database

Query Results- List of lectures
that contain the requested
keyword

]

commerce

commerce

ommerce] 2

22 c:\data2014\lecl_EC.wma Play
5/ /c:\data2014\lec2_EC.wma Play
7/|c:\data2014\lec3_EC.wma Play

Fig. 4. User inquiring the system

The proposed system as shown in Fig. 3 captures the
recorded video and audio files from the instructor. The audio
file is then passed to a speech recognition program that will
convert it to a word file. Afterwards, a word count program is
used to count the frequency of each word in that file so that
when a user wants to search for some keywords he/she will be
able to do so.

The speech recognition software that was used in our
proposed system is Dragon NatuarallySpeaking 12.5. It was
used to convert the audio lecture to a word document. The
word file was then passed to Hermetic word Frequency
Counter 13.223 software to create the word frequency excel
file. The database of the system was created using Microsoft

Access. Now when a user (student, instructor, etc.) wants to
retrieve a lecture that has the keyword ‘commerce’ for instance
(see Fig. 4), it will retrieve all lectures that contain this
keyword according to its number of occurrences (frequency)
and then the user decides which lecture he/she wants to watch
or listen to.

2) System design
Several tables have been designed to store data according to
their type, (for instance digital, analog, history, etc..) Each
table has a unique primary key, and is interlinked with the rest
of the tables to facilitate the inquiry and information retrieval
processes later on.
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Fig. 5. The tables of the system using Microsoft Access

3) Establish relationships between tables

Relationships between tables are created upon providing
primary and foreign keys. In this fashion, the main table and its
sub tables will be identified easily and more efficiently done
quickly on one hand, and it will keep the information under
control on the other hand. Fig. 5 illustrates the relationships
between tables.

4) System’s interface and windows
Below is a brief description of the interface used in the
system:

a) Main interface of the system:

It includes the list of lecturers/instructors, departments,
colleges, and courses of each department, with learning
materials according to its type; audio, video, and text-based
materials (see Fig. 6).

a) Faculty interface:
The interface allows adding, omitting and amending the list
of faculty members and provides a bio on every instructor (as
shown in Fig. 7).

C. Advantages and limitations of using the proposed system

In this section we will be discussing the advantages and
limitations that were identified by the researchers during the
development of this system. The advantages are:

e The programming model is composed of a database to
store various information and knowledge as per
university department.

e Streamlined informative and user-friendly interface to
offer users fast and easy access of to the knowledge
they are looking for.

e The module saves time, effort and costs.
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e |t offers quick and continuous updates. More so,
password changes could be done from time to time.

e The model is adjustable, as future amendments can be
easily applied.

e Elements can be added and/or deleted and authorities
can be revoked and/or changed.

Whereas limitations are:

e Personal resistance from instructors and professors
towards recording their lectures.

e The accuracy rate of speech recognition software plays
a major role in the success of this database.

e Speech recognition software is user dependent; it means
that each user of this software has to train the program
on the way he/she talks and pronounce the words.

e Speech recognition software recognize only one
language at a time (i.e. English in our case) while many
of the lectures held in Isra' university are mixed (both
languages Arabic and English are used at the same
time) which makes it hard for the speech recognition
program to accurately recognizes every word said by
the instructor at that lecture. In this case, instructors
have to go back to the word file generated by the speech
recognition program and correct the words that were
wrongly recognized.

V. CONCLUSIONS AND FUTURE WORK

Transferring and sharing knowledge is one of the most
important stages of knowledge management in any institution
or organization. The main objective of the study was to provide
a proposed solution to what our Arab universities suffer from
in terms of exchanging and sharing information between
instructors and students and between instructors themselves.
This study was able to achieve this objective through:

1) Presenting a theoretical framework about the definition
of knowledge, its types and importance considering that it is
part of the intellectual property of organizations.

2) Analyzing the situation on the field and study how
knowledge flows currently in Isra University. Study the ability
to computerize and store this knowledge in a database to build
a knowledge memory approved by the university.

3) Building a proposed knowledge database that holds the
lecturers' notes in all its formats whether texts, presentations,
videos or audio recordings of lectures.

The proposed system was tested by the three researchers
including recording lectures, storing them into the system and
retrieving them. The system fulfilled all the users' requirements
and the user-interface was easy to interact with. The MIS
department at Isra University will start using the system on
Oct. 2015 so that researchers are able to test the system over a
whole academic year. After that, the system will be evaluated
by the three researchers at the end of the 2015/2016 academic
year and later on results will be published.
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Abstract—The purpose of this paper is to present a
comparative study between relational and non-relational
database models in a web-based application, by executing various
operations on both relational and on non-relational databases
thus highlighting the results obtained during performance
comparison tests. The study was based on the implementation of
a web-based application for population records. For the non-
relational database, we used MongoDB and for the relational
database, we used MSSQL 2014. We will also present the
advantages of using a non-relational database compared to a
relational database integrated in a web-based application, which
needs to manipulate a big amount of data.

Keywords—MongoDB; non-relational
database

MSSQL; NoSQL;

. INTRODUCTION

As technology nowadays is tireless and evolves more and
more every day, the amount of data is increasing and an
application to handle a huge volume of data efficiently it is
important to choose the right model of the database. Relational
database model has a quite rigid schema that means that a
schema must be designed in advance before data had been
loaded and all attributes of the schema are uniform for all
elements, in the case of missing values null values are used
instead [5]. It is difficult to change the schema of databases,
especially when, it is a partitioned relational database that
spreads across multiple servers. If our data capture and
management requirements are constantly evolving, a rigid
schema can quickly become an obstacle to change [6].

Generally a web application must support millions of users
simultaneously and to handle a huge volume of data a
relational database model is still widely in use today, even
though it has serious limitations when to handle a huge volume
of data.

Google, Amazon, Facebook and Linkedln have been
among the first companies that discovered those limitations of
the relational database model as far as the demands of new
applications. These limitations have led to the development of
non-relational databases, also commonly known as NoSQL
(Not Only SQL) [7].

Non-relational databases do not use the RDBMS principles
(Relational Data Base Management System) and do not store
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data in tables, and have schema-less approach to data
management. Non-relational databases do not require schema
definition before inserting data nor changing the schema when
data collection and management need evolve [6] [10]. Instead,
they use identification keys and data can be found based on the
keys assigned [8].

NoSQL could be categorized in 4 types [2]:

1) Key-Value databases — which are the simplest NoSQL
data stores to use, from an API perspective. The most popular
ones are Redis, Riak, etc.

2) Document databases — which store and retrieve
documents as XML, JSON, BSON and so on. The most
popular document database is MongoDB, which provides a
rich query language.

3) Column family stores — these databases store data in
column families as rows that have many columns associated
with a row key. One of the most popular is Cassandra.

4) Graph Databases — allows you to store entities and
relationships between these entities. There are many graph
databases, but between this type of database we can mention
OrientDB, FlockDB. etc. [2]

According to the article was written by Matt Asay,
“NoSQL databases eat into the relational database market” [1]
the NoSQL databases, especially MongoDB, occupy more and
more space on the market, but with all these Oracle and SQL
Server are still constant. In Fig 1. we can see the popularity of
MongoDB and its evolution from 2014 to 2015.

Database Popularity
March 2013-2014

Database Popularity
March 2014-2015

5% 6%
9%
™ 32%
& MongoD8 35“
& Oradle 9%
MysaL ‘

S Couchbase
2% ® Cassandra 15% . Vi
Hbase ‘
|"(

Fig. 1. Database Popularity [1]
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In Fig. 1. we can see a growth of 3% for MongoDB from
2014 until 2015 and a decrease of 2% for Oracle and 8% for
MySQL. This could mean that the companies are leaning
toward NoSQL databases, so they can manipulate more data at
a lower price [1].

A big advantage of non-relational databases is that they are
more scalable and provide superior performance and their data
model addresses several issues that the relational model is not
designed to address like large volumes of structured, semi-
structured and unstructured data, agile sprints, quick iteration,
frequent code pushes, object-oriented programming, efficiency,
monolithic architecture and so on [3] [9].

In this paper, we focus on one of the non-relational
databases, namely MongoDB, and we make a comparison with
one of the relational databases, namely MSSQL to highlight
advantages and disadvantages of the two models. The study
was based on the implementation of a web-based application
for population records, which needs to manipulate a big
amount of data.

1. APPLICATION DEVELOPMENT USING MONGODB VS.
MSSQL

We created a comparative study between relational
databases, namely MSSQL, and non-relational databases,
namely MongoDB. The study has based on the implementation
of a website for population records, which needs to manipulate
a big amount of data. To highlight the advantages of using the
non-relational database MongoDB compared to the relational
database MSSQL, various operations were performed on the
two databases. These operations are the four basic operations
that can be performed on any database, namely: SELECT,
INSERT, UPDATE and DELETE. These operations were
made on 1, 100, 500, 1.000, 5.000, 10.000, 25.000 and 50.000
records. The application has been developed, in ASP.NET
MVC 4 with C# programming language and we implemented
the same methods for both MSSQL and MongoDB databases.
For non-relational databases, we used the MongoDB C# Driver
that is the officially supported C# driver for MongoDB. The
version of the driver is 2.0 and the version of MongoDB is 3.0.

To be able to connect to MongoDB we used a
MongoClient. In code, we used two namespaces that are
specific to MongoDB: MongoDB.Driver and MongoDB.Bson.
Finally we added the connection string in web.config file, like
this:

<connectionStrings>
<add name = "MongoDB" connectionString =
mongodb://localhost:27017/"/>
</connectionStrings>

We used this connection string through this code:

public static string connString =
System.Configuration.ConfigurationManager.Conn
ectionStrings["MongoDB"].ConnectionString;
After retrieving the correct connection string we used it in
methods for calling the collections that we need like the one
bellow:

public static IMongoCollection<BsonDocument>
ConnectToServer ()

{
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var client = new MongoClient (connString);
var db = client.GetDatabase ("Dizertatie");

IMongoCollection<BsonDocument> collection =

db.GetCollection<BsonDocument> ("People") ;
return collection;

}

In the method above, we call the database called
“Dizertatie” and we get the collection called “People” and the
results that will be returned will be a IMongoCollection of
BsonDocument type which is a specific format for MongoDB.

Next, we created asynchronous methods to work with the
data from MongoDB. For example, for deleting all the
registered people from the collection we created a method like
this:

public static async Task<DeleteResult>

DeleteAllConsumers ()

{
var collection = ConnectToServer ();
var filter = new BsonDocument (" id",
new BsonDocument ("$exists", true));

var result = await
collection.DeleteManyAsync (filter);
return result;

}

The MongoDB method that we call for deleting the
registered people, DeleteManyAsync, will delete multiple
documents inside the collection that we are connected to. The
number of the deleted documents depends on the filter that we
need to create and provide when we want to call the method. In
our case, we will delete all registers from this collection.

In the following section we will mainly focus on the
performance results for both databases, MongoDB and
MSSSQL, that we obtained after we executed operations of
SELECT, INSERT, UPDATE and DELETE.

I1l.  COMPARATIVE STUDY: MONGODB Vs MSSQL

Generally, depending on the scope of the application that
we want to develop, when the project is in the planning stage,
each company will establish the resources and the limits for the
project. We also need to choose the database for the application
that will be developed. Here, we should consider the amount of
data that will be manipulated, the rapidity that the project needs
and the budget.

Considering these factors, for an application that will need
to store a large amount of data, if the application have to
handle a huge volume of data, then we should think how we
could achieve this in an efficient way or how many resources
should be allocated for this scope. For example, in the
application that we created, we took in consideration the fact
that we need a huge space for storing the data and the queries
that will be made every day like adding new data, deleting,
updating and so on. All these queries are expensive and we
should also, think about the rapidity at which they are
processed. Another important fact that we need to consider is
the number of users that will access the application, like the
employees from all the country, plus the usual users that will
need different information.
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Considering all these_ fat_:ts, it is importa_nt to _analyse the TABLEL  THE RESULTS OF THE INSERT OPERATION
performance of the application in terms of insertion, update,
deletion and selection operations. Insert MongoDB - sec SQL - sec
The performance of the database that we have chosen can 1 user 00:00:00:003 00:00:00:402
be a very important fact because of the storage space, all the 100 users 00:00:00:005 00:00:00:096
hardware and other components that we need. 500 users 00:00-00-018 00:00-00:183
We began testing with the creation of databases both 1.000 users 00:00:00:033 00:00:00:387
MongoDB and MSSQL after that we executed operations of 5000 users 00:00-00:162 00:00-00:736
INSERT, UPDATE, DELETE and SELECT on both —— ——
databases. All these operations have been made on 1, 100, 500, 10.000 users _ 100:00:00:521 00:00:01:085
1.000, 5.000, 10.000, 25.000 and 50.000 records. 25.000 users  100:00:00:816 00:00:03:378
In MongoDB, for inserting a list of people into the database °0.000 users _ ]00:00:01:835 00:00:08:306

we write the following code:

public static async Task<string> Insert
InsertPeople (List<BsonDocument> pplList)

{
B MongoDB -sec mSQL - sec

var collection = ConnectToServer () ;
var result = await 12.960
collection.InsertManyAsync (pplList) ’
.ContinueWith(x => x.ToJdson()); 08.640
return result; 04.320 J
/ : : : 00.000 - — = -_ i -I
And in MSSQL we write the following code: :
45 L L © O L O
using (SglConnection sglConn = new \9 RO R RO RN
. \) \} Q \} \} Q Q
SglConnection (connStr)) ,\’0 %Q N N N N N
{ \’. (,). @. ’\(/,). </)Q.
sglConn.Open () ;
using (SglCommand sglCmd = new SglCommand()) Fig. 2. MSSQL vs MongoDB insert
{
sqlCmd.Connection = sqlConn; In MongoDB to select records we write the following code:
sglCmd.CommandType =
CommandType.StoredProcedure; List<People> pplList = new List<People>();
sqlCmd.CommandText =[dbo].[Set people]"; var collection = ConnectToServer();
sqlCmd.Parameters.AddWithValue ("@peopleTbl", var filter = new BsonDocument (" id", new
data); sglCmd.Parameters.Add("@isInsert", BsonDocument ("$exists", true));
SglDbType.Bit) .Value = isInsert; using (var cursor = await
int result = sglCmd.ExecuteNonQuery();} collection.FindAsync (filter)) {
sglConn.Close () ;} while (await cursor.MoveNextAsync ()) {
} var batch = cursor.Current;
In MongoDB the following method will insert one record: foreach (var document in batch) {
) . ) People ppl = new People();
public static async Task<string> AddUser (User ppl.ID =
model) { ) document [" 1d"].AsObjectId.ToString();
var collection = ConnectToServer(); ppl.CNP = document["Cnp"].AsString;
var feSPlt = await ppl.Nume = document ["Nume"].AsString;
collection.InsertOneAsync (model) ppl.Prenume = document["Prenume"].AsString;
.ContinueWith(x => x.ToJdson()); ppl.Varsta =
return result; document ["Varsta"].AsInt32.ToString() ;
} . . ppl.Sex = document["Sex"].AsString;
After we executed these operations, we obtained the ppl.Adresa = document ["Adresa"].AsString;
following results that are shown in Table 1. ppl.Ocupatie =

document ["Ocupatie"] .AsString;

The graphical representation of the results from Table 1 is opl . Adresa0cupatie —

shown in Figure 2. We notice that until 1.000 records, we document ["AdresaOcupatie"] .AsString;
obtained a maximum difference of 200 milliseconds, but we ppl.Telefon = document["Telefon"].AsString;
can see that the difference is more significant after 1.000 ppl.StareCivila =
records and for 50.000 records we obtained a difference of 7 document ["StareCivila"].AsString;
seconds and half. ppl.OrasLocalitate =
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document ["OrasLocalitate"].AsString;
ppl.Judet = document["Judet"].AsString;
pplList.Add(ppl); } }1}

In MSSQL to select records we write the following code:

DataTable dt = new DataTable () ;

try{
using (SglConnection sglConn = new
SglConnection (connStr)) {

sglConn.Open() ;

using (SglCommand sglCmd = new
SglCommand () ) {

sqlCmd.Connection = sglConn;
sglCmd.CommandType =
CommandType.StoredProcedure;
sqlCmd.CommandText = "[dbo].[Get People]";
SglDataAdapter da = new

SglDataAdapter (sglCmd) ;

da.Fill(dt); }

Vol. 6, No. 11, 2015

To update the records in MongoDB we write the following
code:

var collection = ConnectToServer();

var filter = new BsonDocument (" id", new
BsonDocument ("$exists", true));

var update = Builders<BsonDocument>.Update

.Set ("Nume", "Updated")
.Set ("Adresa", "Updated");

var result = await
collection.UpdateManyAsync (filter, update);

The methods that we created for MSSQL to insert a new
record or a list of records will be used for UPDATE operation
too, but the parameter @islnsert will be equal with false in that
case. The results of the update operation are shown in Table 3.

sqlConn.Close () ;}}
catch (Exception) { }

return dt;

After we executed these operations for select we obtained

the following results that are shown in Table 2:

TABLE Il.  THE RESULTS OF THE SELECT OPERATION

Select MongoDB - sec SQL - sec

1 user 00:00:00:003 00:00:00:083
100 users 00:00:00:004 00:00:00:002
500 users 00:00:00:017 00:00:00:005
1.000 users 00:00:00:031 00:00:00:006
5.000 users 00:00:00:206 00:00:00:028
10.000 users 00:00:00:291 00:00:00:052
25.000 users 00:00:00:830 00:00:00:190
50.000 users 00:00:01:616 00:00:00:327

TABLE Ill.  THE RESULTS OF THE UPDATE OPERATION

Update MongoDB - sec SQL - sec

1 user 00:00:00:005 00:00:00:039
100 users 00:00:00:007 00:00:00:048
500 users 00:00:00:059 00:00:00:059
1.000 users 00:00:00:042 00:00:00:159
5.000 users 00:00:00:245 00:00:02:219
10.000 users 00:00:00:463 00:00:04:634
25.000 users 00:00:01:294 00:00:19:946
50.000 users 00:00:02:224 00:00:31:205

The graphical representation of the results from Table 3 is

shown in Figure 4.

Update

The graphical representation of the results from Table 2 are
shown in Figure 3.

Select

B MongoDB -sec mSQL - sec

01.728
01.296
00.864
00.432 I-
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Fig. 3. MSSQL vs MongoDB select

From figure Fig.3 we notice that the select operation is
more fast and efficient in MSSQL than in MongoDB. We also
see that at 1.000 records, it is a difference 26 milliseconds and
this grows up to 1.3 seconds when we select 50.000 records.

B MongoDB -sec B SQL - sec
34.560
25.920
17.280
08.640 J
00.000 - N
© & & © O O

Fig. 4. MSSQL vs MongoDB update

For the update operations we can see a bigger difference
from 5.000 records, which is approximatively 2 seconds and
until 50.000 records it grows up to 29 seconds and gives
MongoDB an advantage. We notice that MongoDB spends less
time than MSSQL, for performing update operation as shown
in figure Fig. 4.

To delete the records in MongoDB we write the following
code:

var collection = ConnectToServer();
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var filter = new BsonDocument (" id", new
BsonDocument ("$exists", true));
var result = await

collection.DeleteManyAsync (filter);
return result;

And in MSSQL to delete records we write the following
code:

using (SglConnection sglConn = new
SglConnection (connStr)) {
sglConn.Open() ;
using (SglCommand sglCmd = new SglCommand ()) {
sqlCmd.Connection = sglConn;
sglCmd.CommandType =
CommandType.StoredProcedure;
sglCmd.CommandText =
"[dbo].[Del All Consumers]";
int result = sglCmd.ExecuteNonQuery() ;
success =
!'string.IsNullOrEmpty (result.ToString()) *?
true false; }
sglConn.Close(); 1}

The results of the delete operation are shown in Table 4.

TABLE IV.  THE RESULTS OF THE DELETE OPERATION
Delete MongoDB - sec SQL - sec
1 user 00:00:00:004 00:00:00:081
100 users 00:00:00:003 00:00:00:019
500 users 00:00:00:007 00:00:00:063
1.000 users 00:00:00:017 00:00:00:082
5.000 users 00:00:00:053 00:00:00:143
10.000 users 00:00:00:106 00:00:00:200
25.000 users 00:00:00:317 00:00:00:350
50.000 users 00:00:01:508 00:00:01:787

The graphical representation of the results from Table 4 is
shown in Figure 5.

Delete

B MongoDB -sec mSQL - sec

02.160
01.728
01.296
00.864

00.432

00.000 - — - == =l -. II

luser 100 500 1.000 5.000 10.00025.00050.000
USEers USers users users users users users

Fig. 5. MSSQL vs MongoDB delete

From figure Fig. 5 we notice that MongoDB provided
lower execution times than MySQL in delete operations,
especially when the number of records increases, which is
essential when an application should provide support to
thousands of users simultaneously.
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IV. CONCLUSIONS

In this paper, we showed the results of different operations
that had been applied for MongoDB and MSSQL databases.
MongoDB provided lower execution times than MSSQL in
INSERT, UPDATE and DELETE operations, which is
essential when an application should provide support to
thousands of users simultaneously. The only time when the
MSSQL obtained an advantage was with the SELECT
operations, the other ones gave advantages to MongoDB.

We can also notice that the difference between the results
of each database was not noticeable until around 1.000 records.
Thus, we can say that relational databases, hamely MSSQL is
suitable for small and medium applications. Relational
databases are widely used in most of the applications and they
have good performance when they handle a limited amount of
data.

We need to be carefull when we want to choose a model of
the database for the application that we will want to create. We
should take into consideration main factors as the amount of
data, the flexibility of schema, the budget, the amount of
transactions that would be made and how frequent they are
called. These days, companies, depending on the application
that they want to develop, have the possibility to choose the
most suitable database from a wide range of databases.
Generally, for smaller and medium applications, a relational
database would be chosen and for big applications, that use and
manipulate large quantities of data, a non-relational database
will be chosen. Of course, these are not the only criteria for
choosing a database, but it depends on each company and the
purpose of the application that would need to be developed.

Considering that, in our days, the request for storing a big
volume of data at a low price is bigger every day, we tend to
choose a non-relational database. Also, MSSQL being
commercial at a pretty big price and MongoDB being an open
source solution, it is a big disadvantage for MSSQL.

In the end, for choosing the correct database that can satisfy
all the needs that an application demands in order to have been
developed, all the things presented above should be taken into
consideration before the start of development of the project.
Depending on what each application needs, we can choose the
most suitable database, a non-relational or a relational
database.
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Abstract—Data Mining is best-known for its analytical and
prediction capabilities. It is used in several areas such as fraud
detection, predicting client behavior, money market behavior,
bankruptcy prediction. It can also help in establishing an
educational ecosystem, which discovers useful knowledge, and
assist educators to take proactive decisions to boost student
performance and employability.

This paper presents an empirical study that compares varied
classification algorithms on two datasets of MCA (Masters in
Computer Applications) students collected from various
affiliated colleges of a reputed state university in India. One
dataset includes only primary attributes, whereas other dataset is
feeded with secondary psychometric attributes in it. The results
showcase that solely primary academic attributes don’t lead to
smart prediction accuracy of students’ employability, once they
square measure within the initial year of their education. The
study analyzes and stresses the role of secondary psychometric
attributes for better prediction accuracy and analysis of students’
performance. Timely prediction and analysis of students’
performance can help Management, Teachers and Students to
work on their gray areas for better results and employment
opportunities.

Keywords—Data Mining; Education; Prediction;
Psychometric; Educational Data Mining

. INTRODUCTION

Every year sizable amount of graduates and postgraduates
from numerous professional institutes competes in the job
market for good employment opportunities. Conversely, the
world economy isn’t generating enough employment for this
young unemployed populace. To boost the possibility of
obtaining the right job that matches the qualification and
training of these students, institutes not only ought to add to
their academic qualification but should equip them with
essential employability skills.

Employability skills are necessary across all areas and
kinds of jobs. These skills don’t seem to be only important to
employees, but employers also seek them in candidates before
recruitment. Thus, education system should promote a course
of study that emphasizes and nourishes the development of
employability skills along with fundamental scholastic skills.

An educational institute contains a large number of student
records that remains unutilized. This data can be utilized for
the betterment of students if analyzed well. The data can be
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Banasthali University
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mined and pruned to guide the students at the right time.
Customized guidance to every student in the very first year of
their professional college education can give them a rational
chance to improve themselves and fetch better employment.

In the higher education system, MCA (Masters in
Computer Applications) is a professional degree course that
provides theoretical and practical knowledge of Computers and
its Applications and makes students ready for IT (Information
Technology) and ITeS (Information Technology Enabled
Services) Companies. In the last year of the course, every
student aspire and compete to obtain a decent job before they
pass out. The prediction of students’ employability factor and
timely steerage by educators can greatly facilitate in rising
students efforts in right direction. At the same time better
placed and high performer students will bring laurels to the
institute reciprocally.

A number of researches have been done to predict students
performance, but most of them include only primary academic
attributes for prediction purposes. Whereas, many researches
have evidently shown positive association between non-
academic factors and employability factors. The present study
analyzes the role of various factors in improving the prediction
accuracy of employability. We applied various data mining
classification techniques on student datasets; first with only
primary attributes and then once more by adding secondary
psychometric attributes to it. Comparative analysis is done by
applying classification algorithms in Weka Tool to point out
the impact of secondary psychometric attributes on prediction
accuracy.

Further, this paper is structured as follows: Section Il
presents literature review in educational data mining for
employability factors prediction and analysis. Section Il
describes data mining classification techniques used in the
study Section IV presents the prediction process of data
mining Section V demonstrates and analyzes the results in the
form of comparative table and charts. Section VI concludes
with an outline and a view on future work.

Il.  LITERATURE REVIEW

Data mining has spread its wings in the sector of education
very well and lots of work have been done to explore the
correlation among attributes, predicting academic performance,
finding best mining technique for performance monitoring.
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In year 2014, Emerald Group Publishing Limited published
a paper stating that emotional intelligence, self management,
work and life experiences are necessary factors for
Employability Development Profile [1]. Another paper
published within the same publishing house and described that
employability is joined with competences and tendencies [2].
Cairns, Gueni, Fhima, David and Khelifa analyzed employees’
profiles and found positive correlation in employees’ jobs,
assignments and history [3]. Potgieter & Coetzee, revealed a
number of important relationships between personality and
employability [4]. David, Hamilton, Riley and Mark disclosed
that highest weight is given to soft skills by employers [5].
Denise Jackson and Elaine Chapman in 2012 steered
prominent skill gap between professional institutes and
corporate [6]. V. K. Gokuladas in his first paper reflected that
graduates ought to possess special skills beyond basic
academic education [7]. In his next paper he showcased that
GPA and proficiency in English language as important factors
for employability [8]. Bangsuk Jantawan and Cheng-Fa Tsali,
designed a model for prediction of the employees’ performance
using data mining techniques [9].

Bhardwaj and Pal applied Bayesian classification and
found that factors like living location, medium of teaching,
mother’s qualification, family income and status are highly
correlated with academic performance of students [10].
Tongshan Chang, & Ed. D experimented and provided
evidences that data mining is an effective technology for
college recruitment [11]. Hijazi and Naqvi conjointly found
that the factors like mother’s education and family income are
highly correlated with the student’s academic performance
[12]. Khan implemented clustering and found that girls with
high socio-economic background perform better in science
stream and boys with low socio-economic background are
usually better academic achiever [13]. Z. J. Kovacic applied
CHAID and CART techniques on students enrolment data and
presented two decision trees, which classified successful and
unsuccessful students. The accuracy obtained with these
techniques was only 59.4 % and 60.5 % respectively [14]. Al-
Radaideh, et al predicted the final grade of students using ID3,
C4.5, and the Naive Bayes algorithms and found that Decision
Tree provide better prediction than any other model [15].
Sudheep Elayidom , Sumam Mary Idikkula & Joseph
Alexander applied data mining to assist students in selecting an
appropriate branch as per personal skill set for better placement
later [16].

These studies reveal great potential of data mining in
education sector. More work is needed to establish it as a
customized guiding tool for students. With continued research,
it’ll be ready to support student community very well in near
future.

1l. DATA MINING AND CLASSIFICATION

Data mining is often divided into predictive and descriptive
techniques. Predictive data mining analyses the data and help
in building models, which tries to predict the behaviour of
novice instance. The technique of classification belongs to this
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group and is widely used for predictive modeling.
Classification is a supervised learning approach in which data
is classified into known classes. Classification rules are
identified from training data and are tested for the remainder of
data.

The classification accuracy of an algorithm is majorly
dependent on the type of dataset rather than chosen algorithm
itself. The most important characteristics of a dataset are its
predictors, number of classes and number of instances [17].
The used datasets of MCA students do not have much impact
of classes, because it has only two output classes namely
“employed” and “unemployed”. It’s binary in nature, therefore
works well for most of the algorithms. The number of instances
have very little role on the accuracy of classification, the
quality of instances matter more [17]. The quality of attributes
will offer more information and is a vital factor [17].

Information gain can offer a very good knowledge about
the quality of attributes. To find out the quality of attributes in
present data sets, information gain is calculated in WEKA Tool
for all the attributes. Thereafter, they are stratified from best
(Rank 1) to worst (Rank 29) as per the information gain
received. The ranks of all attributes present in two datasets are
depicted in Fig. 1.

Fig. 1 clearly shows that secondary attributes rank much
superior as compared to primary attributes. The attributes like
Permanent Address, Attention to Detail, Logical Ability and
Score in English are more significant than percentages earned
at senior secondary and graduation level. It signifies that only
primary academic attributes might not be enough to achieve
higher classification accuracy.

To investigate further, two datasets with the same set of
instances (214 instances) are taken for comparative analysis
between primary and secondary attributes. One dataset
contains only primary academic attributes (12) such as
percentages earned at secondary, senior secondary and
graduation levels, whereas, second dataset includes both
primary and secondary psychometric attributes (12 primary and
17 secondary). They’re described in Table I.

Ranking of Attributes on the basis of Information Gain

—— Only primary attributes

——Primary and Secondary Attributes

Fig. 1. Graph of attributes ranked as per Information Gain
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TABLE I. LIST OF PRIMARY AND SECONDARY ATTRIBUTES

Attribute Values

Primary Attributes
Age {<25,>=25}
{A,B,C,D,0}
{A,B,C,D,0}

Secondary Percentage

Senior Secondary Percentage

Stream in Senior Secondary {Commerce,Science,'Vocational...}
{CS'NON Cs}

{A,B,C,D,0}

Graduation Degree

Graduation %

Type (Regular/Distance) {Regular,Distance}

Graduating University {State,Central,Deemed,Private}

Post Graduate Sem 1 % {A,B,0,D,C}
Post Graduate Sem 2 % {A,B,0,D,C}
No. of Supplimentaries in 1st Year {Numeric}

Gap in years between Graduation and PG |{Numeric}

Secondary Attributes
{MALE,FEMALE}
{'EAST DELHI''OUTSIDE DELHI',..}

Gender

Permanent Address

State {DELHI,RAJASTHAN,MP ,BIHAR,...}
English {Numeric}
Quantitative Ability {Numeric}
Logical Ability {Numeric}
Attention to Detail {Numeric}
Computer Programming Skills {Numeric}
Computer Science Knowledge {Numeric}
Psychometric Score {Numeric}
English(P) P->Percentile {Numeric}
Quantitative Ability(P) {Numeric}
Logical Ability(P) {Numeric}
Attention to Detail(P) {Numeric}
Computer Programming(P) {Numeric}
Computer Science(P) {Numeric}
Psychometric (P) {Numeric}

Thereafter, various types of classifiers are applied on these
two datasets to check which sort of attribute set will herald
higher classification accuracy. WEKA Tool is used to
implement these classifier algorithms. Ten most widely used
base classification algorithms used in educational data mining
are chosen. They’re Naive Bayes from Bayes Category, RBF
Network and Multilayer Perceptron from Functions Category,
IB1 and IBk from Lazy Category, PART and DTNB from
Rules Category, lastly J48, Random Tree and Random Forest
from Trees Category.

The Classifies are described as below:

Naive Bayes: This classifier is predicated on Bayes’
theorem and believes in individual possibilities of every
attribute pair. It is simple to build and easy to understand,
withal provides excellent classification results.

RBFNetwork: Radial Basis Function (RBF) networks have
proven to be valuable neural network. These are feed-forward
networks, which are trained with supervised training algorithm.

Vol. 6, No. 11, 2015

The algorithm generally trains in no time and is less susceptible
to issues with non-stationary inputs.

Multilayer Perceptron: MLP algorithm is also widely used
neural network algorithm. The input layer is of attributes,
classes make output layers, hidden layers are interconnected
through several neurons. The back propagation algorithm is
applied to optimize the weights. This algorithm suits well for
approximating a classification.

IB1: The algorithm uses distance measure to find the
training instance closest to the given test instance. Thus
predicts class that is same as training instance. If multiple
instances are same, the first one found is used.

IBk: This is K-nearest neighbours, an instance based
classifier. This can select appropriate value of K based on
cross-validation and can also do distance weighting.

PART: This algorithm builds a partial C4.5 decision tree
with every iteration and makes the "best" leaf into a rule. It
uses separate-and-conquer methodology.

DTNB: This is decision table/naive bayes hybrid classifier.
The algorithm uses forward selection search. At every step,
selected attributes are modeled by naive Bayes. The rest are
modeled by decision table. The attribute may be dropped
entirely.

J48: J48 decision tree is an implementation of C4.5
algorithm. The tree is structured by training instances and is
compatible for dataset with few samples. It doesn’t overfit on
given dataset.

Random Tree: In this algorithm, K randomly chosen
attributes are taken to construct a tree. It doesn’t perform any
pruning.

Random Forest: This algorithm is used for constructing a
forest of random trees.

Robustness of the classifier is usually calculated by
applying cross validation on the classifier. During this study,
10-fold cross validation is employed, that split the data set
randomly into 10 subsets of equal size. Nine subsets are used
as training set and one subset is used as test set. This
procedure is performed 10 times to incorporate every subset for
test once.

IV. PREDICTION WITH DATA MINING

Students’ employability prediction can facilitate students,
academician and management to take proactive actions. This
can improve the success percentage of students to get
employed in excellent companies. The present study shows that
employability can be predicted well, if secondary psychometric
parameters are also taken into consideration. Prediction models
that embody personal, social, psychological and other
environmental variables show better results as compared to
models considering only academic parameters.

A. Data Collection

The data set used in this study is obtained from the
affiliated colleges of a reputed State University in Delhi, India.
Colleges offering three years MCA Degree Course were

86|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

contacted and complete details of 214 students for the session
2012-2015 were collected.

B. Data Selection and Transformation

The obtained data set is then divided into two data sets, one
with only primary academic attributes (12 attributes) and
another with primary and secondary attributes (29 attributes)
with the same number of instances (214 instances). Before
proceeding for mining, the irrelevant attributes such as name,
phone number were removed. Some derived variables like age
was added. The data within attributes were also made
meaningful by converting them into categories such as marks
converted to grades, addresses converted to regions and states.
All the predictors are described in Tablel.

C. Implementation of Classification Algorithms

WEKA is an open source mining tool that implements a
large collection of machine leaning algorithms. The algorithms
used for classification purpose for the present study are Naive
Bayes, RBF Network, Multilayer Perceptron, IB1, IBk, PART,
DTNB, J48, Random Tree and Random Forest. The 10-fold
cross-validation is chosen as an estimation approach to obtain a
reasonable idea of accuracy, since there’s no separate test data
set. This technique divide training set into 10 equal parts, 9 are
applied as training set for making machine algorithm learn and
1 part is used as test set. This approach is enforced 10 times on
same dataset, where every training set act as test set once.

V. RESULTS

The performance of ten classification algorithms for
predicting students’ employability on two datasets (one with
only primary attributes and second with both primary and
secondary attributes) were experimented upon and results were
calculated.

The percentage of correctly classified instances is
commonly known as accuracy or sample accuracy of a model.
The accuracy percentage of all the classifiers were calculated
for both datasets and results are shown in Table I1.

The table is plotted as a graph and is delineated as Fig. 2. It
depicts the performance of classifiers with two datasets, initial
dataset with only primary attributes and second dataset with
both primary and secondary attributes. The graph clearly shows
the improvement in performance of most of the classifiers,
when second dataset is chosen. This further proves that the
information gain shown by the secondary attributes earlier
(Fig. 1), additionally facilitate in better performance of
classifiers. Thus, we can say that secondary attributes play very
important role in improving prediction accuracy of classifiers
with respect to employability. Along with the results of
accuracy, the training and simulation errors with the help of
Kappa Statistic, Mean Absolute Error (MAE) Root Mean
Squared Error (RMSE), Relative Absolute Error (RAE) and
Root Relative Squared Error (RRSE) were calculated. The
results of simulation are shown in Table Il and Table IV. The
percentage differences of RAE% and RRSE% are further
plotted in a graph and are depicted in Fig. 3 and Fig. 4. The
graphs clearly show that Error Percentages (RAE and RRSE)
reduces significantly, when we include secondary
psychometric parameters in dataset.

Vol. 6, No. 11, 2015

TABLE II. PREDICTION ACCURACY OF CLASSIFIERS
0,
Accuracy % A(c;u.racy %
B (Only rimary
Classifier Name i and
Primary S d
Attributes) ec?n an
Attributes)
NaiveBayes 77.10% 84.50%
RBFNetwork 83.10% 85.04%
Multilayer Perceptron 73.80% 82.71%
IB1 74.20% 83.17%
IBk 80.30% 83.17%
PART 81.30% 85.90%
DTNB 78.90% 86.40%
148 84.50% 84.50%
Random Tree 79.90% 80.37%
RandomForest 79.40% 85.90%
Performance of Classifiers
88.00%
86.00%
84.00%
82.00%
‘B—e' 80.00%
- 78.00%
E 76.00%
=
3 74.00%
< 72.00%
70.00%
68.00%
66.00%
& H & & & & & »® & &
& & Gasn & T
& @?\ \S‘é‘z@« Classifier @0506\ Q@(‘bf
&

——0Only Primary Attributes ——Primary and Secondary Attributes

Fig. 2. Graph depicting Classifiers Performance

TABLE Ill.  TRAINING AND SIMULATION ERROR PERCENTAGE
RAE RRSE
(gl:‘lEy (Primary (';R;i (Primary
Primary and Primary and
Attributes) ) Attributes) o)
Attributes) Attributes)
Classifier
NaiveBayes 100.41% 66.40% 111.04% 99.07%
RBFNetwork 95.60% 76.30% 103.20% 93.30%
Multilayer Perceptron 96.60% 67.60% 126.96% 102.90%
IB1 97.50% 63.80% 140.30% 113.50%
1Bk 92.09% 65.10% 119.80% 112.90%
PART 98.21% 84.28% 101.47% 92.74%
DTNB 130.50% 102.20% 111.90% 98.07%
148 99.06% 94.94% 99.99% 99.10%
Random Tree 92.60% 86.04% 121.60% 114.90%
RandomForest 99.60% 90.20% 109.60% 95.10%
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Training and Simulation Error (RAE)
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Fig. 3. Graph of Relative Absolute Error Percentages for classifiers
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% 120.00% /\
H \/ :‘ S; ; é \>

80.00%

160.00%

&

' 140.00%
]
o

-
o
=]
o
2
=

60.00%
40.00%

20.00%

Root Relative Squared Err

0.00%

@@ & & & & & &P & Qo@e‘
X
& &
R Classifier o F
NG
&
&
——Q0nly Primary Attributes ——Primary and Secondary Attributes

Fig. 4. Graph of Root Relative Squared Error Percentages for classifiers

Kappa Statistics: Kappa is a normalized value of agreement
for chance. It can be described as

K= (P (A)- P(E))/(1-P (E))
Where,

P (A) is percentage agreement and P (E) is chance
agreement.

If K =1 than agreement is ideal between the classifier and
ground truth.

If K=0, it indicates there’s a chance of agreement.

Table IV represents the Kappa Statistics calculated for
every classifier used in the current study, once for initial
dataset with primary academic attributes only, thenceforth with
second dataset, which includes both primary and secondary
attributes. Each classifier produces K value greater than 0 i.e.
each classifier is doing better than the chance for training set
[18], once second dataset is chosen. Fig. 5 additionally depicts
the values in graph form.
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TABLE IV.  KAPPA STATISTIC OF CLASSIFIERS
Kappa Kappa
L. Statistic
Statistic A
(Only (Primary
) and
Prl.mary Secondary
. Attributes) .
Classifier Attributes)
NaiveBayes 0.0389 0.386
RBFNetwork -0.0264 0.1544
Multilayer Perceptron 0.0211 0.3116
IB1 -0.0503 0.0126
1Bk -0.0002 0.0126
PART 0 0.2612
DTNB -0.0543 0.2978
J48 0 0.0773
Random Tree 0.0818 0.1872
RandomForest -0.0835 0.2072
Kappa Statistics
0.5
0.4
0.3 \

. ——N
Y e S

o é"b a@ (06 Na Q'\ @’\ ((oﬂ
@ & & & F
_\e} X @
a2
& -
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= QOnly Primary Attributes ——Primary and Secondary Attributes

Fig. 5. Graph of Kappa Statistics Percentages for classifiers

Once prognostic model is formed, it is necessary to
ascertain its accuracy. It is generally calculated based on the
precision, recall values of classification matrix.

Precision is a fraction of retrieved instances that are
relevant. It is calculated as

PRECISION= ( TP)/(TP+FP)
Where,

TP is total number of true positives.
FP is total number of false positives.

Recall is a fraction of relevant instances that are retrieved.
Itis usually expressed in percentages and is calculated as

RECALL= ( TP)/(TP+FN)
Where,
TP is total number of true positives.

FN is total number of false negatives.
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These methods are not very apposite, if dataset is
imbalanced [19]. The datasets utilized in the current study is
imbalanced with only few instances for “employed” class and
large number of instances for “unemployed” class.

Receiver Operating Characteristic (ROC) Curve/Area is
suggested to be a better choice of evaluation with such dataset
[19].

ROC curves can represent the family of best decision
boundaries for relative costs of True Positive (TP) and False
Positive (FP).

In ROC curve the X-axis represents

% FP=(False Positive)/(True Negative+False Positive)
and the Y-axis represents

% TP=(True Positive)/(True Positive+False Negative)

The ideal point on the ROC curve is (0,100) that is when all
positive examples are classified correctly and no negative
examples are misclassified as positive.

Area under the ROC Curve (AUC) is a very useful metric
for judging classifier performance. It is independent of the
decision criterion selected and prior probabilities. The AUC
comparison can ascertain a dominance relationship between
classifiers.

Comparison of evaluation measure ROC Area for minority
class “employed” is presented in Table V. It is also further
depicted as graph in Fig. 6.

The graph (Fig. 6) clearly illustrates the increase in ROC
Area values for almost all the classifiers towards 1, when
second dataset is chosen as compared to the first dataset with
only primary attributes.

This also implies and proves that the performances of
learning techniques are highly dependent on the nature of the
dataset used.

TABLE V. PERFORMANCE OF CLASSIFIERS W.R.T ROC AREA
ROC Area RO(-: Area
(Only (Primary
Primary and
R Secondary
" Attributes) )
Classifier Attributes)
Naive Bayes 0.619 0.868
RBFNetwork 0.596 0.784
Multilayer Perceptron 0.595 0.765
IB1 0.476 0.504
IBk 0.566 0.545
PART 0.501 0.719
DTNB 0.602 0.701
148 0.466 0.635
Random Tree 0.579 0.697
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Fig. 6. Graph of ROC Area for minority class of classifiers

VI. CONCLUSION AND FUTURE SCOPE

The results prove that prediction accuracy for students’
employability can be enhanced with the inclusion of secondary
attributes such as personal, social, psychological and other
environmental variables in the dataset. Accuracy percentage
shows incredible improvement with all types of classifiers.
Error Percentage also reduces remarkably. Kappa Statistics and
ROC Area shows great signs of improvement. Hence, proves
that secondary psychometric attributes play the essential role in
boosting the prediction accuracy of students’ employability.

Due to imbalanced datasets, classifiers could not attain high
percentage accuracy with low error percentage. The maximum
accuracy percentage attained in the study is by DTNB, which is
86.4% with very high error percentages, that crosses the
minimal limit. Thus may not be helpful enough to be
converted into prediction rules. Some technique is required to
handle the problem of the imbalanced dataset.

In future, the dataset can be improved by adding more
significant attributes to enhance the accuracy percentage of
classifiers with low error percentage. Moreover, some
automated technique is also required at the preprocessing stage
to identify the best attributes for finest performance of
classifiers; which also handles the problem of an imbalanced
dataset.
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Abstract—In modern sciences and technologies, images gain
much broader scopes due to the ever growing importance of
scientific  visualization (of often large-scale complex
scientific/experimental data) like microarray data in genetic
research, or real-time multi-asset portfolio trading in finance etc.
In this paper, a proposal has been presented to implement a
Graphical User Interface (GUI) consisting of various MATLAB
functions related to image processing and usi