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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability fo communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our arficles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like fo express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own confributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—A  method, named  competitive  sparse
representation classification (CSRC), is proposed for face
recognition in this paper. CSRC introduces a lowest competitive
deletion mechanism which removes the lowest competitive
sample based on the competitive ability of training samples for
representing a probe in multiple rounds collaborative linear
representation. In other words, in each round of competing,
whether a training sample is retained or not in the next round
depends on the ability of representing the input probe. Because
of the number of training samples used for representing the
probe decreases in CSRC, the coding vector is transformed into a
low dimensional space comparing with the initial coding vector.
Then the sparse representation makes CSRC discriminative for
classifying the probe. In addition, due to the fast algorithm, the
FR system has less computational cost. To verify the validity of
CSRC, we conduct a series of experiments on AR, Extended YB,
and ORL databases respectively.

Keywords—face recognition; collaborative
sparse representation; and competitive representation

representation

. INTRODUCTION

Face Recognition (FR) has become to a hot research area
for its convenience in daily life. Recently, linear representation
methods are very popular which represent the probe with
training samples from gallery set. Collaborative representation
(CR) method has achieved good performance for FR [1-4],in

which a given testing image Y can be represented by a training
set A with a coding vector X, i.e. y=Ax. The training set A
including all samples from all subjects is an over-complete
dictionary. It is known that face images from a specific class lie
in a linear subspace and a probe can be represented by images
which have the same label as the probe. Comparing to the
single-representation method, collaborative representation has
more ability to compensate the pixels of probe. In order to
make the coding vector more discriminative, the sparse
constraint was introduced in regular term. Inspired by
compressive sensing, the induced sparse constraint on coding

vector uses " -norm so that the representation problem is
formulized as:

Cong Li
Chongging Key Laboratory of Computational Intelligence
Chongging University of Posts and Telecommunications
Chongging, China

Chao Li

Chongging Key Laboratory of Computational Intelligence
Chongging University of Posts and Telecommunications
Chongging, China

min{[x[l, st [ly-Ax|,<e M)

Where ||.||, denotes the I, -norm, which counts the

number of nonzero entries of the coding vector and ¢ is a
small error tolerance.

The 1, -norm is widely discussed and used in many

researches. However, the problem of find the sparsest solution
of an underdetermined system suffers the issue of NP-hard.
Researchers put forward different solutions to I,-norm [5-7].

Now, the sparse constraint methods in CR can be divided into
two categories: first one uses I, -norm constraint instead of | -

norm, and second one employs supervised sparse scheme. The
first CR method uses I, -norm in FR is Sparse Representation

Classification (SRC) [1]. In SRC, the sparse representation is
solved using Lasso formulation in which the sparse degree of
the coding vector can be adjusted by the norm constraint
intensity. However, the I, -norm constraint could not bring

good performance when the training samples have high
correlation [8]. In addition, I, -norm based sparse

representation problem is quite time consuming. A two-phase
sparse representation (TPTSR) was proposed by Xu. et.al using
supervised sparse constraint scheme [9]. The M nearest
neighbors of a probe are selected based on the first phase of
representation and then used as the new training set in the
second phase of representation in TPTSR. However, the one-
time deletion in TPTSR may lead to all samples from the
classes as probe are removed when the probe is seriously
distorted. In addition, TPTSR is sensitive to illumination
because of the samples with negative coefficients are likely
removed.

In this paper, we propose a supervised sparse constraint
method named as competitive sparse representation
classification (CSRC). Based on the competitive ability of each
training sample for representing a probe, the proposed CSRC
introduces a lowest competitive deletion mechanism which
removes the lowest competitive samples based on the
competitive ability of each training sample in collaborative
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linear representation. Only those samples with high

competitive can be used in the next collaborative representation.

Then the dimensionality of the coding vector in the next
representation is bigger than the current one. The multi-phase
deletion is more useful for classification than two-phases
deletion [10]. According to that the probe is represented based
on the multi-phase deletion and until the condition is satisfied.
Meanwhile, the dimensionality of the final coding vector is
much smaller than the first one’s, i.e. the coding vector is
sparse. In CSRC, the competitive ability of samples from
correct class as probe is increasing as the lowest competitive
ones are removed. In addition, the fast algorithm of CSRC
enhances the efficiency of the FR system, because the
algorithm avoids the procedure of finding inverse matrixes in
each collaborative representation.

One advantage of CSRC is the multi-phases deletion lets the
competitive ability of the correct class is strengthened
gradually and avoids all samples form correct class of probe
are removed in the one-time collaborative representation. The
other one is that comparing with 1, -norm sparse constraint,

CSRC has lower computational complexity with the fast
algorithm.

This paper is organized as followed: in section 2, three
parts are described: the introduction about a basic general
framework for classification using competitive sparse
representation, description the optimization method, and the
analysis of the computational cost of CSRC. The features of
CSRC are described in section 3.We conduct a series of
experiments to verify the good performance of our method in
section 4 and the conclusions are demonstrated in section 5.

Il.  COMPETITIVE SPARSE REPRESENTATION
CLASSIFICATION

Face images from a same class lie in a linear subspace, a
query image can be represented by within-class samples [11,
12]. But face recognition is a lack of samples problem in
general. When the number of training samples of each class is
not big enough, it is hard to obtain a good representation of a
query image by a small part of training samples that from a
single-subject. That is to say, the representation has large
distance with the query image. Thus, the recognition result is
unstable. However, the query image can be represented
faithfully by collaborative linear representation which each
training samples are put in the dictionary (sometimes the
dictionary is over-completed). Because more training samples
participate in representing the query image in collaborative
linear representation, the competitive of training samples that
from the class as the query decreases. As a consequence, the
query image is likely classified into the wrong class. However,
in the collaborative representation, not every sample has high
competitiveness (high coefficient value). So removing these
less competitive images from the dictionary can increase the
competitive of samples from correct class.

The lowest competitive deletion mechanism in CSRC,
which delete the lowest competitive training samples from the
dictionary in multi-phases. This mechanism can increase the
competitive of the correct samples through removing the
lowest competitive samples. In the meantime, as the samples

Vol. 6, No. 8, 2015

are removed in CSRC, the dimensional of representation
coefficients are smaller. Compared with the space of the initial
representation coefficients, the final representation coefficients
lie in a subspace of it. In other words, the representation
coefficients are sparse. The sparse coding vector
(representation coefficients) has more discriminate information.

A. Competitive Sparse Representation Classification
Given sufficient training samples of the i th object class,
A={a € R”‘}e R™" (i=12,..,c ), where n denotes the

number of training samples and each class contains n; training
samples. Meanwhile each training sample is an m -
dimensionality feature vector. A probe image yeR"™ is

represented by collaborative linear representation over the
dictionary. Since CSRC is a multi-phase deletion method, the
symbol A'and x' (t=1,2,...) denote the training samples and
coding vector in t th collaborative representation respectively.
The representation framework is written as following:

[

minxt £ st ly A [B<e 2)

Where ¢ is the noisy term. The Eq. (2) can be written as
ridge regression form:

x‘=arg min, {ly = A" [} +AlIx" |} 3)
The coding vector can be computed as:
X'=(AY A+AIN) AN Y X eR" 4)

Where the unit matrix I' eR™ and A is a Lagrangian
coefficient. Since CSRC deletes only one training sample in
each phase, CSRC removes the least competitive samples
based on the corresponding entries of the coding vector, i.e., it
finds the minimum absolute value |x;| amongst the

representation coefficients | x; |=min{| x, [,| X, |...| X, [} , and
remove the corresponding training sample a; . So the

dictionary is divided into two subsets: the first subset includes
the deleted image, and the second subset includes the retained
samples. Here the samples in the second part will be used as a

dictionary in the second phase. Let A¥ and A? denote the
removed sample after the first representation and the training
samples in 2th representation respectively. So the above two

subsets can be described as A ={a;|a; eR"} and
A? ={A'}-{A"} | A*eR™P . Then the test y can be

represented over the new dictionary A*. In the same way,
repeatedly conduct the above operation in the next
representation phase.

Assume the k th collaborative representation reaches the
maximum number of the deletion phases. The final coding

vector x* can be represented as following:
XA AHANYIA Ty X e R ®)

Since many samples are removed from the dictionary A*
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that is used in the first representation, it is very likely that A*
excludes all the samples of some classes. Therefore, the origin
classification problem is weakened to a simpler problem which
contains fewer classes. The coefficients of the deleted samples
as zero and then select the coefficients associated with the i th
class and mark it as &, ,i=12,..,c. Then the Euclidean
distance is used for measuring the distance between each class
and the test imagey . The rule of classification is in favor of the
class with minimum distance. The formula can be expressed as
following:

ID(i) =argmin, d, (y) =argmin, ||[y-Ad, ||, i=12,...,C

(6)

The detailed algorithm is given as following:

Algorithm: ~ Competitive  Sparse  Representation
Classification (CSRC)
1. Input: an unidentified image y<R" , the initial

dictionary A' e R™™.

Initial value: t=1

Repeat

Compute the coding vector according to (3)
Removing the training sample a; from the dictionary
At

6. Update the dictionary : A", t=t+1

7. Until satisfy termination conditions

8. Identify : ID(i) =arg,min(|ly — A8, |I,)
9

B

abrwd

Output: the identity of y asi .

. Optimization
As it known to all, the analytical solution of the above

linear model is x=(A A+A1)*A"y . Due to the deletion

operation, the dictionary is updated in each phase. However,
the new dictionary is the subset of the last dictionary. CSRC
implements a fast algorithm to avoiding the repeated matrix
inversion calculation.

Now let a new symbol A expresses the elementary
transformation of A, ie. A=AE  where E is an elementary
matrix. A can be treated that the matrix contains two matrices
AlandA’ e Az{As, Ar} . The two matrices A" and A’

denote the deleted sample and the new training samples
respectively. Since the matrix A is given, so the inverse matrix

(A"A+ A" is available. Then the matrix (ATA+A1)™ can
be derived from (ATA+ AN . The detailed derivation
processes are written as follows:
(ATA+ D = ((AE) (AE)+ A1)t = (ETATAE + A1)
=(ETATAE+aE"IE) ! = (ET(ATA+ AE)™
=(E"(ATA+ANE) T =E(ATA+AN'E
)

Vol. 6, No. 8, 2015

The key problem for solving the coding vector is inverse
matrix. In order to have a convenience expression in (7), the

equation can be represented by the four matrices (O, P, C,
and V) as:

ASTAS 415
ArTAs LA ArTAr LA CcC V
©)

According the elementary transformation of matrix, the
inverse matrix will be transformed as following:.

T -1 _
e AT AT LA o P’
A"A+a1)7 = =

o PI, o] [o P I, o0
C V|0 I | |0 v-co'P|l-cO* I,
(A 0 |1,+P(V-CO'P)'CO" -P(V-CO'P)"]
|0 Vv-cOo'P -co I,
[0 o|i,+P(v-CO?P)'CO" -P(V-CO'P)*
|0 1| <(v-cOo'P)’cO*  (V-CO'P)*
_[1, olo*+0'P(v-CO'P)CO* -O'P(V-CO'P)!]
|0 I|] —(v-co'p)ico* (V-Cco'p)*
©)
Then
-1 1,1 _ 1py-1 1 At _ 1py-1
A A2 = O P|"_[0™+O'P(V-CO’P)*CO™ -O'P(V-CO'P)
cVv ~(v-co’p)’co’ (V-CO'P)*
(10)

In fact, the ultimate goal is to obtain the solution inverse

matrix about A°®, which is used as the new dictionary in the
next iteration, then the inverse matrix can be written as

(A* A® + A1) Not hard to find that

(AY A* +215°) =01 =01 +OP(V-CO*P)*CO*
(11)
Where the delighted things are that O, P, C and V are
already known in the matrix A. A group of new symbols are
introduced to express the four block of (A'A+AD7, ie.,

Q, =0*'+0O"'P(V-CO'P)*CO™ (12)
Q, =-O'P(V-CO"'P)* (13)
Q,, =-(v-co'p)*co? (14)

Q,, =(V-CO'P)*! (15)

Combining (12) and (13), (14), and (15) respectively, the
four block matrices can be descripted as following
Qu= o' - O_1PQ21
Qp = 'O-IPsz (16)
Qu = 'szco-1
Q. =(V-CO*P)*
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After a few times iterate replacements, the O™ can be
expresses by other blocks, i.e.,

o' = Q11 _Q12Q22_1Q21 (17)

Here Q,, is a invertible square matrix in general case.

Since only one the lowest training sample is removed in each
phase, so Q,, is a scalar. In other words, the analytical solution

about the inverse matrix (AST A° + A1) s obtained, i.e.

(AST A+ A1 )_l = Q11 - Q12Q22-1Q21 (18)

C. Complexity analysis

We only analyze the time complexity of (5) in this section,
since this process is the most time consuming in algorithm of
CSRC. It is time consuming way to solve (5) directly in a
certain collaborative representation and the time complexity is

o(n’m+n?)

However, the time complexity that CSRC obtains the
coding vector is much less than (19). Since the matrix
inversion in (5) is replaced by (18). Moreover, the matrix Q,,
in (18) is only one element, it save more calculation. Therefore,
the complexity of CSRC is denoted as O(n*m) . In addition, it
is much less than the complexity that SRC obtains the spares
coding vector, i.e. O(n°’m*°).

I1l.  ANALYSIS OF CSRC

The method Collaborative representation based on
Classification (CRC) uses |, -norm constraint coding vector in

the collaborative representation [13]. Although the coding
vector is not sparse, it fully embodies the competitive level of
each training sample in CRC. However, CRC obtains the
regression model uses only one collaborative representation.
When the number of the training samples is small, it may lead
to regression model over-fitted. The competitive representation,
adopted in CSRC, removes the lowest competitive training
sample from the training set in the current round and the rest
training samples will be used in the nest round. After several
rounds of competing, all samples of the subject which has a
low correlation with the query may be removed. So CSRC
reduces the scale of the FR problem. The Fig. 1, depicts the
residuals between the probe and prediction of each class which
are calculated by CRC and CSRC respectively, illustrates this
phenomenon on ORL database. The upper one in the figure is
obtained by CRC and the bottom one is obtained by CSRC.
The distance between the probe and the predictions from over
20 classes is 1, which means the training samples from these
classes are removed and the coefficients respect to them are
zeros. In addition, in CSRC method, the lowest competitive
deletion mechanism reduces residual the correct class of the
probe and enlarges the residuals of the wrong classes.
According to the figure it is easy to calculate that the ratio of
two smallest residuals by CRC and CSRC are 1.579 and 1.717
respectively. The ratio of two smallest residuals is enlarged by
CSRC, which means CSRC has better discriminative than CRC.

Vol. 6, No. 8, 2015

It is easy to find that CSRC reduces the interference of the
wrong classes.

12
4L

08

Fig. 1. The residual images by CRC and CSRC for a clear testing face on the
ORL database. We select the fifth image of the first man as a probe and the
first five images as training samples. In above two histograms, the horizontal
axis denotes the number of the class and the vertical axis denotes the residuals
between the probe and each class. The top one: the two smallest residual are
0.4922 and 0.7774 by CRC and the ratio of them is 1.579. The bottom one:
two smallest residual are 0.4895 and 0.84.3 by CSRC and the ratio of them is
1.717

IV. EXPERIMENTAL RESULTS

To evaluate the proposed CSRC algorithm, we conduct a
serious of experiments on images from AR database, Extended
YB database and ORL database respectively, as well as
comparing with state-of-the-art methods including CRC, SRC
(without extended matrix), and TPTSR (the candidate set is
10%). We also assess the recognition rate of CSRC(the
candidate set is 10%) on the occluded testing faces. All
experiments are performed in MATLAB on 2014b on desktop
with 4GHz CPU and 8G RAM.

A. Face Recognition without Occlusion
AR database

More than 4000 color face images of 126 people (70 men
and 56 women) consist in AR database [14]. Each people has
26 images include frontal views of face with different facial
expression, illumination and occlusion. The pictures of each
individual were taken in two sessions (separated by two weeks).
Each section contains 13 color images and 120 individuals (65
men and 55 women) participated in both sessions. The images
of these 100 individuals (50 women and 50 men) were selected
and used in our experiment. Faces that are used to test these
methods are gray and then normalized it to 50x40 pixels.

4|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

We select the first seven faces in session one as training
samples and the first seven faces in the session two as the
testing samples for each class and a specific class faces are
shown in Fig. 2. The recognition rates of the four methods are
shown in the Tab. 1. Since the testing samples and training
samples are collected in different time, none of all methods
have a 100% recognition rate. Since the training samples have
high correlation, the sparse representation by SRC could not
obtain a good performance. However, since CRC could not
increase the competitive ability of the samples from the correct
class as probe, so CRC has lower result than TPTSR and
CSRC. Furthermore, TPTSR has lower recognition rate than
CSRC, bhecause of that TPTSR is likely to delete all images
from the correct class in the first phase. From the experiment
we can see that the lowest competitive deletion mechanism in
CSRC makes the coding vector has more discriminant
information indeed.

Extended Yale B database

The extended Yale B face database contains 38 persons
under 64 illumination conditions [15,16]. A subset (contains 31
individuals) is used in this experiment. The 64 images of a
person in a particular pose are acquired at camera frame rate of
30 frames/ second, so there is only small change in head pose
and facial expression for those 64 images. Each image is
resized to 50x40 pixels in our experiment. Several frontal faces
of one person are shown in Fig. 3. As is known to all,
illumination is another big challenge for face recognition.

Vol. 6, No. 8, 2015

Faces were captured under carious laboratory-controlled
lighting conditions. Samples in subset one (seven images per
person) under nominal lighting condition was used as the
gallery. Since the recognition rate for test subset 2and 3
(characterize slight-to-moderate luminance variations) are by
all methods. Here we select faces in subset 4 are used for
verify CSRC method. Due to the increasing illumination
condition, the recognition results are not very high in subset 4.
From the Tab. 2, CSRC is better than CRC for testing the
illuminated images, which means the deletion mechanism
makes the classification more discriminative. In addition,
compared with TPTSR, CSRC has about 22% higher
recognition result than it. The reason for which is that the
training samples from the correct class as probe is easy
removed in the two-phases deletion, as well as the samples
with negative coefficient are not deleted. To the contrary
CSRC reduces the risk that the correct training samples will be
removed in one time through the multi-phase competitive
deletion.

ORL database

ORL database, created by AT&T lab in Cambridge
University, contains 400 face images of 40 subjects, i.e. each
individual providing 10 face images, including expression
variants, multiple directions of posture change within 20% of
the scale of the change. Dimensionality of each face is reduced
to 50x40. All face images are show in Fig. 4. For

Fig._2. Frontal faces with emotion and iIIuminatio changes on AR database. The top seven faces are from session one and the down seven samples are from
session two
TABLE I. RECOGNITION RATES (%) ON AR DSTABASE
Methods CRC TPTSR SRC CSRC
Recognition rate 91.571 91.857 82.714 92

Fig. 3. Some sample faces of a subject from Extended Yale B database. The top row: seven images with moderate illuminance variations from subset 1. The

down row: a part images with large illumination variations from subset 4
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TABLE Il RECOGNITION RATES (%) ON EXTENDED YALE B DATABASE
methods CRC TPTSR SRC CSRC
Subset 4 74.194 55.76 44.24 77.419
. . . . .. TABLE IV. RECOGNITION RATES (%) ON AR DATABASE FOR SUNGLASSES
each subject, we choose the first five images as the training AND SCARF

images and the rest images are used for testing. From the Tab.
3, the recognition results of these four methods are close. Sinceé  pethods TPTSR CSRC
the deletion operation in CSRC, the sparse coding vector has
more discrimination than CRC, so CSRC has 1.5% higher Sunglasses 56 61
recognition rate than CRC.

Scarf 52.5 78.5

&k 4 1&1 s

oy F""‘- I .-;'\ :'-"I- b "'I - rﬁ‘
[} i 4

¢ - - |

ol S | S | S

Fig. 4. Ten images of a specific class from the ORL database. The top row

represents the training samples and the images in the bottom row are testing
samples

TABLE Ill.  RECOGNITION RATES (%) ON ORL DATABASE
methods CRC TPTSR SRC CSRC
Recognition 87 91.5 88 88.5

rate

B. Recognition with sunglasses and scarf

In this section we test CSRC’s ability to cope with real
possibly malicious occlusions using a subset of AR database.
The chosen subset consists of 1200 images of 100 subjects, 50
male and 50 female. For each subject, eight frontal faces (half
face are from session one and another half are from session two)
without occlusions are used as training samples. We select the
testing face images with sunglasses (two samples for each
subject and each sample with about 20 percent occlusion) and
scarf (two samples for each subject and each sample with
approximately 40 percent occlusion on the faces) respectively
and the testing samples of a specific subject are show in Fig. 5.
The recognition rates by TPTSR and CSRC are shown in Tab.
4. CSRC has little better than TPTSR for testing samples with
sunglasses. In the scarf case, the recognition rate by CSRC is
26% higher than TPTSR’s. Because that the proportion of the
scarf almost reaches to 40%, it is likely that the images of
correct class as probe are deleted in the first collaborative
representation in TPTSR. On the contrary, CSRC makes sure
the images of correct class of probe have high competitive.

T

Fig. 5. Face images with sunglasses and scarf respectively on AR database

V. CONCLUSIONS

In this paper, a competitive representation framework is
proposed to solve the sparse representation problem. The
lowest competitive deletion mechanism ensures the
competitive ability for representing a probe decrease and
enhances the competitive ability of the correct class as the
probe. What’s more the fast algorithm makes the FR system
more efficiency. According to the experiments, the multiple
rounds of competitive representation has better performance in
general than the two-phase deletion. In addition, SCRC
adoptively reduces the over-fitting issue of the regression
model. However, CSRC also has some disadvantages, such as
has not enough robustness to deal with occlusions, disguises,
and corruption. In the further, we will pay more attention on
these disadvantages.
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Abstract—Wall climbing robot can provide easier accessibility
to tall structures for Non Destructive Testing (NDT) and improve
working environments of human operators. However, existing
adhesion mechanism for climbing robots such as vortex,
electromagnet etc. are still at development stage and offer no
feasible adhesion mechanism. As a result, few practical products
have been developed for reinforced concrete surfaces, though
wall-climbing robots have been researched for many years. This
paper proposes a novel magnetic adhesion mechanism for wall-
climbing robot for reinforced concrete surface. Mechanical
design parameters such as distance between magnets, the yoke
thickness, and magnet arrangements have been investigated by
Finite Element Analysis (FEA). The adhesion module can be
attached under the chassis of a prototype robot. The magnetic
flux can penetrate maximum concrete cover of 30 mm and attain
adhesion force of 121.26 N. The prototype provides high Force-
to-Weight ratio compared to other reported permanent magnet
based robotic systems. Both experiment and simulation results
prove that the magnetic adhesion mechanism can generate
efficient adhesion force for the climbing robot to operate on
vertical reinforced concrete structures.

Keywords—Finite Element Analysis (FEA); Magnetic
Adhesion System; Non Destructive Testing (NDT); Wall Climbing
Robot

. INTRODUCTION

This research aims to develop a novel adhesion mechanism
for concrete wall climbing robot. In this paper, the design
parameters and development of a prototype robot are reported.
Many of the structures such as high-rise buildings, bridges,
dams, complex nuclear power plants etc. are constructed using
concrete because of its high strength and durability. Over the
lifetime, natural phenomenon like moisture and chlorides
present in the atmosphere cause the concrete structures to lose
their strength and that induce structural faults like
reinforcement bar corrosion, cracking, and delamination of the
concrete surface. Currently manual Non Destructive Testing
(NDT) using handheld devices are used to detect faults in
concrete surface and overall structural integrity. Figure 1
shows the scenario of an operator carrying out manual NDT of
a 92 m tall concrete chimney using handheld ground
penetrating radar.

Likewise, current method of carrying out NDT process is
manual and less efficient as access to test sites on these

Traiq Pervez Sattar

Robotics and NDT Research Center
London South Bank University
London, UK

structures is obtained by constructing scaffolding or abseiling
down from the top. Operators deal with hazardous
environments such as nuclear industrial environments, working
at high altitude, and limited manoeuvrability [2]. In terms of
safety, cost and efficiency, climbing robots can offer reliable
performance and access to large structures in hazardous
environments that may not be accessible to human inspectors.

Fig. 1. Manual NDT of tall concrete structure by erecting scaffolding [1]

The proposed prototype robot discussed in this paper is
designed to provide robotic platform to attach variety of NDT
equipment for concrete wall inspection. The general
requirements of the robot mainly include:

a) The robot should have climbing capability of vertical
steel surfaces of up to 100 m high and curved surfaces where
the minimum diameter is down to 10 m which is common for
concrete based nuclear power plants.

b) Keep the robot weight to a minimum as possible.
Should the robot fail for any reason, the impact of a heavy
robot would cause damage to plant equipment and
surroundings.

¢) Retain a minimum payload capacity of 2-5 kg for
mounting NDT equipment.

d) It should be able to make floor to wall transition and
vice versa with a maximum angle of 90°.
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This paper proposes a permanent magnet based adhesion
system for concrete surface climbing robot that is distinctive
compared to other systems found in the literature. The
permanent magnets are arranged in a special way that the
magnetic flux is concentrated and magnified to couple with
reinforcement bars (rebars) buried under the concrete. The
paper consists of the following sections: section Il gives an
overview of the existing climbing robots. Section 111 describes
the construction method of concrete structures. Dynamic force
analysis to establish climbing force requirement and
optimization of magnetic adhesion module using Finite
Element Analysis (FEA) are given in section IV and V
respectively. Section VI presents the experiment setup for
adhesion performance verification with comparison of this
proposed system with other available systems in section VII
and finally, the paper concludes with a brief summary and
recommendation in section VIII.

Il.  CURRENT STATE OF CLIMBING ROBOT

Most important considerations in developing wall-
climbing robots are its mechanical design, locomotion and
adhesion mechanism. Climbing robots need to have the same
locomotion mechanism as mobile robots however, the adhesion
mechanism significantly affects the system reliability, payload
ability, and power consumption of robots. That makes it more
challenging to develop a climbing robot than a mobile robot.

To overcome the limiting factors of manual NDT process,
application of special climbing robots has been seen in fields
such as steel oil tank inspection, weld line inspection, steel pipe
structure inspection [3]. There are number of adhesion
techniques for climbing robot such as vacuum suction cups,
magnets, negative pressure vortex that could be found in the
literature. Permanent magnets have been used as the primary
adhesion method in designing ferrous wall-climbing robots.
Magnetic wheel-type [4], track-type mechanisms [5], legged
robots with magnetic feet [6] are used for robot inspecting
complex shaped structures. The benefit of wheel-type
locomotion is that it can move flexibly with a small contact
surface between the wheels and the wall. Therefore, the robot's
energy use ratio is low. The track-type mechanism has a larger
contact area and can generate higher attraction force however,
it is hard to change directions. A non-contact adhesion
mechanism has been proposed in [7]. It mounts arrays of
magnets under the chassis of the robot. There is a gap between
the magnet and the wall surface. However, the effect of
multiple magnet layer and the distance between the magnets on
total adhesion force are not investigated there. Reference [8]
also proposes permanent magnet based system. It investigates
the effect of air gap between multiple magnets and the steel
surface, the effect of distance between the magnets, effect of
magnet dimension on overall adhesion force have not been
investigated though. Suction cups and pneumatic adhesion are
other popular methods of adhesion. Robots using more
traditional suction mechanism are the ROBICEN [9], NINJA-II
[10], ROBIN [11]. The Clarifying Climber 11l [12] is a robot
that works by creating negative pressure called vortex between
the surface and the robot body. Another robotic system
developed for the purpose of concrete NDT is Tile-Wall robot
as shown in fig. 2. This includes a mobile module which
carries the sensors and NDT devices, a ground platform and a

Vol. 6, No. 8, 2015

roof platform which work together to form a vertical conveyor
belt system to slide the robot up and down [13].

Even though such system solves the difficulty of climbing
vertically but it still needs the conveyor system to be installed
on the roof and ground. This feature makes this system
ineffective in case of very tall structures.

-.f'_’,r'_ =11} -
2
L 304 -
T3 -
L
Rkt &
@
Building Body

Fig. 2. Block diagram of Tile-Wall robot system [13]

Developing climbing robot for reinforced concrete surface
presents a new aspect in adhesion technique as adhesion
principles of vortex and electro adhesion are still in
development stage and not completely understood as well as
suction cups, which operation is limited to smooth surfaces.
Moreover, tracked vehicles having two degrees of freedom are
less maneuverable. As a result, few practical products have
been developed for reinforced concrete surfaces, though wall-
climbing robots have been researched for many years.

I1l.  CONSTRUCTION METHOD OF CONCRETE STRUCTURES

Permanent magnets can establish magnetic coupling with
ferromagnetic materials present within the magnetic field. All
safety critical concrete structures are reinforced with steel
rebars. Steel is highly ferromagnetic material therefore, means
to establish magnetic adhesion between rebars buried under
concrete and magnets could provide a simple, low-energy
adhesion mechanism. However, the main challenge when
adhering to such structures is to shape the magnetic flux to
flow into the concrete as deeply as possible. Hence, it is
important to investigate the construction methods of safety
critical concrete structures.

Concrete is a brittle material. It has strong compression
force but cannot withstand strong tensile stress [14]. As a
consequent, cracking on a non-reinforced concrete plane could
easily occur if excessive force if applied by external loading as
shown in fig. 3. Therefore, raw concrete is reinforced with
strong materials such as steel to counter the tensile forces
resulting from induced loading. Dense meshing of steel rebars
on the vertical wall of a nuclear power plant is shown in fig. 4.
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However, a correct rebar positioning is critical. For
instance, if rebars are located near the bottom surface of a
concrete slab and if the surface is subjected to excessive force
applied by the load then this will lead to appearance of cracks
on the bottom plate as in fig. 5 and must follow a standard to
ensure overall structural strength.

P

l

(a)

4

(b)

Fig. 3. Cracks on a concrete plane (a) Bending Force < Tensile, (b) Bending
Force > Tensile [14]
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Fig. 4. Proposed workspace for the concrete wall-climbing robot
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Fig. 5. Appearance of cracks due to inaccurate rebar positioning [14]

The standard applicable in UK that determines the
minimum concrete cover requirement is BS 850 and Eurocode
2 [15].

Vol. 6, No. 8, 2015

In Eurocode 2, different structures are categorized in
different classes such as buildings and power plants are XC3
and XC4 class structures as they are exposed to cyclic wet, dry
and moderate humid conditions whereas bridge columns that
are submerged in water are XC1 class. The nominal concrete
cover is determined based on the type of environmental
exposure, concrete quality, and intended working life of the
structure. Therefore, the following measurement should apply
for nominal concrete cover where an allowance of 10 mm in
design deviation is introduced.

Crominal = Crinimum + 10 mm 1)

The nominal cover requirement for atmospheric exposure
of 50 years working life extracted from BS 850 is given in
table I.

TABLE I. NOMINAL CONCRETE COVER FOR DIFFERENT STRUCTURES
BASED ON BS 850
Minimum range, | Nominal range,
S mm (Cement mm (Cement
tructures : )
quality quality
dependent) dependent)
Buildings (Vertical
elements exposed to rain 25-35 30-45
and snow)
Bridge Columns 25-35 30-45
Dam 25-50 35-60
Nuclear Power Plant 25-35 30-45

The rebars diameter can vary from 8-55mm. The primary
requirement of the adhesion module is to penetrate magnetic
flux to a maximum of 60 mm depth to couple with the rebars
and generate sufficient adhesion force to ascend on the vertical
wall carrying the payload.

IV. DYNAMIC FORCE ANALYSIS

The ideal operation of a climbing robot involves vertical
climbing, transitioning and climbing angled slopes. A force
analysis could provide insights into stability of the climbing
robot and determine minimum adhesion force requirement to
avoid sliding and roll-over failure.

A. Sliding avoidance

To understand the forces acting on a robot, consider the
forces acting on a robot resting on an inclined plane as shown
in fig. 6. If robot weight is = W, distance of front and back
wheel center = L, height of the center of gravity = d,
acceleration of the robot = a, the coefficient of surface friction
= W, slope of the inclined surface = 6.

ZF" = Wsin©® — puN
Wsin ©
N =

1l
Wsin ©
Wcos© + F, =

Therefore, for the robot to avoid slipping, required
adhesion force should be

Wsin ©
F, >

— Wcos © 2

10|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Fig. 6. Free body diagram of robot moving on an angled surface

If the robot is operating on a completely vertical surface
then © = 90°and equation stands as

w
Fa> I (3)

B. Capsizing avoidance

The torque induced by the front set of wheels should be
greater than that induced by the robot’s weight. So, by taking
moment about point A from fig. 6,

ZMzW xd+ F,xL=0

W xd
F,=—

Here negative sign denotes the force direction. To avoid
capsizing, the adhesion force should be,

W xd

F, > 4
In order to avoid slipping, the center of gravity of the robot
should be as close to ground as possible and the distance
between the wheels should be large enough. Moreover,
increasing the coefficient of surface friction and reducing the
robot weight will ensure capsizing avoidance. In addition, the
calculations suggest that as long as the robot can avoid
slipping, it can avoid capsizing as the force required to avoid
capsizing is significantly lower than slipping.

V. DESIGN OPTIMIZATION OF AMGNETIC ADHESION
MODULE

The main challenge when adhering to concrete structure
using permanent magnet is to shape the magnetic flux to flow
into the concrete as deeply as possible to couple with rebars.
FEA could be used to investigate the magnetic flux
propagation behavior and also measure the resultant adhesion
force.

Mathematical model

simulation

of FEA based magneto-static

Magneto-static models are better understood by Maxwell’s
equations. If magnetic field intensity is H, magnetic induction
is B then according to Maxwell equation the relations between
them in a static magnetic field are [16]:

VxH =] (5)

Vol. 6, No. 8, 2015

V.B=0 (6)
B =pH (7
J=0E 8)

Here, J is current density, p is dielectric permeability, E is
electric field intensity, and o the conductivity of the medium.
The magnetic permeability of ferrous materials such as steel
and iron is non-linear and in reverse relation with the magnetic
field intensity, H. The magnetic field generated the proposed
adhesion unit is regarded as static and the electromagnetic field
generates a uniform magnetic field effect in this situation. The
field vectors and source vectors in Eq. (2) — Eq. (8) are all
space co-ordinate functions and do not change with respect
with time.

The double rotation equation of the equivalent vector
magnetic potential function is:
Vix A=l (9)
Where, A is a vector

In a three-dimensional co-ordinate system, Eq. (6) can be
translated into

%4y , 0%Ay . 0%A4

VEX A= oot oz T oz = Wk (10)
924 924 9%4

V2 x Ay = axzy 63/2)/ 6zzy = _u]y (11)
0%24, = 0%4, = 93%A,

Ve x Az = ox? + ay? + 922 —Hz (12)

The FEA divides the solution area into small areas by using
tetrahedral meshing method and calculates the resultant force
as an integral of Maxwell’s surface stress tensor equation as
below [17],

n,T, = —§ (H.B)n, + (n, .H)BT (13)
Where, n; is the boundary normal pointing out from the
rebars and T, is the stress tensor of air.

A. Optimization of magnetic adhesion system

To understand the design criteria of an adhesion module for
reinforced concrete structures, 3D model simulations are
carried out using industry standard software Comsol
Multiphysics. Here parameters such as distance between
multiple magnets, implementation of flux concentrator,
variable concrete cover etc. are investigated to determine their
effect on resultant adhesion force, F,. The main properties of
the materials used in simulations are listed in table II.

TABLE II. MAIN PROPERTIES OF NDFEB N42
Properties Value
Magnetic induction intensity B, (T) 131
Coercive force He, (KA/m) 915
Intrinsic coercive force Hg (KA/m) 955
Magnetic energy product HB (KJ/m®) 318
Relative permeability (p) 1.068 - 1.113
Relative permeability of yoke (L) 5000
Relative permeability of steel concrete 1
surface (ur)
Relative permeability of steel rebar (jr) 1500
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The primary focus here is to achieve maximum adhesion
force to support the payload by using minimum number of
magnets. Therefore, keeping the robot’s net weight, W to a
minimum will help to increase the performance of the adhesion
module. So, the value of magnetic force ratio, n directs the
performance of adhesion unit where,

Fa

=5 (14
1) Effects of distance between multiple magnets
If two magnets are placed close to each other, then the
distance between them affects the distribution of magnetic flux
and thus the total adhesion force. To evaluate this scenario, two
neodymium grade N42 magnets are attached to a grey cast iron
(97% pure) plate called “yoke” with reversed polarity.
Dimensions used are magnet length, M;=50 mm, width, M, =50
mm, thickness, M=12 mm, rebar diameter, R;=12 mm, yoke
thickness, Y=10 mm; concrete cover, C.=30 mm. The distance
between the two magnets are varied from 10 mm to 150 mm
and the magnetic flux density norms are observed from
simulations. The model setup is given in fig. 7.

Steel rebar

Magnetic flux lines through rebar ‘

—a 1
I
—1 1

Fig. 7. Distribution of magnetic flux lines in the magnetic circuit travelling
from North Pole of one magnet to South Pole of another magnet

The color graphs in fig. 8 represent the magnetic flux
concentration norm along the rebar length. It is observed that
as the distance between the magnets is increased from 10mm,
the flux concentration area increases shown by the red hotspot
on the rebar.

As two magnets are closer to each other, the resultant
magnetic attraction area is small. But as the distance increases
to an optimum level of 50-60 mm, magnetic flux leaving North
Pole of one magnet have to travel longer to couple with South
Pole of another magnet to complete the magnetic circuit
between two magnets and as a result, total active area of
attraction becomes bigger which in turns increases the
adhesion force. Bigger red hotspot area in fig. 8(b) denotes the
optimum distance between the magnets. At distance greater
than 60mm, magnetic flux density reduces as represented by
bigger but low intensity hotspot for 150 mm magnet distance in
fig. 8(c).

Vol. 6, No. 8, 2015

According to simulation results in fig. 9, adhesion force
increases gradually as the distance between the magnets
increases. At 50 mm distance between magnets, adhesion force
is maximum at 64.93 N. This is a 33% increase compared to
adhesion force achieved at 10 mm distance between magnets.
However, adhesion force falls sharply as the distance is
increased above 50 mm. At 150 mm distance, adhesion force
reaches as low as 51.6 N. These measurements support the

magnetic flux density norm presented.

©

Fig. 8. Magnetic flux concentration norm at different distance between
magnets; (a) Distance: 10mm, (b) Distance: 50mm, (c) Distance: 1500mm
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Fig. 9. Simulated adhesion force at different distances between magnets

2) Effects of yoke thickness on adheison force

Previous simulations show that the use of yoke
significantly increases the adhesion force. Using only two
magnets placed at 50 mm distance between them without any
yoke results in adhesion force of only 39.34 N for concrete
cover of 30 mm. But implementing a yoke of 5 mm thickness
increases the adhesion force significantly to 53.71 N.
Therefore, thickness of yoke plays a critical part to maximize
adhesion force. To investigate this parameter further, models
with varied yoke thickness from 1 mm to 40 mm are simulated.
All other parameters are kept the same as previous simulations.

The adhesion force found to be increasing significantly
when the yoke thickness is increased from 1 mm to 20 mm. A
yoke of 1 mm thickness does not have any apparent effect on
adhesion force as the flux leakage is higher in all direction as
shown in magnetic flux density norm in fig. 10(a).

Slice: Magnetic flug den

eamiime_tapetic field

A 8.3696

8

-200

Yo

@
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.- 35907

A 1.5495

Fig. 10. Magnetic flux density norm at yoke thickness; (a) 1 mm, (b) 5 mm, (c)
20 mm

Any influence of yoke thickness appeared when the
thickness is increased to 5 mm, the system achieves magnetic
coupling with rebar as presented in fig. 10(b). But at 20 mm
thickness, the flux concentration is at maximum and reaches
maximum adhesion force of 65.13 N. Moreover, the magnetic
flux leakage is lower in the yoke’s opposite surface and more
flux lines are concentrated toward the rebar shown as red
hotspot in fig. 10(c). According to force against yoke thickness
graph in fig. 11, the adhesion force comes to a saturation point
of approximately 62 N at 25mm yoke thickness, where further
increase in yoke thickness would not have any significant
influence on adhesion force. Moreover, the force-to-weight
ratio, I] of the adhesion module falls sharply because of the
added weight by increased yoke thickness. The primary reason
for this is that, magnetic flux lines prefer to pass through
medium of high permeability. When the yoke thickness
exceeds an optimum point (in this case 25 mm), the magnetic
flux lines prefer to pass through the yoke of high permeability
rather than air as in figure 12. Thus, the magnetic coupling
with the rebars is minimum to influence the adhesion force.
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Fig. 12. Density of magnetic flux on a 25 mm thick yoke

Therefore, the implementation of yoke ensures magnetic
flux concentration between the yoke and steel rebars. As a
result, attraction force is increased. It also acts as a magnetic
shield and reduces the magnetic field strength at the back, so
there is less magnetic interference with electronic control
circuits.

3) Optimization analysis of magnet arrangement layout

The influence of the magnet and yoke dimensions on the
performance of the adhesion module was analyzed in the
previous sections. As the adhesion module is made of multiple
magnets so, the coupling between them will influence the
adhesion force. For the previous two sets of simulation, North-
South configuration using two magnets was implemented.
Such configuration essentially creates one magnetic circuit
travelling from North Pole of one magnet to South Pole of the
other magnet. Yet for deeper penetration of magnetic flux
lines, a configuration of North-South-North using three
magnets could be considered as fig. 13.
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Fig. 13. Proposed N-S-N and N-N-S-N-N magnet arrangement layouts

In this case, adding one magnet on the system will create
two separate magnetic circuits and thus might increase the
overall adhesion force. Another configuration of North-North-
South-North-North could be considered. This arrangement will
also effectively create two magnetic circuits however, the
magnetic flux lines have to travel further from North Pole to
South due to the fact that two identical poles are located near to
each other. As a consequent, a deeper dispersion of magnetic
flux lines could be accomplished. For simulations, magnet
dimension is kept similar to previous cases and yoke thickness
of 15 mm is considered.

Simulation results show that adding one extra magnet into
the system greatly increases the module’s ability to concentrate
the magnetic flux towards the buried rebar and thus can
generate greater adhesion force. The maximum adhesion force
is measured 113.19 N for N-S-N layout compared to 65.13 N
in the previous case at 30 mm concrete cover. According to
magnetic flux density norm from Fig. 14, magnetic flux for N-
N-S-N-N does not concentrate as uniformly as N-S-N layout.
Layout 2 essentially creates two magnetic circuits but as two
North Poles are located in close proximity at both ends of the
adhesion module, it actually distort the magnetic flux
uniformity. Moreover, in case of layout 2, having two same
poles closer to each other ensure that magnetic flux lines travel
a longer distance to meet the opposite pole compared to layout
1.

However, adhesion force comparison result between two
layouts shows that, layout 2 produces higher adhesion force
than layout 1 for different concrete cover. At 10 mm concrete
cover, resultant adhesion force is 312.57 N and 451.33 N
respectively for layout 1 and 2. But as the concrete cover is
increased to 20 mm, adhesion force reduced to 188.02 N and
248.17 N respectively. So this is a reduction of 39.84% for
layout 1 and 45% for layout 2. The rate at which adhesion
force falls as the rebar distance increases is marginally lower
for layout 1 than layout 2. Moreover, the influence of weight of
the additional magnets of N-N-S-N-N arrangement is cancelled
out by generating higher adhesion force which means layout 2
will have higher I] ratio compared to layout 1 as fig. 16.

l4|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Uniformly distributed magnetic flux lines

Extended but distorted magnetic flux lines

Fig. 14. Comparison of magnetic flux line propagation behaviour of layout 1
and layout 2 from left to right
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Fig. 16. Force to weight graph for two layouts
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VI. EXPERIMENT SETUP AND RESULT DISCUSSION

In order to validate the simulation results, a magnetic
adhesion system consisting of three N42 grade neodymium
magnets arranged in N-S-N orientation was built and attached
to a prototype climbing robot. The measured dimensions of the
whole system are: robot length = 360 mm, robot width = 210
mm, height of the center of gravity = 15 mm, magnet length
and width = 50 mm, magnet thickness = 10 mm, yoke length =
350 mm. Two yokes with thickness of 5 mm and 15 mm as
shown in figure 16 (a) were used for better comparison. The
gap between the magnet surface and climbing surface is critical
as a small gap increases the adhesion force significantly.
Therefore, the gap was kept to a minimum of 2 mm. The
ability to pass obstacles has been considered to be of secondary
importance since the aimed climbing structures are closely
uniform. Each wheel is independently driven and a differential
drive system is adopted to realize the turn. The wheel diameter
is 63mm. Rubber wheel with polyurethane layer is chosen to
increase the traction. The output torque and rotation of the
motor are 2.16 Nm and 30 rpm respectively. The maximum
speed of the robot is 6 meter per minute. The robot’s net
weight is 2.23 kg and 3.68 kg when 5 mm and 15 mm thick
yoke is used respectively. Therefore, the required force for
sliding avoidance can be obtained as 46 N and 76 N for 5 mm
and 15 mm yoked robot respectively by using equation 3 and 4
when acceleration, a = 0.5 m/s2and wheel friction coefficient,
u=0.5.

Two FlexiForce A201 force sensors, capable of measuring
force up to 445N was mounted underneath the base of the
motors situated on the top right and bottom left corner of the
robot. As the attraction area of the adhesion module is uniform,
therefore by taking the average value of the two sensors will
give the actual adhesion force at a given test point. A 10-bit
analogue- to-digital AVR microcontroller based embedded
system module as shown in fig. 17 was used to capture and
serial transmission of the analogue data and MATLAB was
used for data analysis. An operator can access the on board
control module via Bluetooth wireless communication system.
Furthermore, the on- board devices are powered by four 1.5 V
Lithium-ion Polymer (Li-Po) batteries that supply enough
operating voltage for the motors and force measurement
devices. As a result, the robot is totally umbilical free. The
adhesion force of the prototype robot was measured for
different yoke thickness and different rebar distance.
Measurements were taken at three different test points along
the height of a concrete column and the average value was
taken for consideration. Fig. 18 shows a working prototype of
the robot climbing a concrete wall of a building. The concrete
cover was measured to be 20 mm using a rebar detector.
Meanwhile, experiments of the wall climbing robot carrying a
magnetic field measurement sensor and climbing a concrete
column of a multistoried building also carried out. Weight of
the magnetic hall-effect sensor and control unit was measured
to be 1.6 kg. The maximum adhesion force was measured
181.08 N using a 10 mm thick yoke.

Experiment vs simulation results shows when 5 mm thick
yoke was used, the adhesion force reduced from 162.06 N to
4.0221 N as the concrete cover changed from 20 mm to 50
mm. Using a 10 mm thick yoke produced slightly higher
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adhesion force for concrete cover from 20 mm to 35 mm. force was 121.26 N which increased to 160.17 N as the
However, if concrete cover is bigger than 35 mm, then thickness was increased to 40 mm. However, increased weight
adhesion force for 10 mm thick yoke decrease sharply of the yoke had a reverse relationship to the force-to-weight
compared to 5 mm thick yoke as fig. 19 (a) and (b). ratio. Fig. 20 (b) shows a gradual fall of I] from 7.413 to 0.747
as the yoke thickness increased from 20 mm to 50 mm.
Therefore, yoke thickness of 20 mm should be an optimum
design trade-off.

Adhesion force for different yoke thickness at a constant
concrete cover of 30 mm also followed the same results
achieved in simulations. For 5 mm thick yoke, the adhesion

Test point 2

Test point 1

Fig. 18. Prototype robot climbing concrete column and ceiling with on board magnetic field sensor

180 T . . . 200

== Experiment
160 =#¢=Simulation || 180

== Experiment
== Simulation

-3
S

Adhesion force (N)
3
T

Adhesion force (N)

-
=3
=3
=3
T

I
S
IS
S
T

20

N
S
T

0 1 | 1 0 |
20 25 30 35 40 45 50 20 25 30 35 40 45 50

Concrete cover (mm) Concrete cover (mm)

Fig. 19. Comparison of results at different concrete cover for (a) 5mm thick yoke; (b) 10mm thick yoke

16|Page
www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

170 T T T

== Experiment
== Simulation

Adhesion force (N)
3 g

@
S

120

110 L L
5 10 15 20 25 30 35 40

Yoke thickness (mm)

Vol. 6, No. 8, 2015

Force-to-Weight Ratio, N

Yoke thickness (mm)

Fig. 20. (a) Experiment vs Simulation results for different thickness of yoke; (b) Experiment results for Force-to-Weight ratio, n for different yoke at 30mm concrete

cover

VII. COMPARISON STUDY

This work is proposing permanent magnets based adhesion
mechanism for concrete surface climbing robot. There are
several literatures could be found that use permanent magnets
mainly for ferrous wall climbing and other biological models
such as adhesive legs or nano-spike gecko-bots for concrete
wall climbing. However, those systems are not still suitable for
real world application. Moreover, many of those robots are
bulky, resulting in low force-to-weight ratio, I]. A comparison
study is of this proposed robot with other literature found is
presented in table I11.

TABLE Ill.  COMPARISON OF THE PROPOSED ROBOTICS ADHESION SYSTEM
WITH OTHER SYTEMS FOUND IN THE LITERATURE
This
Ref [7] Ref [8] work
Robot weight (kg) 30 18 2.23
Maximum applicable
adhesion force (N) 1400 667 121.26
Force-to-weight ratio 476 3.77 5.54
Adhesion mechanism Magnetic | Magnetic | Magnetic
Locomotion Wheel Track Wheel
Apblication medium Ferrous Ferrous Concrete
PP wall wall wall

VIIl. CONCLUSION

A novel technique of magnetic flux concentration
mechanism has been presented. In contrast to existing research
findings, this research aims to manipulate physical and material
constrains to apply such adhesion system on a concrete surface
where the attraction medium for permanent magnets is limited.
The simulation results shows that the distance between the
magnet and buried rebar has the maximum impact on the total
adhesion force. The prototype system exhibits good payload
capacity and can generate adhesion force of 121.26 N for the
robot to climb a concrete wall reinforced with only one rebar
located as far as 30 mm. Considering the size and weight of the

robot, a high payload capacity has been achieved by optimizing
key design parameters of the adhesion mechanism. Overall,
this mobile robot exhibits very good performance and force-to-
weight ratio compared to other reported permanent magnet
based robotic systems. Though 12 mm diameter rebar was used
for simulations, rebars used is much thicker (55 mm in some
cases) in its target application such as nuclear power plant and
bridge column. Therefore, the adhesion force will be much
higher in those conditions. Moreover, nearby rebars in a rebar
mesh will also increase the adhesion force. To turn the robot
into a practical application, a higher grade (N52) of
neodymium magnets could be used that will increase adhesion
while keeping the force to weight ratio as same as N42 grade
magnets. Nonetheless, the proposed methodology will be the
foundation of further research. Future research will involve
investigating the effects of a rebar mesh on adhesion force as
well as carrying out further testing in real life applications.
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Abstract—In this paper a new hierarchical age estimation
method based on decision level fusion of global and local features
is proposed. The shape and appearance information of human
faces which are extracted with active appearance models (AAM)
are used as global facial features. The local facial features are the
wrinkle features extracted with Gabor filters and skin features
extracted with local binary patterns (LBP). Then feature classifi-
cation is performed using a hierarchical classifier which is the
combination of an age group classification and detailed age esti-
mation. In the age group classification phase, three distinct sup-
port vector machines (SVM) classifiers are trained using each
feature vector. Then decision level fusion is performed to com-
bine the results of these classifiers. The detailed age of the classi-
fied image is then estimated in that age group, using the aging
functions modeled with global and local features, separately.
Aging functions are modeled with multiple linear regressions. To
make a final decision, the results of these aging functions are also
fused in decision level. Experimental results on the FG-NET and
PAL aging databases have shown that the age estimation accura-
cy of the proposed method is better than the previous methods.

Keywords—AAM; LBP; Gabor filters; Regression; Fusion; Age
estimation

. INTRODUCTION

The researches on facial image processing have received
considerable interest in recent decades because of the increas-
ing need of automatic recognition systems. Face recognition,
face detection, facial expression recognition and gender classi-
fication are the research topics that have been studied by many
researchers in this area. Facial age estimation is a relatively
new topic and the interest in this topic has significantly in-
creased because it has many real world applications. For ex-
ample, under ages can be prevented from accessing alcohol,
cigarettes or obscene contents on websites using an age esti-
mation system. In addition, age specific target advertising,
face recognition and age prediction systems robust to age
progression for finding the missing people and criminals are
important age estimation applications.

Facial age estimation is a multi-class classification prob-
lem because an age label can be seen as an individual class.
This makes age estimation much harder than other facial im-
age processing problems such as gender classification, face
detection, etc. Besides, real world age progression displayed
on faces is varied and personalized as shown in Fig. 1. Aging
process of a person is affected by the genetics, race, eating and

Fig. 1. Facial aging of different individuals

drinking habits, living styles, climate, etc. [1]. Extent and
frequency of facial expressions, emotional stress, exposure to
sunlight, extreme weight loss, smoking, usage of anti-aging
products, and plastic surgery also affect the person’s facial
appearance [2]. Therefore, determining the type of facial fea-
tures that represents the age directly is very difficult. Moreo-
ver, the accuracy of age estimation systems are insufficient,
even the human skills about age estimation are limited. The
lack of proper large data set including the chronological image
series of individuals is another drawback in these systems.

In this paper a new hierarchical age estimation method
based on decision level fusion of global and local features of
facial images both in age group classification and age estima-
tion phases is proposed as shown in Fig. 2. The global facial
features which contain both the shape and appearance infor-
mation of human faces are extracted using active appearance
models (AAM). The local facial features are extracted using
Gabor filters and local binary patterns (LBP). A set of Gabor
filters capable of extracting deep and fine wrinkles in different
directions are used to extract wrinkle features and LBP is used
to extract the detailed skin texture features of facial images.
Then dimensionality reduction is performed using principal
component analysis (PCA) for each feature vector separately.
After finding the lower dimensional subspaces, three distinct
support vector machine (SVM) classifiers are trained using
global features, wrinkle features and skin features of facial
images. Then the results of these classifiers are combined to
find the age group of the subject. After that, age estimation is
performed in that age group in a similar way, in which three
aging functions are modeled with global and local features,
separately using multiple linear regression. Finally the results
of these aging functions are combined to estimate the age of
the subject.
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Fig. 2. System structure

This paper is organized as follows. A survey on age esti-
mation methods is given in Section 2. In Section 3 the pro-
posed method including image preprocessing, global and local
feature extraction, dimensionality reduction, classification,
regression and decision level fusion is introduced. The exper-
imental results are given in Section 4 and Section 5 concludes
the paper.

. AGE ESTIMATION METHODS

Over the years a great number of approaches have been
proposed in the field of age estimation from facial images.
These approaches typically consist of age image representa-
tion and age estimation techniques. Age image representation
techniques rely often on shape and texture-based facial fea-
tures. They can be grouped under the topics of Anthropomet-
ric Models, AAM, AGing pattErn Subspace (AGES), Age
Manifold and Appearance Models. Then, age group classifica-
tion or regression methods are performed for age estimation.
Recently, hierarchical age estimation systems combining the
classification and regression techniques are presented [3]. To
build a universal human age estimator, robust multi-instance
regressor learning algorithm based on facial information is
also used [4].

In anthropometric models only the facial geometry is con-
sidered. Kwon and Lobo published the first work using the
facial geometry in the age classification area [5]. They sepa-
rated the babies from adults using a few ratios of distances on
frontal images. However the shape of a human’s head signifi-
cantly changed in the childhood, but not in the adulthood [6].
For this reason their method can be successful in young ages.
So the wrinkle information is used to classify the young and
senior adults. In the experiments a small database including 45
images is used. Later on other age classification methods us-
ing geometrical features based on distance ratios and texture
features based on wrinkles are also proposed [7, 8]

AAM [9, 10] based methods incorporate shape and ap-
pearance information together rather than just the facial geom-
etry as in the anthropometric model based methods. An AAM
uses a statistical shape and an appearance model to represent
the images [10]. These models are generated by combining a
model of shape variations with a model of the appearance
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variations in a shape-normalized frame. A statistical shape
model can be generated with a training set of face images
labeled with landmark points. The mean shape is produced
with taking the mean of the landmark points in the training set.
Then Principal Component Analysis (PCA) is applied to the
data to extract the main principal components along which the
training set varies from the mean shape. To build a statistical
appearance model, each image has to be normalized, so that its
control points match the mean shape. Then, PCA is applied to
the gray-level intensities within a pre-specified image region
for learning an appearance model. Using the AAMs for age
estimation was initially proposed by Lanitis et al. [11]. The
relationship between the age of individuals and the parametric
description of face images was defined with an aging function
age = f(b). Kohli et al. [12] used ensemble of classifiers
trained using AAM features to distinguish between child/teen-
hood and adulthood. Also different aging functions are used to
estimate the age of the classified image. Chao et al. [13] pro-
posed an age estimation approach based on label sensitive
learning and age-oriented regression using AAM features.

Geng et al. [14, 15] proposed a method called AGES
which uses the sequence of an individual’s facial images ar-
ranged in chronological order to model the aging process. The
features of face images are extracted with AAM. Then, PCA is
used to learn a specific aging subspace for each individual. In
AGES method missing age images of individuals can be syn-
thesized with an expectation maximization-like iterative algo-
rithm.

Age manifold methods intend to learn a common aging
trend from the images of different individuals at different
ages. The aging trend is learned in a low dimensional domain
using manifold embedding techniques. The mapping from the
image space to the low dimensional manifold space can be
done either by linear or by nonlinear functions [16-21] such as
Y=P(X, L). In this representation X = [x;:x; € RP]JL, is the
image space, L = [l;:; € N]}-, is the vector contains the age
labels associated with images and Y = [y;:y; € R4]%L, with
d < D is the low-dimensional representation of X in the em-
bedded subspace. In age manifold methods all aging images of
different individuals can be used together. But the size of the
training data set should be large enough in order to learn the
embedded manifold with statistical sufficiency.

Appearance models are mainly focused on the extraction
of global and local aging-related facial features. Fukai et al.
[22] extracted aging features from facial images using Fast
Fourier Transform. Then the important features are selected
using genetic algorithm. As the Local Binary Patterns (LBP)
are efficient texture descriptors [23], they are used in age es-
timation systems. In Ju and Wang’s study [24] regions which
vary with aging are selected using Adaboost. Then LBP histo-
grams are extracted from these regions and used for age esti-
mation. Wrinkle information extracted with Gabor filters
have also been used as effective texture features on age esti-
mation tasks. [25-28].

I1. PROPOSED METHOD

This paper proposes an innovative hierarchical age estima-
tion method based on decision level fusion of global and local
facial features. This method consists of the image prepro-
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cessing, global feature extraction with AAM, local feature
extraction with Gabor filters and LBP, dimensionality reduc-
tion with PCA classification with SVM, aging function model-
ing with multiple linear regression and decision level fusion
modules. These modules are explained in the following sec-
tions.

A. Image Preprocessing

The orientation and the size of original images are differ-
ent from each other. Also they have unnecessary features such
as background, cloth and hair which are not related to the face
and can affect the performance of the algorithm. Therefore,
image preprocessing step is performed to extract only the
facial regions and to adjust the size and the orientation of the
faces. In the this module, the facial images are cropped, scaled
and transformed to the size of 88x88, based on the eye center
locations as shown in Fig. 3.

B. Feature Extraction

The feature extraction module consists of two modules:
global feature extraction with AAM, local feature extraction
with Gabor filters and LBP. These modules are explained in
the following subsections.

1) Global Feature Extraction with AAM: AAM is a statis-
tical shape and appearance model of facial images [10]. In
AAM , a model of shape variations is combined with a model
of the appearance variations in a shape-normalized frame

Training samples which are labeled with landmark points
are used to generate a statistical shape model. The landmark
points of various facial images are given in Fig. 4. Let
X = [x;:x; € RPs]™L, represents all the landmark points of
training images and x = %2?21 x; represents the mean shape
of training images; the main principal components along
which the training set varies from the mean shape is extracted
with PCA. The projection is chosen to maximize the determi-
nant of the total scatter matrix S; = Y, (x; — %) (x; — x)Tof
the projected samples as argmaxp |P,"S;Py|. P, is the set of
eigenvectors with ds largest eigenvalues which provides a
linear transformation from Ds dimensional shape space into a
d; < D, dimensional parameter space. The shape parameters
are defined by linear formulation as by, = P,” X.

To build a statistical appearance model, each image has to
be warped to mean shape as shown in Fig. 4. Then, the gray-
level intensities within a pre-specified image region are used
to train an intensity model. Let G = [g;: g; € RP9]™, repre-
sents all the gray level intensities of training images, the main
principal components along which the training set varies from

Fig. 3. Image preprocessing (a) Original images (b) Facial regions
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OE 8D

Shape-normalized images
Fig. 4. Landmark points, mean shape and normalized images used in AAM

the mean appearance is also extracted with PCA. The projec-
tion is chosen to maximize the determinant of the total scatter
matrix S, = Yi-1(9; — 9)(g; — g)"of the projected samples
as argmaxp |P,"SyPy|. P is the set of eigenvectors with d,
largest eigenvalues which provides a linear transformation
from Dy dimensional appearance space into a d, < D, dimen-
sional parameter space. The appearance parameters are de-
fined by linear formulation as b, = P,"G. bs and b, vectors
can summarize the shape and appearance of any image. The
combined shape-appearance parameters are obtained by con-
catenating b, and by in a single vector and applying a further
PCA in order to eliminate the correlations between them.

2) Local Feature Extracting with Gabor Filters: A Gabor
filter is the modulation of a sinusoidal wave with a Gaussian
function as shown Fig. 5. Therefore this filter will respond to
the frequency which is in a localized part of the signal. 2 di-
mensional Gabor filters can be viewed as:

900Y;2,6,9,0,7) = exp (- LX) exp (i (2n %+ w)) (1)

Wherex' = x cos(8) + ysin(0),y’ = —x sin(8) +
ycos(0). In (1), A is the wavelength, 8 is the orientation, i is
the phase offset, o is the standard deviation of the Gaussian
kernel and y is the spatial ratio of the Gabor function.

2D convolution operation is used to obtain the response of
a Gabor filter to an image as follows:

G,y)=[[1.)9(x —p,y —q;4,60,¢,0,7)dpdg (2

Where I(p, q) is the image and G (x, y) is the response of a
Gabor filter to the image. In the study the fine and deep wrin-
kles at different orientations are extracted using a Gabor filter
set with 4 scales and 6 orientations as shown in Fig. 6. The
responses of these filters for an image are also given in the
figure.

3) Local Feature Extracting with LBPs: LBPs are power-
ful descriptors of image texture [29]. LBP operator thresholds
the center pixel with its neighbors and assigns a binary code
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for it. Then the occurrence histogram of these LBP codes is
used as a texture feature. Every pixel of the image is labeled
with the following equation,

@) (b)
Fig. 5. Gabor filter composition (a) 2 dimensional sinusoid oriented at 30°
(b) Gaussian kernel (c) the corresponding Gabor filter
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Fig. 6. Gabor filter process

1, i >0
LBPP,R(xC) = S;(l) u(xp - xC)Zp u(y) = {0 1]]:)}/] <0 )

Where X is center pixel, x, represents one of his P neigh-
bors and R is the radius. In this equation 2 different LBP
codes can be generated for the center pixel but all of them are
not used. Generally the uniform patterns are used in texture
description. Uniform patterns are the ones that contain at most
two bitwise transitions from 0 to 1 or vice versa when the
binary pattern is considered circular. These patterns account
for a bit less than 90% of all patterns when using (8,1) neigh-
borhood [29]. But holistic descriptions of facial images are not
reasonable as the texture descriptors tend to average over the
image area [30]. However it is important to retain the infor-
mation of spatial relations for facial images. Furthermore local
representations are more robust to illumination or pose varia-
tions than holistic representations. As a result, spatial LBP
histograms are extracted for an efficient representation of
facial images. For this purpose image is divided into m regions
from which the spatial histograms are produced as follows,

. 1, yistrue
Hij = Zeeer, FILBPy; (i) = VD), f0) = g7 10 o

i=01,..n—1j=01,..,m—1 @)

Where Hi; is the i" value of the LBP histogram of j" re-
gion and U(i) is the vector keeps uniform patterns. To build a
global description of the image, regional histograms are con-
catenated in a single vector. In this work the detailed skin
textures of facial images are extracted using spatial LBP his-
tograms as shown in Fig. 7. Spatial representation of a facial
image is obtained by dividing the image into 8x8 regions,
producing the LBP histograms of these regions and concate-
nating them into a single vector.

C. Dimensionality Reduction

After the feature extraction module, PCA is performed in
order to find a lower dimensional subspace which carries sig-
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nificant information for age estimation. The PCA method
finds the embedding that maximizes the projected variance
given below.

Labeled Image
[nput Im age [ Labeling with I(xy) _
Txy) . » LEP »
5 - Local LBP
| - histogram
- Regons =
i o Ro, R...., Rwl generation
| L ,
&+ | ‘H@‘ H ‘Hm-l
Concatenating the
local histogram s
M M *Hsm[i'a.'

Fig. 7. Spatial LBP histogram generation
Wope = arg maxyy=1 W' SW (5)

In(5) S =Y",(x; —%)(x; — %)T is the scatter matrix, and
x is the mean of feature vectors, {x;: x; € R°},. The solution
of this problem is given by the set of d < D eigenvectors as-
sociated with the largest eigenvalues of the scatter matrix.
After determining the projection subspace, all the samples are
projected on it using y; = WT f; allowing thus dimensionality
reduction.

D. Classification

In the age group classification module, the subject is clas-
sified into one of the age groups using a SVM classifier. SVM
is a supervised learning method which uses support vectors to
build a classification or regression model [30]. SVM finds a
linear and optimal hyperplane which can separate two classes,
providing the lowest separation error and maximum margin
between the classes. Consider a two class classification prob-
lem with M training points x; and assigned labels y; is defined
as,

{(oy)lx; € Ry, € (-1, +1}} ()

Linear SVM assumes that there exists a hyper plane sepa-
rating two classes. The function of this hyper plane can be
formulated as,

fx)=wlx+b x€R“ wWER"bER (7

Where w is the normal vector and b is the distance from
the origin. This function can be used as a decision rule for a
data point x with label y is as follows:

_(+1, f(x) =0
Y= {—1, Fx) <0 ®)

In the training phase the w and b are found such that this
decision rule is valid for all training and test data points. In
real world applications, data can rarely be separated by a line-
ar hyper plane. Thus the basic version of SVM only allowing
linear classification is changed by applying a so called kernel
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trick. The non-linear separable data is transformed into higher
dimensional space using a kernel function K (x;,x;) =
(@(x;), ®(x;)), which behaves like a scalar product and keeps
the computational costs low. The conventional SVM assumes
that there exists a linear hyperplane separating two classes. To
extend this to nonlinear data, radial basis function kernel as
shown in (9) is used in this paper.

2
K(x;,x) = elli=xjll" /20 9)

SVM is originally designed for binary classification. To
solve multi-class classification problems with SVM, different
implementations like one-against-all and one-against-one are
used. In the proposed approach one against-one method is
used for multi-class classification. For this purpose, k(k-1)
binary SVMs representing all possible pairs of k classes are
constructed. Each of these classifiers is trained to discriminate
only two of the k classes. Then majority voting strategy is
used to predict the final output. The data point is assigned to
the class that has maximum votes. The optimal parameters for
SVM were selected experimentally from the training set.

E. Regression

After finding the age groups of facial images, the age es-
timation problem is recast as a multiple linear regression as
follows:

L=YB+e, Var(e) = ol (10)

Where Y is the data matrix including a columns of 1s, B is
the unknown parameter vector, L is the age label vector and e
is the error vector with zero mean and common variance o2.
During the learning stage the unknown parameters are esti-
mated using least squares, or robust regression. The regression
function used in this study is a quadratic function given by,

[=p+ ﬁA1Ty + BZT}’Z (11)

Where [ is the estimate of age, /3, is the offset, 5, 3, are
the weight vectors and y is the low dimensional representation
of the extracted feature vector.

F. Decision Level Fusion

In the proposed method decision level fusion is performed
in both classification and regression modules. In the classifica-
tion module, the age class labels are produced with three dis-
tinct classifiers which are trained with global and local fea-
tures. Then the results of these classifiers are combined to
determine the age group of the subject.

In the age estimation module three aging functions are
modeled separately in that age group, using global and local
features. The results of these aging functions are also com-
bined to make a final decision for the age of the test sample as
follows:

age = zz .age, / N 12)
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Where age is the final age of the test sample, age; is the
age estimated by the i" aging function and N is the total num-
ber of aging functions.

V. EXPERIMENTS AND RESULTS

In this paper, the performance of the proposed method is
evaluated using FG-NET [31] and PAL [32] aging databases.
FG-NET database comprises of 1,002 images in the age range
of 0-69 years.

The images were retrieved from real-life albums of 82 sub-
jects, so the dataset includes uncontrolled variations of occlu-
sion, facial expressions, head pose, illumination, etc. The data
distribution of the FG-NET database according to age is
shown in Fig. 8-(a). It can be seen from the figure that the
image distribution is not uniform which can adversely affect
the system performance.

The PAL aging database contains 580 images of different
individual in the age range of 18-93 years. The images were
captured under natural lighting conditions using a digital cam-
era. This database includes various expressions such as neutral
faces, anger, sadness or smiling. The distribution of images in
this database according to age is shown in Fig. 8-(b).

Performance evaluation is done using leave-one-person-
out (LOPO) for FG-NET database. In this method the images
of a person are used as test set and all the other images are
used as training set in each fold. This procedure is iterated for
82 folds, which is the number of subjects in the database. Af-
ter 82 folds final estimation is calculated by taking the mean
of all estimations. In the experiments 3-fold cross validation
mode is used for PAL database in which the 1/3 of the images
are selected randomly as test set and the rest are used as train-
ing set. After 3 folds the mean of all estimations is determined
as estimation performance of the system.

The Mean Absolute Error (MAE) and Cumulative Score
(CS) metrics are used for performance comparison in the
study. MAE is defined as the average of the absolute error
between the recognized labels and the ground truth labels as
follows:

MAE = ¥}, |I; — I;| /N, (13)

Where [; is the estimated age for i test sample, I; is the
corresponding ground truth, and N, is the total number of
the test
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Fig. 8. The data distributions of (a) FG-NET and (b) PAL databases accord-
ing to age

samples. CS enables performance comparison at different
absolute error levels. It is the ratio of the number of images,
whose absolute errors are lower than a threshold value to the
total number of images. It is expressed by,

CS(th) = % x 100(%) (14)

Where N,..is the number of images with the absolute es-
timation error is less than th, and N is the number of test imag-
es.

In the global feature extraction step, the coordinates of 68
landmark points on the training samples are used to train the
shape model. Also the mean shape is determined from these
points. Next, affine transformation is used in the warping pro-
cess of all images to the mean shape. Then approximately
7000 gray-level intensities in the facial region of the corre-
sponding shape-normalized images are used to train the ap-
pearance model. Finally, 277 AAM model parameters are used
as global features to represent the images.

In the local feature extraction, wrinkle information of the
facial images is extracted using Gabor filters. The fine and
deep wrinkles at different orientations are extracted with Ga-
bor filters applied in 4 scales and 6 orientations. The responses
of these filters are concatenated into a single vector and di-
mensionality reduction is performed using. Furthermore the
detailed skin textures of facial images are extracted using
spatial LBP histograms. For this purpose LBP histograms are
produced from 8x8 sub-regions of facial images and concate-
nated into a single vector, resulted a spatial representation of
the facial image. Also PCA is applied to learn a low dimen-
sional representation of this feature vector.

In the spatial LBP histogram generation phase, the number
of sub-regions is determined experimentally. For this purpose,
the age estimation performances of the spatial LBP histograms
produced with different number of sub-regions are calculated
and the results are shown in Fig. 9. It can be seen from the
figure that using the 8x8 sub-regions gives better results for
age estimation.

After the feature extraction and dimensionality reduction
phase, age group classification is performed using three SVM
classifiers. The age ranges of age groups are selected as: 0-12
childhood, 13-19 adolescence, 20-39 young adulthood, 40-64
middle adulthood and >65 late adulthood. Then age estimation
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is performed in the specified age group using multiple linear
regression. For this purpose, three aging functions are mod-
eled separately using global features, wrinkle features and skin
features for age estimation. Then the results of these aging
functions are combined and a final decision is made for the
test sample. In the experiments, first the age estimation per-
formances of the global, local and fused features are deter-
mined using a single level age estimation scheme. In this
scheme all the images are used to train the aging functions and
the decision level fusion is performed for a final decision for
the age. The experimental results on FG-NET and PAL data-
bases are listed in Table 1. It can be seen from the table that
age estimation performance of the AAM features is better than
Gabor and LBP features on FG-NET and PAL databases as
the AAM features both include the shape and appearance in-
formation of facial images. But when they are fused with local
features including wrinkle and skin texture information at
decision level, age estimation performance noticeably in-
creased. As a result MAE of 4.87 years on FG-NET database
and MAE of 5.38 years on PAL database is achieved when
using single level age estimation based on decision level fu-
sion of facial features.

_ 12 - == FG-NET
g \-\ el PAL
£10
L
S s \0

6

1x1 2x2 ax4 8x8
Number of sub-regions

Fig. 9. MAE’s of different number of sub-regions used in spatial LBP
histogram generation
TABLE I.

SINGLE LEVEL AGE ESTIMATION RESULTS (MAE) BASED ON
DECISION LEVEL FUSION OF FEATURE VECTORS

Feature FG-NET | PAL
AAM 6.02 6.61
LBP 7.02 7.80
Gabor 6.55 7.37
AAM+LBP 5.36 5.96
AAM+Gabor 5.23 5.70
AAM+LBP+Gabor | 4.87 5.38

The Cumulative Scores of the single level age estimation
scheme on FG-NET and PAL databases at error levels from 0
to 15 years are shown in Fig. 10. Age of approximately 8.08%
of the subjects in the FG-NET database and 5.12% of the
subjects in PAL database can be estimated with zero error
level. As the error level increases the estimation accuracy also
increases for all feature extraction methods. This single level
age estimation approach is able to achieve cumulative scores
of 89.92% and 85.86% for an absolute error of 10 years for
FG-NET and PAL databases, respectively.

Age estimation performance of the proposed hierarchical
age estimation approach based on decision level fusion of
global and local features both in classification and detailed age
estimation phases are given in Table 2. One can see from the
table that proposed method achieves the MAE of 4.13 on FG-
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NET database and MAE of 4.67 on PAL database. Cumula-
tive scores for FG-NET and PAL databases for an absolute
error of 10 years are increased to 90.88% and 92.17%, respec-
tively as shown in Fig. 11.

As the FG-NET database is the most common database
used in age estimation works, the performance of the proposed
method and the previous works on FG-NET aging database
are compared in Table 3. One can see from Table 3 that pro-
posed method has an MAE of 4.13 years which is lower than
the previous methods. This result also shows that decision
level fusion of global and local features in a hierarchical
system improves the age estimation performance. Gabor filters
and block-based LBP histograms encode the texture infor-
mation of the facial images. Global features are extracted
with AAMs which encodes the shape and appearance infor-
mation of facial images. These feature sets capture differential
complementary information. The decision level fusion of these
features estimates the age better when compared with the age
estimation accuracies obtained using these features alone.

TABLE II. HIERARCHICAL AGE ESTIMATION RESULTS BASED ON
DECISION LEVEL FUSION OF FEATURE VECTORS
Database FG-NET | PAL
MAE 4.13 4.67
100

B0 f---nmmmmnnoenneedenanes s £,
N1 S 5
& .
&

40 [
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(b)
Fig. 10. Cumulative scores of global, local and fused features using single
level age estimation scheme on (a) FG-NET and (b) PAL databases
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Fig. 11. Cumulative scores of the proposed method on FG-NET and PAL

databases

TABLE Ill.  THE COMPARISON OF ESTIMATION RESULTS ON FG-NET
DATABASE
Methods MAESs
AAS [14] 14.83
WAS [15] 8.06
AGES [15] 6.77
AGES)42[15] 6.22
LARR[20] 5.16
RMIR[4] 8.37
Ju and Wang[24] | 6.85
Luand Tan [21] | 5.75
Choi et al. [3] 4.32
Proposed 4.13

V. CONCLUSION

In this paper, a hierarchical age estimation method relying
on decision level fusion of AAM, Gabor and LBP features of
facial images is proposed. Its main contribution is decision
level fusion of global texture features and local texture fea-
tures of facial images. Locality is preserved by regional LBP
histograms and Gabor filters. Furthermore, these local features
are combined with global features of images extracted with
AAMs. Experimental results using the FG-NET and PAL
aging databases have shown that the proposed method is better
than previous methods.
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Abstract—This paper focuses on design requirements in real-
time systems where information is processed to produce a
response within a specified time. Nowadays, computer control
applications embedded in chips have grown in significance in
many aspects of human life. These systems need a high level of
reliability to gain the trust of users. Ensuring correctness in the
early stages of the design process is especially a major challenge
in these systems. Faulty requirements lead to errors in the final
product that have to be fixed later, often at a high cost. A crucial
step in this process is modeling the intended system. This paper
explores the potential of flow-based modeling in expressing
design requirements in real-time systems that include time
constraints and synchronization. The main emphasized problem
is how to represent time. The objective is to assist real-time
system requirement engineers, in an early state of the
development, to express the timing behavior of the developed
system. Several known examples are modeled and the results
point to the viability of the flow-based representation in
comparison with such time specifications as state-based and line-
based modeling.

model; time
requirements

Keywords—design requirements; conceptual
constraints; model-based systems engineering;
specification

. INTRODUCTION

The product development life cycle in the engineering
domain aims at achieving, among other goals, a design process
with complete and precise specifications that satisfy all
requirements. Requirements are descriptions of functions,
features, and goals of the product. The requirements describe
‘what’ the intended product should do, but the ‘how’ is
specified as design requirements during the design phase,
where measurability and verifiability are of utmost importance.
Design requirements (the focus of this paper) include the
specifications that the intended product must meet in order to
pass the acceptance test. Specifications consist of information
that controls the creation of the intended product.

Early assurance of the correctness of design requirements is
a major challenge in any system. Faulty design requirements
lead to errors in the final product that have to be fixed later,
often at a high cost. Reoccurring causes of failures include:

e Inadequate  definitions and modifications  of

specifications
e Faulty interpretation and understanding

e Not meeting customer requirements

e Design not meeting manufacturing requirements
o Difficulties in specifying technical requirements

o Difficulties in
specifications [1]

interpreting and  understanding

There are various methods for specifying real-time systems.
For example, prototyping tools can be used by the designer and
user to view the product in the development stage [2].
However, prototyping is a phase that comes after the
specifications. If prototyping has produced unsatisfiable
results, then the designer may have to re-specify the
requirements. There are also formal specifications of real-time
systems that should enable the system designer to verify
mathematically that a system meets timing constraints.
However, formal methods are still limited as a verification tool,
especially for software systems, not to mention the complexity
introduced by timing. Various specification languages for real-
time systems with timing constraints can be expressed within
the specifications (e.g., [3]), “but at the cost of restricting other
features” [4].

The specifications of design requirements are usually
formulated in a mixed of English, tables, graphs, screen shots,
and unified modeling language (UML) diagrams. According to
Palshikar [5], design requirements are examined in terms of:

e accurate reflection of the users’ requirements
o clarity, unambiguity, and understandability

o flexibility and feasibility for the engineers

o easily defined acceptance test cases

e an abstract and high-level manner of writing, away
from design, implementation, and technology
platforms

“Despite some help from modeling tools such as UML, the
problem of ensuring the quality of requirements remains. The
process is heavily manual and time-consuming, involving
reviews and sometimes-partial prototyping. Using multiple
notations (such as those in UML) introduces additional
problems” [5].

Additionally, this paper is concerned with design
requirements in real-time systems where information is
processed to produce a response within a specified time. A
real-time system interacts with the environment within certain
timing constraints and the requirement specifications for such a
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system must include representation of timing which can
guarantee meeting these constraints. The notion of time is an
important element in such systems, especially if critical
features (e.g., safety) are functionally required. The problems
here are how to represent time, how to capture causality
behavior, and how to integrate functional and timing activities

[6].

Embedded systems where the software is completely
encapsulated by the hardware that it controls are often real-
time systems. An embedded system is a system that interacts
continuously with its physical sphere via sensors and actuators.
Nowadays, computer control applications embedded in chips
have grown in significance in many aspects of human life (e.g.,
medicine, mobile phones, and vending machines). These
embedded systems need a high level of reliability to gain the
trust of users. Ensuring correctness in the early stage of the
design process is especially a major challenge in these systems.

A crucial step in this process is modeling the intended
system. Model-based design has been introduced as the method
to deal with the design process where the requirements are
specified in a systematic way before continuing with the design
and implementation phases. A great deal of attention has
focused on this, such as interest in the unified modeling
language with its graphical notation, which is used for
documentation, communication, and requirement capture, as
well as being an abstraction base for implementation details.
This paper explores the potential of the flow-based modeling
[7-12] in expressing design requirements in real-time systems
that include time constraints and synchronization.

This paper focuses on the representation of timing
constraints. The objective is to assist real-time system
requirement engineers, at an early state of the development, to
express the timing behavior of the developed system.
Representation here refers to humans’ and machines’
representation of knowledge for the purpose of communication
and understanding and analyzing the embedded semantics
(e.g., diagrams, formal notations). Representation is usually
associated  with  reasoning (e.g., the computational
understanding of human-level cognitive abilities). This
concentrates on the representation aspect that can be used for
manual or computation analysis, as in problem solving in
artificial intelligence.

In preparation to recast the representation of several known
design problems in terms of flow-based modeling, and to make
this paper self-contained, the next section briefly reviews
published materials describing the flow-based model. Several
features of the model will be further illustrated.

Il.  FLOWTHING MODEL

The flowthing model (FM) is a uniform method for
representing “things that flow,” called flowthings. Flow in FM
refers to the exclusive (i.e., being in one and only one)
transformation among six states (also called stages): transfer
(input/output), process, creation, release, arrival, and

Vol. 6, No. 8, 2015
acceptance, as shown in Fig. 1. We will use receive as a

combined stage of arrive and accept whenever arriving
flowthings are always accepted.

| Create }—b{ Release Output| | Input | Transfer

A

A
|<—| Accept |—| Arrive |

\ 4
| Process

Receive

Fig. 1. Flowsystem

A flowthing has the capability of being created, released,
transferred, arrived, accepted, and processed while flowing
within and between “units” called spheres. A flow system
(referred to as flowsystem) is a system with six stages and
transformations (edges) between them. In FM, flows can be
controlled by the progress (sequence) of the stream of events
(creation, release, transfer, transfer within the next sphere,
release, reception, ...) or by a triggering (denoted by a dashed
arrow) that can initiate a new flow. Spheres and subspheres are
the environments of the flowthing, such as a company, a
computer, and a person. A sphere can include the sphere of a
flowsystem that includes the transfer stage. Triggering is the
transformation from one flow to another, e.g., a flow of
electricity triggers a flow of air.

Example: In studying a “successful” model checking for
verifying requirements, Palshikar [5] used a simple pumping
control system that transfers water from a source tank A into
sink tank B using a pump P as shown in Fig. 2. Each tank has
two level-meters to detect whether their levels are empty or
full. The tank level is ok if it is neither empty nor full.

Initially, both tanks are empty. The pump is to be switched
on as soon as the water level in tank A reaches ok (from
empty), provided that tank B is not full. The pump remains
turned on as long as tank A is not empty and as long as tank B
is not full. The pump is to be switched off as soon as either
tank A becomes empty or tank B becomes full. The system
should not attempt to switch the pump off (on) if it is already
off (on). [5]

Fig. 2. A simple pumping control system (redrawn from [5])

Finite state machine (FSM) approach is utilized as an
abstract notation for defining requirements and design. Fig. 3
shows the FM representation of this pumping control system. It
impedes some assumptions which are illustrated in Fig. 4.
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In Fig. 4, it is assumed that water flows in tank A with the
transfer of this flow controlled within that tank system. The
water does not flow to tank B (and therefore tank B is drawn
above tank A). Accordingly, the pump is installed between the
two tanks to push the water toward tank B.

Tank A is a flowsystem with transfer, receive, process, and
release stages. The transfer stage is drawn twice to simplify the
drawing. The gate valve controls the transfer to tank A. As
soon as the valve is opened the water is received in the tank.
The process in tank A involves measuring the amount of water
and, accordingly, the valve is opened or closed. At the bottom
of tank A there is no control, hence release and transfer to the
pump is immediate. This is analogous to passengers that
proceed immediately to a waiting airplane after finishing
passport processing. Imagine that this passport checking is on
one end of the boarding bridge while the airplane is at the other
end of the bridge. In this case, the bridge would correlate to the
release stage as part of the airport system. Moving from the
bridge end to the airplane door would be a flow between two
transfer stages. Accordingly, in tank A’s control system, the
flow from the tank to the pipe (see the figure) leading to the
pump is a flow between two transfer stages. It is possible to
include each pipe in Fig. 3 as a flowsystem with transfer,
release, and transfer stages. However, this is not shown in the
Fig. 3.

The pump is similarly a flowsystem. The process stage
involves pushing/not-pushing the water toward tank B. There is
no need for valves because the water cannot flow to tank B
without pushing.

There seems to be incompleteness in Palshikar [5]’s
original description of this system in a case where both tanks
are full. In this case, the valve to tank A is closed and the pump
is off forever. Accordingly, an outlet has been added in the
flowsystem in tank B.

Switching the description to Fig. 3, the water flows in
(circle 1 in the figure) to be processed (circle 2, measuring its
water level) and accordingly opens or closes the valve (3).
Also, the processing triggers (4) the control flowsystem of tank
A to send a signal (5) about the current level of water: empty,
okay, or full to the pump control system. On the other hand,
tank B also sends (6) such a signal. These signals are processed
in the pump control flowsystem (7) to turn on/off the pump (8),
which results in the stoppage or flow of the water to tank B (8).

The next section applies FM to the method known time
representations in order to compare the two methods side by
side.

Ill.  TIME AND FM

Time requirements play a central role in understanding and
designing systems. Timing is typically incorporated after tasks
and software architectures are defined, when holistic
scheduling algorithms and expected worst-case execution times
are analyzed [13]. This paper does not involve such a detailed
level of description; rather, it is concerned with a very high
level of requirements specifications, e.g., the level of UML
use-case, sequence, and activity diagrams. Accordingly, this
section relates time to its representation in FM.

Vol. 6, No. 8, 2015

Philosophically, time can be conceptualized as a fourth-
dimensional phenomenon. Such a conceptualization is inspired
by Edwin Abbott’s Flatland:

Dr. Abbott pictures intelligent beings whose whole
experience is confined to a plane, or other space of two
dimensions, who have no faculties by which they can become
conscious of anything outside that space and no means of
moving off the surface on which they live. He then asks the
reader, who has consciousness of the third dimension, to
imagine a sphere descending upon the plane of Flatland and
passing through it. How will the inhabitants regard this
phenomenon? [ ... ]

Their experience will be that of a circular obstacle
gradually expanding or growing, and then contracting, and they
will attribute to growth in time what the external observer in
three dimensions assigns to motion in the third dimension. If
there is motion of our three-dimensional space relative to the
fourth dimension, all the changes we experience and assign to
the flow of time will be due simply to this movement, the whole
of the future as well as the past always existing in the fourth
dimension. (Italics added.) [14]

The sphere (ball) is seen as constantly changing, and the
whole change from birth to disappearance is the “lifetime” of
the sphere. Applying the 3-dimensional world, this time must
then be a 4th dimension.

Strachan [15]’s conceptualization of the same phenomenon
is as follows:

Let’s imagine a miniature world which is a cube. Now
suppose that one of the faces of the cube—say the bottom
face—is a little 2-dimensional world, a Flatland, inhabited by
creatures called ‘Toodies’ (2-D) . . .

Since the Toodies’ Flatland is infinitely thin . . . , then an
infinite number of Flatlands could be stacked into the cube . . .

But let us now suppose that a Toody is subjected to some
force which can lift him up the 3rd (up and down) dimension
of the cube. So he is propelled out of his own paper-thin world,
the bottom face of the cube, right up through the cube to its top
face. As he does so, he will pass through all the 2-dimensional
‘paper’ Flatlands which lie in between. Since the whole cube
exists, then all of these Flatlands exist, even though they won’t
exist for Toody until he reaches them. So they lie in Toody’s
future.

But change occurs, and can only occur, in time. So his
movement in this 3rd (up/down) space dimension will seem
like the passage of time to Toody: it is his time dimension.
(talics added.)

A. Time as spheres

Accordingly, from the FM point of view, these “flatlands”
are flowthings that flow through times spheres: pasti, past2, . ..
, now, futurel, future 2, . . . In this case, time is modeled as
spheres. All of these spheres are projections of different times
on flatlands. UML representation of this modeling of time is
shown in Fig. 5, which includes slices of time with processes
happening in them. Fig. 6 shows the corresponding FM
representation.
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Fig. 5. Sample of UML representation of time (from [16])
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Fig. 6. Time spheres with “flatlands” flow through them

Time
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Fig. 7. Cylinder is used instead of a cube to illustrate time flows through “Flatlands”

B. Time as flowthings

Alternatively, time can be conceptualized as a flowthing
that flows through “flatlands.” In this case, Strachan [15] s
cube (though we prefer to use a cylinder instead of a cube; see
Fig. 7) passes through all the 2-dimensional Flatlands,
accomplishing the same result.In this case, time in FM is a
flowthing that can be released, transferred, received, and

processed. For each flowsystem, it is processed to count its
passing though counting, as will be illustrated in the next
section. In FM, time is something that flows contiguously from
a fourth-dimension sphere to any other sphere, as shown in Fig.
8. If this is of relevance to flows or triggering in that sphere, it
is represented by a flowsystem. This conceptualization of time
as a flowthing will be utilized in the discussions in the next
sections.
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IV. LINEAR TIME DIAGRAMS

Timing diagrams “focus on conditions changing within and
among lifelines along a linear time axis ... on time of events
causing changes in the modeled conditions of the lifelines”
[17]. They utilize the notions of lifeline, state or condition
timeline, destruction event, duration constraint, and time
constraint. Timelines are one of the simplest means of
representing the flow of events. In UML 2, timing diagrams are
a special form of sequence diagrams where the axes are
reversed and the lifelines are shown in separate compartments
arranged vertically. These diagrams “aren’t the most popular”
[18].

According to the Web site [17], time duration constraint
refers to the duration used to determine whether the constraint
is satisfied. It is an association between a duration interval and
the constructs that it constrains. For example, that ice should
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melt into water in 1 to 6 minutes can be represented as shown
in Fig. 9. From the conceptual point of view, lining (putting in
one category) ice, melting, and water is a categorical mix. Ice
and water can be categorized as “states” of H,O, but melting is
certainly not. Also, it seems that H,O is another name for
water. Fig. 10 shows the FM representation.

There are three subspheres: time, ice, and water. The units
of time are continuously received (1) and ignored. They are
processed (2) as soon as the melting (a kind of process (3))
starts in the ice sphere until “counting” 6 units of time. When
the ice starts melting (3), it triggers (4) the counting
(processing (2)) of time. When the melting ends (5), the time is
ignored again (6) and water is generated (7). The model
reflects that time always flows through systems, and thus time
constraint is awareness of this flow and alignment of events
with the flowing time.

Time |Create HReleaseHTranSfer

Fig. 8. Time conceptualization FM representation

In addition, a time constraint is time expression used to
determine whether the constraint is satisfied. “All traces where
the constraints are violated are negative traces, i.e., if they
occur, the system is considered as failed” [17]. Fig. 11 is given
as a representation of this constraint. It involves two states:
sleep and awake. At the change from sleep to awake, the time
period {5:40 a.m., 6 a.m.} passes to accomplish this change.
The state (sleep or awake) is represented by a horizontal line:
no line, no state. The change from a state to another is
represented by a vertical line that connects the horizontal lines.
The delay that corresponds to the change is represented by the
diagonal line and the text {5:40 a.m., 6 a.m.} at the point of
beginning the awake state.

[ce —
{Imin...6 min}

H,0 Melting

Water

Fig. 9. Representation of how ice should melt into water in 1 to 6 minutes
(from [17])

Transfer
Any
sphere
Clock
| Transfer | Time
v (1) Process: consume
ore  Receive Pass > and co
sl A If>6
6 (Initially: Ignore) ./4~ L) Hp o
= |

__E.E) |
Begin@
- Ice

1 Process: melting

Water

Fig. 10. FM representation

Ice/melting system

Sleep — {5:40 am., 6 am.}

:Person

Awake

Fig. 11. Person should wake up between 5:40 a.m. and 6 a.m

Semantically, {5:40 a.m., 6 a.m.} is the “length” of sleep.
Accordingly, the diagonal line and {5:40 a.m., 6 a.m.} look
like a comment and not a modeling of the situation. If it is not a
comment, then the representation is misleading because it gives
the impression of a three-dimensional representation. Also,
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there is no indication of “failure” as mentioned in the given
constraint. This example shows the limitations of the line
representation of time.

Fig. 12 shows the corresponding FM representation. These
are the spheres: time, sleep, awake, and the logical join. The
clock performs the following:

e At5:40 a.m,, it triggers sleeping
e At 6:00 a.m., it triggers awaking

e At 6:00 am. it also triggers checking whether the
awaking occurs

Time is generated by the clock and received by the sphere
of the time in the system (circle 1). This sphere is the part of
the total system that deals with time. The clock sends
continuous signals, say 12:00, 12:01, 12:02, . . ., and these data

Vol. 6, No. 8, 2015

arrive and are received and processed (2). This processing
involves the recognition of 5:40 a.m. and 6:00 a.m. If it is 5:40
a.m. then this triggers the person to enter into sleeping (3).
He/she is processed (absorbed) into sleeping (4). If it is 6:00
a.m., then this triggers:

e The release (5) of the person from sleeping to awaking

(6)

e The checking of whether the person has arrived to the
awaking state (7). If this is the case then this triggers
success (For simplification sake, success is reported
instead of failure; accordingly, the recipient of the
report assumes failure if success does not arrive.)

Note that the horizontal joint bar can be represented in FM
as shown in Fig. 13.

Clock
Person
(D ‘-———————————————————.-—5:40am
ProcessC2> A 4
IR | I fe—Receivel{ Transter]
Release ,SD am =
I ; =
| Transfer } ! { Transfer Receive: |
If arrived then |
Sleep Awake [
Success
Fig. 12. FM representation
Clock
Person
3 = = e e - e e - -40am
Process: P @ @ v
: rocess -
e leeping] 1| Receive | Transfer |
Releasefs\—_---—-——-— 63“; o=
M= : e
I Transfer L ! Receive: |
If arrived then |
Sleep I
v v
Joint [ Release = Create | [ Create | | Release |
Transfer Signal 2 Signal 1 Transfer
Failure Process: If not|*®| Receive Transfer |
€ M T b5th signals Signals
Fig. 13. FM representation without the joint bar
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V. TIMING AND REAL-TIME SYSTEMS

Coffee machines have been used as a well-known example
of modeling real-time systems using such languages as Uppaal
and UML (e.g., [19-23]) In this section, we investigate the
specification of design requirements for the coffee machine
problem in the context of Uppaal, as it is described in many
publications and course materials.

The coffee machine problem involves modeling the
behavior of a system with three elements: a machine, person,
and an observer. The person repeatedly inserts coins to receive
coffee, after which he/she produces a publication. There is time
delay after each such action. The machine takes some time for
brewing the coffee.

It also takes a timeout if the brewed coffee is not taken
before a certain upper time limit. The observer complains if
more than 8 time units elapse between two consecutive
publications.

In modeling the coffee machine in FM, we find that to
complete the conceptual picture and flows, we need additional
items (spheres) in addition to person, machine, and observer.
One interesting aspect of FM description is the systematic
application of the same generic stages for entities, subentities,
and spheres. This repeatability of application creates
specifications that are more complete. It is also possible to
simplify the depiction by reducing the level of description in
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several ways. As an introduction, before giving the complete
FM representation, Fig. 14 shows a brief description of the
“waves” of flow and the new additional spheres.

In the figure, coin flow (A) triggers the coffee (B) and cup
(C—a new sphere with an important role that will be explained
later) flows as well as the flow of “counted time units” (D). As
was mentioned previously, time flows continuously, but it is
ignored until certain events (e.g., the arrival of coins) trigger
counting units of time. Accordingly in the figure with the
passing of the coffee preparation period, the coffee and the cup
flow to the “filled cup compartment” (E) and start the “fill cup”
flow (F). In this case, time is also counted (G), and if the filled
cup does not flow (i.e., it is taken from the compartment), then
this triggers dispensing. The flow of the filled cup outside the
compartment (H) is supposed to trigger the flow of the coffee
to the person (I—e.g., being drank). This in turn triggers
producing publications (J) that flow to the observer (K). Upon
the arrival of publications the observer starts counting time (L)
and complains start to flow out (M) if time reaches its
maximum without receiving new publications.

The completeness and continuity of events (technical and
physical) are grounds for the validity of the model. Take the
state-based modeling of the machine as given by Anderson
[19] and represented in Fig. 15, according to Anderson [19—
20]:

Complain M Observer
1 I ki
Filled Cup | IPerson = e s
H Coffee I | -
L] |
Filled I Foms
2N
F Filled Cup compartmentl Time
Coffee B Machine
2 E l
G
e Cup C
|
-

Fig. 14. Flows in the coffee machine problem

Coffee machine accepts a coin and then delays for some
time (above it is 6 time units). It then sets a timeout timer, and
either (to the right) dispenses coffee, or (to the left) times out
and then dispenses coffee. The extra state on the left is because
Uppaal does not allow both guards and synchronizing elements
to appear on the same transition.

Note that this model assumes that the coffee flows outside
the machine immediately, after the brewing process, just as
water flows outside a pipe. This means the coffee does not wait
to be taken outside the machine. The flow-based FM
representation (see Fig. 16) forces introduction of a container

for the coffee because there is waiting time. Thus, the items of
cup and filled cup (cup+coffee) are necessary to convert the
flowthing coffee from the state of liquidity (which makes its
flow outside the machine compulsory) to the state of “handle-
ability” (a thing that stands by itself waiting to be picked up).
From the “state” perspective, Fig. 17 shows the two methods of
conceptualization. On the left, the model is not based on flows,
hence the conceptualization is represented by conceptual jumps
from one state to another. On the right side, the FM model is
casted in state jumps. In the figure, the two triggering arrows
that come from outside the machine sphere change the waiting
state.

34|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 6, No. 8, 2015

Cof!
Fig. 15. Automata for machine (redrawn from [19])
1
Filled Coins
AN
Filled Cup compartmentl T
Coffee Machine
Tim Cup
]
-
Fig. 16. Flows in the coffee machine problem
Initial state
) Initial state
Preparing coffee state
Extra state \1/ - 2 4
- Preparing coffee state
Coffee coming out of '
machine state to: \1(
:'\{ N . _4, Waiting with filled cup state | ____

Dispensing

Fig. 17. The coffee problem described in terms of states

The point here is that the flow-based conceptualization events, thus identifying items (e.g., cups) and processes (e.g.,
“forces” continuity and completeness of the narration of  waiting liquid).
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Fig. 18. The problem described in terms of states

Fig. 18 shows the complete FM representation of the coffee
machine problem. We start with inserting the coins (circle 1).
The creation here (in the figure) means the appearance of coins
in the episode, just as the first appearance of a new character in
a play in theater.

The coins flow to the machine (2) where they are received
and trigger three events:

e Displaying “in process” to the user.
assume it displays “ready” (3).

Initially, we

e Triggering the time counter (4)
e Triggering preparing the coffee (5)

The machine is continuously receiving time units; however,
the triggering makes it “pay attention” and count these time
units. Note that the time sphere is represented by a clock
picture for illustrative purposes, but it is really the flowsystem
that creates time units. Also, it is possible to detail the coffee
sphere by drawing flowsystems for the coffee powder and
water separately to be processed and make coffee.

At the end of the coffee preparation time, the cup is
dropped (6) and the coffee is released (7); this happens in the

machine compartment subsphere to create the filled cup (8).
Creating the filled cup and releasing it trigger waiting time (9)
to pick up the cup and display that (10). If the person takes out
the filled cup (11), this triggers displaying “ready” and triggers
(12) the flow of coffee to the person (13).

Note that, in general, the filled cup sphere includes three
subspheres: the filled cup (cup+coffee), coffee, and cup (see
Fig. 19). In any sphere, we can focus on any of its subspheres.
Accordingly, when the person removes the filled cup outside
the compartment the “attention” (matters of interest) is on the
filled cup and the coffee subspheres (flowsystems (11 and 12)),
but the cup by itself is of no interest.

Continuing the flows, when the coffee is received by the
person (14), he/she drinks it to trigger creation of publications
(15) that flow to the observer (16), which in turn triggers
initializing a waiting time period for the next publication (17).
If no publication arrives, this triggers creation of a complaint
(18). We assume that initially the waiting timing here is set to
zero.

Returning to releasing the filled cup that triggers waiting
time (9); if the waiting time is over (19), then this triggers (20)
checking whether the filled cup has been already removed (21);
if not, the filled cup is dispensed with (22).
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VI. CONCLUSION

Methodologies of time representation can be based on
states, UML, Petri nets, and other types of diagrams. Each has
its own advantages and weaknesses, especially with regard to

Filled Cup

Filled Cup as a Flowthing

Fig. 19. The filled cup as a flowthing and its two flowthing components

FM can serve as an early system understanding and
communication among stakeholders, including those without
technical knowledge, and facilitate agreement between
clients/users and designers. Additionally, it can be used as a
base for system development and the design phase. The
resultant FM representation avoids ambiguous textual language
and heterogeneous diagramming. Of course, FM is still not
well developed in comparison with such well diagram-oriented
modeling methodology such as UML. Its weaknesses in terms
of expressivity and complexity have to be studied more in
different applications. Nevertheless, comparing FM diagrams
side by side with other types of modeling techniques reveals it
is a promising viable modeling tool.

We are currently exploring further time representation in
FM, especially its relation to the actual design phase.
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Abstract—There is an open discussion over nonlinear
properties of the Heart Rate Variability (HRV) which takes place
in most scientific studies nowadays. The HRV analysis is a non-
invasive and effective tool that manages to reflect the autonomic
nervous system regulation of the heart. The current study
presents the results of HRV analysis based on 24-hour Holter
ECG signals of healthy and unhealthy subjects. Analysis of heart
intervals is performed with the use of original algorithms and
software, developed by the authors, to quantify the irregularity
of the heart rate. The main aim is the formation of the
parametric estimate of patients’ health status, based on
mathematical methods that are applied on cardiac physiology.
The obtained results show that the analysis of Holter recordings
by nonlinear methods may be appropriate for diagnostic,
forecast and prevention of the pathological cardiac statuses.
Different approaches of graphical representation and
visualization of these results are used in order to verify this.

Keywords—Heart Rate Variability (HRV); ECG signal; Holter
signal; nonlinear graphical methods

. INTRODUCTION

Cardiovascular disease is among the top 10 causes of death
worldwide. Ischemic heart disease, stroke and chronic
obstructive lung have remained the top major causes of death
for the past decade. Latest scientific research has shown that
cardiovascular diseases can be mathematically analyzed and
predicted by cardiac screening for early detection of possible
complications to prevent disease or improve quality of life. The
diagnostic parameter defined by the electrocardiograms (ECG)
is the heart rate variability (HRV) which is calculated by
measuring the time between heartbeats. In 1996, the European
Society of Cardiology and North American Society of Pacing
and Electrophysiology gave recommendations on the clinical

usage of the HRV method for evaluating cardiology disease
risks as: myocardial infarction (heart attacks), sudden cardiac
death and essential hypertension. In addition, diabetes mellitus
is associated with a reduced vagal tone and elevated
sympathetic activity [1]. HRV is reduced in patients with
diabetes mellitus, suggesting dysfunction of cardiac autonomic
regulation which has been associated with increased risk for
pathological cardiac events [2]. The main advantage of HRV
signals is that it can be calculated real time in non-invasive
manner, while all current biomarkers used in clinical practice
are discrete and imply blood sample analysis [3].

Methods of HRV analysis are divided in two groups: linear
and non-linear methods. Linear methods can be used in time-
or frequency- domain for HRV analysis [4]. Time-domain
parameters are statistical calculations of consecutive RR time
intervals, and they are correlated with each other (SDNN,
SDANN, pNN50, etc.). Frequency-domain parameters are
based on spectral analysis. They are used to evaluate the
contribution on HRV of autonomic nervous system (VLF, LF,
HF, HF/LF ratio) [5- 7]. The last years, the interest for non-
linear analysis is constantly increasing, because the HRV
measurements are non-linear and non-stationary and a
considerable part of information is coded in the dynamics of
their fluctuation in different time periods. Through
implementation of conventional (linear) mathematical methods
part of the important characteristics of signal dynamics are
missed. Therefore, development and implementation of new
non-linear mathematical methods and knowledge, based on the
fractal, multifractal and wavelet theory will allow scientists to
identify new reasons for HRV fluctuations. This research is
conducted on selected control groups of patients with
cardiovascular diseases, forming part of an information
database of 300 patients of a cardiological clinic; each with 24-
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hour Holter recordings. Each record contains information of
around 100,000 heartbeats. The first problem is based on the
fact that fluctuation of the physiological signals possesses
hidden information in the form of self-similarity, scale
structure, monofractality and multifractality, through the
application of these methods [8-13]. The fractal, multifractal
and wavelet-based multifractal analysis of the fluctuations is
useful not only for getting the comprehensive information for
physiological signals of patients, but also provide a possibility
for foresight, prognosis and prevention of the pathological
statuses. The second problem is due to the large volume of
research information is extremely important the correct
determination the trend of the disease of the patients for
relatively large period of time - several years, for instance.
Such tests are performed periodically to compare the graphic
characteristics of images from clinical studies undertaken as a
result of treatment and give an idea of the patient's condition
and treatment quality. Nonlinear analysis of cardiology data is
a relatively new scientific approach to assess the dynamics of
heart activity. The above described problems are solved by
setting of the following interesting and important objectives:

e Presentation of some interesting results that depict the
fractal and multifractal structure of RR intervals time
series, extracted from 24-hour Holter ECG records of
healthy and unhealthy subjects by applying the
following non-linear methods: Detrended Fluctuation
Analysis (DFA), Rescaled adjusted the range statistics
plot (R/S), Wavelet Transform Modulus Maxima
(WTMM) and Poincaré plot.

e Demonstration of different approaches of graphical
representation of results from clinical studies of HRV
and assessment of health status of patients with
cardiovascular disease with multiple and periodic 24-
hour Holter studies of treatment. Trends in the
evolution of patients’ health status are not possible to
ascertain in short, five minute HRV records, described
most often in specialized articles.

The key components of the proposed approaches are
directed at the analysis of HRV by applying nonlinear methods
for graphical representation of results, as new direction of the
scientific investigations in parallel with research works with
the linear methods.

Il.  SUBJECT AND METHODS

A. Subjects

In this article two groups of signals are analyzed: RR time
series of 16 normal subjects and 16 congestive heart failure
(CHF) patients. These signals are consisting of around 100 000
data points, corresponding to 24-hour Holter ECG recordings.

B. Methods
Detrended Fluctuation Analysis (DFA)

DFA is a technique for detecting correlations in time series
[14]. These functions are able to estimate several scaling
exponents from the RR time series being analyzed. The scaling
exponents characterize short or long-term fluctuations. The
main steps of the DFA algorithm [15] are as follows:
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Step 1: The RR interval time series is integrated using (1):

y(k):i(RRj—Fﬁ), k=1,...N. (1)
=1

Where:
e y(K) is the K" value of the integrated series;

e RRjisthe |" inter beat interval;

e RR is the average inter beat interval over the entire
series.

Step 2: The integrated time series is divided into boxes of
equal length n.

Step 3: In each box of length n, a least square line is fitted
to the RR interval data and y,(k) denote these regression lines.

Step 4: The integrated series y(k) is detrended by
subtracting the local trend in each box. The root-mean-square
fluctuation of this integrated and detrended series is calculated
using (2):

N
F(n)= l’Nki(y(k)'y”(k»z' )

Where: F(n) is a fluctuation function of box size n.

Step 5: The procedure is repeated for different time scales.
The relationship on a double-log graph between fluctuations
F(n) and the time scales n can be approximately evaluated by a
linear model that provides the scaling exponent a given in (3):

F(n) ~n*. ®)

The parameter o is depended by the correlation properties
of the signal. By changing the parameter n can be studied how
to change the fluctuations of the signal. Linear behavior of the
dependence F (n) is an indicator of the presence of a scalable
behavior of the signal. The slope of the straight line is used to
determine the value of the parameter a. For uncorrelated
signals, the value of this parameter is within the range (0, 0.5),
where a > 0.5-it is an indication for the presence of correlation.
When o = 1, the signal is 1 / f — noise, while o = 1.5 — usually
Brownian motion.

In the case of RR time series, DFA shows typically two
ranges of scale invariance, which are quantified by two
separate scaling exponents, oy and ay, reflecting the short-term
and long-term correlation [14]. The short-term fluctuation is
characterized by the slope a; obtained from the (log n, log
F(n)) graph within range 4<n>11 and the slope a, obtained
from the range 12<n>64.

Rescaled adjusted range Statistics plot (R/S)

The rescaled range is a statistical measure of the variability
of a time series introduced by British hydrologist Harold Hurst
[16]. The Hurst exponent is one closely associated method with
the R/S . This exponent is a measure that has been widely used
to evaluate the self-similarity and correlation properties of
fractional Brownian noise, the time series produced by a
fractional Gaussian process. The self-similarity means that the
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statistical properties (all moments) of a stochastic process do
not change for all aggregation levels. The main properties of
self-similar processes include:

e Slowly decaying variance — the variance of the sample
is decreased more slowly than the reciprocal of the
sample size.

e Long-range dependence - the process is called a
stationary process with longrange dependence if its
autocorrelation function is non-summable. The speed of
decay of autocorrelations is more hyperbolic than
exponential.

e Hurst effect — it expresses the degree of self-similarity.

Based on the Hurst exponent value, the following
classifications of time series can be realized:

e H=0.5 indicates a random series;
e (0<H<0.5 - the data in the signal are anti-correlated,

e 0.5<H<1 - the data in the signal are long-range
correlated.

The R/S method for the time series X(n) is asymptotically
given by a power law:
R(n)/S()oont. (4)

Where:

e R(n) is the range which is the difference between the
minimum and maximum accumulated values;

e S(n) is the standard deviation estimated from the
observed data X(n);

e H is the Hurst exponent.

To estimate the Hurst exponent is plotted R(n)/S(n) versus
n in log-log axes. The slope of the regression line approximates
the Hurst exponent [17].

Wavelet Transform Modulus Maxima

One of the most popular tools in wavelet-based multifractal
analysis is the Wavelet Transform Modulus Maxima (WTMM)
method. This method is based on wavelet analysis that is called
“mathematical microscope” due to its ability to maintain good
resolution at different scales [18]. The WTMM method is a
powerful tool for statistical description of non-stationary
signals, because the wavelet functions are localized in time and
frequency.

Physiological signals, such as RR time series, can be
efficiently represented by decomposition at different
frequencies. The conventional method for this approach is a
Fourier analysis. This analysis works well for stationary time
series, but not for non-stationary signals, when the frequency
content changes over time. Scalograms is based on the wavelet
transform simultaneously to provide both time and frequency
information and is important for investigating the signal. The
WTMM method is used for analysis the multifractal scaling
properties of fractal signals. This method uses continuous
wavelet transform to detect singularities of a signal. WTMM is
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based on Wavelet analysis (continuous wavelet transform,
skeleton construction) and Multifractal formalism (partition
function calculation, scaling exponential function estimation,
multifractal spectrum estimation). The method consists in the
following basic steps [19, 20].

Step 1: Calculation of the Continuous Wavelet Transform
(CWT)

In many previous researches, the wavelet decomposition
has been used in the medical domain [21- 27] and in other
domains [28- 30]. A wavelet is simply a finite energy function
with a zero mean value. The wavelet transform is defined by
the continuous time correlation between the time series and the
particular wavelet of scaling parameter t and shift parameter o

—+00
W(t(o) = [t) W, Ot . 5)

Where the analyzing wavelet y, .(t) is a zero average
function with local support, centered around zero. The family
of wavelet vectors is obtained by the translations and
dilatations of the “mother” wavelet:

1 t—1
= 6
Yo (t) JHW( " j (6)

The wavelet transform has a time frequency resolution
which depends on the scale a.

Step 2: Calculation of the local maxima of the modulus of
the CWT

The modulus maxima (largest wavelet transform
coefficients) are found at each scale o as the supreme of the
computed wavelet transforms such that:

OW(x(a) _

ot
Step 3: Calculation of the partition function Z(q,a) based on
wavelets, where o is the dilatation and q is a scale factor

0. @

The originality of the WTMM method is in the calculation
of the partition function Z(q,a) from the maxima lines. The
space-scale partitioning given by the wavelet tiling or skeleton
defines the particular partition function:

Z(d.0) = TsupW(e(o| ®
0 o
Where o is the dilatation and q is a scale factor. This
partition function effectively computes the moments of the
absolute values of the wavelet resonance coefficients W(t,a).

Step 4: Calculation of the decay scaling exponent 1(q)

The scaling exponent 1(q) is the Legendre Transform of the
multifractal spectrum f(o) for self-similar time series and
relates the fractal dimensions to the order q of the partition
function Z(q,o). The slope of the double-logarithmic plot
allows the computation of the decay scaling exponent. This
slope can be obtained using linear regression:

log,Z(g, ) = w(q)log e+ C(a) - ©)
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If the scaling exponent is everywhere convex, that indicates
multifractal behaviour of the signal. In case of monofractal
behaviour, the scaling function is a line.

Step 5: Estimation of the spectrum of singularities

Multifractal formalism uses multifractal spectrum for the
detailed fractal analysis of the signal. The Multifractal
spectrum function shows the scope of all fractal measures. The
Multifractal spectrum function is calculated from scaling
function via Legendre transform by formulas:

_ di(q)
dg
The spectrum width on multifractality degree is Ad=0imax —

omin, this quantity is a measure of the range of fractal exponents
in the time series, so if Aa is large, the signal is multifractal.

Poincaré plot

The Poincaré plot analysis is a graphical nonlinear method
to assess the dynamic of HRV [31, 32]. The method provides
summary information as well as detailed beat-to-beat
information on the behaviour of the heart. It is a graphical
representation of temporal correlations within the RR intervals
derived from ECG signal. The Poincaré plot is known as a
return maps or scatter plots, where each RR interval from time
series RR = {RR1, RR2, ..., RRn, RRn+1} is plotted against
next RR interval. The Poincaré plot parameters used in this
paper are SD1, SD2 and SD1/SD2 ratio. SD2 is defined as the
standard deviation of the projection of the Poincaré plot on the
line of identify (y=x) and SD1 is the standard deviation of
projection of the Poincaré plot on the line perpendicular to the
line of identify. These parameters can be defined by (11), (12)
and (13).

a(q) and fla)=min (agq-t(q)). (10)

x={x1, x2, ..., xn}={RR1, RR2, ..., RRn} (11)
y={yl, y2, ..., yn}={RR2, RR3, ..., RRn+1} (12)
. SD1
SD1= /var(dl) ; SD2= /var(dz) ; Ratlo—ﬁ. (13)
Where:

e i=1,2,3,...,nandn is the number of points in the
Poincaré plot;

o var(d) is the variance of d;

d_X—y d _X+y
. 1 \/E 2 \/E

Parameter SD1 has been correlated with high frequency
power, while SD2 has been correlated with both low and high
frequency powers. The ratio SD1/SD2 is associated with the
randomness of the HRV signal. It has been suggested that the
ratio SD1/SD2, which is a measure of the randomness in HRV
time series, has the strongest association with mortality in
adults.

I1l.  RESULTS AND DISCUSSION

The analyzed data for describing two types of signals are
combined in two groups: records of 16 CHF patients and 16
normal subjects.
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Fig. 1(a) and Fig. 1(b) distribute the RR interval signals of
normal subject and CHF patient. The graphs of RR time data
are highly nonstationary (the mean, variance and other
variation in the time statistical parameters). The fluctuations of
heart-beat time series are larger in healthy subject compared to
CHF patient.

Fig. 2(a) and Fig. 2(b) illustrate the values of scaling
exponents and the slope of the line F(n) on double logarithmic
plot obtained by using the DFA method for the investigation of
signals. The results indicate a significant difference between
patients with CHF and healthy controls in short- and long- time
scales. Healthy subjects typically show the fractal behavior of
heartbeat dynamics while patients with CHF show an alteration
in fractal correlation properties.

The results of the R/S method applied to the studied signals
to determine the value of the Hurst exponent are shown in
Fig.3 (a) and Fig. 3 (b). The obtained results show that RR time
series are correlated, i.e. they are fractal time series. For normal
subject, the value of Hurst exponent is high due to the variation
being chaotic, and for CHF patient this value decreases
because the RR variation is low.

The wavelet decomposition of RR sig.nals can be used to
provide a visual representation of the fractal structure of the
investigated signals (Fig. 4 (a), Fig. 4 (b)). The wavelet
coefficients are presented in their absolute values and coloured
in accordance with colour bar. Dark colours correspond to
lower absolute wavelet coefficient values. Light colours
indicate  higher absolute wavelet coefficient values
corresponding to large heartbeat fluctuations. The wavelet
analysis uncovers hierarchical scale invariance and reveals a
self-similar fractal structure in the healthy subjects and a loss
of this fractal structure in the unhealthy (CHF) patients.

On Fig.5 (a) and Fig. 5 (b) show the variations of scaling
exponents 1(q) over all the values of q for the normal subject
and CHF patient. The constantly changing curvature of the 1(q)
curves for the normal subject suggests multifractal behaviour.
In contrast, t(q) is a straight line for CHF patient, indicating
monofractal behaviour.

Fig. 6 (a) illustrates the multifractal spectrum of RR time
series of normal subject and Fig. 6 (b) for CHF patient. The
curve of normal subject has multifractal behaviour due to the
wide range of local values of the Holder exponent o (Ao=0{max —
Omin). The range of values of the Holder exponent o for RR
time series of healthy subject is Aa=0.79177, and for RR time
series of CHF patient is Ao=0.30351. The interval Aq,
corresponding to the RR signal for CHF patient is more than
two times lower than the signal for a normal subject.

The results of the Poincaré plot analysis of RR time series
of healthy subject and CHF patient are presented in Fig.7 ()
and Fig.7 (b). The Poincaré plot for healthy subject is a cloud
of points in the shape of an ellipse (‘comet’ shaped plot). On
the other hand, points for CHF patient are a cloud of points in
the shape of a circle (‘complex’ shaped plot). The geometry of
these plots has been shown to distinguish between healthy and
unhealthy subjects. The obtained Poincaré plot parameters are
directly related to the physiology of the heart. The parameter
SD1 is the length of the semi-minor axis of the ellipse and it is
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the reflection of short term variability of heart rate. The
parameter SD2, the length of the semi-major axis, is the
measure of long term variability. Since the values of the SD1
and SD2 parameters depend on the RR intervals, the ratio of
SD1 to SD2 is used to make comparison among Poincaré plots
from different subjects. The values of SD1 and SD2 are higher
in normal subjects comparatively to the congestive heart failure
subjects.

The modern measuring devices (ECG Holters) and
computational methods for data analysis allow the researcher
and medical expert derive various summary parameters,
analyze recurring patterns, transform the data and much more
[33-37].

The values of the investigated parameters (mean + standard
deviation) are reported in Table 1. The described methods are
realized by the Matlab software developed in the research
project for nonlinear analysis of ECG signals.

There are some limitations in the using of the described
analytical system. First, in the study are include restricted
number of investigated subjects for analysis of RR time series
(16 normal subjects and 16 CHF patients). Secondly, the study
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Fig. 2. (a). DFA analysis of healthy subject
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is oriented only at nonlinear methods for analysis of RR time
series. These limitations are included because this paper is
prepared not for showing the medical treatment results, but for
demonstration the conceptual developments of the software
environment and database as a new and modern tools to
analyze, quantify and display the results of nonlinear analysis
of HRV signals.

Concerning the practical application of the above described
nonlinear methods of graphical representation, the graphical
user interface of the software environment, database and
appropriate signal processing algorithms were developed and
implemented in MATLAB 6.0. The database includes
background parameters, for example subject’s gender, age and
level of physical activity as well as disease history. The
variations are presented by measurement the time of day and
describing the circadian rhythm of the subject. The graphical
representation of the circadian rhythm for every subject is
stored in database, which enable evaluation of the results in a
relatively long period of time for the post-analysis of the
prescribed treatment, for instance. Moreover, the circadian
rhythm of the physiological states can be assessed with this
database’s results.
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Fig. 1. (b). RR interval series of CHF patient
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TABLE I. PARAMETERS FOR HEALTHY SUBJECTS AND CHF PATIENTS
Parameter Healthy subjects | CHF patients
alphal (DFA) 1.2942+0.205 0.7424+0.311
alpha2  (DFA) 0.9942+0.319 0.5731+0.376
alpha (DFA) 1.0578+0.198 0.6192+0.231
Hurst (R/S) 0.9186+0.018 0.5715+0.219
g=0, a (WTMM) 1.1214+0.9 0.55752+0.4
g=10,a (WTMM) 0.7167+0.6 0.48008+0.3
g=-10, ¢ (WTMM) 1.5085+0.8 0.78359+0.5
g=0, fle) (WTMM) 1.0 1.0
g=10, fl@) (WTMM) 0.12414+0.08 0.59004+0.26
g=-10, f(a) (WTMM) 0.06879+0.07 0.12029+0.16
Aa (WTMM) 0.79177+0.15 0.30351+0.09
SD1 [ms] (Poincare plot) 46.393+22.02 35.123+18.23
SD2 [ms] (Poincare plot) 295.295+35.9 87.5673+29.12
SD1/SD2 (Poincare plot) 0.15711+0.32 0.40121+0.41

IV. CONCLUSION

The paper presents a part of the latest scientific
investigations and the results of application of nonlinear
mathematical methods, based on the fractal theory for selected
group of patients. The used nonlinear graphical methods for
HRV analysis are an effective tool to visualize HRV
fluctuations. The results of the cardiac data and the selected
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methods of analysis managed to give detailed information
about the physiological status of the patients and to develop a
work towards a framework for prognosis and prevention of
pathology status in case of cardiovascular disease. This proves
the importance of the proposed study.

The use of graphic-oriented methods for analysis and
visualization of cardiac diseases facilitates decision-making by
health professionals, especially in case of large amounts of
information such as the analysis of diurnal heart rhythms.

Furthermore, analysis of trends of patients with
cardiovascular diseases is more easily run by periodically
comparing the plots of about 100.000 entries heart rate, rather
than to make comparisons of humerical values or ECG data.

Graphic images of the clinical studies for each patient are
automatically stored in a database with easy access and the
ability to compare the periodic 24-hour recordings. The study
of patient data jointly with the application and comparison of
graphics obtained from several nonlinear mathematical
methods is recommended.
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Abstract—Generating electrical power from wind energy is
becoming increasingly important throughout the world. This fast
development has attracted many researchers and electrical
engineers to work on this field. The authors develop a dynamic
model of the squirrel cage induction generator exists usually on
wind energy systems, for the diagnosis of broken rotor bars
defects from an approach of magnetically coupled multiple
circuits. The generalized model is established on the base of
mathematical recurrences. The winding function theory is
used for determining the rotor resistances and the inductances
in the case of n- broken bars. Simulation results, in Part. 11 of
this paper, confirm the validity of the proposed model.

Keywords—Induction Generator; Rotor Broken Bars; Faults
Diagnosis; MCSA

. INTRODUCTION

In a general way, the problem of fault diagnosis consists in
the determination of the fault type with as much as possible
details as the fault size, location and time of detection. From
these important details, various approaches using
mathematical models are developed for more than three
decades, and it has a rich literature of hundreds of papers
including many surveys [1, 2].

For the electrical machines, the faults, and their diagnosis
techniques are reported in a great number of papers and
categorized in three important sections:

Coupled magnetic circuit theory. This theory uses the
finite element method associated the state space models, based
on the Maxwell's equations by taking account of the
machine geometry and the magnetic properties of materials.
This method offers considerable advantages, such as the
modeling of the topology of the coupled magnetic circuits
and the capacity to model magnetic saturation on a high
level of precision. However, the finite element method was
not the privilege of all the researchers for the simulation of
the rotor defects of the induction machines and remains
today, little used because of the high computing time and
the absence of on line knowledge of the faults [3, 4].

Multiple coupled circuit approach. The approach of the
multiple coupled electric circuits is based on the
Kirchhoff’s laws. If in this method, magnetic saturation is
neglected, it is however possible to observe the defects to the
rotor and the stator, thanks to the design of a detailed model
of an induction machine having m-stator circuits and n-
rotor bars, [5-7]. After having drawn up the equivalent

Omar Touhami

Research Laboratory of Electrotechnics
High National Polytechnic College
Algiers, Algeria

scheme under operation normal conditions, it is possible then
to write the equations of the meshed network and to
simulate the faults in the rotor by the breaks of the rotor
bars and/or an end ring segment.

Spectral analysis and parameter estimation. The
procedure is based on the spectral analysis of the stator
current signature and on the parameter estimation
respectively, to identify the rotor bar defects. It is commonly
called “Motor Current Signature Analysis.”. The stator
current spectra shows that the broken rotor bars give rise
to a sequence of sidebands around the supply frequency f
[8]. These sidebands are at fmj=f(1£2ks), k=1, 2... The

lower sideband is specifically due to a broken bar, and the
upper sideband is due to consequent speed oscillation.
Another signal that has been proposed for motor fault
analysis is an air-gap torque. Frequency components are
observing at characteristic frequencies fm=f(2ks). The fault
spectra are dependent on the slip, which changes with the
load.

The air-gap torque spectrum and the current stator
spectrum are a potential signature that can be used by on line
fault diagnosis. The analytical knowledge in the process is
also used to produce quantifiable, analytical information.
The first characteristic values are generated by the process
analysis using mathematical process models together with
parameter estimation, state estimation and parity equation
methods. Characteristic values are parameters, state variables
or residuals. As an example: Broken bar detection on an
induction machine using state and parameter estimation
techniques have been reported in [9, 10].

This paper presents a generalized induction machine
model for the diagnosis of rotor defects by an approach of
magnetically coupled multiple circuits (using ideas A.R.
Mufioz and T. A. Lip, [11]). The developed inductances (self
and mutual inductances) were given for rotors having an
unspecified number of broken rotor bars, by using of
mathematical recurrences. Considering the configuration of
the rotor, it is more realistic to model the cage as m-
identical magnetically coupled circuits. Moreover, one
advantage of this approach is that it is applicable for all
numbers of broken bars per pole pair. From where the
need for determining inductances and resistances to the rotor
meshes affected by the defect. Experimental results and
simulation in Part. Il of this paper confirm the validity of
the proposed approach.
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1. MODELING OF SCIG BY A MULTIPLE COUPLED CIRCUIT
APPROACH

The three-phase model does not make it possible to know
the actual values of the currents circulating in the rotor bars
and thus does not allow determining the defects with the
rotor. This is why the model multi-windings were
developing. One will represent then, a model of the rotor
as being made up with as many phases as bars; what results
in regarding the currents circulating in the end ring segments
as rotor phase currents [12, 13].

By taking account of the following assumptions:

v negligible saturation,
v'sinusoidal distribution of the EMF,
v uniformair-gap,

v negligible inter-bar currents

A. Stator equations
The stator equations are written by:
Vs =Ry i +% (1)
With:vg =[v, v, v.] . is=[i, i, i.]
The resistance matrix (diagonal (3x3)) contains resistance
of each winding:

r, 0 O
Ry={0 r, O
0O 0

S

And the total stator flux is:
¢s = ¢ss + ¢sr 2
¢s = Lsis + I-sr 'ir 3

Where: ¢ is stator flux due to the stator currents and ¢, is
stator flux due to the rotor currents.

With:
_L,S +Llps - L;S —% ]
L =| - szns L + L —%
—% - L;s L + Lmsj

Where L, and L, are respectively leakage and
magnetizing inductances of stator windings. Magnetizing
inductance L., for a winding having N, number of stator
phase turns in series, is given by:

Ir T
)

Leakage inductance is computed by [11].

Vol. 6, No. 8, 2015

Each rotor mesh is made of two adjacent bars and the
end- ring segment, which connect them and is magnetically
coupled with all the other rotor meshes and the three-phase
stator. Mutual inductance matrix (3xN;) stator-rotor is:

Lal La2 I-aN,
Ly =Ly Lpp - LbN,
Lcl ch e LcN r

The inductances are computed by using winding
function theory “WFT”. This method supposes that there is
no symmetry according to the winding function theory [6].
Mutual inductance between two unspecified reels "i" and "j"
of the machine can be calculated from Eq.(5), by supposing
that iron permeance is infinite [14].

LO= s [T 0NN 0K ©

Where 6 represents the rotor position compared to a
given reference (related to the stator). ¢ is a particular

angular position along the interior surface of the stator. g'l(go,
6) is the inverse function of the air-gap, if we then
suppose that the air-gap is constant and small compared
to rotor ray, the function is equal to 1/g. The term Ni(p,8) is
known as winding function and represent the spatial
distribution of the MMF along the air-gap for a unit current
circulating in winding "i". Leakage inductances are
calculated by only setting i=j. From winding function theory,
one can determine the MMF of air-gap produced by a
current ia circulating in winding "a" for that it position of

the air-gap, as follows:
F,=N_(0).i, (6)

The created flux in a reel, having N, whorls, by the current
i, is given by:

$=F. 1 @

Where 4 and F are respectively the permeance and air-gap
magneto-motive force. The differential flux across the air-gap
from rotor to stator through the cross section (r.d0.l) is:

dp=Fy (0).u10.1.1.d0/g (8)

The differential flux created in the reel B is:

d4pa = Na (0).Ny (0)ia (0).140 .1.r.d6/g 9)
From where the total fluxes expression:

Oz

Mpa = 1617ia 97 [N, (0)N,(0)d0 (10)
gbl

From total flux, it is then possible to determine inductance
between reel a and reel b:
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6[72
lr
Loa =22~ [NL(0)N,(6)d0
Ob1
By considering the distribution of the stator windings and
the rotor bars, the winding function for the stator phases is:

(11

N, :%cos(e)

Ny =£cos(9—2—”
2 3

[24
27
24
» (7

127
1

@, i

2 6,

Fig. 1. Rotor loop winding function of healthy generator

The winding function for the i mesh of the rotor is:

—a 27 0<0<4
N;=<1-a, /27 0,<0<6,,
- /2% 6,1<0<2rx

Where «, is the angle between two adjacent bars and 6; the
angle of the bar i". By replacing g(p,0) and N(p,0)
previously defined in the expression (7), for the phase "a", one
will determine following inductances:

0; i1 27
T —J'ﬂcosadmr j 1- % lcosado - _[ % cos 6
29 5 2r s 2r
i 9i+1
(12)
After integration this expression yields
L =20 D (sing,, —sing) (13)
6; can be set in the following form: 6;=0,+(i -1)a,, with 6,
is an arbitrary angle.

SO :

Vol. 6, No. 8, 2015

L, :%Ir%[sin(er tiay)-sin(6, +(i-1)e,)]  (14)

After transformation by trigonometric relations:

IrN, . « .1
Ly = %smécos(er + (I —EJarj (15)
Let:
IrN . a
L, :% with : 0 =?r

We obtain:

L, =Ly sindcos(& +6) (16)
It is then easy to find mutual inductances for two other
phases.

B. Rotor equations

For needs for simple comprehension, the rotor cage is
modeled by an equivalent circuit containing k+1 magnetically
meshes. The rotor bars are numbered from 1 to k+1.

It is to be considered that each mesh is defined by two
adjacent bars of the rotor and connected between them by end-
ring segment. Moreover, each rotor bar and end ring segment
are replaced by an equivalent circuit represented by a
resistance and an inductance, as the Fig.2 shows it.

From these equivalent circuits of a squirrel cage rotor, one
can write the following equations:

. d
v, =R i, +% @17
With :
¢ = Ll-ris +L (18)
Vv, =[vr1 Vig o Voo Vi, ve]T =0
ir = [irl ir2 irk . irNr ie]T
& = [¢r1 Go o P : ¢rNr ¢e]T

The rotor resistance matrix (NxN;) is:

RR, -R, 0 .. O —Rb_
-R, Ry -R, ... . 0
0 -R R
R =|.. b 0
. R, -Ry
| —Ry . =Ry Ry |
With :
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Fig. 2. Equivalent circuits of a squirrel cage rotor for Healthy induction
generator

Self-inductance of the meshes is equal, and they are given
by:

I 2z
Lo :%rINiZ(@)d&:
0

Ir o; a 2 0i1 a 2 27 o 2
oLl j 4 d9+j 1-—fj do+ j (-—fj do
g 2z o 2z h 2r

(19)
Rotor-rotor mutual inductance between two rotor meshes
is deduced from Eq.(19)

Vol. 6, No. 8, 2015

AT o (oo - Al
R LGS P B

Electromagnetic torque produced by the machine can be
expressed from the magnetic co-energy W, as,

00 :|(is jrconstant)

It is previously defined that inductances Ls and L, contain
only constant elements and the electromagnetic torque is a
scalar quantity. The final expression of the torque is thus
reduced to

1—‘e :lPiST al‘SI’( 9[’ ) ir
2 06,
Where P is the number of pole pairs and &, is the rotor
displacement in electrical radians.

Lo Lo-L Lis Ly, -1 Liv, L |
Lo —Ly Lo Lz - Ly Lo,
L L., — L
L - :31 32— Ly
: Lin, v, — Lo
|Ln,a— Ly Ly, (v, -1) ~ Lo |
P ol 1. 1.\ NEIPENAS
T, =5 Lm{(|a L _?Cjzlrk sin(6, + (k —1)0!r)+7(lc —ip) i cos (6, + (k —1)0‘r)} (1)
k=1

C. Broken rotor bar faults

1) Generator with one broken bar

The rupture of a bar decreases the number of equations to
the rotor of 1, because the defect imposes the following
condition:

If it is the bar traversed by i, and i, .1y which is broken,
one has iy = ir+1) Which wants to say that current i, traverses a
mesh twice broader and the mesh i+1 is eliminated, Fig.(3).

In the inductance matrix the line and the column i+1 are
eliminated and the terms relating to the column i are thus
recomputed by using the expression (5) by taking account of
the new function of winding for the rotor mesh i,

—q, 127 0<6<86
N =ll-a /27  6<0<06,,
—ar/27r 9i+2<9S27Z'

Fig. 3. Equivalent circuits of a squirrel cage rotor with one broken bar

Calculation of new mutual inductance L, between the
mesh i and stator winding a:

g

The mutual inductance matrix stator rotor (3x(N;-1))
becomes:

2z
L, =l [N (OIN;(0)d6 =L, sin(25)cos (6 +25) (22)
0

Lal a2 ai I‘a(i+2) aN,
[LSF ] =Ly L o Ly Ly - Ly
LCl c2 I‘ci I‘c(i+2) N,
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The same calculation is applied for the i line, the new

L L - Ly L3 Ll(Nr—l)
Ly — Ly Lo Lys — Ly
L _ L31 L32_Lb K
P = . .
: ' Loi
Ler_Lb LNr(Nr—l)_Lb
N.\@
Af( )
T
27
2o,
G » 7
a, |
&
2 ! @i

Fig. 4. Rotor loop winding function of faulty generator (1bb)

The rotor resistance matrix is affected by the break of the
bar, and is obtained from the new representation (N,-1) x(N,-1)
of the rotor:

[ RO _Rb O _Rb_
_Rb RO . 0
R = ' ‘
' ROi
-R, . . .. o Ry
With:

Roi :2<Rb+2Re)

Determination of the new self-inductance Ly; of the rotor:

Loi = Ly +2(Ly +2L,)

The self-inductance of the i rotor mesh becomes:
,uolrzﬁ Holr a

L. =22 [N2(Oo="2"g | 2-3

= [nE(oNo 1 237

The mutual inductance between the k™ mesh and the i
mesh of the rotor is recalculated as follows:

(23)

Ir Ir( o?
Ly :'U‘;J'Nk(e)Ni(@)dgz_zﬂ‘;{_rJ (24)
9 3 g |27
2) Generator with two adjacent broken bars
In this case, the number of rotor meshes falls by 2, if the
first bar traversed by the currents iy, ir.1) and second bar
traversed by the currents iy.1y and ir.2) are broken, one have

Lin, —Lp

Lo,

Lo Lin,-n, — Lo

Vol. 6, No. 8, 2015

matrix inductance of rotor is (N,-1) x (N,-1) becomes:

Ly

iri=irie1)=lrisz) Means that iy traverses a mesh three times
broader as shows it in Fig.(5). At the time of the break of two
bars the function of winding becomes:

—ar/27z' 0<9§9|
Ni: 1—ar/27z ei <9§9i+3
—a,/2ﬂ' 9i+3<9S27Z'

Fig. 5. Equivalent circuits of a squirrel cage rotor with two broken bars

The same type of relation applied in the case of a broken
bar is used for the calculation of the new inductance and
resistance matrices.

The mutual inductance matrix stator rotor (3x(N;-2))
becomes:

Lal La2 I-ai I-a(i+3) I-aN,
[Lsr] =Ly Lo - Ly Lb(i+3) LbNr
Lcl ch Lci Lc(i+3) LcNr

The same calculation is applied for the i line, the new
matrix inductance of rotor is (N,-2) x(N,-2) dimensions, with:

Loi =L +2(Ly +3L)
N,(0)

A
o,

2

&y

EA Qs

Fig. 6. Rotor loop winding function of faulty generator (2 adjacent bb)
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And the self-inductance of winding i is

2z
L :“L"INf(e)de:”L"a{a—sﬁj (25)
9 g 2r

The mutual inductance between the k™ mesh and the i
mesh of the rotor is recalculated as follows:

L N [ 0
=4 oo~ [Zj 9)

Determination of mutual inductances

2r
L, = %’r [Na(O)N;(0)d0 =L, sin(38)cos(¢; +35) (27)
0

The rotor resistance matrix is affected by the break of the
bar, and is obtained from the new representation (N,-2) X(N;-2)
of the rotor, with :

Roi = Z(Rb +3Re)

3) Generalized model by mathematical recurrences

The same reasoning, that in the case of a bar and two
broken bars, is valid in the case where there are several broken
successive adjacent bars. By mathematical recurrences, we
determine the generalized model. The number of rotor
equations will be fallen according to the number of broken
bars, and the meshes concerned with the break are eliminated;
the mesh i will be n time broader.

The mutual inductance matrix stator rotor (3x(N,-n))
becomes:

Lag Laz o Lai La(i+(n+l)) LaN,
[Lsr] =Ly Loz - Ly Lb(i+(n+1)) LbNr
Lo Lo o L I-r:(i+(n+l)) Lch

The same calculation is applied for the i line, the new
matrix inductance of rotor is (N,-n) X(N,-n) dimensions, with:

Loi = Lii +2(Lp +(n+1)L)

And the self-inductance of winding | is

27

The mutual inductance between the k™ mesh and the i
mesh of the rotor is recalculated as follows:

AT (O (00— (0 1) [ 4
= T omono—o- 0T 5| o

Determination of mutual inductances

2
L = %‘r [NF(o)o :%Ira,((n +1)-(2n+ 1)ﬂj (28)
0

L, = %’r TNa(e)Ni (0)d6 =L, sin((n +1)5)cos(8, +(n+1)5)

(30)
The rotor resistance matrix becomes (N,-n) x(N,-n) with:

Roi =2(Ry +(n+1)R, )

Vol. 6, No. 8, 2015

4) Generator with two non-adjacent broken bars

Now we suppose that the two broken bars are not adjacent,
it is obvious that the matrices resistances and inductances of
the previous section are not the same. We will see that there is
a new mutual inductance between the two cells and involved
two broken non adjacent bars as shown in the following
figure:

R, L

Fig. 7. Equivalent circuits of a squirrel cage rotor with two non-adjacent
broken bars

This failure reduces the number of rotor equations with
two equations, but one will have:

i =le(ivn)
b =lr(jen)

The mutual inductances (stator-rotor, rotor-rotor) and the
self-inductance of the mesh ir remains the same as we saw
in the first part. With the same procedure we can calculate the
inductances of the mesh jr , such as:

-a 27 0<o<0,
Nj: 1—ar/272' 9J<9301+2
-a 27 0j,,<0<2rm
()
A
A
2z
. 2a,
o >
% .
2 6 4

Fig. 8. Rotor loop winding function of faulty generator (2 non-adjacent bb)

Calculation of stator-rotor mutual inductances of the two
mesh i, and j, :

2z
L, = %Ir J'Na(g)Ni(g)de :%Ir N sin(25)cos(6; +25)
0

2
L, :%" [N.ON; ()0 :%" N, sin(25)cos(6; +26)
0

The matrix of the stator-rotor mutual inductance becomes:
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2
Lal LaZ I-ai I-a(i+2) Laj I-a(j+2) I-aN, Lkizﬂ';lrj‘Nk(e)Ni(@)d9=—2M(a—r2J
[Lsr]: Ly Lo o Ly Lb(i+2) Lbj Lb(j+2) LbNr 9 9 g (27

Ly Lo o Lo Ly o Ly Ly o Ly, 2z 2
C c ci (i+2) P e(j+2) c ij=%|FJ‘NK(6,)NJ(0)G|0=_2M(“_VJ
0

Calculation of self-inductances of i" et j" rotor meshes : g |27
27 Calculation of mutual inductance between i" and j"
L _ Hlt INiz(e)dH :Mar(Z—\’%ﬁj meshes:
g 5 g 2r ,
3 2
2z Lolr wlr [ af
. =— | N;(@)N.(O)dg =-3——| ——
ij:%”fo(ﬁ)dQ:%"ar[Z—Sg—r) by g ! (0N (0K g [2;;}
T
0 The matrix of the rotor inductances becomes:

Calculation of mutual inductances between k™ and i"
meshes firstly, on the other hand between k™ and " meshes of

rotor :
[ Ly Lip-Ly o Ly Liiv2) o Lyj Lyjs2) '—1Nr -Ly |
I-21 - I-b LO
Ly - Loi Liis2)—Lp - L Licj+2) -« Ly,
Liison : o Loy =L Lo v Kisyg Lisoyje2) o Lisan,
L]=l - L : : : . .
Wi - K K o bt b e K,
_LN,r'—b : Ly,i Ly, iv2) - Ly, Ly (js2) - L |
The matrix of the rotor resistances is written: inductances of the relevant mesh breaking bars and the mutual
_ _inductance between them and the stator windings.
R, -R, ... © o .. 0 0 ... -R,
“R, R I1. PARAMETER DETERMINATION FOR ROTOR WITH
b SEVERAL BROKEN BARS
The suggested approach was tested on a 4 kW, 2 pole
Roi =Ry o LR pairs, 28 bars squirrel cage induction generator which detailed
. -Ry Ry ... C parameters are given in Appendix.
[Rr]: . o o A The defects are introduced into the program by removing
. C e the blocks defining the bars concerned with the break, and by
Ryj -R, .. O introducing new inductances and resistances calculated in the
"R R 0 previous section. The variations of the equivalent resistance
b 0 and the inductances of the rotor are given in tablel.
— Rb
|- Rb 0 . . 0 0 RO | TABLE 1. PARAMETER VALUES FOR VARIOUS BROKEN ROTOR BARS
Such as: Number of
Roi = Z(Rb + 2Re) BRB Li(uH) Loi(uH) Lyi(uH) Roi(u2)
LOi — Lii + 2(Lb + 2Le) 0 8.15 8.78 -0.3 203.88
Roj = 2(R, +2R,) 1 16 16.7 0.6 213.88

Loj =Ly +2(Ly +2L) 23.84 24.61 -0.9 223.88

2
There is a difference between the two models of equations 3 31.68 32.52 1.2 233.88
4

of a cage rotor with two broken bars, in the first model the two
bars are adjacent and in the second are not adjacent. This
difference appears particularly at resistance, self and mutual 5 47.38 48.37 -1.8 253.88

39.53 40.45 -15 243.88
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Number of
BRB LiH) | LouH) | LauH) | Ro(u®)
6 55.22 56.28 -2.1 263.88
7 63.07 64.20 -2.4 273.88
8 70.91 7211 -2.7 283.88
9 78.76 80.04 -3 293.88
10 86.61 87.96 -3.3 303.88
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Fig. 9. Mutual inductance between a stator phase and i'" rotor loop

V. CONCLUSION

A generalized model of the squirrel-cage rotor in induction
generator has been developed at the base of mathematical
recurrences. The determination of leakage and the mutual
inductances of the rotor meshes is carried out by using the
winding function theory.

This model allows for the introduction of the defects and
knowledge of the real currents in the rotor bars like in the end
ring; what is difficult to realize by the 3-phase model.

One can determine analytical knowledge of the machine to
produce quantifiable and analytical information.

The advantage of this model is that it is applicable to cage
rotors with non-integral number of rotor bars per pole pair.
The proposed approach can be used also for the simulation of
variable speed induction machine drives under rotor faults.

APPENDIX

The parameters of our machines are illustrated in the
following table:

TABLE I1. INDUCTION GENERATOR PARAMETERS
Parameters Symbols Values

Rated power P 4 kW
Rated voltage \Y 220/380 V
Rated current | 15.2/8.8 A
Rated speed Q 1465 rpm
Pole-pair number p 2
Supply frequency fs 50 Hz
Power factor cosQ 0.83

(1]

(2]

(3]

(4]

(5]

(6]

(71

(8]

(9]

[10]

[11]

[12]

[13]

[14]
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Parameters Symbols Values
Rotor inertia J 0.011 kg.m?
Friction coefficient f 8.73¢™ Nm/rad/s
Stator phase turns in series Ns 156
Stator phase resistance Rs 1.5Q
Stator phase leakage inductance Ls 7mH
Stator magnetizing inductance Lms 0.55H
Rotor bar resistance Rp 96.94 nQ
Rotor bar inductance Ly 0.28 pH
End-ring segment resistance Re 5p0
End-ring segment inductance Le 0.036 pH
Number of rotor bars N¢ 28
Mean radius air-gap r 54 mm
Effective air-gap g 0.28 mm
Length of air-gap | 120 mm
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A Novel Ball on Beam Stabilizing Platform with
Inertial Sensors

Part I: Modeling & Simulation with Detailed Geometrical Analysis
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Abstract—This research paper presents dynamic modeling of
inertial sensor based one degree of freedom (1-DoF) stabilizing
platform. Plant is a ball on a pivoted beam. Nonlinear modeling
of the plant is done. Ball position on beam is actuated by DC
motor using two arms and one beam structure. Arms and beam
are linked by pivoted joints. Nonlinear geometrical relations for
mechanical structure are derived followed by physically
realizable approximations. These relations are used in system
dynamic equations followed by linearization, resulting in a linear
continuous time differential equation model. State space
conversion is done. Final model is simulation and system
dynamics are elaborated by analysis of the simulation responses

Keywords—stabilizing platform; ball on beam; nonlinear
dynamics; inertial sensors

. INTRODUCTION

Stabilizing platforms are among challenging control
systems. Their applications are immense, especially in defense
such as camera stabilizations for drones and automatic gun
pointing angle control. Such plate forms have been benchmarks
to practice various control techniques. Owing to such
significance a lot of research work has been dedicated to these
systems. One of such systems is single degree of freedom (1-
DoF) ball on beam mechanism. Plant of this control problem
consists of a ball capable of rolling on a beam under the action
of gravity due to inclination of beam. Control objective is to
stabilize the positions of the ball on the beam in the presence of
external disturbances and to achieve ball position reference
tracking. System is open loop unstable so feedback is
inevitable [1].

This research is presented in two parts. Part-l presents
modeling of the system. Dynamics of this plant has been
derived and discussed in literature. Reduced order linear
transfer function based model is used in [1], [2] and [4].
Similar technique has been employed in [3]. Variational
techniques have been employed in [5]. However full order
model without neglecting actuator dynamics and structural
nonlinearities is not studied.

Basit Safir

Electrical Engineering Dept.
COMSATS Institute of Information Technology
Wah, Pakistan

Farhan Farooq

Electrical Engineering Dept.
COMSATS Institute of Information Technology
Wah, Pakistan

Our work presents geometrically accurate, nonlinear and
detailed modeling which has not been presented in literature.
Moreover concept of using inertial sensors i.e. rate gyro and
accelerometer to measure systems states, is hovel and it makes
our system much closer to real stabilizing platforms in sea
ships and aircraft. In this paper a nonlinear system model is
developed followed by linearization and state space
conversion. Various systems parameters are identified and their
effects on systems dynamics are elucidated. Linear and
nonlinear relations are compared and error due to linearization
has been analyzed. Open loop linearized dynamics are
simulated and discussed.

Organization of the paper is as follows, section-1I describes
the design and construction of physical hardware. Section-Ill
comprises of derivation of system dynamics, nonlinear
geometric relations governing the physical hardware,
linearization and state-space conversion. Section-1V presents
simulation results followed by section-V  describing
conclusions and future work.

Il.  HARDWARE DESIGN
Hardware platform is shown in Figure 1. Functional

description for this plant is described diagrammatically in
Figure 2. Plant consists of a beam of length 2b hinged at its
centre at the pivot pointo . A ball is placed on this beam. Ball
is capable of rolling freely. Its distance D from edge of the
beam is to be controlled. Position of the ball changes under the
action of gravity if the beam is inclines at some angle ¢ , which
may be positive or negative. Inclination of beam is actuated by
a DC gear motor which is connected to the beam by a servo
arm and a link arm. DC gear motor is bidirectional and actuates

the servo arm at an angle ¢ . Servo arm rotates about pointo ,

which is also taken to be the origin of rectangular coordinate
system used to model the system. Link arm is pivoted at points

P2 and F’1 these pivot points track a circular trajectory in

response to angle ¢ as shown by dashed circular trajectories in
the Figure 2.
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Fig. 1. Hardware platform

Ball g .
. e, 0, Beam P,

x-axis ™

[
Fig. 2. Functional description of the hardware platform

Control objective is to stabilize the ball at any desired
position D or to make it track a commanded position trajectory
D(t) by adjusting bounded servo angle ¢ in the presence of

disturbances.

Ill.  SYSTEM DYNAMICS

It can be seen in Figure 2 that trajectories of the servo arm
and the beam are circular so mathematical relations will be
nonlinear. In the following sub sections various geometrical
relations for the system hardware are developed step by step to
be used in the final system dynamic model.

A. DC motor dynamics
The servo arm in Figure 2 is actuated to an angle ¢ by a DC

gear motor. Model of a permanent magnet (PM) DC motor is
shown in Figure 3.

Fig. 3. Electrical and mechanical modeling diagram of PMDC motor

It has two parts namely electrical and mechanical.
Armature part of PMDC motor is modelled by a series RL
circuit with back emf ¢ as shown in Figure 3. Input to the

motor is voltage signale, .

. di
ea_em = Ra|a+La : (1)
dt
d
e =k, Lid 2)
dt
Substituting equation (2) in equation (1) we get:
dg¢ . di
e,—k —=Ri +L — (3)
dt dt

Mechanical part of the motor consists of the rotating
armature with its end coupled to the servo arm and the link
arm. Armature is modelled by a cylindrical moment of inertia

J_ experiencing a friction B_ as shown in Figure 3. Since
motor output shaft is coupled to servo arm and link arm so net
moment of inertia is J, given by equation (4),

J=J,+J,+J, 4)

In Equation (4), J, and J_are moment of inertia of the

servo arm and the link arm respectively. Using Euler’s
equations for mechanical rotation part of motor we obtain,

d’ d

2¢ =T - BR _¢ (5)
dt dt

Electromechanical coupling equation is given by:

J

1

T, = kria (6)

B. Expressions for moment of inertia

Armature is modelled by a cylinder of diameter rand mass
m,, - 1he Servo arm, link arm and the beam are modelled by

rectangular parallelepiped with dimensions shown in Figure 4.
Their moment of inertia are given by following equations,
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1
J, =M (7
LI
J,=—ml +-ma )
12 3
1 2 l 2 2
J=—ml"+—mL +ma )
12 3
1 2 2
J, =E(m5(2b) +m,p’) (10)

C. Relation Between servo arm angle ¢ and beam angle 0

Position of the ball is actuated by beam angle 6 as shown in
Figure 2. Beam angle is itself result of servo arm angle ¢, so a
relationship is developed between these two angles. To develop
this relation we select a xy-coordinate system with origin

0,(0,0) as shown in Figure 5. If |(;|:a and |cE|:bthen
beam rotates aboutO (a-b,L). Link arm end points become

P(acosg,asing)and P (bcos@ —b +a,bsing+L).

Trajcctorf
of Beam

x-axis / ii|Link L

s

5 BN -
y-axis

rajectory of’ i/_p g
Servo Arm !

Fig. 5. Geometrical description of the hardware platform

Vol. 6, No. 8, 2015

It is clear that|PlP2| = L which remain constant irrespective of

position of link arm. We may also write it as |$| —ror

OTé —(Tplr = L*. From Figure 5 we can expand this relation
using distance formula as:

(bcos@—b+a—acosg)’ +(bsind+L—-asing)’ = L,
= (bcosd—b+a—acosg)’ +(bsind+L—asing)’ —L*=0(11)
= f(ab, L ¢46)=0
Equation (11) can easily be verified by checking physically

realizable trivial solution of f (a,b, L,0,8) or —b’ cos @ +bL sin &
which comes out to be =0 as expected. Equation (11) is
tedious to be solved to find an explicit relation between 6 and

¢. However if we put constrain 6e[-0.17,017] we may
approximatesin @ = @ andcos & =1 , so equation (11) results in,

f(ab,L,¢,6e[-017,01z])=0
= [a"]cos ¢ +[ab(d +1)]sing = a’ + bLA

= [ ] +[ab@+D] (12)

{ l[ab(9+l)}} .
cosjg+tan | ———— |1 =a" +bLo

a

At this point we can get the following explicit relation
between # and ¢:

b
1+— L6
a2 -1 b
+tan |:—(6+1)} (13)
a

1+[b(9+1)}
a

Putting b = 2a in equation (13) we get,

¢ =cos™

1+(2LO/ a)

«/1+4(6’+1)2

Furthermore if L =a then Equation (14) becomes:

¢ =cos™ +tan[2(0+D)] (14

2(0+1) -1

1+[2(0+)]
An approximate linear relation can be found between § and

¢ if we restrain both 0 and ¢ in range[-0.1z,0.1z ] . In this case
Equation (11) becomes:

¢ =cos™ +tan"[2(0+1)] (15)

f(ab,L,¢e[-0.17,0.17],0 €[-0.17,0.1z]) =
a’ +[ab(@+1)]g—-a’ —bLo =0, (16)

a
=>0=—4¢.
L
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For 6 =[-0.17,0.17] , %error between ¢ calculated from

nonlinear relation of equation (13) and linear relation of
equation (16) have been plotted for various values of L in
figure 6. It is evident that linear relation of equation (16) is

valid for ¢ €[-0.1r,01z]and # €[-0.0357,0057]if L=a,
with a maximum of 5% error.

20
18—
\\
16—
\ L=1.52
14 &
\\ | -L=a
— 12 Vs —
O |\ _L=05a [/
g I et /S
9 , 5% Error Bound
[=) N %
=) \
6 VAN 3 y 7
4 NN s
L=0 AN v
| N, 7
¢ 6°min | / 6° max
0 ! = = "
-15 -10 5 0 5 10 15

Fig. 6. % error between linear and nonlinear relation for ¢

D. Torque and force decomposition for the Servo-arm and the
link-arm

PMDC motor generates a torque z, and angle ¢ which is
applied to servo arm at point O as shown in Figure 7.Since

length of the servo arm is ‘a’ so force F_normal to arm at point

P is produces. Amplitude of this force is given by F =< /a.
However we are interested in finding the component of force
F which is parallel to the link arm so we decompose F, along

L -axis which comes out to be,

T
F =K cos(——nj 17
2

In equation (17) the unknown angle # needs to be expressed
in terms of known angle ¢. Using law of sine in right APA P
in Figure 5 we get,

. a(l-cosg)

v =si (18)
In right AQBE in Figure 5 we have,
T
n-y=—-¢ (19)

2
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y-axis

L, -axis

Fig. 7. Electrical and mechanical modeling diagram of PMDC motor

Using Equation (18) in Equation (19) we get:

L, a(ll—cosg)

r .
n:;—¢+sm (20)

Using Equation (20) in Equation (17) we get the desired
expression for F_as:

2 :
F == cos(gé—sm

7, , a(l—cos ¢)j an
a L

E. Torque and force decomposition for the Link-arm and the
beam
The force F is transmitted from link arm to the beam.
Figure 8 shows that this force is incident on the beam at an
angle of A from beam axis. Component of this force F
perpendicular to beam axis is responsible for producing torque
about pointQ, . This torque is given by,

t, =bF_ =DbF sin(4) (22)

The unknown angle A needs to be expressed in terms of
input angle ¢. From Figure 8 we have,

T
A= E -y-0 (23)
Using equations (16)-(20) in equation (23) we get,
a(l—cos a
ﬂ:z—sin’l ( ¢)__¢ 24)
2 L L
Substituting equation (24) in (22) we get,
1—
7, = bF. sin (f _gin 2d=cosd) 3¢j 25)
2 L
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Trajectory
of Beam

y-axis

!

o i

X-ax18

Fig. 8. Torque and force decomposition for the Link-arm and the beam

Using equation (21) in equation (25) we get,

a(l--cos
T, = biCOS(¢—Sin1M)X
a L

sin (Z —sin™ all=cosg) 3¢)
2 L L

It is also worth noting that for small ¢ and a=L equation
(26) becomes:

(26)

b

T2|¢E[—O.lﬂ',0.lﬂ],a:L = g [ (27)

F. Dynamics of motion of the ball and the beam

Beam experiences a torque 7, given by equations (26) and
7).

Using Euler’s Law we get beam dynamics from Figure 8
as,

] d’e do 08)
=7 — _—
G
Dynamics of the ball are given by Newton’s Law,
d‘D
m—=F -F (29)
dt

Substituting the values of frictional force F, and component
of gravitational force parallel to beamF in equation (29) we
get,

2

D i dD
m—-=mgsind-B— (30)
dt dt

For 6 and ¢ in range[-0.1, 0.1z] equation (30) becomes,

Vol. 6, No. 8, 2015

d'D 6-B db (31)
m =mgd-B—
dt’ dt
G. State space description of the system

Four differential equations (32) describe the overall system
dynamics. Using Equation (3) and (31) we get:

di, R . k,dg 1
=——ji -t —+—e
dt L oL odtoL

a

: (320)
d’D B dD
0 —_—

g
dt? m dt
Using equations (27) and equation (6) in (28) and (5) we
get:

d’¢ k,i B, d¢

a

dt®  J, " J, dt

, (328)
d’0 kb B, do

d® aJ, = J, dt

Table 1 describes state variable assignment for equation (32
a , 32 ). Using these definitions we get following state

space equations (33 , 32 3 ).

X =D=x,
B B
X,=D=gx,——X, (33a)
m
X, =0=X,
. kb B,
X, =0=—"—"—X ——X
alJ, J,
X =¢=x
I B
X =¢=—"X ——X (3B)
Jl Jl
_ R, K. 1
X =1 =——X ——X +—¢€,
L L L

a a a

Although we are primarily interested in stabilizing the
position of the ball x, but to get a good control of stabilizing

platform i.e. beam in this case, others state variables are also
measures and designated as outputs. From table 1 we have
defined following output variables,

yl = kal
y, =k X
2 6°3 (34)
y3 = k¢X5
yA = I(iX7

The state space equations (33)-(34) can be put into matrix
form resulting in the state space quadruple given by,
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0 1 0 0 0 0 )
0 B/ 0 0 0 0 ok 10° Unit Step Response of D
_B/m g . .
0o 0 0 1 0 0 0 °
A=l0 0 0 -B,J3, 0 0 2k/J,| B
0 0 0 0 0 1 0 o
0 0 0 0 0 -BJ/J kI/J (35) 2 s
o o o 0o 0 -k/L -RJ/L| 4
B=[0 0 0 0 0 0 1, ¥
_ - 2|
k, 0 0 0 0 0 O 1
0 0k, 0 0 0 0 ol : _ |
0 50 100 150 200 250
C=l 0 0 0 Kya O 0 0 | time (seconds)
0 0 0 0 kq, 0 0 Fig. 9. Unit step response of ball position D
o o o0 o0 0 0 k|
D [0 00 0 O]T Unit Step Response of o
= 12
Using table 2 for values of various parameters of the
system in equation (35) we obtain following final state space 10

model of equation (36).

IV. SIMULATION RESULTS

System described by equation (35) is a single input multiple =
output (SIMO) system. Response of the system to unit step
input voltage is shown in figure 9-13. It is evident that ball’s
position D in figure 9 is unstable.

0 1 0 0 0 0 0
O _082 98 0 0 O 0 OD 10 20 30 40 50 60
0 0 0 1 0 0 0 time (seconds)
A=|0 0 0 -3413e3 0 0 54.6e3 Fig. 10. Unit step response of beam angle 0
o 0o o 0o 0 1 0 (36)
0 0 0 0 0 -13.65 1.36 oas. Unit Step Response of do/dt
10 0 0 0 0 —612e-3 -3.26 |
(5 0 0 0 0 0 O 012
0o 0 4 0 0 0 O 0.1
C={0 0 0 25 0 0 O
0 0 0 0 35 0 0 5
10 0 0 0 0 0 45 © o008
Instability in the position of the ball is due to the fact that 0.04|

ball accelerates under the effect of gravity on inclined beam so
its velocity increases linearly and distance covered increases in
a quadratic fashion. In figure 10 and 12, the beam angle 9 and ol , ,

servo arm angle ¢ keep on increasing as motor starts rotating 0 05 e 18 2 25 3
however as motor current stabilizes due to back emf so does time (seconds)

the velocity of the motor. This is evident from figure 11 and Fig. 11. Unit step response of beam angular velocity d6/dt

13. Hence responses of D, 6 and ¢ are bounded input bounded

output (BIBO) unstable while armature current i and beams
angular velocity dé/dt are BIBO stable.

0.02
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Unit Step Response of ¢ Unit Step Response of i(t)

12 1.2

10+ 1
8 0.8

s e
6 0.6
4 0.4
2 0.2
0 ol . . .
o] 20 40 60 80 100 120 o] 0.5 1 1.5 2 2.5 3
time (seconds) time (seconds)
Fig. 12. Unit step response of servo arm angle ¢ Fig. 13. Unit step response of armature current i (t)
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TABLE I. STATE VARIABLE ASSIGNMENT

\?;ar?:ble Sgglizigﬁ: Variable description Measured Un-measured Sensing mechanism

X, D Distance covered by the ball on the beam X Wound type Linear POT
X, dD/dt Velocity of the ball X -

X, 0 Beam angle X Analogue Accelerometer
X, d 0/ dt Beam angular velocity X Analogue Rate Gyro

Xy @ Servo arm angle X Angular POT

X, d¢/dt Servo arm angular velocity X --

X, ia Armature current X Hall effect Sensor
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TABLE Il. VALUES OF THE SYSTEM PARAMETERS
Parameter Description Symbol Numerical Value
Acceleration due to Gravity g 9.8m/sec’
Mass of the ball m 0.022Kg
PMDC motor rotor mass Mk 0.050Kg
Servo arm mass Ms 0.010kg
Link arm mass m. 0.010kg
Beam mass Me 0.025kg
Radius of PMDC motor rotor r 0.02m
Length of link arm L 0.375m
Width of the servo Arm | 0.010m
Length of servo arm a 0.1875m
Half beam length b 0.375m
Beam width p 0.025m
Rolling friction constant for ball B 0.018 N.m/rad/sec
Rotational friction constant PMDC motor rotor B- 0.08 N.m/rad/sec
Rotational friction constant for beam about O B. 0.1 N.m/rad/sec
Torque constant for PMDC motor K. 0.008 N.m/Amp
Back EMF constant for PMDC motor Kin 0.015V/rad/sec
Ball position sensing linear potentiometer constant ko 5Vim
Beam angle sensing accelerometer constant Ko 4V/rad
Beam angular velocity gyroscopic constant Kao 1 ot 2.5V/rad/sec
Servo arm angular potentiometer constant Ky 3.5V/rad
Armature current hall effect constant ki 45VIA
Moment of inertia for rotor-servo-link arm assembly Ju 5.863e-3 Kg.m?
Moment of inertia for servo arm Js 4.68e-4 Kg.m?
Moment of inertia for link arm J 1.8721-3 Kg.m?
Moment of inertia for motor rotor N 3.52¢-3 Kg.m?
Moment of inertia for beam J. 2.93e-7 Kg.m?
Armature resistance Ra 0.80hm
Armature inductance La 0.245H
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Abstract—“The analysis of cryptic text is hard problem”, and
there is no fixed algorithm for generating plain-text from cipher
text. Human brains do this intelligently. The intelligent cryptic
analysis process needs learning algorithms, co-operative effort of
cryptanalyst and mechanism of knowledge based inference
engine. This information of knowledge base will be useful for
mining data(plain-text, key or cipher text plain-text
relationships), classification of cipher text based on enciphering
algorithms, key length or any other desirable parameters,
clustering of cipher text based on similarity and extracting
association rules for identifying weaknesses of cryptic algorithms.
This categorization will be useful for placing given cipher text
into a specific category or solving difficult level of cipher text-
plain text conversion process. This paper elucidates cipher text-
plain text process first than utilizes it to create a framework for
Al-enabled-Cryptanalysis system. The process demonstrated in
this paper attempts to analyze captured cipher from scratch. The
system design elements presented in the paper gives all hints and
guidelines for development of Al enabled Cryptic analysis tool.

Keywords—Cipher text;  Cryptic
algorithm; Artificial Intelligence (Al)

analysis;  Encryption

. INTRODUCTION

Originally data mining techniques are concerned with
information extraction at application level or for business and
commercial need of individual or organization. The term
"Cryptic-Mining" is used for low level information domain.
This knowledge area increases the security level of
information and power of cryptic algorithms by helping
cryptanalyst. In order to strengthen the cryptosystem,
automated tools can be developed that intelligently exploits
patterns among cipher-text, plain-text, key size, key life time
and log of partially recovered plain-text-cipher text derived
knowledge. Cryptic mining domain assumes that cipher texts
present in the network or stored encrypted files/logs are not
100% random and exhibits some patterns. These patterns may
be useful to exploit weakness using mining algorithms.

Imagine the perspective of a cryptanalyst, who is
interested to know about the type of enciphering algorithm. He
is also interested in obtaining the plain text from encrypted
text by exploiting patters or weakness. The obvious way to
deal these intractable situations is mimic different theoretical
and lengthy approaches by a human mind.

Kajol Maheshwari

International Institute of Professional Studies
Devi Ahilya University, DAVV
Indore, India

Ramjeevan Singh Thakur
Maulana Azad National Institute of Technology

Bhopal, India
Statistical Analysis
on ciphers
Relmi;ns 01111 i
captured cipher i
log Learning
Cryptic Mining
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among tie]:l{er key generation
Pattern
Recognition
( Classification
and Clustering)

Fig. 1. Components of Cryptic Mining

Other alternative is to use Al and computational
intelligence techniques that solves similar problems. In
subsequent sections of this research work, a framework for Al
enabled cryptic analysis system has been presented. This
performs the cipher detection and successful conversion into
plain-text in efficient way. This Al enabled system would help
us to understand and analyze the various problems of
cryptanalysis excluding strength and weaknesses of cryptic
algorithms. This system would accept cipher texts generated
from some algorithms and would try to extract meaningful
information using some novel model or frameworks.
Elucidation of cipher text-plain-text process has been shown
on substitution cipher, such manner will resembles with the
human way approach to solve the same problem. Later this
concept would be generalized.

The flow diagram for schema of Al-enabled Cryptosystem
has been depicted in the fig.3.1t accepts a given cipher text
(Substitution cipher), and attempts to transform it back to
corresponding plaintext using process similar to human
experts.
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Fig. 2. Components of Al-Enabled cipher text to plain text conversion

| Scanthe input ciphertext |
Y

Use an assumption based on knowledge of
—» sentence, word, letter structure and process
this assumption to its natural conclusion

Choose next promising
assumption

{ No

Are we
close to the
solution?

C Suacess

No more assumptiol
to be made

Stucked? .
Contradicts

previous
made
\ assumption?

Backirack and alter the earlier assumption

Fig. 3. Schematic flow of Al-enabled cipher analysis system

In current typical cryptanalysis process, we limit ourselves
to single substitution ciphers and we  focus
around “Transformation of cryptogram (cipher text) into
message (plaintext) and vice-versa using single substitution
cipher”. In order to develop a cipher analysis system that
transforms the cipher text into plaintext following steps are
important: (1) Implementation of Cryptographic algorithms
for producing substitution ciphertext. (2) Formulating the
process of cryptanalysis. (3) Development of framework of
Al-Enabled-cipher analysis system. (4) Implementation of
framework for substitution ciphertext. (5) Extending the idea
for categorization of cipher text generated from various
symmetric key based cryptic algorithm (such as AES, DES,
RC4, Blowfish and two Fish) (6) Evaluation of space and time
complexity of new system.

In subsequent sections of this paper, we will describes the
analysis of research topic using different examples and chalk
down the system design based upon the proposed conceptual
framework to be built. It includes various class diagrams and
data flow diagrams describing the “dashboard”. Further,

Vol. 6, No. 8, 2015

system testing also has been discussed for using different
examples to check functioning of each module. At the end
future enhancements and new directions for further research
work has been discussed in detail.

Il.  BASIC TERMINALOGIES

Cryptogram: A segment (word) of cipher text of length
1..n

Cryptographic  Algorithms:  The procedure that
transforms messages (or plain-text) into cryptograms (or
cipher text) and vice-versa.

Key Space: The set of possible keys K is called the key-
space.

Substitution Cipher: It is the method of encoding by
which units of plain-text are replaced with some other text.

Intractable Problem: Theoretically a solvable problem
that takes too long time, in practice, for their providing useful
solutions (e.g. deciphering cryptograms). Different alphabets
are used in order to better distinguish plaintext and ciphertext,
respectively. In fact these alphabets are the same.

A cryptosystem “S” can be defined by a 7-tuple:
S=(M, C, Kq, Ke, F, E, D) where:

M = Set of all possible plaintext m i.e. M= {my, m,....... }.
Each message m; is the text to be encrypted (plaintext) and
usually written in the lowercase alphabet: M = {a,b,c... x,y,Z}.

C = Set of all possible cipher text ¢ ie. C =
{c1,Cy.......}.Each encrypted message (cipher text) c; is usually
written in uppercase alphabet: C= {A, B, C... X, Y, Z}.

Kq= Set of all possible decryption key k i.e. Ky = {
KiKa,....}

K.=Set of all possible encryption key k’ i.e. Kq= { ky ko
2}

F: Ky 2K, is a mapping from decryption key with
corresponding encryption key. For Symmetric Cryptosystem
Kd = K, and F=I where Encryption and Decryption keys are
same.

E is the relation E: K, ->(M—->C) that maps encrypting
keys k. into encrypting relations e: M—>C. Each e, must be
total and invertible, but need not be a deterministic function or
onto.

D: K2>(C>M) is the mapping that maps decrypting keys
k into decrypting functions d,: C>M. Each d, must be a
deterministic function and onto. E and D are related in that

Ke=F (K) =D (k) =ty = e’ = E (k)" m =Dq (E o
(M)) Often e, are one to one and onto.

IlIl.  REVIEW OF LITERATURE

In [1], a cryptosystem has been presented that records
cipher generated using information recording techniques.
Then, features from this information can be extracted to
distinguish one cipher from others. Also, these features can be
used to transform from future information into cipher-text.
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In [2] analysis of cipher text was presented by combed
algorithms simultaneously to transform cipher-text into
plaintext information and addressed some problems
like:{Block Length detection, stream detection, entropy
analysis, recurrence analysis, dictionary based analysis,
decision tree based problems}.

In [3], pattern recognition based enciphering algorithms
have been presented for the identification of patterns using
different classification techniques like:{ SVM, Naive
Bayesian , ANN, Instance based learning , Bagging ,
AdaBoostM1, Rotation Forest, and Decision Tree }. It can be
noted that, these approaches requires improvement in accuracy
with increase in number of encryption keys.

In [4], some methods have been presented with application
of tools like support vector machine to identify block-ciphers
for different inputs. The first one works on cipher text and
second method takes partially decrypted text derived from a
cipher text as input. The SVM based method performs
regression using hetero-association model to derive the
partially decrypted text.

Nuhn and Knight [5], worked towards automation of
deciphering of ciphers. They have analyzed large number of
encrypted messages found from libraries and archives, and
trained by human effort only by a small and potentially
interesting subset. Their work attempts to reduce human effort
as well as error in decryption. Also they were interested to
develop a distinguisher (first trained and then predict) to know
which enciphering method has been used to generate a given
cipher text.

In [6], ANN based tool has been used for decoding of a
ciphertext by a pattern classification problem.

A survey of Al techniques for development of cipher
analysis has been demonstrated in [7], here main objective
was to investigate usage of advanced Al techniques in
cryptography and they found that Al based security measures
can be developed but their performance will depends on the
data representation and problem formulation.

In [8], Deciphering of messages from encrypted one using
genetic algorithm has been presented. It searches the key
space in encrypted text. They identified limitation that it didn’t
work with a two rotor problem in times comparable to those
obtained using the iterative technique.

Frequency analysis in cipher-text provides a significant
direction to cryptanalyst. According to Ragheb Toemeh and
colleague in [9], this frequency analysis technique is used for
framing objective function of cryptography. They studied the
applicability of other methods like genetic algorithms for
searching the key space of encryption scheme and presented
cryptanalysis of polyalphabetic by applying Genetic
algorithm.

Another survey based on parameters like queries,
heuristics, erroneous information, group key exchange,
synaptic depths has been conducted in [10], by Chakraborty
and team . These parameters are suggested to improve the
time complexity of algorithmic interception or decoding of the
key during exchange.
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In [11], A mathematical black-box model was proposed by
Alallayah, AbdElwahed and Alhamami that builds the
foundation for the development of Neuro-ldentifier for
determining the key from any given plain text-Cipher text
pair. Some system identification techniques were combined
with adaptive system techniques were used for the creation of
the model.

All the above works and techniques follow in the direction
of established long-fixed key sized algorithms. These
algorithms rely on the ciphers would be secure enough if they
are generated with keys of longer size. But in literature there
are ciphers being generated through keys of short-fixed-length
keys[12,13] varying with session to sessions. Ciphers
generated through these AVK mechanism [14,15] are to be
converted back into plain text.

IV. EXPERIMENTAL DESIGN

For designing experimental setup it is necessary to first
understand the complete mechanism of how the cipher
analysis process works? How cryptanalysis applies rules of
English grammar?

For this various grammar rules will be applied on the given
cryptogram at different stages for each replacement which will
aid in obtaining the desired plain-text.

Given following examples will be used to develop design
model. Let us assume that cryptanalyst has captured following
cryptogram: “q azws dssc kas dxznn dasnn”. Now cryptanalyst
may process according to following steps:

1) To develop a model we take a hypothesis of solving a
plain-text [Table 1]Jwith one initial seed point .[Hint : wv]

2) Secondly the sentence is searched for smallest word
(word with least number of letters), which in this case is the
one-letter word ‘q’. This word is replaced by plain letter ‘A’
as it has the highest priority for one-letter word according to
the English grammar.

3) Next the first occurrence of double letter is searched in
the sentence which is ‘ss’. As it is in the middle of consonants,
therefore it has to be a vowel according to English grammar
and ‘s’ is replaced by plain letter ‘E’ which has highest
priority in this case.

4) Further the next smallest word is searched which is
‘kea’. With this pattern the word with highest priority is
‘THE'. Hence ‘k’ and ‘an’ are replaced by ‘T’ and '‘H’
respectively.

5) Now the word having the maximum number of letters
replaced is ‘HzVE’ which can possibly be ‘HIVE’(‘have’
cannot be taken as ‘A’ is already used). Therefore ‘z’ is
replaced with plain letter ‘I’

6) Next word ‘dEEc’ can be ‘SEEN’,’BEEN’,’FEEL’ etc.
This word will be a verb, so we replace this word with
‘SEEN".

7) Now our sentence includes ‘A HIVE SEEN’, which is
not possible as a hive cannot see. This states that we have
possibly made some mistake with our assumptions before.
Backtracking to the first assumption which was ga and
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changing qi to correct the sentence. Also the assumption zi
has to be changed to za.

8) Further in the next word ‘SxAnn’, the double letter ‘nn’
will be a consonant according to the English language.
Therefore ‘n’ is replaced by plain letter ‘L’ which has the
highest possibility in this case.

9) Now ‘SxALL’ can possibly be ‘SMALL’ or ‘SHALL’.
But observing the sentence structure it can be a noun or an
adjective so ‘SMALL’ is used. Hence x’ is replaced by plain
letter ‘M.

10)Finally we obtain the plaintext from the cryptogram
given.

The above process can be summarized in Tablel:

TABLE I. CRYPTANALYSIS STEPS WITH KNOWLEDGE SOURCE USED
INTERFERENCE
Sno Reference/
Cryptogram  [Inference [Knowledge Source Remark
1 g azws dssc kas v using hint /KS=direct
' dxznn dasnn substitution
b g azVs dssc kas a KS=small word ( n-gram
dxznn dasnn |1 :n=1)
3 A azVs dssc kas se, KS=double letter
dxznn dasnn
A azVE dEEc _ : .
4 KaE dxznn Kt ah r]K;S?’—)small word (n-gram:
daEnn -
A HzVE dEEC . .
5 [HEGem [ pattern matching (valid gy
dHEMN small word dictionary)
pattern matching ,valid
A HIVE dEEc ds smallworld
6 THE dxInn cn’ dictionary, sentence KS=Patterns
dHENN structure (position of
word)
A HIVE SEEN Sentence structure
7 THE SxInn i, za KS=IsSolved ' Backtracking
SHENN B
| HAVE SEEN KS=Double letter,
8 THE SxAnn  |nl _
KS=word structure
SHENN
| HAVE SEEN K;;\;\:]ord structure,
9  [THESXALL [xm patiern
matching,KS=Sentence
SHELL
structures
| HAVE SEEN
10 THE SMALL KS=IsSolved
SHELL
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V. EXPERIMENTAL FINDING

It can be observed that a central place (like Dashboard) is
needed to apply sources of knowledge. It would be useful to
align with the assumptions made and to reason the
consequences. Knowledgebase (a Data structure) KS will
maintain log of many different sources of knowledge such as:
Knowledge about grammar, spelling and vowels. At some
point of time, specialization process (moving down) is
followed (General to specific) during the replace of
cryptogram with n=3 and ending with “e”. (for THE ) and at
some other points, Generalization process i.e. moving Up
process is followed (from Specific to General) during the
processing of cryptogram with n=4 and having pattern
“?ee?”Which may be from {deer, beer, seen} but at the third
position the word must be a verb instead of a noun, so “seen”
should be final choice.

VI. FLow DIAGRAM

In order to build a system flow of information from one
component of system to other is depicted by fig.4, fig.5 and
fig.6.

Decryption

CipherText of Cipherlettelf —
User Cipher text Knowlege Source
Plainiext into PlainLetter
Plain text
Fig. 4. Context flow diagram
Double Letter Pattems

Knowledge Source Knowledge Source

Doubleletter Word
(plain)

Doubleletter Word

(dpher Word with mn|  |matched word

Cipher letter

Word
Knowledge Source

Sentence
Knowledge Source

20
Search for
occurence
of double
letter in

30
Search for
word require

minimum
replacement
and do
pattem
matching

smallest word
(plain)

Sentence

Search for
smallest word

40
Check for
sentence
structure
according to
english
qrammg

Replace
cipher letter
vith
plain letter

ClpherLetter : PlainLetter 50
Backtrack
(Revert the
replacement
process)

Affiations

Fig. 5. First level data flow diagram
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Two-Letter-Word Pattems
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(cipher)
(if found)

Two-Word
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3.0
Pattern
matching

(if found
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1.0
Search for
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in
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Search for

CipherText
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(if found
plain letter)
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Search for
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cipher letter
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with no
plain letter)
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Three-Word
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Fig. 6. Second level data flow diagram

Double-letter Vowels
Knovdedge Source

If double-letter
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is at the end double-letter
position in a consonant CipherLetter : PlainLetter
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(cipher)

Double-letter Consonants Affimations

Knowledge Source
Fig. 7. 2-Level Data flow diagram for process 2.0

VII. MODULAR STRUCTURE

For implementation of cryptosystem and cryptanalysis of
substitution different cipher function structures are described
below:

function1-def spell_check(word)
This module checks the spelling of the word and returns
true if the spelling is correct.

function 2-def replacefunc(word, file_word)

This module replaces the word with a word from file and
adds the entry in assumption(dictionary containing cipher
Letter-plain, Letter pair)

Vol. 6, No. 8, 2015

function 3.-def transposition()

This function displaces the cipher letter with plain letter
according to the displacement in the plain letter with its
corresponding cipher letter (key) in the assumption
(dictionary). If the words replaced don’t have correct spelling
then the transposition is reverted back and the plain letters are
again replaced with corresponding cipher letters which were
added to assumption dictionary.

function 4.-def backtrack(word)

If no pattern match is found for a word then that word is
passed as the argument to backtrack, it will replace the plain
letter with their corresponding original cipher letter as the
#assumptions made before was not correct

function 5.-def trans_status()
After doing transposition it
transposition made was correct or not.

checks whether the

function 6.-def revert_trans()

If the transposition made was correct then it displays the
final sentence otherwise revert all the #changes made during
transposition process

function 7.-def pat_rep(lst, fil, cnt)
pat_rep function replaces the words from list with suitable
word from file according to condition. It has three arguments:

Ist: list of specific words(i.e 2-letter, 3-letter etc) if the
sentence containing cipher.

fil: text file of containing 2-letter-letter etc plain-letter
words corresponding to list.

cnt: counter to mention the position in the file

function 8.-def pattern(word, fil, cnt)

If the word contains one or more plain letter pattern
function matches the word with every word in file and
replaces if a pattern is matched. It has 3 arguments:

word: word from sentence containing a capital letter

fil: corresponding file(for ex: 4_word file for 4-letter
word)

cnt: counter that mentions position in the file

function 9.-def double_letter(word)

This function checks if a word (input) contains any double
letter, if yes it replaces the double letter cipher with
appropriate plain letter according to its position (i.e. if in
middle it will be a vowel and if end it will be a consonant
according to English grammar rules)

function 10.-def one_letter()

If the sentence contains one-letter-word in cipher then this
function will replace that cipher with the possible plain one-
letter-word and will make entry according to the assumption.

function11-def find_key(value)

This function finds the corresponding cipher(key) letter of
the plain letter(value) given as argument from the dictionary
“assumption”
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VIII.

Test cases are developed to validate and verify the
working of system in two situations. Case-1 and Case-2.

TEST CASE DEVELOPMENT Case-2: For testing english grammar

Input Sentence supplied by user:
sent = “dwer er ed”

Case-1: For testing transposition
Let sentence given by user: sent 1 = “k co ¢ iktn”

TABLE Il.  STEPS FOLLOWED FOR CASE 1
S.no|Module name Test Cases Result Response
1 |Enter valid cipher sentence Check chars of sent ;?;gms true if the sentence contains only alphabets otherwise OK
2 |one_letter() Replgce one-_let_ter cipher word with the plain word chosen from OK
the file containing one-letter words
3. one:I Etter() S action performed on sent sent="T Ao A iltn” OK
sent="k co c iktn
Finds the difference between the replaced cipher letter and its
4.[transposition() corresponding plain letter and replace remaining cipher letter with [OK
plain letter with same difference
transposition() . e »
5. sent = “I Ao A iltn” action performed on sent sent =“I AM A GIRL OK
6.[spell_check (word) Returns true if correct spelling else false OK
6.1 ?Bﬁ,l)l—ChECk correct spelled word Returns true OK
spell_check correct spelled
6.2. “AM”) word Returns true OK
6.3. s‘[‘)el’l’_check correct spelled Returns true OK
(“A”) word
spell_check correct spelled
6.4. (“GIRL™) word Returns true OK
7 ftrans_status() thELums false if spelling of any of the word in sent is wrong else oK
8 trans_status() all words are correct spelled  |returns true OK
‘[sent="1 AM A GIRL”
TABLE Ill.  STEPS FOLLOWED FOR CASE 2
S.no|Module name Test Cases Result Response
1.Jmain() Calls all functions according to condition OK
2 pat_rep(lst,fil,cnt) Search the word from list from file according to conditions met [OK
Replace each chars of word with the corresponding chars of
] file_word
3.|replacefunc(word,file_word) and made the entry of pair(cipherletter:plainletter) in the oK
dictionary ‘assumption’
4 |pattern(word,fil,cnt) Search the word from list according to the pattern formed OK
Reverts back the previous assumptions made if pattern is not
5.[backtrack(word) found for word i.e replace the plain text with their original OK
ciphertext in sent
6.|check_sent(sent) g::ecks the grammar of sentence and returns true if correct else OK
Finds the difference between the replaced cipher letter and its
7.|transposition() corresponding plain letter and replace remaining cipher letter OK
with plain letter with same difference
8.|Enter valid cipher sentence Check each characters of sent Ej;:ms true if the sentence contains only alphabets otherwise OK
9.|main() started
10.|sent = “dwer er ed” check for smallest word Two-letter word found OK
11 pat_rep(two_w,tw,cnt2) @gtr?sn;fpﬁmmedwoget:cee on Replaces ‘er’ with ‘OF’(first word in fil tw) OK
‘ltwo_w = [er,ed] sent = sent = “dwOF OF Od”
Replaces ‘er’ with ‘OF’(first word in fil tw)
12.[replacefunc(er,OF) Replacement done on sent sent = “dwOF OF Od” OK
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assumption={‘e’:’0’ , 'r’’F’}

pattern(Od,etw,e2cnt)

No pattern found for pattern="0.’

13.|etw: file containing 2-letter words at Search matched word OK
ending position of sent
Action performed on sent and Replaced all the plain letter i.e. F and O with corresponding
14.|backtrack(Od) P cipher letter from assumption and calls main() again OK
assumption
15.[main() called
16.[sent = “dwer er ed” Check for smallest word 'Two-letter word found OK

pat_rep(two_w,tw, cnt2)

161 two_w = [er, ed]

Start search for the word in “tw” according to condition after the
word last searched

16.1.1|replacefunc(er,TO) Replacement done on sent

Replaces ‘er’ with ‘TO’
sent = “dwOF TO Od” OK
assumption={‘¢’:’T" , ’r’:’0’}

pattern(Td,etw,e2cnt)

No pattern found for pattern="T.’

16.1.2[etw: file containing 2-letter words at Search matched word OK
ending position of sent
Action performed on sent and Replaced all the plain letter i.e. T and O with corresponding
16.1.2.1|backtrack(Td) P cipher letter from assumption and calls main() again OK
assumption
17.Jmain() called
18.1|sent = “dwer er ed” Check for smallest word Two-letter word found OK

pat_rep(two_w,tw, cnt2)

1. two_w = [er, ed]

Start search for the word in “tw” according to condition after the
word last searched

Replacem-

19.1.1jreplacefunc(er,1S) ent done on sent

Replaces ‘er’ with ‘IS’
sent = “dwIS IS 1d” OK
assumption={‘e’:’’ , ’r’:’S’}

pattern(ld,etw,e2cnt)

Match found for pattern="1."
match = “IT”

starting position of sent

19.1.2fetw: file containing 2-letter words at Search matched word sent = “TwIS IS IT” OK
ending position of sent s feraTr Qs 640
assumption={‘e’:’I’ , ’r’:’S’, ‘d":T}
20|return to main()
21|transposition() ggﬁg: Idelttfta erriggep?:itxvleeet?er Difference is not same, therefore returns False
22|sent = “TwIS IS IT” g:;i‘;:rft%;\év?\;?ohav'ng length Four-letter word found OK
221 fpglz?n\a,l\,ogo[?;\,_\,\?g](\,v, cntd) As word contains plain letter so calls pattern() OK
pattern(TwIS,sfw,s4cnt) Match found for pattern="T.IS’
22.2|sfw: file containing 4-letter words at Search matched word match = “THIS OK

sent = “THIS IS IT”

assumption={‘e’:’I’ , ’r’’S’, ‘d’:’T", ‘w’:’H’}

sent = “THIS IS IT” and assumption={‘e’:’I" , ’r’:’S’, ‘d’.’T’, ‘w’:’H’}

Check grammar

23|check_sent(sent) of sent

Returns true

IX. CONCLUSION

This paper is an attempt to demonstrate the demonstrate
cipher text -plain text conversion process for analysis of
cryptic text. Al has been used to get the feasible solution of
hard problem. By generalizing the conversion process system
for obtaining plain-text from input cipher text is the central
objective. The developed system would analyze and learn for
pruning. This paper has demonstrated cipher text-plain text
process completely and created a framework for Al-enabled-
Cryptanalysis system, Data Flow Diagrams and appropriate
test cases. This schema and plan would be suitable for
development of Al enabled Cryptic analysis tool and in turn
they will evaluate strength of any cryptosystem.

X. FUTURE ENHANCEMENT

Al-based-crypto system works correctly for the basic
cipher-text to plain-text conversion process. To extend this
further to fulfill various requirements following enhancements
are suggested.

1) Current work can be extended to incorporate ciphers
other than substitution and transposition cipher. That is,
present system response is fine for transposition cipher and
substitution cipher, but cipher types are more than two. This
will require testing with different algorithm, method and
cipher text. So that extended version is fit and deciphers it
accordingly.
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2) Incorporating plain-text of multiple languages in the
process is also desirable. That is, current elucidation
demonstrated in this work deciphers and outputs result in
English. Maximum number of ciphers gives English plain-text
on decryption. But over the communication channel languages
local, non-English languages are also exchanged. For
decryption of cipher text yielding other language plain text,
the grammar rules of that particular language has to be
applied.

3) Extension of character set with adding special
characters and symbols will make the current system more
flexible. The reason behind this is, day-by-day increasing
amount of data transferred, and the need to encrypt it in a
more complex way is mandatory for securing information
from unauthorized users. Hence special characters and
numbers are used to generate a more complex cipher patterns.
Deciphering these ciphers using algorithm with condition for
checking these symbols together with the English alphabets
will be necessary.

4) Extension for n-gram (n>4) will increase the power of
cipher analysis. That is checking cipher words with having
length more than 4 and words which are not present in any
knowledge source, needs to be worked out. Currently the
Knowledge source, include files having upto 4-letter words.
More generalized approach is needed for words having length
more than 4. This may require a tool for checking the
spellings of every possible word which states that the spelling
is correct or not.
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Abstract—Analytics can be applied in procurement to benefit
organizations beyond just prevention and detection of fraud.
This study aims to demonstrate how advanced data mining
techniques such as text mining and cluster analysis can be used to
improve visibility of procurement patterns and provide decision-
makers with insight to develop more efficient sourcing strategies,
in terms of cost and effort. A case study of an organization’s
effort to improve its procurement process is presented in this
paper. The findings from this study suggest that opportunities
exist for organizations to aggregate common goods and services
among the purchases made under and across different prescribed
procurement approaches. It also suggests that these opportunities
are more prevalent in purchases made by individual project
teams rather than across multiple project teams.

Keywords—procurement;  text
analytics; fraud detection

mining; clustering; data

. INTRODUCTION

Several procurement lapses in Singapore have brought
procurement risk into the spotlight [1]. Today, stakeholders are
demanding to know whether their money is being spent wisely
and not used on fraudulent expenditure. While steps were taken
to improve internal control by strengthening procurement
guidelines and policies, another approach has gathered pace —
integrating data analytics into the procurement process to help
prevent and detect fraud. Although this has been the key
objective of the application of analytics in procurement, this
study has shown that there are other benefits to be reaped from
its application. Analytics improve visibility of procurement
patterns and empower stakeholders with better insight for
developing more efficient sourcing strategies, in terms of costs
and effort.

In Organization X (the organization involved in this study
chose to remain anonymous for privacy reasons), under their
procurement rules and principles, the prescribed procurement
approach is based on the Estimated Procurement Amount
(EPA) of the intended procurement. This can be summarized in
Table 1.

TABLE I. PROCUREMENT APPROACH
EPA er?;ruoraeg]ent Sourcing Methods
Upto ¢ gumriua\s/:I(USeVP) e Verbal or written quotes
$3,000 e Established Term *Off-the-shelf pu_rchzase
Contract (ETC)" o Call For Quotation” (CFQ)
gg%’ﬁe?o ¢ %’g; Quotation eInvite For Quotation (IFQ)
$70,000 | «ETC *CFQ
Above e Open Tender (OT) | elnvite For Tender (IFT)
$70,000 eETC «CFQ
< o 3 &
LY - i3
Project Team A P ct Team B Project Team C
Procurement for Project X Procurement for Project Y Procurement for Project Z
ETC ot 0Q & SVP _ETC oa
= 0 =
—s Hard Drives - ‘ —
Servers | |Software Lice: g Servers ‘ Software Licenc
SVP oa oQ
Laptops rinters OT
{%{ OQP @ {égé

Aggregation of common goods and services

e 3 L4

Aggregated
Procurement 2

9 =

Servers Software Licences

Aggregated
Procurement 1

Aggregated
Procurement 4

8o

Laptops Hard Drives

Aggregated
Procurement 3

Fig. 1. Current situation in Organization X and the desired outcome

! Organization X has combined purchases of common goods and services by
establishing a Term Contract to yield better value for money through
economies of scale. With an Established Term Contract (ETC), Organization
X can then procure directly from the appointed supplier(s) when the product
or service is required during the contractual period.

2 If the particular item or an equivalent functional item can be obtained from
more than one supplier, all the contracted supplier(s) in the Established Term
Contract (ETC) who are deemed to be capable of supplying the item should
be approached for quotations.
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The mission of Organization X is to provide effective and
timely information and communications technology (ICT)
support and solution. In Organization X, procurement of goods
and services is proposed by project teams focuses on various
areas and projects with different objectives and timelines.
Based on the EPA of their intended procurement, their
procurement needs are subsequently carried out in separate
transactions using the prescribed procurement approaches
stated in Table 1. There could be opportunities to aggregate
common goods and services across the various areas and
projects to achieve possibly higher economies of scale and
lessen the administrative efforts. By consolidating frequent
purchases into a contractual agreement, Organization X can
exploit economies of scale to obtain favorable prices and
reduce the transactional overhead of subsequent acquisitions of
the same item by performing it upfront. An illustration of the
current situation in Organization X and the desired outcome is
shown in Fig. 1.

The main purpose of this study is to propose a model where
analytics can be applied to detect such opportunities and derive
meaningful insights that would lead to improvement in the
current procurement process. This paper is organized as
follows: Section Il provides a literature review of efforts made
in application of analytics in procurement and the proposed
data mining techniques. Section Il presents the data and input
variables used in the analysis. Section IV shares the design
considerations of the analysis, proposed model and
methodology for the analysis. In Section V, the results and
discussion of the findings are presented. Section VI concludes
the paper and proposed recommendations to the findings and
suggest areas for future improvements.

Il.  LITERATURE REVIEW

Kemp [2] commented that analytics have been used at an
advanced level for years to combat fraud in the private sector,
especially in financial services. He advocated the following
approaches which are proven within the private sector:

¢ Rules-based detection - identifies potential instances of
fraud based on behaviors already proven to be
fraudulent.

e Anomaly detection - spots unknown or unexpected
patterns by comparing like-for-like data within groups.

e Advanced analytics — applies the latest data, text and
web mining technologies to identify fraudulent and
errant behaviors that have not already been spotted by
rules-based and anomaly detection approaches.

Byrne [3] suggested that much effort has gone into
ensuring minimization of fraud, misconduct and other
unethical behaviors in procurement and it is time for
procurement to start adding value to Organizational strategies
and to move from what many perceive as a policing role to a
value added role. He added that procurement should be
managed strategically and this requires analysis of past
procurement spending to determine if you can combine
individual purchases to cut costs.

National Fraud Authority [5] highlighted a number of
inefficiencies in public procurement, some of which were due
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to departmental autonomy over procurement. It was
recommended that government should leverage its purchasing
power by seizing opportunities to procure as a single entity.
The Organization for Economic Co-operation and
Development (OECD) [6] has also identified that savings are
being sought, through a variety of measures including
centralization of the procurement function, the aggregation of
purchases in order to achieve economies of scale.

Chae and Olson [4] discussed the role of analytical
capability for sourcing in Supply Chain Management. There is
a strong application of analytical IT to support supplier
selection within supply chains. Prescriptive analytics has been
a key enabler of manufacturer's sourcing-related decision
making. Predictive analytics techniques are increasingly
available these days for intelligent material planning, inventory
management, and supplier relationship management. For
instance, advanced machine learning techniques such as
artificial neural networks and support vector machines are
promising tools to enable effective sourcing. Pattern
recognition, when used with large sets of historical purchase
orders and supplier delivery data, can reveal hidden facts and
potential problems with processes and performances.

Kantardzic [7] proposed that market search, business-
intelligence gathering, e-mail management, claim analysis, e-
procurement and automated help desk are only a few of the
possible applications where text mining can be successfully
deployed. Miner et al [9] discussed efforts on clustering in
Natural Language Processing (NLP) and how necessary
information extraction from the meaning of the text can be
performed.

To analyze demand before it can be aggregated, Chia and
Chen [8] discussed how Business Intelligence (BI)
methodologies using the online analytical processing (OLAP)
concept such as drilling, pivoting, dicing and aggregating can
be applied to the unstructured content found in procurement
databases by performing any ad-hoc query. This would allow
users to derive transaction trends at any hierarchy and
resolution.

The literature review suggests the following:

a) There is no doubt on the benefits that analytics can
bring to procurement, beyond its application in the prevention
and detection of fraud.

b) The principles behind the analytical approaches
applied successfully for fraud detection and prevention could
be used to identify opportunities for aggregation of purchases.

¢) Advanced data mining techniques such as cluster
analysis, text mining etc. could be applied in procurement.

d) BI tools such as OLAP are commonly used to analyze
procurement data. There is limited literature to suggest
widespread application of advanced data mining techniques to
analyze procurement data.

I1l.  DATA SET AND INPUT VARIABLES

The data set consists of procurement transactions from
Year 2011 to 2014 (inclusive), related to the three main types
of procurement approaches, namely SVP, OQ and ETC
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highlighted in Table 1. This period was selected based on
completeness of records (for more accurate insights drawn
from the results of the analysis) and recency (for more
meaningful follow-up action on the insights derived).

The records for SVP are provided by the Finance Section of
Organization X. The Finance Section maintains this
information in Excel Spreadsheets. There are 20,861 records
for SVP. The records for OQ and ETC are extracted from the
procurement databases. There are 267 and 118 records for OQ
and ETC respectively.

As there are many data fields available in these records,
only the data fields containing information relevant to this
study need to be identified. Data fields of interest would
include information on description of the purchased items,
amount spent, period of transaction, supplier and buyer details.

The records underwent extensive data exploration,
manipulation and cleaning to prepare them for analysis:

a) SVP
i. Filter transactions amounting between $0 and $3,000.

ii. Remove transactions relating to:
- Claims (transport, dental, medical, travel)
- Training-related payment

- Public  utilities  (Power, water etc.) and
telecommunication-related payment

- Contract-related payment.
iii. Remove transactions with missing fields.

iv. The number of SVP transactions was reduced to 785
records.

b) OQ and ETC
i. Categorize the transactions by year.

IV. METHODOLOGY

Given the nature of the procurement process in
Organization X, it would be interesting to see how the three
analytic approaches prescribed by Kemp [2] for combating
fraud could be adapted and applied to Organization X’s
procurement process to meet the objective of this study:

a) Rules-based detection — Logically, if frequent
purchases can be consolidated, they can also be split. In order
to avoid the rules put in place for a higher EPA procurement
approach, which one might perceive as being more stringent in
terms of approval and more time-consuming in terms of
administrative efforts, a high-value purchase might be split up
into multiple low-value purchases to be carried out separately.
For instance, an EPA of $10,000 which rules prescribed a
procurement approach via an OQ might be split into multiple
lower value purchases via the SVP procurement approach.
Hence, the scope of analysis should cover the transactions
related to the different procurement approaches determined by
the EPA of the intended procurement, namely:

i. SVP - Goods and services of similar nature can be

aggregated into OQs.
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ii. OQ - Goods and services of similar nature can be
aggregated into OTs.

iii. ETC — While goods and services available under the
ETCs are in general already aggregated, a better
understanding of how they were purchased will
improve procurement planning and possibly reduce
the administrative efforts involved in issuing CFQs.

b) Anomaly detection — In the context of consolidating
frequent purchases, observations which are beyond the norm
i.e. abnormal trends and patterns could be:

i. Recurring transactions of similar goods and
services.

ii. Dominant suppliers, in terms of number of
transactions and amount spent.

¢) Advanced analytics — Text Mining and Clustering
techniques could be appropriate given the nature of the data.

In the organization currently, the account codes i.e. expense
codes are used to categorize purchases into categories that
describe the nature of the goods or services purchased.
However, these could be too generic to derive any further
useful information on the goods or services purchased. For
instance, an IT-related equipment purchase is only categorized
into hardware, software or communication equipment and
network. In addition, the account codes are allocated by the
purchasers on a best-effort basis and these are subjected to
judgment errors. Hence, the description fields which contained
information on the actual goods or services purchased would
reveal more details about the transactions than the account
codes.

A key problem with the description fields is that they are
captured in free text format. Therefore, they are likely to
include a significant amount of irrelevant and noisy
information such as dates, names, teams, etc. To the untrained
eye, the goods or services purchased would not be intuitively
noticeable.

Taking the above into account, a text mining with cluster
modelling approach (a conventional data mining technique)
using RapidMiner (a software platform that provides an
integrated environment for machine learning, data mining, text
mining, predictive analytics and business analytics) is used in
this study. The text processing algorithms in the RapidMiner’s
text mining extension will transform the text data i.e. the
description fields into a format that can be easily analyzed
using cluster modelling technique. Each record is characterized
in terms of the occurrence frequency of words in it and the
cluster modelling will place together the records that have a
similar distribution of word frequencies. The higher the
occurrence of the words would imply a higher number of
transactions i.e. purchased more times. However, it is
important to bear in mind that a higher number of transactions
might not necessarily mean that a larger amount is spent
correspondingly. In other words, a drawback of the text mining
with cluster modelling is that it would not be able to tell
whether a specific good or service with many transactions is of
relatively small value. Similarly, it would also miss out a
specific good or service with few transactions but of relatively
higher value.
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The text mining with cluster modelling process in Rapid
Miner is illustrated in Fig 2.

Fig. 2. Text mining with cluster modelling process in Rapid Miner

The functions of the 5 main operators are:

a) Retrieve data - Reads data from the file

b) Process Documents from Files — Processes the text
using eight operators nested within:

i. Tokenize Non-letters (Tokenize).

i. Tokenize Linguistic (Tokenize).
iii. Filter Stopwords (English).
iv. Filter Stopwords (Dictionary).
v. Filter Tokens (by Length).
vi. Stem (Porter).

vii. Transform Cases.

viii. Generate n-Grams (Terms).

c) Select Attributes — Only columns with numeric values
are selected for clustering (due to the choice of the clustering
technique, K-Means, in the following step).

d) Clustering — K-Means clustering algorithm is used to
group the records in terms of the occurrence frequency of
words in it. K-Means is selected for its simplicity and speed
among the clustering techniques.

e) Write Excel — The output i.e. cluster groups is saved
into an Excel file so that they can be combined with the other
data fields i.e. amount spent, period of transaction i.e. Year,
supplier and buyer details to derive further insights.

For each group of data (SVP, OQ and ETC) the
methodology for the analysis is as follows:

a) Approach 1

i. Input the data into the designed process in Rapid
Miner.

ii. Run the process.

iii. Examine the results — Word List, Cluster Model and
Centroid Table.

iv. Re-calibrate the parameters accordingly and repeat
from Step ii. Compare the results of multiple runs
with different k classes and choose the best one.

v. Combine the results of the selected cluster with other
data fields i.e. amount spent, period of transaction,
supplier and buyer details.

vi. Explore and analyze the results for insights.
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b) Approach 2

i. Tabulate the data by the supplier details against the
period of transaction, amount spent, number of
transactions made and the buyer details.

ii. Identify suppliers from whom purchases were made
in every year.

iii. Extract the records for the identified suppliers.

iv. For those with many transactions, follow the steps in
Approach 1 using the data obtained in Step 3.

v. Explore and analyze the results for insights.

Approach 1 begins with the identification of the common
goods and services purchased. The output is analyzed together
with related information on the amount spent, period of
transaction, supplier and buyer details. Approach 2 begins with
the identification of suppliers based on value and volume of
transactions. Both approaches incorporate further data points to
address the drawback of the model which would not be able to
tell us whether a specific good or service with many
transactions is actually of significance. Both approaches aim to
complement each other and their results can be compared
against each other for verification and completeness when
drawing the conclusion.

V. RESULTS AND DISCUSSION

A. SVP
Approach 1

An examination of the Wordlist generated from all the
records, sorted by total number of occurrences and number of
documents that contain these words, revealed high occurrences
of irrelevant words such as purchase, service, supply, etc.
Including these words in the clustering process will affect the
results. As such, these words will be identified and added into
the “Stopwords” list under “Filter Stopwords (Dictionary)”.
The cleaned-up wordlist now presented words such as PhoneX,
printer, TabletX, cable, rubber stamp, book, fruit, camera,
biscuit, BTH, bowl, certificate, screen, etc. with highest
occurrences. This provided a clearer indication of the
purchases made and the keywords that should be watch out for
in subsequent steps of the analysis.

In determining the ‘k’ value (i.e. the number of clusters
for k-mean clustering), the “rule of thumb” [10] (k= (n/2)
where n is the number of data points) was used as it is a quick
and simple method. For 785 records, k=20 was derived. For
verification and comparison purposes, additional runs were
also made for k=25 and k=30.

The Centroid Cluster Model in Table 2 shows the results,
interpreted based on the term frequency of the keywords
generated from each cluster (for k= 20, 25 and 30). The results
at k=25 and k=30 seem to indicate that the keywords in the
majority of the clusters were recurring e.g. PhoneX, screen,
fruit, juice, biscuit, printer, book etc., indicating a strong
presence, albeit further breakdown of each into smaller clusters
e.g. fruits appeared in Cluster 3, 19 and 21 at k=30. New
keywords which appeared in the cluster at k=30 consist of
fewer items which were not significant.
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TABLE Il SVP: CENTROID CLUSTER MODEL FOR DIFFERENT “K”
VALUES
k=20 k=25 k=30
0 — H Tags, Access 0 — HT, certificate 0 — HT, certificate (ET,
(Rooftop) (ET, Net ID) Net ID)
1 - Biscuit, Tin,

Voucher, Bowling,

1~ PhoneX BTH, Camera, Tape, 1-PhoneX
Trophies
2 — PhoneX 2~ Came!’a, 2 _Nil
Photocopier
3 Nil 3 _ PhoneX 3 — Mandarin Oranges
(Fruits)
4 — Mandarin Oranges 4 PhoneX 4 Camera (CCTV)

(Fruits)

Vol. 6, No. 8, 2015

Cluster for k=25 was selected for further analysis since it
covered most of the keywords generated from the different ‘k’
values. Using the excel file generated, the results of the
clustering is combined with other data fields i.e. amount spent,
supplier and buyer details for further analysis. A closer
examination of the clusters revealed that for most of the
clusters, they were not perfect i.e. not all similar goods and
services were grouped together by the clustering process. For
example, in Cluster 0 shown in Table 3, the clustering is
probably based on the occurrences of the words “Certificate”
but these items are distinct, it consist of ET Certificates, HT
certification and Electrical Certification.

TABLE Ill.  ITEMIN CLUSTER_O

5 — Rubber stamp 5 Camera (CCTV) 2 — Zzz\lljiztglsml):)};)raph Goods/Services Amount($) | Year | Cluster
6~ Camera (CCTV) sticker 103 | ET Cerificate management | g 47300 | 2011 | Cluster_0
Card h 6 — Mandarin Oranges éﬁ .Ofﬁcé (PT}P”‘*S’ To service/recalibrate HT
7 Card, pouc (Fruits) alrs),_ grtl icates 118 | (C/W In-House Calibration $570.00 2011 | Cluster_0
(Appreciation, SSL) Certificate)
8 — Tea capsule . - ifi
' 7 — Juice 8 — Printer Color paper for certificate of
voucher 145 appreciation $5.85 2011 | Cluster_0
9 — Power (Supply) 8 — Ops, Note 9 — Case (Peli, TabletX) To provide LEW service for
10 - Book, Biscuit, 272 | the certification on the DC $180.00 2011 | Cluster_0
Voucher, BTH, Tape, cable
Battery, Juice, 9-SSL 10 — Access (Rooftop) s
Christras decor, ag9 | ET Certificate Management | g1 61400 | 2011 | Cluster_0
Grocery e
ET Certificate Management
11— Case (Pel 10 — Office (Phones, 446 Services $600.00 2012 | Cluster_0
TabletX) ' Chairs), Certificates 11 — Capsules (Coffee) Electrical ification
(Appreciation, SSL) 56 | ool Certication for | s700.00 | 2012 | Cluster_0
12— Apparel (Shirts) 11 — Capsules (Tea, 12 — Screen (Privacy, quip
PP Coffee) Protector) lectrical Certification f
13— Bowling 12— Rubber stamp 13— Phonex 557 | oo Cetitication Tor | $700.00 2012 | Cluster 0
14 — Printer 13 — Book 14 — H Tags quip
15 — Transparent doc - . e .
. . 14 — Screen (Privacy, Electrical Certification for
bo?(’ Tin deposit Protector) 558 installation of ICT equipment $700.00 2012 | Cluster 0
(Biscuit)
 ehi R NG 15 — Memory (Stick, . .
16— ChipsM (Biscuit) | 15 Nil Built-in) 550 :ﬂ;gﬁ:;?éfgﬂg?ggﬂl;% ot | $70000 | 2012 | Cluster 0
%ggﬁgz)p sules 16 — Access (Rooftop) | 16 — Nil
18 - Nil 17 - TabletX 17— Rubber stamp The clusters would have to undergo further verification by
19 - Book 18 — Christmas decor | 18 — Christmas decor a keyword search of the description field based on the
20 Screen (Privacy, | 1o it 19 Fruit keywords identified. This step is done manually to determine

Protector)

20 — Transparent doc
box

20— Net ID

21 — Batteries

21 — Book, Biscuit,
Voucher, BTH, Tape,
Battery, Juice

22 — Apple (Fruit,
drink)

22 — Apparel (Shirts)

23 — X developer

23 — X developer

program program

24 — Grocery 24 — Bowling
25 — Printer
26 — Grocery

27 — ChipsM (Biscuit)

28 — Tin deposit (Biscuit)

29 —Nil

the final clusters.

The identified clusters, types of good or service, number of
suppliers, frequency of purchases (by Year), teams which made
the purchases and amount spent are summarized in Table 4.
For goods and services where total amount spent is more than
S$3,000, they present possible opportunities for the
aggregation of purchases via OQs to achieve economies of
scale or improve administrative efficiency in purchasing when
the product or service is required during the contractual period
(via establishing an ETC). Goods or services provided by a
single supplier made every year such as X developer program,
ET Certificates, Security Holographic Stickers and HT services
and accessories are such examples. It is interesting to note that
for majority of the transactions, purchase made for a specific
good or service was by a single team, contrary to the earlier
assumption that aggregation of purchases could be made across
teams.
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Approach 2 TABLE IV.  SVP: RESULT OF APPROACH 1
The nature of SVP meant that numerous purchases could be B
made from one supplier, either within a single year or across | Clus . No. of Freq FOIECt 1 Total
. . . . . Good/ Service . Team
different years. The next step is to investigate suppliers from ter suppliers (Year) ) amount
whom purchases were made from them every year. These 1| Phonex Multiple 11-14 A $28.171
suppliers, the frequency of the transactions with them, amount Printer and
spent and the types of goods and services are summarized in 5 | accessories Multiple 11-14 A $23,621
Table 5. It is observed that most of the goods and services (Tot“,edrs and
identified in Approach 2 were all present in Approach 1 except cartridges)
for two main ones, “Standby Technician Support for Video 3 | Fruits & juices Multiple 11-14 B $12,876
Conferencing System” and “Rental of Cl_lerry Plcker”.' This is 7 Vouchers Multiple 1114 B $8.850
probably because each appeared as one single transaction only Privacy Screen
in most of the_ years; henpe t_he term occurrence |'n'the Text 5 | filtersand Multiple 11-14 A $7.829
Mining analysis was low i.e. it did not feature significantly in Screen
the generated Word List or Centroid Cluster Model. However, Protectors
these observations were noteworthy as they were repeated g | Xdeveloper Single 13-14 C $7,452
purchases of relatively significant values in the context of SVP program
(averaging between S$2,500 and S$2,800) in most years. 7 | ET Certificates Single 11-14 C $6,953
B. 0OQ Security
8 Holographic Single 11-14 D $5,406
Approach 1 Stickers
Similar the approach used in SVP, irrelevant words were 19 E'SCI‘(‘”S mu:t!p:e ﬁii B $5§16
d from the wordlist to improve the result of clusterin 9 iy ultinle - ¢ 35,209
remove r P g. 11| cCTv Single 11-13 E $4,428
The cleaned-up wordlist, sorted in terms of total and document Service/recalibra
occurrences, now presented words such as licenses, servers, 12 | teHT & Single 11-14 D $3,613
network, CCTV, video, audio, anti-virus, TabletX etc. with accessories
h|ghest occurrences. 13 Bowling Single 11-14 F $2,823
14 | NetlD Single 11-13 C $1,673
In determining ‘k’ i.e. the number of clusters for k-mean 15 | Rubber Stamp Single 11-14 B $1,047
clustering, the “rule of thumb” is used. For 267 records, k=12 16 | Christmas decor Single 11,13-14 B $600
was derived. Similarly for verification and comparison Capsules .
purposes, additional runs were also made for k=20 and k=30. i (Coffee and Tea) Multiple 13-14 B $568
TABLE V. SVP: RESULT OF APPROACH 2
Supplier | 2011 | 2012 | 2013 | 2014 Total 2011 2012 | 2013 2014 | Towl Remarks
transactions spent
BuY & Books, festive decorations, X
clazm 71 19 24 34 148 $14,716 $3,448 $3,935 $13,862 | $35,961 developer program,
PhoneX/TabletX accessories
1 18 36 29 14 97 $5,427 | $8,030 | $10,573 | $5,199 | $29,229 PhoneX
2 2 9 8 1 20 $20 $732 $275 $20 $1,047 Rubber stamps
3 6 4 4 3 17 $1,084 $640 $1,465 $2,460 | $5,649 Fruits
4 6 | 3 | 4 | 1 14 $3288 | $938 | $2695 | $2216 | son37 | T Cerufieatemanagement
ervices
5 4 3 3 3 13 $2,025 | $1264 | $1,264 | $1,124 | $5678 Service/recalibrate HT &
accessories
6 5 1 2 3 11 $5,093 $2,200 $1,885 $5,390 | $14,567 Printers and accessories
Rental of Cherry Picker, CCTV,
7 2 4 1 2 9 $2,800 $6,947 $2,600 $5,138 $17,485 rectification of cameras, FCV
repair
8 2 1 3 1 7 $463 $523 $627 $1,270 | $2,883 Bowling
Hard disk, scanner, laptop, ink
9 3 1 2 1 7 $3,984 $307 $260 $1,400 | $5,950 cartridge, network switch
Standby Technician Support for
10 1 3 1 1 6 $630 $5,276 | $2,850 $2850 | $11,606 | \/ije0 Conferencing System
11 1 2 2 1 6 $180 $350 $330 $150 $1,010 Trophies for bowling
12 2 1 1 1 5 $1,500 $760 $1,626 $1,520 $5,406 Security Holographic stickers
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The Centroid Cluster Model in Table 6 shows the results,
interpreted based on the term frequency of the keywords
generated from each cluster (for k= 12, 20 and 30). The results
at k=20 and k=30 seem to indicate that the keywords in the
majority of the clusters were recurring e.g. licenses, servers,
TabletX etc., indicating a strong presence, albeit further
breakdown of each into smaller clusters e.g. licenses appeared
in Cluster 0,15, 24 and 29 at k=30. New keywords which
appeared in the clusters consist of fewer items.

Cluster for k=30 was selected as a basis for further analysis
since it covered most of the words generated. The further
breakdown of the licenses into smaller clusters was also useful.
After the combination of the results of the clustering with other
data fields i.e. amount spent, supplier and buyer details for
further analysis, a closer examination of the clusters revealed
that for most of the clusters, they were not perfect i.e. not all
similar goods and services were grouped together by the
clustering process — similar to what was observed in SVP.

The identified clusters, types of good or service, number of
suppliers, frequency of purchases (by year), teams which made
the purchases and amount spent are summarized in Table 7.
Notwithstanding the fact that Organization X might have
already made efforts to consolidate these purchases (some of
these purchases did not occur in 2014), for goods and services
where total amount spent is more than S$70,000, they present
possible opportunities for the aggregation of purchases via OT
to achieve economies of scale. It is interesting to note that for
majority of the transactions, purchase made for a specific good
or service was by a single team, contrary to the earlier
assumption that aggregation of purchases could be made across
teams. Opportunities for aggregation of purchases across teams
include anti-virus licenses, servers, rental of network
equipment, maintenance of Video Conferencing System and
maintenance of UPS. It was also observed that some of the
items that are bought under OQ were also bought under SVP
e.g. printer, Hard Disk and TabletX.

Approach 2

Unlike the SVP, goods and services purchased via an OQ
could last for a contractual period beyond one year due to its
higher value, for instance, putting in place an ETC where the
department could procure directly from the appointed
supplier(s) when the product or service is required during the
contractual period. Therefore, identifying only suppliers where
purchases were made from them every year would not be
sufficient. Instead, the cumulative value of the contracts
awarded over the period of the four years would be used as a
measure to identify suppliers. As a benchmark, a cumulative
value of $70,000 is used. These suppliers, sorted by total
cumulative amount spent and total number of transactions is
shown in Table 8. The remarks column indicated the
predominant type of good or service purchased.

It was observed that a specific type of good or service is
usually provided by a dominant supplier, more for services
than for goods, e.g. supply and maintenance of IT systems.
However, it was interesting to note that the different types of
software licenses required by different teams are provided
predominantly by a single supplier, Supplier 13.
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TABLE VI.  OQ: CENTROID CLUSTER MODEL FOR DIFFERENT “K” VALUE
k=12 k=20 k=30
0 — Electronic

0 — Network (Device
E, switch and router,
printer)

(degausser, map, System
S, System E, storage
media, shredder)

0 — Licenses (iP, S, CS)

1 — Audio, accessories,
TabletX

1 - AC System, New W
Sys

1 — Scanners (Fingerprint,
Document, Barcode)

2 — Electronic
(degausser, map,
System S, System E,

2 — Security (Demand

2—New W Sys

storage media, Aggregate)
shredder)
3- Systecmr)(lP, W, 3 — Leased Line Circuit 3 - Licenses (I)

4 — Security (Demand
Aggregate)

4 — Audio-visual,
accessories

4 —Nil

5 — Leased Line Circuit

5 — Licenses (1)

5 — Network Device E

6 — Interface (fibre,

6 — Mobile, accessories,

cards, ports) 6 — Printers IDN
7_ Servers 77— Systerr] A, 7 — System E,_man-days,
Thumbprint security

8 — IS0 certification,
Data Centre cleaning

8 — System E, mandays

8 — Data Centre Cleaning

9-CCTV

9 — TabletX

9 — AC System

10 — Licenses (anti-
virus, SY, SW, O, iP)

10 — Licenses (anti-
virus, SY, SW, O, iP)

10 - IS0 certification

11 - Video

11 - Video
Conferencing, Camera

11 - TabletX

12 — Network (Device
E, switch and router)

12 - mandays, power points

13 - System (IP, VW,
CT)

13 — Servers

14 — Interface (fibre,
cards, ports)

14 — System P

15— S alert 15 — Licenses (O, SY, SW)
16 — Audio accessories,
16 — Servers Video (Conferencing,

Wall)

17 — 1SO certification,
Data Centre

17 — Network (switch and
router, printer, cards)

18- CCTV

18 — Malware Analysis

19 — Room (Partition,
cable)

19 — Leased Line Circuit

20 — NGNBN

21 — Management System
(K, V,C)

22 — Anti-Virus

23-CCTV

24 - B O licenses

25-RP, SSS

26 — Electronic (map,
System S, System E,
storage media, shredder)

27 — Audio-Visual

28 — Hard Disk (Desktop,
Notebook)

29 — Licenses (O)
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Another noteworthy observation was the maintenance of
several IT systems by a single supplier, Supplier 14. This
provided evidence that there are opportunities for different
goods and services to be aggregated to achieve better pricing,
contrary to the earlier assumption that aggregation of purchases
could be made for similar goods and services only.

Approach 1 was more effective at identifying purchase of
common goods and services across different suppliers e.g. for
provision of Anti-Virus licenses, Approach 1 identified five
different suppliers while Approach 2 identified one only
(without going through the entire list of suppliers). Approach 2
was effective at identifying the dominant suppliers and
provided insights such as consolidation of different goods and
services which would have been missed out using Approach 1.

C. ETC
Approach 1

Similar to previous approach, irrelevant words were
removed from the wordlist to improve the result of clustering.
The cleaned-up wordlist sorted in terms of total and document
occurrences, now presented words such as licenses, engineers,
engineering and project management, UPS, License I, License
O, switch etc. with highest occurrences. This gave a clearer
indication of the purchases made and the keywords (items) that
should watch out for in subsequent steps of the analysis.

In determining ‘k’ i.e. the number of clusters for k-mean
clustering, the “rule of thumb” is used. For 118 records, k=8 is
used. For verification and comparison purposes, additional runs
were also made for k=12 and k=16.

By examining the Centroid Cluster Model in Table 9, the
results, interpreted based on the term frequency of the
keywords generated from each cluster (for k= 8, 12 and 16),
are shown in. The results after runs at k=12 and 16 seem to
indicate that the keywords in the majority of the clusters were
recurring e.g. licenses, servers, racks, Engineering and Project
Management etc., albeit further breakdown of each into smaller
clusters e.g. licenses appeared in Cluster 7,8 and 15. At k=16,
new keywords which appeared in the clusters consist of fewer
items, with quite a few clusters with zero or one item.

Cluster for k=12 was selected as a basis for further analysis
since it covered most of the words generated from the different
‘k’ values. After the combination of the results of the clustering
with other data fields i.e. amount spent, supplier and buyer
details for further analysis, a closer examination of the clusters
revealed that for most of the clusters, they were not perfect i.e.
not all similar goods and services were grouped together by the
clustering process — similar to what was observed in SVP and

0Q.
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TABLE VII. 0OQ: RESULT OF APPROACH 1
cl .
Project

US 1 Good! Service No. Of Freq Team(s Total

te suppliers (FY) ) amount

r

1 | Purchaseof O Multiple | 1113 | C $412,582

icenses

p | Purchaseof Anti- 1 vy inie | 1114 | AD | $290,627
Virus Licenses
Rental of Audio .

3 | Vil Equipment Multiple | 11-14 | A $252,950
Purchase/Maintenanc

4 e of Biometric Single 11-12 | C $249,350
Fingerprint Scanners
Maintenance of .

5 | securi ty Equipment Multiple | 13-14 | A $247,282

6 | Maintenance of Muttiple | 11-14 | SPH | $246112
Servers [
Repair/Supply of . 11-

! Audio Accessories Multiple 12,14 J $231,859
Rental/Purchase of

8 Network Multiple 11-13 | DK $223,154
equipment/Device E
Maintenance of RP .

9 and SSS System Single 11-12 | C $219,112
Installation of CCTV .

10 System Single 11-13 | A $211,495
Maintenance and

11 | Service Request man- | Multiple 11,13 | L $209,440
days for System E

12 | Purchase of TabletX Multiple 11-13 | A $196,148

13 | Maintenance of 1P| gjye 12-14 | D $191,680
System
Maintenance of New .

14 W System Single 11,13 | C $182,140
Maintenance of

15 | Video Conferencing Multiple 11-13 | AD $181,234
System

16 | System P relocation Multiple 1113 | E $158,070
Purchase of SY -

17 Licenses Multiple 11-14 $155,295

18 | AC System Multiple 11-14 | C $145,230
Purchase of

19 | Notebook for CCTV | Multiple 1214 | A $127,030
Clients
Subscription of .

20 Leased Line Circuit Multiple 12 E $112,738

21 | Durehase of Hard Multiple | 12-14 | A $101,335
Maintenance for .

22 System A Single 11-12 | C $98,484

23 | poallaion of CCTV- | gngle | 1203 | A $76,750

ystem

24 | Maintenance of UPS | Multiple 12,13 | D,E $64,720

25 | Data Centre Cleaning | Multiple 11,14 | D $62,540
Provision of ISO

26 | Consultancy and IQA | Multiple 11-14 | 1 $35,600
Services

27 | SACS 2011 Licenses | Single 12-13 | D $27,276

2g | Renewal of | Multiple | 11-13 | D $15,108
Licenses

29 | Purchase of printers Multiple 1214 | A $11,974
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TABLE VIII. OQ: RESULT OF APPROACH 2
Supplier | 2011 | 2012 | 2013 | 2014 Total_ 2011 2012 2013 2014 Total spent | Remarks
transactions
Licenses O, SY, anti-
13 13 14 7 4 38 $618,208 $528,615 $190,822 | $132,341 | $1,469,986 | virus, TabletX,
notebooks
System C, V, P/I,
14 3 3 0 1 7 $179,250 $187,200 - $25,560 $392,010 SSMS, HR, CRC
Biometric Fingerprint
15 4 3 1 0 8 $172,879 $137,835 $10,790 - $321,504 scanners, System ADS
System E, M
16 2 1 2 0 5 $137,920 $55,480 $99,340 - $292,740 infrastructure
17 1 1 3 0 5 $68,883 $59,584 $158,631 - $287,098 O licenses, System R
7 2 2 3 0 7 $45,604 | $86,165 | $126,107 - $257,066 | SyStem U, Repair of
audio accessories
18 2 1 1 0 4 $156,415 | $45450 | $27,950 - $229,815 E'e“m“'c map, System
19 2 2 0 0 4 $112,184 $106,928 - - $219,112 RP, SSS
20 1 1 1 0 3 $70,715 $68,590 $72,190 - $211,495 CCTV
21 1 1 0 1 3 $68,000 $61,865 - $79,800 $209,665 | Audio accessories
22 o | 3| 0| o 3 : $197,804 - : 5197804 | IP Sys Malware
Analysis
23 1 1 1| o0 3 $67,200 | $55,660 | $62,450 - $185310 | ental of audio-visual
equipment
24 3 0 1 0 4 $112,580 - $69,560 - $182,140 New W Sys
25 0 2 1 0 3 - $82,376 $79,876 - $162,252 | System CA and CK
System M, System H,
26 2 1 0 0 3 $84,486 $74,000 - - $158,486 System AG
27 2 0 2 0 4 $73,925 - $76,545 - $150,470 | System P
28 0 0 3 0 3 - - $143,732 - $143,732 | NGNBN
10 1 1 0 0 2 $71,820 $70,434 - - $142,254 | Video Conferencing Sys
) ) ) System W, System BD,
29 0 0 2 0 2 $138,425 $138,425 System X
3029.31 System W, System BD,
2’0 3’2 0 0 1 1 2 - - $67,621 $66,198 $133,819 | System X System N,
s System PA, System UV
33 2 0 0 0 2 $128,700 - - - $128,700 | eL and eT Sys
34 1 0 2 0 3 $27,200 - $96,600 - $123,800 | CCTV
35 1 0 1 1 3 $40,750 - $36,000 $46,800 $123,550 | AC Sys
36 1 0 0 1 2 $60,000 - - $62,290 $122,290 | IDN
37 3 2 0 2 7 $61,775 $29,292 - $26,120 $117,187 Servers
38 1 0 1 0 2 $42,913 - $69,496 - $112,409 | System MT, VMS
Network switches,
39 0 1 2 0 3 - $24,678 $79,030 - $103,708 routers
TABLE IX.  ETC: CENTROID CLUSTER MODEL FOR DIFFERENT “K” VALUE
k=8 k=12 k=16
0 — Servers, Racks 0 — Network Infrastructure 0 — Engineering and Project Management
1 — Engineering and Project 1 — Office Hour 1 _ Nil
Management
2 — Audit, Switch, Network 2 — Audit, SAN 2 — Audit, Switch, Network
8~ SAN, Network and System | 3 _ | jcences (1, H, SM) 3-SOE
Engineer
4 — Network 4 — O Licenses 4 — Network equipment
5-UPS 5 — Network equipment 5 — Desk side Engineer
6 — Office Hour 6 — UPS
6 — Network Attach Storage
7 — Licenses 7~ Engineering and Project 7 — I licenses
Management
8- COR 8 — O licenses
9 — Nil 9 — Server, Racks
10 - Servers, Racks 10 - UPS

11 — Licenses (SY)

11 — SAN, Network and System Engineer

12 -SOE

13-COR

14 — Office Hour

15 — Licenses (SY)
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Similar verification and manipulation of the clusters would
have to be adopted similar to what had been prescribed
previously. Goods and services available under the ETCs are in
general already aggregated. A better understanding of how they
were purchased will improve procurement planning and
possibly reduce the administrative efforts involved in issuing
CFQs e.g. by combining CFQs from teams or multiple year
CFQs. However, it is also possible to achieve economies of
scale as suppliers are known to offer better pricing than those
stated in the ETC.

The identified clusters, types of good or service, number of
suppliers, frequency of purchases (by year), teams which made
the purchases and amount spent are summarized in Table 10.
These goods and services present possible opportunities for the
aggregation of purchases. It is interesting to note that items
which were bought under ETC were also bought under OQ e.g.
O and SY licenses. However, it is beyond the scope of this
project to investigate the possible reasons for this. There are
also possible evidence to suggest efforts made in the
aggregation of goods and services e.g. in the OQs, there were
rental and purchase of Network equipment made from 2011-13
but this stopped in 2014 and similar purchases were made
under ETC in 2014. Another observation is that while there
were outright purchases for certain goods in ETCs, the
maintenance of similar goods was procured under OQ e.g.
servers, UPS. However, there is no evidence to prove that these
were the same equipment bought under the ETCs which were
later maintained under the contracts established via OQs.

TABLE X. ETC: RESULT OF APPROACH 1
Freq .
Clu . No. of Project | Total
ster Good/ Service suppliers ;Year team(s) | amount
p | Purchase of Multiple | 1114 | DEIL | $7,383583
Servers
Provision of
Engineering &
2 | Project Multiple | 11-14 CL",‘\'/*IJK $6,950,335
Management -
Services
3 O Licenses Multiple 12-14 | C,D $4,240,144
4 | SAN-elated Single | 1214 | D $3,514,283
purchases
Provision of
5 Network and Multiple 11-13 | D $1,190,800
System Engineers
Provision of
6 gg:gz :gﬂg’aﬁer single 1213 | D $1,085,821
Support Services
7 I Licenses Multiple 11-14 | CJ,L $891,940
8 UPS Single 11-13 | D $822,714
9 SY Licenses Multiple 11-13 | CD,L $649,135
Purchase of racks
10 | (serversand Multiple | 11-13 | D $412,078
network
equipment)
Provision of IT
11 Security and Audit | Multiple 11-13 | | $156,900
Services
Purchase of
12 Network Single 14 D $31,105
Equipment
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For majority of the transactions, purchase made for a
specific good or service was by a single team, contrary to the
earlier assumption that aggregation of purchases could be made
across teams. Opportunities for aggregation of purchases
across teams to include purchases of licenses (O, I, and SY),
servers, Engineering and Project Management Services.

Approach 2

For ETC, the identification of a supplier based on its value
and volume of transaction is less relevant in the analysis
because it would already have been known upfront at the point
where the ETC was established, the goods and services it is
offering even before the CFQ was issued. Hence, Approach 2
will not be applicable in the analysis.

VI. CONCLUSION
Managerial perspective

The findings suggest that opportunities exist for
Organization X to aggregate common goods and services
among the purchases made under SVP, OQ and ETC (Table 4,
7 & 10). The analysis further suggests that these opportunities
were more prevalent in purchases made by individual project
teams rather than across multiple project teams. However, it
must be acknowledged that in reality, circumstances such as
different timelines/deadlines of projects, unanticipated changes
and dynamic requirements from stakeholders make such
procurement planning in the short term very challenging. These
could be the most likely reasons for the separate transactions
for similar goods and services detected. There were some
indications suggesting that Organization X has undertaken
efforts to consolidate frequent purchases e.g. for recurring
purchases of O licenses, rental of network equipment, no such
transactions appeared in the 2014 OQ list of transactions while
appearing in the 2014 list of ETC transactions.

The results obtained from the analysis should increase
Organization X’s awareness and improve its visibility of the
goods and services it has been procuring in recent years. It is
recommended that these lists of identified goods and services
to be shared with the different project teams to facilitate long-
term procurement planning within teams and better synergy in
coordinating procurement efforts across teams.

Research perspective

The use of advanced data mining techniques such as text
mining and cluster analysis complements the OLAP tools
commonly used in analyzing procurement data. It addresses the
inadequacy of OLAP tools in generating new information from
textual data. However, it does have its shortfalls — the nature of
the natural language texts contains ambiguities and it is still
difficult to analyze the semantics and to interpret meaning if
the keywords e.g. a specific cluster might have both a purchase
of an Apple computer and apple (fruit) grouped together.
Keywords in the description fields which are spelt incorrectly
and captured are useless, as the saying goes “garbage in,
garbage out“. Its output is not an end in itself. The process is
most rewarding when the data text mining generates can be
further analyzed by a subject matter expert, who can bring
additional knowledge for a more complete picture. Text mining
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can create new relationships and hypotheses for further
exploration.

The cluster analysis, while useful in grouping most of the
transactions and offered a general overview of the types of
goods and services purchased, required further manual
manipulation of the clusters to derive more accurate output in
order to derive meaningful insights.

Data fields such as the account codes could be used to
categorize the records at a broad level before applying the text
mining and clustering analysis, improving the semantics of the
keywords extracted from the description fields. More
clustering algorithms could be applied to compare the accuracy
of the clustering output. In this study, only K-means clustering
was used.
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Abstract—SURF is one of the most robust local invariant
feature descriptors. SURF is implemented mainly for gray
images. However, color presents important information in the
object description and matching tasks as it clearly in the human
vision system. Many objects can be unmatched if their color
contents are ignored. To overcome this drawback this paper
proposed a method CSURF (Color SURF) that combines features
of Red, Green and blue layers to detect color objects. It edits
matched process of SURF to be more efficient with color space.
Experimental results show that CSURF is more precious than
traditional SURF and CSURF invariant to RGB color space

Index Terms—SURF; Features; Local Features; Color Space

. INTRODUCTION

Finding similarity between different images is representing
a challenge problem in computer vision application. For
instance, it uses in pattern recognition, object tracking, image
retrieval, etc. Searching between images can be affected by
three problems, scale, rotation and general transformations in
gray image. SURF (Speeded Up Robust Features) algorithm
was adopted by Bay et al. [1]. Firstly detects corner points
under different conditions. Secondly, construct descriptor
based on detecting corner points and its neighbors. The final
match between descriptor using a distance function. SURF [1]
is the most robust descriptor among the other local invariant
feature descriptors. It is invariant to scale and rotation
transformation with respect to different to geometric changes.
SURF has a main drawback it does not use color information.
In fact, SURF has been constructed essentially for gray
images, ignoring totally the information found in the color
space as most of feature extractors. Neglecting color
information leads to lose an important source of distinction
between images as showed in following figure.

Fig. 1. Shows importance of color component

Figure 1 represents color and gray image of RGB and
CMY the red and blue colors were converted to a same level
of gray. The Figure 1 illustrates how studying color image
cannot be done via converted it to the gray level.

A. M. M. Madbouly

Mathematics Department,
Faculty of Sciences, Helwan University,
Cairo, Egypt

This paper introduces a method that helps SURF to match
color images with respect to its color in RGB space.

The rest of this paper is organized as follows: section two

Introduce survey of other color descriptors, section three
represent methodology of the proposed color SURF (CSUR),
section four represents experimental results, section five
introduces conclusion.

Il.  COLOR DESCRIPTORS

Color information plays an important role in the computer
vision application. As clear human vision system can
distinctly many color values. There are several attempts that
have been used for color information inside descriptor. For
example, Abdel-Hakim and Farag [2], proposed a colored
local invariant feature descriptor called CSIFT(Color SIFT).
The new descriptor builds SIFT(Scale Invariant Feature
Transform) on invariant color space. It involves three main
steps: interest point detections, build descriptors and
descriptor matching.

Firstly, selection of highly informative points as interest
points. Secondly, descriptor of interest point is built to
describe a local region around interest points. Thirdly,
matching stage that decides if interest point belongs to object
or not.

CSIFT is not efficient for photometrical variety of images.
Ancuti and Bekaert[3] ,proposed SIFT-CCH( SIFT
Color Co-occurrence Histograms) that merges the traditional
SIFT with Color Co-occurrence Histograms computed from
the Nrgb color space. Their method achieves as same as SIFT
in the detection step, but establishes one dimension to the
descriptor. Thus, features are illustrated by a two element
vectors that merges the SIFT and the CCH descriptor vectors.
The main limitation of such an approach is time of
computation during feature matching due to the extra 128
elements added to the descriptor vector.

Cui et al.[4], proposed color descriptor called PC-SIFT
(perception-based color SIFT ) that invariant to illumination
variation., this method builds SIFT based on new color space
that formulated at [5], [6] to signify image as a replacement
for using its gray scale values.

Ai et al.[7]proposed an adaptive Color Independent
Component based on SIFT descriptor called (CIC-SIFT) for
image classification problems. Their proposed algorithm can
be summarized into three steps, firstly learning step, a
transformation matrix is learned for each category by using
Independent  Component  Analysis.  Secondly  color
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transformation step: original image components are
transformed into three independent components by using the
adaptive transformation matrix. Finally extraction of feature:
the color independent components are used to compute CIC-
SIFT descriptors.

Fan et al. [8] proposed color invariant descriptor based on
SURF. It merges local kernel color histograms and Haar

Wavelet responses to build the feature vector. That means
the descriptor is a two element vector. Matching process
composed of two steps, firstly, SURF descriptor is matched,
then unmatched points are calculated between their local
kernel histograms wusing the distance function called
Bhattacharyya. In this paper, we will introduce a novel a Color
SURF descriptor called CSURF. It's based on RGB color
space

I1l.  COLOR SURF DESCRIPTOR

This section will illustrate our new Color SURF descriptor
(CSURF). The method will divide into two main steps, firstly
detect and extract features of entering the color image.
Secondly, matching between two descriptor color images.

A. Detect and extract feature

CSUREF firstly read color image and construct three images
from it using RGB color space, where 11, 12 and I3 represent
constructed images from Red, Green and Blue layers
respectively. Secondly CSURF will find corner points of
images 11, 12, 13 using traditional SURF to produce corner
points P1, P2 and P3 of images 11, 12 and I3. Thirdly CSURF
will extract features of constructing image using SURF
descriptors that produce vptsl, vpts2 and vpts3 of images I1,
12 and 13 respectively.

Finally CSURF will merge the detected corner points in
one vector P=[pl; p2; p3] and merge extracted features in one
vector called vpts= [vptsl; vpts2; vpts3]. The previous
procedure for extracting features using CSURF is summarized
as figure 2.

B. Matching features between images

CSURF after extraction corner points and features of
entering images will try to match between images with a
simple strategy. It will match between extracted features using
the traditional SURF descriptor and will divide the features
into two classes matched features mfl, mf2 of imagel and
image2 and unmatched feature ufl, uf2 of imagel and image2
respectively. CSURF will work on ufl and uf2 as follows,
firstly, it finds unmatched features that have nearly the same
color and we will weight it with 0.3.

Vol. 6, No. 8, 2015

[ Read Image J
-
Prepare Image
Extract Red, Green and Blue layers separately as
threeimageslIl, 12 and I3,
) 7
I(r" I L
Locate corner points
Find corner points vector of I1, 12 and 13 using
SURF as P1_P? and P3 resnectively

'

Extract features
Extract featuresof 11, 12 and 13 based on PL, P2

and P3 as vptsl, vpts2 and vpts3 respectively

v

Combine vectors
Combine detected corner points and extracted
features as following
P=PL; P2; P3] wpts=Tvptsl; vpts2; vpts3]

v

C |

Fig. 2. Shows how CSUFR extract features

,/

Secondly, our method will try to match unmatched
features with lower threshold 0.5 (traditional SURF in this
experiment use threshold =0.6) and we will weigh that with
0.7. Finally method will select unmatched features that pass
both of the previous two steps and store them at umfl and
umf2. The method will combine features (matched and
unmatched features) in one vector called cmatchl = [mfl;
umfl] and cmatch2 = [mf2; umf2].
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[ Read Imagel, Image2 ]
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Compute CSURF

Find corner points and extracted features of imagel and
image 2 using CSURF
[p1, f1]=CSURF (imagel), [p2, f2] =CSURF (image2)

!

Match features

Match features between imagel, image2.
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-

Classify extracted features

Classify features to match features and unmatched feature
of images mfl, mf2, ufl, and uf2
Where;
mfl, mf2 is matched features between images.
Uf 1 is unmatched feature from image 1
Uf2 is unmatched feature from image 2

v

-

|
]1
)

Find new match

Find features from Uf1 and Uf2 that has nearly same color
Uf11 and Uf22and weight them with 0.3.
Find match feature between Uf11 and Uf22 using SURF with
0.5 threshold and weight them with 0.7
Store features that pass previous steps in - Umfl. Umf2

\_

N

v

Combine feature

[ Combine feature at vector as [mfl Umf1], [mf2 Umf2] ]

v

[ Display matched features ]

Fig. 3. The match between extracted features using CSURF

. EXPERIMENTAL RESULTS

In this experiment weuse the”Amsterdam Library of
Object Images” (ALO) )[9] that is a database of colored
images. It contains a large number of images under different
illumination directions, illumination colors, and viewing
direction. The experiment will work on ten images at
different levels of illumination directions, view direction and

Vol. 6, No. 8, 2015

illumination colors where every image on illumination color
have 12 different copies, images that at the illumination
direction have 24 copies and every type of view direction have
72 different copies.

Figure 4 shows a sample of images under different
illumination color, illumination direction and view direction.

(a) (b) ()

Fig. 4. Sample of ALOI color images at different illumination color,
illumination direction and view direction

.............. Intel Pentium (R) M
processor, (R) 1.73-GHz, 1.73-GHz and 2-GB RAM.

The experiment will work on three types of distortion
illumination color, illumination direction and view direction.
Due to importance of color component CSURF work on every
layer of RGB color space separately. Figure 5 shows the
difference of performance of traditional SURF and CSURF on
illumination intensity distortion. Figure 5 image(a) and
image(b) represent performance of traditional SURF and
CSUREF respectively.

(@) (b)

Fig. 5.  [lllustrate the difference in performance of match between
traditional SURF and CSURF

Following figure shows how CSURF surpass traditional
SURF in matching between images under illumination
direction.

Figure 6 image (b) shows how CSURF matched important
points that traditional SURF can't capture as shows in
image(a) Important points noted that at points that helped to
match a new object.

It is clear from following figure how CSURF results in
image(b) have better performance than SURF result in
image(a) that under different view of direction.

It is clear from figures 5, 6 and 7 that the performance of
CSUREF surpasses traditional SURF in number of matched
points.

CUSRF detect the number of corner points more than
SUREF, as showed in figures 8.

83|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

(@) ®

Fig. 6. Explain the difference in performance of match between traditional
SURF and CSURF of images under different illumination direction

Fig. 7. Shows the difference in performance of match between traditional
SURF and CSURF of images under different view direction

4 )

PVt T

\_ J

Fig. 8. Presents number of corner points detected by SURF and CSURF

Figure 8 represents the number of detected point using
SURF and CSURF, where x-axis represents the level of color
illumination of the image and y axis represents the number of
detected points.

Most previous methods in color descriptors measure its
progress by the number of detected or matched features. They
show how their methods surpass traditional methods by
numbers (no mentions if these numbers represent vital corner
points or not. So experiment, test if CSURF detect interesting
corner point tradition cannot detect it. So we will take three
images on each distortion type (illumination directions, view
direction and illumination colors) each image will have ten
levels of its distortion. We will test the importance of the point
(if point critical or not that mean it help to catch new object)
and if detected by SURF or not using eye observer. The result
will represent in following figure.

Vol. 6, No. 8, 2015

Image 3

—V‘\‘ —l—trrage2
- e . ——Imageyl
M O e

Fig. 9. Number of observed important corner points detected by CSURF at
view direction distortion at different levels

Fig. 10. Shows eye observed important corner point detected by CSURF at
illumination direction distortion at different levels

Image 3

e
_ o — ‘h e
== rap '\__I:._r gf‘

._4/’_":\*%1

Fig. 11. Shows how CSURF detect d important corner point detected by
CSUREF at illumination color distortion at different levels

It is clear from the above figures (9,10 and 11), where x-
axis represents the level of distortion (view direction,
illumination direction and illumination color) and y axis
represent the number of important detected points. CSURF
can detect the important point that cannot be detected by
traditional SURF because CSURF do not neglect color
component as SURF did.

Proposed method will compare with [8] by matching two
graffiti scene that used in [8]. Fan didn’t mention the size of
the image so we will compare his progress with SURF and
proposed method. He mentions that traditional SURF match
43 features while his color SURF captured 51 features that
mean progress 18.6%.

We will use graffiti sense similar in the sense that Fan[8]
used. Traditional SURF matched 17 features while the
proposed method captured 34 features that mean there is
progress in number of matched as showed in figure 12.

. \“ < "
(a) Matched SURF fe
Fig. 12. Comparison of SURF and Color-SURF
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Il.  CONCLUSION

In this paper, we introduced CSURF (Color SURF) as
color descriptor that works on RGB color space.

Contrary to many existing methods presented CSURF do
not neglect color component due to its importance as it clearly
in the human vision system. CSURF accomplished by two
main steps, firstly it combined detected corner points and
extracted features from Red, Green and Blue layers into two
vectors, one for combined features and the other one for
combined detected points. Secondly, it edits matched process
of SURF to be more efficient with color space. Experimental
results demonstrated the high performance of CSURF
descriptor against traditional SURF.

REFERENCES

[1] H. Bay, T. Tuytelaars, and L. Van Gool, “SURF: Speeded up robust
features,” in Lecture Notes in Computer Science (including subseries
Lecture Notes in Artificial Intelligence and Lecture Notes in
Bioinformatics), 2006, vol. 3951 LNCS, pp. 404-417.

[2] A. E. Abdel-Hakim and A. A. Farag, “CSIFT: A SIFT descriptor with
color invariant characteristics,” in Proceedings of the IEEE Computer

Society Conference on Computer Vision and Pattern Recognition, 2006,
vol. 2, pp. 1978-1983.

(3]

(4]

(5]

(6]

(7]

(8]

(9]

Vol. 6, No. 8, 2015

C. Ancuti and P. Bekaert, “SIFT-CCH: Increasing the SIFT distinctness
by color co-occurrence histograms,” in ISPA 2007 - Proceedings of the
5th International Symposium on Image and Signal Processing and
Analysis, 2007, pp. 130-135.

Y. Cui, A. Pagani, and D. Stricker, “SIFT in perception-based color
space,” in Proceedings - International Conference on Image Processing,
ICIP, 2010, pp. 3909-3912.

H. Y. Chong, S. J. Gortler, and T. Zickler, “A perception-based color

space for illumination-invariant image processing,” ACM Transactions
on Graphics, vol. 27, no. 3. p. 1, 2008.

H. S. Fairman, M. H. Brill, and H. Hemmendinger, “How the CIE 1931
color-matching functions were derived from Wright-Guild data,” Color
Res. Appl., vol. 22, no. 1, pp. 11-23, 1997.

D. Ai, X. Han, X. Ruan, and Y. W. Chen, “Adaptive color independent
components based SIFT descriptors for image classification,” in
Proceedings - International Conference on Pattern Recognition, 2010,
pp. 2436-2439.

P. Fan, A. Men, M. Chen, and B. Yang, “Color-SURF: A surf descriptor
with local kernel color histograms,” in Proceedings of 2009 IEEE
International Conference on Network Infrastructure and Digital Content,
IEEE IC-NIDC2009, 2009, pp. 726—730.

J. M. Geusebroek, G. J. Burghouts, and A. W. M. Smeulders, “The
Amsterdam Library of Object Images,” Int. J. Comput. Vis., vol. 61, no.
1, pp. 103-112, 2005.

85|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 6, No. 8, 2015

Smart Grid Testbed using SCADA Software and
Xbee Wireless Communication

Aryuanto Soetedjo

Dept. of Electrical Engineering
National Institute of Technology
Malang, Indonesia

Abstract—This paper presents the development of Smart
Grid testbed using SCADA software and Xbee wireless
communication. The proposed testbed combines both the
software simulation and the hardware simulation. The Winlog
SCADA software is employed to implement the algorithm in the
Smart Grid system. To communicate between nodes and the
Smart Grid Center, the Xbee wireless communication is
employed. The testbed is useful to test and verify the developed
algorithms in the Smart Grid system. By using the hardware
testbed, the more realistic simulation could be performed. While
by using the software testbed, the complex model and algorithm
could be implemented easily. The experimental results show that
the proposed testbed works properly in simulating the
continuous supply algorithm implemented in the Smart Grid
system.

Keywords—SCADA; Smart Grid; wireless communication;
Xbee DigiMesh; testbed

. INTRODUCTION

The Smart Grid is a modern technology in the electrical
power systems that delivering the electricity in a smart way,
where the costumers are considered as the integral part of the
system [1]. In the Smart Grid, the electricity and the
information flow in two-way to achieve the efficient, clean,
safe, reliable, and safe electrical power systems [2].

The Smart Grid integrates the sophisticated technology in
electronics, communication, information, and electrical power
systems. In general, the Smart Grid is divided into three major
systems [2], i.e.: the smart infrastructure system, the smart
management system, and the smart protection system. The
smart infrastructure system consists of the smart energy
subsystem, the smart information subsystem, and the smart
communication subsystem. The smart management system
deals with the energy efficiency, utility, cost, pricing, and
optimization methods. The smart protection system provides
the system reliability and failure protection, security and
privacy.

The Smart Grid offers a wide research areas such as
demand response, self healing, continuous supply, dynamic
pricing, and power scheduling [3]. To develop and simulate
those problems, the Smart Grid testbed is usually employed
[3]-[14]. The Smart Grid testbeds based on the computer
software were proposed in [4]-[7]. In [4], they compared
several Smart Grid software simulators such as MatPower,

This work was supported by the Research Grant 2015 “Excellent
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Education, Ministry of Research and Technology and Higher Education,
Republic of Indonesia (No. : SP DIPA-023.04.1.672453/2015).
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PSAT, AMES, InterPSS, OpenPSS, GridLab-D. The
simulators simulate the power system only. In [5], they
proposed the SCORE (Smart Grid Common Open Research
Emulator) that emulates both the power and communication
networks. SCORE runs under Linux operating system. It
consists of GUI (Graphical User Interface), Service Layer,
Communication Module, and Power Module.

The real-time simulation of Smart Grid was proposed in
[6]. They used the parallel computation combined by the
advanced hardware that could handle hundreds of switches in
real-time. The switching devices were modeled inside the
FPGA (Field Programmable Gate Array) devices.

Our previous work [7] proposed the Smart Grid testbed
using the SCADA (Supervisory Control and Data Acquisition)
software configured on several computers as the client and the
server. Each computer simulated the component of Smart Grid
system such as the power resource and the demander. The
TCP/IP protocol was adopted to communicate between the
computers.

The benefits of software simulator are: a) No need high
investment; b) It could simulate the complex algorithms easily;
¢) The simulation time is flexible. However the software
simulator has the main drawback, i.e. it could not simulate the
Smart Grid system in the realistic way. Some conditions in the
software simulation may differ with the real implementation.

The Smart Grid testbeds using hardware simulator were
developed in [3],[8]-[14]. In [3], they proposed the
SmartGridLab that consits of the Intelligent Power Switch
(IPS), the different types of power sources (photovoltaic, wind
turbine, and utility grid), the energy demander, and the power
meter. The testbed employed the 802.15.4 wireless mesh
network for communicating between the nodes in the
distributed mode, or between the nodes and the management
center in the centralized mode. The IPS plays the important
role for switching the power network, thus controlling the
interconnection of power resources and demanders.

To reduce the costs of investment and installation of the
renewable energy resources, the PV (photovoltaic) array and
the wind turbine emulators were proposed in [8]. The PV
emulator was simulated by regulating the DC output of power
supply according to the 1-V curve of the PV module. The wind
turbine emulator consists of the wind speed emulator, the
induction generator and the power inverter.
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The Smart Grid testbed using a wireless sensor network
within a small building was developed in [9]. It consists of the
application/dashboard, the server, the gateway, the electrical
devices, and the information networks. The dashboard was
designed to display electricity usages on a specific period. The
server was used to collect and manage the electricity usages,
and send the control messages for turning on/off the devices.
The gateway provided the interface between the server and the
wireless sensor networks. It consists of the PLC (Power Line
Communication) gateway that uses the power line
communication, and the Zigbee gateway that uses the Zigbee
technology. The electrical devices consist of the smart meters,
the wind generators, the PV generators, the electric vehicle
chargers, the light controllers, and the smart outlets. The
information networks consist of the PLC communication using
the power line and the Zigbee technology developed based on
Zigbee specification and IEEE 802.15.4.

The GSM/GPRS modems were used as the communication
channel in the Smart Grid testbed developed by [10]. Data
from the Smart Meter is transmitted to the Automatic Power
Switches (APSs) as a SMS every three seconds. They proposed
the distributed control scheme, where each APS decides its
own control startegy. The centralized control scheme was
proposed in [11]. In the centralized scheme, a control station
was employed to collect data from the Smart Meters and to
decide the control strategy for all APs.

The Smart Grid testbed was developed in [12] to simulate
and monitor three-phase transmission line. The LabVIEW
software was employed to display the measurement results
such as the cable position, the inclination and vibration of the
tower, and the frequency of the cable current. The testbed
provided the unique tool for implementing the sensor networks
on the transmission line.

The testbed for simulating the loads in the Smart Grid
environments was proposed in [13]. They developed three
types of loads, i.e. virtual, contextual and real loads. In the
virtual load, the load is fully simulated by the computer. The
contextual load is similar to the virtual load, but it is generated
from the pre-defined value stored in the file. The real load
consists of the real load connected to the Xbee module and the
load connected to the PLC (Programmable Logic Controller).
The testbed is focused for studying the demand side
management system in the Smart Grid.

The power system components in the power system
laboratories were integrated to establish the Smart Grid testbed
[14]. The testbed consists of the main component usually
available in the power system laboratories such as the
generation station model, the transmission line model, the bus
model, and the load model. The data acquisition devices were
employed for monitoring and measurement. The network
infrastructure was included to provide the communication
network between devices.

Due to the complexity of the Smart Grid system, the
testbeds are usually developed according to the particular
function as described previously. In the hardware testbed, the
application software is required for displaying the
measurement results and for controlling the whole system. This
application is usually developed using the programming
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language such as C++, Java or using the popular software such
as LabVIEW and Matlab. The programming language needs
the high programming skill, while the LabVIEW and Matlab
require the specific devices for interfacing with them. On the
other hand, the SCADA software is very popular software for
supervising and controlling the industrial processes. The
SCADA software provides the tools for building the GUI and
supports many communication protocols for interfacing with
the field devices.

In this research, we exploit the capability of SCADA
software for implementing the Smart Grid testbed. We extend
our previous work [7] by developing the Smart Grid testbed
that combining the software simulation and the real hardware.
The wireless communication using Xbee protocol is employed
to connect the nodes with the Smart Grid Control Center. The
PV and wind turbine generators are simulated using the
adjustable power supply. The DC-bus is adopted to connect
the power resources and the demanders.

The rest of paper is organized as follows. Section 2 presents
the architecture of the proposed Smart Grid testbed. Section 3
presents the implementation of SCADA software in the Smart
Grid. The experimental results are described in Section 4. The
conclusions are covered in Section 5.

Il.  SMART GRID TESTBED ARCHITECTURE

The architecture of power network of the proposed Smart
Grid testbed is illustrated in Fig. 1. It consists of three power
resources (PV generator, Wind Turbine generator, and Utility
Grid), two demanders (Home-1 and Home-2), and five Power
Switches. They are connected by the 12 Volt DC-bus. The
Power Switch plays an important role to manage the electricity
flow. The Power Switch is controlled by the microcontroller
that receives the command from the Smart Grid Center via the

wireless communication.
PV
@ Generator

Port-1 Port-1
power | Port-2 Port-4 | Power
Switch-1 Switch-2
Port-3 Port-3
Port-4 Port-2
Port-2 Port-4
Port-3 Port-3
Pc_)wer Power Power
Switch-3 [port-4 Port-2| Switch-5 [port-3 port-2 | Switch-4
Port-1 Port-1 Port-1

- . Wind
Utility Grid Turbine

Fig. 1. Architecture of power network

Fig. 2 illustrates the architecture of information network in
the Smart Grid testbed. As shown in the figure, there are five
nodes and one center connected using Xbee communication. In
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each node, the Xbee module is attached on an embedded
system using the Arduino microcontroller. The Smart Grid
Center utilizes the SCADA software running on a personal
computer. To connect with the nodes, the embedded system
equipped with Xbee module is interfaced to the computer. The
details explanation of the components are discussed in the
following.

Home-1 " Home-2
Smart Grid Center
Home Dasboard Home
Simulator-1 (Winlog SCADA) Simulator-2
Xbee Module Arduino Mega Xbee Module
3 -
................... R
1
1
- 1 = g ~
§ VN -~ v ~hr
| Xbee Module | i | Xbee Module |< Xbee Module |

!

Grid Simulator

Wind Turbine

PV Simulator .
Simulator

Win Turbine

Fig. 2.  Architecture of information network

A. PV and Wind Turbine Simulators

The PV simulator is designed by combining the software
simulation and the adjustable power supply [15] as illustrated
in Fig. 3. The simulator uses the Matlab Simulink to model the
I-V characteristic of the PV module. The output of the model is
interfaced to the adjustable power supply controlled by the
Arduino  microcontroller.  To  provide the simple
implementation, the microcontroller controls the position of
servo motor which is attached to the potentiometer of the
current controlled power supply. In addition to control the
adjustable power supply, the Arduino microntroller reads the
current and voltage of the system from the current and voltage
sensors. It sends the electrical measurements to the Smart Grid
Center via the Xbee module. At the same time, the Arduino
controls the Power Switch according to the command sent by
the Smart Grid Center.

The Wind Turbine simulator is designed in the similar way
to the PV simulator. The difference lies on the software
simulation, where the Simulink models the Wind Turbine
generator instead of the PV generator. The hardware
interfacing is similar to the PV simulator.

B. Home Simulator

The home simulator is used to simulate the demander or the
load of Smart Grid system. The main component is the load
unit consists of four lamps as illustrated in Fig. 4. The load is
switched-on/off by the load relay controlled by the Arduino
microcontroller. The status of load is defined by the user and
simulated using SCADA software in the Smart Grid Center.
Therefore, it is easy for the user to configure the load
conditions. Further, this scheme could be used in the direct
load control algorithm, which is one of the important features
in the Smart Grid application.
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C. Smart Grid Center

The proposed Smart Grid adopts the centralized scheme,
thus the Smart Grid Center controls the whole procesess in the
Smart Grid system. In the proposed testbed, the Winlog
SCADA software! is employed as the software tool for
developing such system. The benefits of the SCADA software
are; a) It is easy to develop the application based on GUI,; b) It
supports many communication protocols, thus it is easy to
connect to the other devices.

The Smart Grid Center is implemented on a personal
computer. To provide the flexibility and reduce the cost, the
Arduino microcontroller is employed as the gateway between
the computer and the nodes. The Arduino communicates to the

*http://www.sielcosistemi.com/en/products/winlog_scada_hmi/
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computer using the serial communication, while it
communicates to the other nodes using the Xbee wireless
communication.

D. Communication Protocols

As discussed previously, there are two communication
paths from the microcontroller to the computer, and the
microcontroler to the nodes. Two different communication
protocols are employed. The first protocol is the SCADA
protocol, which is used to communicate between SCADA
software in the Smart Grid Center and the Arduino
microcontroller. In this research, the Modbus protocol is
employed. Modbus protocol is an open protocol and widely
used in the industrial applications.

The second protocol is the Xbee protocol used to
communicate between Xbee modules. In the research, the Xbee
DigiMesh? is emgloyed, thus the mesh network as illustrated in
Fig. 5 is adopted®. The DigiMesh provides the simple setup and
the flexibility to expand the network. In our work, all Xbee
modules are configured as the DigiMesh nodes (DN). It
simplifies the implementation in the Smart Grid testbed
system, such as the modules are interchangeable.

Fig. 5. DigiMesh network®

IIl.  IMPLEMENTATION OF SCADA SOFTWARE IN THE
SMART GRID

The major contribution of the paper is the implementation
of SCADA software in the Smart Grid. The Winlog SCADA is
the SCADA software usually used to develop the SCADA
application. The objective of the research is to evaluate the
capability of Winlog SCADA to be implemented in the Smart
Grid application.

To implement the Winlog SCADA in the Smart Grid, four
tools are utilized [7] : a) Configuration tool; b) Gate builder; c)
Template builder; d) Code builder. The Configuration tool
deals with the communication protocol to other devices, in this
case the Modbus protocol. While the Gate builder is used to
configure the variables of the process. In this system, the
variables are used to define the current, voltage, power and
relay status in the Smart Grid testbed.

The template builder is used to design the GUI of the
Smart Grid system. Using this tool, the front panel/dashboard
of the Smart Grid such as the visualization of the generators
and the loads, and their corresponding electrical parameters,
the lines representing the power network could be developed
easily.

*http://www.digi.com/technology/digimesh/
*http://www.digi.com/pdf/iwp_zigbeevsdigimesh.pdf
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The Code builder is the tool for writing the scripts or
program. In the research, we exploit the Code builder for
implementing the Smart Grid algorithm. The simple and
important algorithm is the one for solving the problem of
continuous supply as desrcibed in the following.

Continuous supply is one of the simple Smart Grid feature
that provides the continuous supply to the loads regardess of
the power capacity of the generators or the generator’s faulty.
Fig. 6 illustrates the flowchart of this algorithm. The power
network in Fig. 1 is used as the example.

Initialization
PS-SH1: S1-2 ON PS-PV: S1-4 ON (SH1_S=PV);
PS-SH1: S1-2 ON PS-Wind:S1-3 ON (SH2_S=Wind)

!

Read SH1 voltage - V_SH1_now; Read SH1 current > I_SH1_now
Read SH2 voltage > V_SH2_now; Read SH2 current > 1_SH2_now

PS-Grid: S1-2 ON
PS-SH1: S1-4 ON
(SH1_S=PV+Grid)

PS-Grid: S1-2 ON
PS-SH1: S1-4 ON Y
(SH1_S=PV+Grid)

PS-Grid: S1-4 ON
PS-Wind:S2-3 ON
PS-SH2:51-2 ON

PS-Grid: S1-4 ON
PS-Wind:S2-3 ON
PS-SH2:S1-2 ON

(SH2_S=
Wind+Grid)

1_SH1_now <
I_SH1_prev —deltal 2

1_SH2_now <
1_SH2_prev —deltal 2

PS-Grid: S1-2 OFF
PS-SH1: S1-4 OFF
(SH1_S=PV)( Grid
OFF)

PS-Grid: S1-4 OFF
PS-Wind:S2-3 OFF
PS-SH2:S1-2 OFF
(SH2_S=Wind)
(Grid Off)

\/
SH1_prev=I_SH1_now
SH2_prev=I_SH2_now

Fig. 6. Flowchart of the continuous supply algorithm

In the algorithm, it is assumed that the Home-1 gets the
electricity from the PV as the primary source, and the Utility
Grid as the secondary source. While the Home-2 gets the
electricity from the Wind Turbine as the primary source, and
the Utility Grid as the secondary source. When the power
demanded by the Smarthome-1 (Smarthome-2) is lower than
the power that could be delivered by the primary source, then
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only the primary source (PV or Wind Turbine) works, and
called as the underload condition. Otherwise, in the overload
condition, both the primary and secondary sources will work
together.

The algorithm starts by intializing the relay status of the
Power Switches. By default, the Port-1 and Port-2 of the PS-
SH1 (Power Switch of Smarthome-1) is connected by the relay
S1-2 of PS-SH1,; the Port-1 and Port-4 of the PS-PV (Power
Switch of PV) is connected by the relay S1-4 of PS-PV; the
Port-1 and Port-2 of the PS-SH2 (Power Switch of Smarthome-
2) is connected by the relay S1-2 of PS-SH2; the Port-1 and
Port-3 of the PS-Wind (Power Switch of Wind Turbine) is
connected by the relay S1-3 of PS-Wind. Thus the PV delivers
the power to the Smarthome-1, while the Wind Turbine
delivers the power to the Smarthome-2.

As shown in the flowchart, to detect the overload condition,
the voltage of Smarthome-1 (Smarthome-2) is compared to a
certain voltage limit. If the voltage is lower than this value, the
overload condition occurs and the algorithm will switch-on the
Power Switch appropriately to deliver the power from the
secondary source. For example, when the Smarthome-1 suffers
the overload condition, then the relay S1-2 of PS-Grid and the
relay S1-4 of PS-SH1 will be switched-on. Thus the
Smarthome-1 is supplied by both the PV and the Utility Grid.

The algorithm needs to check whether the overload
condition is already completed and changes to the underload
condition. This situation is determined by comparing the
decreasing current on the Smarthome-1 (Smarthome-2) with a
certain threshold. When the underload load condition occurs,
the algorithm will switch-off the secondary source.

IV. EXPERIMENTAL RESULTS

The proposed testbed was implemented in the software and
hardware. The results of Smart Home simulator developed
using Winlog SCADA is illustrated in Fig. 7. In the figure, the
user could control the status of load by pushing the appropriate
switch.  Further, the operation could be performed
automatically by writing the program in the Code builder, for
example by time scheduling.

Smart Home-1
Load-2(15W)— —Load-3(25W)

Load-1(10W)

Load-4(40W)

L v L L%
= | = || = | =

Smart Home-2
Load-1(10W) Load-2(15W)— —Load-3(25W)
‘ L ‘ L 7 w7
, = =

Load-4(40W)

Fig. 7. Smarthome simulator developed using Winlog SCADA

To verify the proposed testbed, we conduct the experiments
by varying the loads on the Smarthome-1 and the Smarthome-2
for simulating the overload and underload conditions as listed
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in Table 1. The power and voltage measurements on the Smart
Grid testbed are illustrated in Fig. 8 and Fig. 9 respectively.

TABLE I. LOAD PROFILE
Sequence
A Load on Smarthome-1 | Load on Smarthome-2

1 25 Watt 25 Watt

2 40 Watt 25 Watt

3 50 Watt 25 Watt

4 50 Watt 40 Watt

5 25 Watt 25 Watt
e Seq-1 ; Seg-2 Seq-3 Seq-4 Seq-5
|7 G power !
B4 | sHi_powert
55_JSHZJ;mn
8 — . i
0| —————
£l —
| T C
18] = =g
ol
i
P e | \ \ ‘
21700 2113 211806 211840 2114813 21346 22020

Fig. 8. Power measurement on the Smart Grid testbed

s W P\Walge
e G Seu-t i Seq2 Seq-3 ~Sseq4 Seq
] o ————

pAREI] pAapES 21806 27840 27813 A1346 P

Fig. 9. Voltage measurement on the Smart Grid testbed

In the first sequence, the load of 25 Watt is applied to the
Smarthome-1 and Smarthome-2. In this case, both the primary
sources (PV and Wind Turbine) are sufficient to deliver the
power, therefore the Utility Grid is switched-off from the grid
as shown in Fig. 8. In the second sequence, the load on the
Smarthome-1 is increased to 40 Watt, while the load on the
Smarthome-2 remains the same. As shown in the figure, the
PV is still sufficient to supply the power. The voltage on the
Smarthome-1 as shown in Fig. 9 decreases, but it is still greater
than the defined limit (i.e. 10.25 Volt). In the third sequence,
the load on the Smarthome-1 is increased to 50 Watt. In this
situation, the voltage drops below than 10.25 Volt, and the
overload condition occurs. Therefore the system starts to
switch-on the Utility Grid to deliver the power to the
Smarthome-1. It needs the transition time about 30 second for
recovery until the voltage increases above the voltage limit.
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In the fourth sequence, the load on the Smarthome-1 is not
changed, while the load on the Smarthome-2 is increased to 40
Watt. In this situation, the overload condition occurs and the
system starts to switch-on the Utility Grid to deliver the power
to the Smarthome-2. Therefore the Utility Grid delivers the
power to both the Smarthome-1 and the Smarthome-2. In the
fifth sequence, the load on the Smarthome-2 is decreased to 25
Watt, thus the condition changes to the underload. The system
switches-off the Utility Grid for delivering the power to the
Smarthome-2, but it still delivers the power to the Smarthome-
1. From the experiments, it is obtained that the power
measurement on the Smarthome-1 (Smarthome-2) is not
exactly same with the one on the PV (Wind Turbine) or the
Utility Grid. This discrepancy is caused by the error in the
sensor system for reading the electrical parameters.

The algorithm is also verified by observing the operation of
relays on the Power Switches and the appearance of power
lines on the SCADA front panel as illustrated in Fig. 10 and
Fig. 11. Fig. 10 illustrates the appearance during the first
sequence when the PV supplies to the Smarthome-1 and the
Wind Turbine supplies to the Smarthome-2. As shown in the
figure, the respective flow line changes to red color. The
relay’s status on the Power Switches are also indicated.

Fig. 11 illustrates the appearance during the third sequence
when the Smarthome-1 is supplied by the PV and the Utility
Grid, while the Smarthome-2 is supplied by the Wind Turbine
only. From the figure, it is observed that two relays on the
Power Switch of the Smarthome-1 are switched-on to perform
this operation.

The above results show that the proposed testbed could be
used to study and research the Smart Grid system, particulary
the algorithm for manage the power network. Even thought the
testbed is simple and small size, it could be expanded
accordingly. It is worth to note that the Smart Grid algorithms
could be implemented using the SCADA software.

PV GENERATOR

SMARTHOME-1

LI CRY W] HBIN ARTHOME.

Fig. 10. Appearance of the Smart Grid front panel during the first sequence
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SMARTHOME-1

PV GENERATOR

Fig. 11. Appearance of the Smart Grid front panel during the third sequence

Some of the hardware testbed simulator consists of the
adjustable power supply with servo motor, the microcontroller,
the Xbee module, and the Power Switch are illustrated in Fig.
12. The hardware module for each component/node is designed
separately. The electrical power connections between them are
conducted by the DC-bus cable. While the information
connection is conducted wirelessly.

Fig. 12. PV simulator hardware.

V. CONCLUSIONS

The SCADA software is developed to implement the
algorithm in the Smart Grid. The nodes on the Smart Grid
testbed are communicated to the Smart Gird Center using the
Xbee wireless communication. The power generators and the
demanders are simulated using both the hardware and software.
In the experiments, the system is tested to handle the problem
of continuous supply when the power of the loads are varied.
The developed Smart Grid testbed works appropriately in
simulating the algorithm in the Smart Grid system. Further the
front panel displayed on the Smart Grid Center could be used
to help to operator/user to monitor and analyse the operation
of the whole system.
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In future, the complex system will be developed. Further
the sophisticated algorithms in the Smart Grid will be
implemented.
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Abstract—Video transmission in peer-to-peer video-on-
demand faces some challenges. These challenges include long
transmission delay and poor quality of service. The peer selection
plays an important role in enhancing transmission efficiency. For
this reason, a proposed algorithm for peer selection is introduced
to overcome these challenges. The proposed algorithm consists of
four steps. First, the peers exchange their own buffer maps with
other peers. Second, the requested segments are ordered
according to their priorities. Third, neighbors of the receiver are
evaluated by the efficiency estimation. Finally, the efficient
sender list is applied to solve the overloading and bottleneck on
the highest efficient sender. A simulation is introduced to
evaluate the performance of the proposed algorithm compared to
a peer selection algorithm with context-aware adaptive (CAA)
data scheduling algorithm. The results show that, the proposed
algorithm reduces initial buffering delay and achieves high
throughput rather than CAA algorithm.

Keywords—video-on-demand; segment transmission; chunk
miss ratio; initial playback delay; peer-to-peer

. INTRODUCTION

In P2P environment, there is no dedicated server. A peer
can play as server and client at the same time. [1] The overall
performance of P2P is much better than client server. There
are many reasons for that. First, the peers in the network
communicate and share bandwidth with each other. Second,
any peer can join or leave the network dynamically. Finally,
each peer serves other peers by sharing its upload bandwidth.
This reduces the bandwidth costs of the server. [2]

The receiver peer must receive unavailable segments
before playback deadlines. This leads to start-up buffering
delay reduction. Available segments are cached in the peer’s
buffer. Then, peers can exchange these segments with other
peers. [3]

To exchange these segments, there are two main
approaches that are push-based approach and pull-based
approach. In push-based approach, a sender peer pushes the
available segments to a receiver. In tree-based overlays, the
parent peer uses push-based approach to send available
segments to children peers. In pull-based systems, each peer
maintains a buffer map that is exchanged and updated
periodically in P2P system. Mesh-based overlays use pull-
based approaches. [4] Application examples for mesh-based
overlays are PPlive [5], Coolstreaming [6].

Mansoura University, Egypt

Mansoura University, Egypt

Transmission scheduling in P2P-VOD relies on the buffer
maps (BMs) exchange among peers in the network. Buffer
map contains available segments, unavailable segments and
playback point for each peer. In the P2P mesh-based network,
the transmission scheduling algorithm is used to obtain a
transmission schedule from each sender. By a transmission
schedule, the sequence of requested segments is specified,
their senders are selected and their transmission times for each
segment are estimated. In the reason of the time constraints on
the segment transmission for P2P-VOD, a transmission
scheduling is a difficult task.

There are some drawbacks in the previous transmission
scheduling algorithms. For random scheduling algorithm [7],
it has long buffering delay to interest a video content.
Overloading of fast peers is a drawback of rarest first
algorithm [3]. The On-time Delivery of VBR streams (ODV)
algorithm ignores the segment’s playback deadline time. [3]
For context-aware adaptive data scheduling algorithm (CAA),
[8] the drawback is that the delivery time to pull segment from
neighbors to receiver is relatively high.

There are some challenges that face Video-on-Demand in
P2P. These challenges include long playback delay and the
service quality. This paper proposes an algorithm for peer
selection to overcome these challenges.

The proposed algorithm has two main contributions. First,
the reputation factor is introduced to measure the response of
each sender. Second, the efficiency of each sender is estimated
to evaluate the senders and select the most efficient sender. As
a result, the packet loss during transmission is reduced since
the next sender is selected from the efficient sender list instead
of using the first sender. This is alternative solution that is
better than using the first sender since it is affected by many
problems such as overloading and network bottleneck.

The remainder content of this paper is organized as
follows. First, the previous transmission scheduling algorithms
are discussed in section Il. Second, the paper includes the
efficient peer selection algorithm in section Ill. Third, this
algorithm is evaluated by using experimental results in section
IV. Finally, the conclusion is introduced in section V.

1. RELATED WORK

P2P VOD systems’ users suffer from some problems.
These problems are initial buffering delays and play out lags
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[9]. This reduces the video quality, increases server bandwidth
costs. Hence, the previous researches suggest the heuristic
transmission scheduling algorithms in peer-to-peer streaming
systems such as [6], [10], and [11]. The objective of
transmission scheduling algorithms is the performance
improvement in P2P-VOD systems. In the following section,
the most important previous segment scheduling algorithms
are presented.

A. Round-Robin Algorithm (RR)

In this algorithm, each requested segment is received
sequentially from list of senders. Each sender has the same
probability to send a number of segments. This algorithm
doesn’t rely on the bandwidth factor or other factors to select
the sender.

The main advantage of this algorithm is high balancing of
transmission load to all senders. Unfortunately, the drawback
of this algorithm is that it leads to non-optimal sender for
transmission and causes an inefficient transmission
scheduling. [8]

B. Random Pull scheduling Algorithm (RP)

In this algorithm, a receiver requests the segment from
more peers. The requests segments are determined through a
window sliding. Selection of the segments and their senders is
a random selection.

This algorithm has some drawbacks. The drawbacks are
long buffering delay, high packet loss and low throughput. [7]

C. Rarest first algorithm (RF)

Some applications use RF algorithm such as
CoolStreaming/DONet. There are three main steps for this
algorithm. First, the partners’ count for each requested
segment is estimated. Second, the segments with fewer
partners are more difficult to meet deadline constraints. This
leads to quickly transmission before deadline time. Hence,
requested segments are ordered by partners’ count factor for
each segment. In the case of that there is one sender only, it
must be selected. However, there are a number of partners for
the requested segment; the algorithm selects the sender with
highest bandwidth.

Unfortunately, this algorithm has some drawbacks. First,
there are long buffering delay. Second, unavailable segments
are transmitted from the highest speed senders. This causes
overloading on these senders. [3]

D. On-time Delivery of VBR streams ( ODV)

There are three main steps for ODV algorithm. First,
buffer map is exchanged among peers to obtain the
information needed. In addition, the expected transmission
time from each sender to a receiver is computed. Finally, the
selected sender is the sender can send the segment in the
earliest time. [3]

Unfortunately, it has some drawbacks. First, initial
buffering delay is relatively high. Second, the priority
estimation of the segments ignores the playback deadline
times.
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E. Context-aware Adaptive Scheduling Algorithm (CAA)

CAA consists of four steps. First, the segment’s priority is
estimated for each requested segment from a receiver. Second,
it estimates the bandwidth of each sender. Third, it estimates
the expected delivery time that is needed to send a requested
segment from sender to receiver. Finally, the sender with the
earliest delivery time is selected. [8]

Unfortunately, CAA has a drawback. The initial buffering
delay to stream a video content is still high.

F. An efficient hybrid push-pull based Protocol

In this protocol, it consists of two phases that are push-
based approach and pull-based approach. The video segments
are classified into urgent and non-urgent segments. First,
urgent segments are transmitted by push-based approach.
Second, non-urgent segments are transmitted by pull-based
approach. [12]

The drawback of this protocol is that it did not discuss the
sender selection approach relying on any factor. This leads to
inefficient video transmission in the reason of long playback
buffering delay and high chunk miss ratio.

The best one from these transmission scheduling
algorithms is CAA. The reason of this is enhancing of the
bandwidth estimation. This leads to delivery time reduction
from the selected senders to a receiver and the throughput
performance improvement.

1. PROPOSED ALGORITHM

To overcome the bottleneck on the selected sender in the
previous algorithms, the efficient peer selection algorithm
(EPS) is introduced. It estimates the efficiency of the senders
relying on the historical reputation values in the last cycles.
The proposed efficient peer selection algorithm is described in
terms of four steps. These steps are the same in the proposed
framework that is shown in Fig .1 [13]. First, peers exchange
buffer maps over the network. Second, the requested segments
are scheduled by the priority estimation of each segment.
Third, neighbors are evaluated by the efficiency estimation of
each neighbor peer. Fourth, the efficient senders list is applied
to order the senders by the efficiency. The highest efficiency
sender is selected for the transmission of requested segment to
the receiver peer. TABLE .1 shows the used parameters in the
efficient peer selection algorithm (EPS).

TABLE I. PARAMETERS OF THE PROPOSED ALGORITHM
Parameter Value
y Requested segment
P_Id Receiver’s playback point
BM [X][y] Availability of segmenty in peer x
Pri[y] Priority of the requested segment y
Neighview [x] Neighbours set of peer x
dc The segment with max. priority
Segset Requested segments’ set
Sdc The selected sender of the segment dC
Eff (1) The efficiency of peer |
Maxeff The highest efficiency of all senders
S Selected sender
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Fig. 4. Case 3 in the segment scheduler algorithm

The requested segments are determined by the buffer map
of the receiver. Requested segments are ordered by the priority
estimation. The requested segment’s priority is estimated by a
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segment scheduler algorithm. The segment with the highest
probability for missing is the highest priority in case 2. The
parameter T is the playback point of the receiver. The highest
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priority segment must be transmitted quickly in the time
Threshold T;. The requested segment is transferred in the time
Ts that is estimated as T; =size (y) / By, the parameter B,
represents the bandwidth of y. In the case 1, it’s shown in Fig
.2, if T, equals (Tr + Tg) this means that the segment must be
transmitted now. The priority of this segment is the highest. In
the case 2, it’s shown in Fig .3, if Ty is more than (Tg + T¢),
the priority is estimated by the equation (1), and this means
that the highest priority segment is the one that has the highest
probability to be missed. In the case 3, it’s shown in Fig .4, if
T, is lower than (Tr + Tg), this means that this segment is
missed, priority equals zero.

Segment scheduler algorithm (SCA)

If T,=Tgr+ T Then Pri[y] = Max. /l Case 1
Else If T, > Tg+ T¢ Then /I Case 2
Prify] = 1/ [Ty - (Tr+ T¢)] 1)
Else /] Case 3
Prily] =0

End if
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m

A=

more than zero, ;is a constant, 0 <= ;<= 1, Z .

1

j=1

N o>z Ajprs= Moz o= -= Am. The algorithm estimates the
efficiency of each sender | in the next cycle k. afterwards, it
selects the sender with the highest Eff, [j][K] to be an efficient
sender for the requested segment. This is because that it
improves throughput and can transmit segments in the earliest
transmission time. This leads to selection of this peer to be the
sender of the requested segment.

The proposed efficient peer selection algorithm introduces
efficient senders list (ESL). This list contains the senders with
high efficiency score that are ordered by the efficiency score
in descend order. Then, it considers the first sender in this list
as the most efficient one to be selected. In addition, if the
highest sender in the list (ESL) is affected by any problem
such as overloading or instability, this leads to transmission
failure. The proposed algorithm solves this problem by the
next sender selection in (ESL) instead of the first sender.

The proposed efficient peer selection algorithm estimates
the reputation of each peer that acts as a neighbor to the
receiver. First, it counts the requested segments (N) which are
requested from the sender I in the time cycle T,. this algorithm
relies on the historical reputation information. Second, it
estimates the number of non-transmitted segments or the
number of segments that are transmitted after their playback
deadline times (M). Then, it estimates the reputation of the
sender i in the time T, by the equation (2).

N-M
Ry, (1) =~ (2)

Finally, it estimates the efficiency of the sender by the
equation (3) that is relied on historical reputation values in the
last cycles (T, Ty, Ta, Tik.1).

Eff.[]][k]=i?t,--RT,.(|)[J][k—1] 3)

The objective of EPS algorithm is selecting the most
efficient sender from a large number of senders. To evaluate
each sender, the efficiency parameter is introduced by the
equation (3). The traditional average method is not used to
estimate the efficiency of the senders according to the
reputation values. The reason of this is that the weights of the
time cycles are different. In the case of that the reputation
value of the last cycle k-1 is low but the first cycle is very
high, the average of two values gives good efficiency. The
highest probability of the reputation value of the next cycle is
near from the last cycle k-1. The effect of the historical
reputation values of the last cycles is higher than the old
cycles. Hence, the weight of the reputation in the last cycle k-
1 is higher than or equals the cycle k-2 and the same in the
other cycles. For the traditional average method, it leads to
inefficient sender selection for transmission scheduling in
P2P-VOD system. To avoid an inaccurate efficiency
estimation problem, the proposed approach is introduces in
equation (3). In this equation, the parameter m is a number

Algorithm(EPS) : Efficient Peer Selection Algorithm

(1) Foreachye SlideWindow

2 Andy>P_Id and BM[X][y] = 0 do

3) segSet = segSet v {y} // set of requested segments
4) Pri[y] = Es_Pri (y) //compute priority by SCA algorithm
(5) Endfor y

(6) For eachie Neighview [x] do

@) Eff[i] = Comp_Eff (i)//estimate efficiency acc. (3)
(8) Endfori

(9) While SegSet<> null do

(10) dC« arg, { Max Pri[y] ,y € SegSet

(11) Suc= (b}

(12) For eachi € Neighvew [m] do

(13) If Eff (i) > Maxeff (S) Then {

14) MaxOSS (S) = OSS(i)

(15) Suc =i

(16) Assign (Sqc , dC) }

(17) End for P

(18) SegSet = SegSet — {dC}

V. EXPERIMENTAL RESULTS

In order to evaluate the proposed efficient peer selection
algorithm, Opnet Modeler 14.5 simulator is used. [14]
Number of nodes in this simulation is 1500. The parameters of
this simulation are shown in TABLE .2. A Dell server is used
in simulation that has memory is 8GB, CPU is 8 cores Intel
Pentium, and the operating system is RedHat AS5. These are
the same parameters that are used in the environment of CAA
algorithm.

TABLE II. PARAMETERS EVALUATION TABLE
Parameter Value Unit
Initial Bandwidth Between Peers 10 Mbps
Numbers Of Neighbours 30
Peer Nodes 1500
Tracker Server 1 1
Tracker Server Bandwidth 1 Gbps 1 Ghps
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Average throughput of CAA versus EPS under no. of peers
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Fig. 5. Average throughput of proposed algorithm versus CAA under no. of
peers
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Fig. 6. Average throughput of proposed algorithm and CAA under data rate

In the first experiment, the peers exchange buffer map
from each one to the others. The results are demonstrated in
Fig .5. This figure shows the average throughput performance
of the efficient peer selection algorithm versus CAA at
number of peers (5 — 30) peer. In Fig .5, the results show the
following:

e Efficient peer selection algorithm outperforms CAA
under different peers’ number.

e For both algorithms, in the case of that peers’ number is
increased, this improves the average throughput
performance. This is because that the probability of
high efficient senders becomes high.

e In the range (5-10), the throughput is more degraded
than the other cycles. This is due to the low probability
to search for an efficient peer in this region. This result
indicates that the throughput of EFS is higher than
CAA. The reason is that the selection of high responded

Vol. 6, No. 8, 2015

peers with high reputation scores leads to improve the
efficiency of the transmission from multi-senders to a
receiver. This leads to throughput performance
improvement.

Average throughput of CAA algorithm versus EPS under
data rate

The range of data rate values are (200 — 1200) kbps.In Fig
.6, these results indicates the following:

e EFS algorithm outperforms CAA under the range of
data rate values (200-1200).

e For EPS algorithm, prediction of the high efficient
senders leads to improvement of the throughput
performance. Throughput is nearly constant in the range
(800-1200). The reason is that the higher efficiency
senders are affected by overload problem from large
number of receivers.

Average throughput of CAA algorithm versus EPS under
peer sample

Random peers are selected for this experiment. The
number of these peers is twenty. The results of the
experiments are shown in Fig .7. The results indicate the
following:

e The EPS algorithm outperforms CAA at the range of
peer samples in the most peers. The reason is that the
transmission relies on selection of stable peers. These
peers achieved high reputation scores. This leads to
high performance for EPS algorithm.

Buffering delay of CAA versus EPS algorithm

1) Impact of Peers’ Number:

The results of average buffering delay of EPS algorithm
and CAA at count of peers (5 — 30) are shown in Fig .8 the
results indicate the followings:

8000
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2000 +

Throughput (Kbps)

1000 -

O 4

1234567 891011121314151617181920

Peer Sample W EPS # CAA

Fig. 7. Average throughput of proposed algorithm and CAA algorithm under
peer sample

e The proposed EPS algorithm enhances CAA under
various peers’ count.
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e The EPS algorithm reduces buffering delay by selecting
the most efficient peer that is capable of segment
transmission in the earliest time.

2) Impact of Transmission data rate:

The results of the buffering delay of EPS versus CAA at
data rate range (200-1200) kbps are shown in Fig .9. The
results indicate the followings:

e EPS equals CAA in data rate (200,600 and 800) kbps
and it outperforms CAA in data rate (400, 1000 and
1200) kbps.

e EPS algorithm reduces buffering delay in the most from
CAA. This is because that EPS is based on peer’s
efficiency score measurement and selection the best
sender that transmits the requested segments in the
lowest time. This leads to buffering delay reduction by

EPS algorithm.

12

10 -
)
2
- 8
-
™~
=
= 6
=
£
S 4
3
=)

2

0

5 10 15 20 25 30
no. of peers
=—4—CAA =—Proposed algorithm

Fig. 8. buffering delay of the proposed algorithm EPS versus CAA under no.
of peers
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Fig. 9. buffering delay of proposed algorithm EPS versus CAA algorithm
under data rate
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V. CONCLUSION

This paper introduces a proposed algorithm for peer
selection in P2P-VOD. The key contribution of the proposed
algorithm is adding the reputation evaluation of peers in the
historical time cycles.

This reputation is based on the number of transmitted
segments before their deadlines segments compared with the
number of requested segments from each sender. According to
that, the proposed algorithm overcomes the bottleneck
problem that occurs on the selected sender.

A simulation is introduced to evaluate the proposed
algorithm compared to CAA algorithm. Our simulation results
proved that there is a significant improvement in the
performance of the proposed algorithm rather than CAA. The
initial buffering playback delay of P2P-VOD system is
decreased, continuity index is enhanced and average
throughput is improved.
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Abstract—This study examines individuals’ intentions and
behaviour on Social Networking Sites (SNSs). The study
proposed model asserts that “Co-presence”, “Intimacy”,
“Immediacy”, “Perceived Enjoyment”, and “Perceived ease of
use” formed individuals' “Attitude” towards “behavioral
intention” to use SNSs. The results support all formulated
hypotheses. The proposed model in this study explains 69% of
individual’s attitude or feelings towards adoption the SNSs, 59%
of the variance in “Behavioral Intention” and 54% of the
variance in “Usage Behaviour”. The present study has shown the
importance of social presence’s factors, namely co-presence,
intimacy, and immediacy, in explaining individuals’ intentions
and behavior. The study findings confirmed that social presence
positively influence SNS usage indirectly through user attitude,
and as aforementioned that three factors, namely co-presence,
intimacy, and immediacy are framing the construct of social
presence. Thus, this study is the first empirical effort to examine
the impact of co-presence, intimacy, and immediacy in
determining intention or behaviour.

Keywords—Social presence theory; Social networking sites;
SNS; Factors; Adoption; Usage; Saudi Arabia

. INTRODUCTION

A Social Network Sites (SNSs) is a platform allows users
to build social relations with others within and beyond their
social circle [47, 19]. SNSs such as Facebook, Linkedin,
Twitter, and Google Plus have been growing rapidly in recent
years [80].

This growth produced various types of SNSs. Some of
SNSs have been built to be used by anyone; while others for
limited purpose [45]. For example, LinkedIn and Medical
Mingle, LinkedIn is the world’s largest professional network
and can be used by anyone, while Medical Mingle is a SNS has
been built particularly for medical professionals.

With the pass of time, millions of people becoming
members of one or more of these SNSs. As of March 2015,
Facebook, for example, had attracted 1.44 billion active users
[34]. Thus, this great success of SNSs opens a new frontier and
opportunities for businesses. “More than one-third of marketers
consider Facebook important for their businesses. In all, 67%
of B2C and 41% of B2B companies have successfully acquired
new customers through Facebook” [47]. Also, new
opportunities for businesses companies can be provided by
SNSs which help them to optimize their internal operations and
to enhance customers’ communication.

Moreover, e-commerce companies also tend to integrate
SNS features into their existing web applications to enhance or
retain their use in important applications [82]. Thus, due to this
success, SNSs can be profitable business entities, making
revenues for their stakeholders. This creates a sort of
competition among the most popular SNSs, for example and
“according to analytics released by ComScore in 2011, Twitter
has proven to be a major competitor of Facebook, as the micro-
blogging service has managed to increase its number of regular
users by more than 500% since 2009” [51].

However, success of SNSs depends on their ability to
attract customers using them. This is because SNS rely on
number of their users and the interactions between them to
increase their value. Therefore, it is important for SNSs
providers to enhance their technology to attract more users and
this can be done by understanding why people use SNSs. Thus,
this study systematically examines what factors contribute to
SNS usage. This topic matches to one of the five core research
areas which forming the information systems (IS) discipline as
identified by Sidorova, et al., [70]: (1) Information technology
and organizations, (2) Information technology systems
development, (3) Information technology and individuals, (4)
Information technology and markets, and (5) Information
technology and groups.

The information technology (IT) and individuals examines
primarily ~ psychological aspects of human-computer
interactions, focusing on research themes such as individual
technology acceptance, IT adoption, human resources issues in
IS, computer self-efficacy, trust, and website design. Therefore,
this study represents a mainstream area of IS research,
contributing to the development of the discipline.

This study participates in this effort, theoretically and
practically, by proposing an integrated theoretical model that
lends itself to studying the adoption of new technologies and
applies it to determine significant factors that influence
adoption of SNSs. The study’ proposed model brings together
concepts from two distinct lines of research, the Decomposed
Theory of Planned Behaviour (DTPB) from IS models and
social presence theory from the social psychological theories of
interpersonal communication and symbolic interactionism.
Thus, the research question was:

RQ1. What are the factors that predict SNS usage?
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Il.  LITERATURE REVIEW AND THEORETICAL FRAMEWORK

In the following sections, DTPB and Social presence
theories are reviewed and discussed in relation to SNSs
adoption in order to extract the most suitable framework for
this study.

A. The Decomposed Theory of Planned Behaviour (DTPB)

Define The Decomposed Theory of Planned Behaviour
(DTPB) is a decomposed version of the TPB containing several
constructs from TAM and DOIL. It provides the same fit as the
pure TPB model but has a somewhat better predictive power
relative to the TAM and TPB models [74]. According to Taylor
and Todd “the decomposed Theory of Planned Behaviour
provides a fuller understanding of behavioural intention by
focusing on the factors that are likely to influence systems use”
[74] and as “it renders more transparent and easier to grasp the
relations among beliefs, attitudes and intentions, it enables
application of the model to a variety of situations” [39]. In the
DTPB, attitudinal beliefs, normative beliefs, control beliefs are
broken down into constructs extracted from the literature and
the TAM/DOI theories decomposing the attitudinal belief
structure to include perceived usefulness, ease of use and
compatibility. Scholars have suggested that normative belief
could be decomposed into relevant reference groups such as
peers, superiors, and subordinates and that each may have
differing views on the use of IT. Thus, two groups (peers and
superiors) have been used by Taylor and Todd [74] to represent
the decomposition of normative belief structures. While the
control beliefs structure can be decomposed into two groups,
self-efficacy and facilitating conditions. Self-efficacy is related
to the perceived ability of using a new technology, whereas the
facilitating conditions construct provides two dimensions for
control beliefs: one relating to resource factors such as time
and money and the other focusing on technology compatibility
issues that could limit usage [39, 47].

B. Social presence theory

Define Social presence is defined as the degree of salience
of the other person in the interaction and the consequent
salience of the interpersonal relationships [69]. Tu and Mclsaac
[75] redefined social presence as ‘‘the degree of feeling,
perception, and reaction to another intellectual entity in the
computer-mediated communication environment”’.

Three factors, namely co-presence, intimacy, and
immediacy are framing the construct of social presence [15].
Co-presence, in the existing presence literature, is primarily
used to refer to the sense of being together with other people,
either, in a remote physical environment [58, 71], or in a
technology-generated environment [33, 67]. In SNSs, user’
feeling of ‘‘being together’’ is a very important perception for
taking part in activities and interaction in a SNSs.

Intimacy and immediacy refer to the sense of psychological
involvement which are fundamentally related to social
presence theory [65]. These constructs are applied to media
from the social psychological work and focused on the role of
nonverbal communication in interpersonal interaction [15]
(please see [9, 6, 7, 54, 8]). Intimacy can measure to which
extent would people taking care, trusting, expressing
themselves, and making relationships with others [69, 72, 15].
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While immediacy measures interpersonal communication to
assess to which degree interactivity is achieved behaviorally
and perceptually (please see [17, 16, 84]).

C. Research model and hypotheses development

The research model incorporated two different theories: the
Decomposed Theory of Planned Behaviour (DTPB) and social
presence (see Fig. 1). A discussion of the model's constructs
along with the formulated hypotheses is provided in the
following sub-sections.

Co-
presence

Perceived
Enjoyment

Usage
Behavior

Behavioral
Infention

Subjective
Norm

Fig. 1. The study model

1) Social presence and user attitude

The Prior studies have identified both direct and indirect
impacts of social presence on intention or usage of many
information technologies such as the Internet, emails, IM and
e-commerce [37]. Hassanein & Head [37] found that social
presence has a positive impact on attitudinal antecedents.
While Xu, et al., [80] found that social presence has a positive
impact on SNS usage. In this study the researcher believes that
social presence will positively influence SNS usage indirectly
through user attitude, and as aforementioned the three factors,
namely co-presence, intimacy, and immediacy are framing the
construct of social presence [15] thus, the following three
hypotheses are proposed:

e Hypothesis 1. Co-presence will positively influence
user attitude.

e Hypothesis 2. Intimacy will positively influence user
attitude.

e Hypothesis 3. Immediacy will positively influence user
attitude.

2) Perceived enjoyment and user attitude
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Perceived enjoyment can be defined as the extent to which
the activity of using a product or service is perceived to be
enjoyable in its own right, apart from any performance
consequences that may be anticipated [28, 81, 38, 43, 55]. In
other words, perceived enjoyment is the individual’s
perception of how much fun he/she has when he/she performs
an activity [11, 66].

Scholars found that there is a relationship between
perceived enjoyment and perceived control, and that influences
the user interaction [78, 22, 42]. In other words, within a
voluntary context, if someone enjoys doing some activity he
wills lose her/his self-consciousness and feeling of time and
that affects his/her self-control [1, 42].

An affective reaction, such as emotion or enjoyment has
been studied from a marketing perspective and it has been
found that enjoyment influences cognitive perceptions or
behavioral attitude [73]. Thus, the following hypothesis is
proposed:

e Hypothesis 4. Perceived enjoyment will positively
influence user attitude

3) Perceived ease of use and user attitude

The perceived ease of use is defined as: “the degree to
which a person believes that using a particular system would
be free of effort” [26]. According to the Technology
acceptance model (TAM) proposed by Davis [26], two
constructs (1. perceived usefulness and 2. perceived ease of
use) form the behavioural beliefs that influence individuals’
attitude toward information technology, which in turn predicts
their acceptance of IT [26, 53, 83]. Thus, the following
hypothesis is proposed:

e Hypothesis 5. Perceived ease of use will positively
influence user attitude.

4) Attitude and user behavioural intention

Prior studies have shown that attitude positively influences
behavioural intentions [3, 27, 2, 14, 5, 4]. Attitude is defined as
an individual’s feelings towards performing a specific
behaviour, which is his positive or negative evaluation of
performing the behaviour [27, 2].

As such, in the context of this study, attitude is defined as
an individual’s feelings towards adoption the SNSs and the
following hypothesis is proposed:

e Hypothesis 6. Attitude will
behavioural intention.

positively influence

5) Subjective Norm and user behavioural intention

The subjective norm (SN) represents a person’s perception
of social pressure from important referents to perform or not
perform a behaviour [3, 2]. In other words, individuals usually
become involved in actions or an object when they have a
positive attitude toward it and when they believe that important
individuals think they should do so [2]. According to the theory
of group influence processes, people tend to conform to others’
expectations to strengthen relationships with them or in some
cases to avoid a punishment [30, 50]. For example, “a student
may believe that the teacher thinks that he or she should use the
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e-learning system. If that student is strongly motivated to
comply with the expectations of the teacher, a positive impact
on subjective norm may occur” [50]. This supports the
effectiveness of subjective norm on behavioural intention.
Therefore, the theory of reasoned action TRA [3] and the
theory of planned behaviour TPB [2] measure social influence
on behavioural intention through subjective norm.
Accordingly, a positive relationship between subjective norms
and behavioural intentions has hypothesized in many prior
studies. Moreover, in the context of this study, Cheung and Lee
[21] conducted a study to develop and empirically validate a
research model on intentional social action in SNSs and they
found that a stronger subjective norm leads to a higher level of
intention to participate in an online social networking site. This
finding has been also confirmed by study of Al-Debei et al. [4].
Thus, this hypothesis is proposed:

e Hypothesis 7. Subjective Norm will positively influence
behavioural intention.

6) Self-efficacy and user behavioural intention

Self-efficacy and facilitating conditions. Self-efficacy is
related to the perceived ability of using a new technology. Self-
efficacy refers to an individual's belief in his or her own
capability to perform a specific task within a particular domain
[24, 50]. Bandura [13] defined self-efficacy as “beliefs in one's
capabilities to organize and execute the courses of action
required to produce given attainments” [13].

Prior studies provided support for the relationship between
computer self-efficacy and decisions involving IS adoption and
usage [40, 27, 24, 44, 23, 77, 41, 32, 64].

In the context of SNS usage, online users with a higher
magnitude of computer self-efficacy have a higher expectation
of their ability to use a SNSs successfully with less reliance
upon constant support, as a result they find using a SNS useful.
Therefore, they are more likely to adopt SNS than others. Thus,
the study propose that the self-efficacy construct indirectly
influence usage behaviour through its direct effect on
behavioural intention.

e Hypothesis 8. Self-efficacy will positively influence
behavioural intention.:

7) User behavioural intention and Usage Behavior

Behavioural intention is concerned the central factor in
predicting the decision to perform a certain behaviour for many
information systems theories such as the Theory of reasoned
action model (TRA), the Technology Acceptance Model
(TAM) , the Theory of Planned Behaviour Model (TPB) and
the Decomposed Theory of Planned Behaviour Model (DTPB).
All these models have been widely used successfully in a range
of situations and in many subject areas for predicting and
understanding the performance of actual behavior [68, 20, 4]
and all of them propose that an actual behaviour is significantly
and directly affected by behavioural intention to perform the
behavior [26, 2, 74]. Thus, the following hypothesis is
proposed:

e Hypothesis 9. Behavioural intention will positively
influence usage behavior.
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I1l. METHODOLOGY

A. Measurement

Identifying the concepts or constructs that a researcher
intents to measure, and then choose appropriate measuring
systems to measure those constructs is essential and has a
significant impact on the accuracy of findings [85]. In order to
answer the research question, the researcher developed the
survey instrument. The items used in the survey instrument to
measure the constructs were identified and adopted from prior
research; particularly from the Communication field and IS
research, in order to ensure the face (content) validity of the
scale used. The items were widely used in the majority of prior
studies indicating potential subjective agreement among
researchers that these measuring instruments logically appear
to reflect accurate measure of the constructs of interest. Table 1
lists the items developed for each construct in this study as well
as set of prior studies where these items have been adopted
from.

B. Data Collection Procedures

Data for this study were collected in two stages (6 months
apart), from samples stratified into gender groups, by means of
a survey conducted in Saudi Arabia in 2014. This type of
sampling technique has been chosen due to the difficulty of
drawing an actual representative sample in Saudi Arabia. Most
Saudi people do not have their own mail boxes and mail
services are not provided for every house. Moreover, it is hard
to approach women in Saudi Arabia because of cultural

Vol. 6, No. 8, 2015

constraints and values. Therefore, stratified samples were
drawn from several areas in the country and female relatives
were engaged to distribute questionnaires to the female strata
besides using electronic means to guarantee reaching females
as well as males. The survey questionnaires were distributed to
1100 participants (550 male and 550 female). A total of 421
responses were received from male participants and 367 from
female participants. After checking the data for validity, 657
were deemed fit for use in the analysis.

IV. DATA ANALYSIS AND RESULTS

A. Reliability and validity

A reliability and internal consistency test was performed
using data obtained from the pilot study of each construct in
the instrument. The alpha values from the data obtained ranged
from .864 to .947 with an overall alpha value of .974. Table 2
shows the Cronbach's alpha reliability of constructs in the
study. The result indicated that all constructs of the model were
reliable. Therefore, the internal consistency of the instrument
was acceptable.

The Kaiser—Meyer—Olkin (KMO) and principal component
factor analysis were conducted to examine the adequacy of the
study sample and the validity of the study instrument,
respectively. As the value of KMO was 0.812 as in Table3, the
study sample was considered adequate and the appropriateness
of using principal component factor analysis on the collected
data was assured.

TABLE I. LIST OF ITEMS BY CONSTRUCT
Construct Items Adapted from
Co-presence CP1. | felt like having others with me in my SNS website.
(CP) CP2. 1 was aware of others’ presence in my SNS website. [79]
CP3. | felt others close to me in my SNS website. '
Intimac IN1. | had a warm and comfortable relationship with others in my SNS.
(IN) Y IN2. I received considerable emotional support from others in my SNS. [79]
IN3. | felt emotionally close to others in my SNS website. '
Immediacy IM1. I found myself respected by others in my SNS website.
(M) IM2. I found myself encouraged by others in my SNS website. [79]
IM3. | found myself assisted by others in in my SNS website. '
NJ1. I would/do find it fun to use my SNS website.
NJ2. I would/do find it exciting to use my SNS website.
Perceived NJ3. I would/do find it enjoyable to use my SNS website.
enjoyment NJ4. I would/do find it interesting to use my SNS website.
(NJ) NJ5. Interacting with my SNS website would/ does spark my imagination. [59, 60].
NJ6. Using my SNS website would/ does make me curious.
NJ7. | feel spontaneous when I use my SNS website.
Perceived ease of ES1. Learning to use SNS website was easy for me.
use(ES) ES2. I find SNS website easy to use. [26, 60, 62, 49].
ES3. English language is not a barrier when | use SNS website.
Attitude ATL | have positive opinion in SNS website.
(AT) AT2. I think usage of SNS website is good for me 126, 2, 4]
AT3. I think usage of SNS website is appropriate for me L
L SN1. My friends would think that | should use SNS website.
Su(bsjﬁlc)tlve Norm SN2. My colleagues/classmates would think that I should use SNS. [74,31, 4]
SN3. People who are important to me would think that | should use SNS. T
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Behavioural
intention BIL. I intend to use SNS website in next three months. [74, 57, 35, 4].
(B BI2. | expect my use of the SNS website to continue in the future.
SEL. | can use SNS website even if there was no one around to show me how to
doit.
Self-efficacy SE2. | can use SNS website with only the online help function for assistance
(SE) SE3. If | wanted to, | could easily use any of SNS website on my own. [74, 62].
SE4. 1 would be able to use SNS website even if | had never used a system like
it before
US1. On average, each week | use my SNS website often
us2. For each log session, | use my SNS web site long
SNS Usage US3. On my SNS, | often post something
(US) us4. On my SNS, | often view something [5, 80].
US5. On my SNS, | often share something
Usé6. On my SNS, | often reply to others

TABLE II. CRONBACH'S ALPHA RELIABILITY OF CONSTRUCTS IN THE
STuDY
Construct :\#:msber of Cronbach's Alpha
Co-presence 3 .876
Intimacy 3 .864
Immediacy 3 .938
Perceived Enjoyment 7 .947
Perceived ease of use 3 .905
Attitude 3 912
Subjective Norm 3 .940
Self-efficacy 4 .900
Intention 2 .889
Usage 5 .938
Overall alpha value 36 974

TABLE Ill.  KMO AND BARTLETT'S TEST
. . . 812
Kaiser-Meyer-Olkin Measure of Sampling Adequacy.
Approx. Chi-Square 5465.154
Bartlett's Test of Sphericity | Df 45
Sig. .000

Construct validity was assessed by conducting factor
analysis to calculate a principal components analysis with a
Varimax rotation. This analysis helped in evaluating the
convergent and discriminant validity of items. The convergent
validity was evaluated by examining whether items of a
variable converged together on a single construct [63], and
whether the factor loading for every item was > 0.45, as
suggested by Comrey and Lee [25]. Comrey and Lee [25]
suggested that loadings in excess of 0.45 could be considered
fair, whereas it might be considered as good if loadings were
greater than 0.55, and those of 0.63 very good, and those of
0.71 as excellent. The discriminant validity was evaluated by
examining the cross loading of items on different factors. As
the factor pattern shows in Table 4, loadings on the target
factor are in the excellent range (22 out of 36), very good (5 out
of 47), good (7 out of 47), and Fair (2 out of 47). As Table 4
shows, no weak loading was found indicating the validity of
constructs applied in this study.

B. Hypotheses testing

The study proposes a model that lends itself to studying the
adoption of new technologies and applies it to determine
significant factors that influence adoption of SNSs in Saudi
Arabia. This model can be constituted through the test of 9
hypotheses. These hypotheses identify the relationship among
factors as independent variables that impact adoption
behaviour. Each accepted hypothesis represents an explanation
of usage behaviour as dependent variables. Explanations are
nomothetic and advance via deductive reasoning.

The simple correlation amongst all the study variables was
conducted using Pearson's correlation analysis as shown in
Table 5. As variables showed significant correlations (p <
0.01), the researcher then utilized the regression model to test
multicollinearity by examining collinearity statistics; i.e.
Variance Inflation Factor (VIF) and tolerance.

To determine whether any multicollinearity effects existed,
the researcher checked whether there was any warning message
produced by the AMOS output that signalled a problem of
multicollinearity. The results showed that there was no
evidence of multicollinearity. The potential problem of
multicollinearity can be further examined formally in the
context of regression analysis.

In Table 6, the tolerance values ranged from 1.000 to 0.556.
One way to quantify collinearity is with variance inflation
factors (VIF). Although a variance inflation factor (VIF) that is
less than or equal to 10 (i.e. tolerance >0.1) is commonly
suggested [10, 50]. Lee [48] suggested that a variance inflation
factor (VIF) greater than 3 is an indicator of a serious problem
of multicollinearity. In this study, a variance inflation factor
(VIF) greater than 3 is considered to indicate a serious problem
of multicollinearity. However, as shown in Table 3, there were
no VIF values over 3 in the model; since the VIFs values
ranged from 1.000 to 2.471. Thus there was no evidence of
multicollinearity.

TABLE VI.  MULTICOLLINEARITY TEST
Dependent Path Ind_ependent Collinearity Statistics
variable direction varlat_)les Tolerance |VIF
(predictors)
Attitude < Co-presence |.748 1.337
Attitude < Intimacy .552 1.811
Attitude < Immediacy .553 1.807
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Dependent Path Ind_ependent Collinearity Statistics
variable direction varlat_)les Tolerance |VIF
(predictors)
Attitude < Perceived | gop 1.869
Enjoyment
Attitude <« Perceived 405 2.471
ease of use
Intention <« Attitude .562 1.780
Intention  |€ Subjective | 79 1.264
Norm
Intention < Self-efficacy |.667 1.499
Usage < Intention 1.000 1.000

To ensure the validity and reliability of the results and to
use regression analysis in an appropriate manner data should be
normally distributed. Jarque—Bera (skewness-kurtosis) test has
been applied in this study to provide a comparison of the
distributions of the research data and the normal distribution.

Vol. 6, No. 8, 2015

The symmetry of the distribution can be identified by
Skewness values. If skewness value is positive, then data are
clustered to the left of the distribution; otherwise data are
clustered to the right of the distribution. While the height of the
distribution can be measured by Kurtosis values. Positive
kurtosis values indicate a peaked distribution, whilst negative
kurtosis values suggest a flatter distribution (Hair, et al., 1998).
Skewness—kurtosis acceptable values have been suggested by
many scholars to be within the range of £2.58 at the 0.01
significance level [12, 4]. Thus, Jarque-Bera (skewness-
kurtosis) test has been applied in this study and the result is
summarized in Table 7. Table 7 shows that the study data are
all within the recommended range and this gives us a green
light to use the regression analysis.

TABLE IV.  FACTOR ANALYSIS OF ITEMS SORTED BY CONSTRUCT (ROTATED COMPONENT MATRIX (A))
Component
1 2 3 4 5 6 Its assessment

SE1 .758 401 .016 .168 197 .105 Excellent > 0.71
SE2 .790 .103 .269 -.001 .287 .290 Excellent > 0.71
SE3 754 215 224 131 175 .096 Excellent > 0.71
SE4 .555 .586 -.040 .290 .235 .003 Good > 0.55
AT1 .616 442 .146 .252 191 .308 Good > 0.55
AT2 .503 489 139 .508 -.092 213
AT3 574 470 311 .400 101 .264 Good > 0.55
NJ1 .347 .695 .294 .270 277 .087 Very good > 0.63
NJ2 137 .631 .297 .325 .328 181 Very good > 0.63
NJ3 271 723 .319 .223 .303 .013 Excellent > 0.71
NJ4 .240 .807 .297 .002 131 .033 Excellent > 0.71
NJ5 193 .894 192 .072 -.045 .094 Excellent > 0.71
NJ6 132 739 .090 -.080 128 423 Excellent > 0.71
NJ7 278 .758 .220 135 .074 .361 Excellent > 0.71
IM1 215 .334 .875 .088 -.018 -.031 Excellent > 0.71
IM2 197 274 .834 .052 .183 .100 Excellent > 0.71
IM3 .246 173 .828 .018 197 .130 Excellent > 0.71
IN1 .310 313 .587 -.094 441 .303 Good > 0.55
IN2 177 .185 .565 -.016 .069 .612 Good > 0.55
IN3 .162 153 .833 227 .090 227 Excellent > 0.71
CP1 .148 -.022 .388 452 .634 .007 Very good > 0.63
CP2 211 .234 194 .281 799 -.049 Excellent > 0.71
CP3 .344 214 .076 275 746 .158 Excellent > 0.71
SN1 .203 4131 .069 .904 .186 -.078 Excellent > 0.71
SN2 118 .096 .022 .852 .304 122 Excellent > 0.71
SN3 214 .089 .032 .878 .094 102 Excellent > 0.71
ES1 .354 448 273 .105 .054 .678 Very good > 0.63
ES2 231 443 139 .357 .035 .641 Very good > 0.63
ES3 .500 577 .225 .186 -.106 .376 Excellent > 0.71
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BIl1 .552 .198 .264 .533 .287 .188 Good > 0.55
BI2 517 .302 .185 .460 .078 .381
us1 .576 479 317 .344 174 312 Good > 0.55
us2 .863 153 114 110 .076 119 Excellent > 0.71
uUs3 743 278 114 .323 .256 -.184 Excellent > 0.71
us4 .801 .059 .356 .167 .136 .165 Excellent > 0.71
us5s 745 .385 .385 .161 -.089 .075 Excellent > 0.71
Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
a Rotation converged in 7 iterations.
TABLE V. CORRELATION ANALYSIS AMONGST THE VARIABLES
SE
us Bl AT NJ IM CP ES SN
Bl 4T
AT .785** 149**
NJ .629** .539** 764**
IM 730** .638** .768** .802**
CP .556** .678** .584** .515** 485**
ES .679** .638** 129%* T71** .922** .384**
SN 455** A412** 460** .396** .295%* A412%* .367**
SE 573** 521** B577** .355** A431** 144** 499** 246%*
** *k Rzl *k *k E *k *x '255**
IN 761 .619 770 .828 .903 .532 .838 477

US: SNS Usage, BI: Behavioural intention, AT: Attitude, NJ: Perceived Enjoyment, IM: Immediacy,
IN: Intimacy, CP: Co-presence, ES: Perceived ease of use, SN: Subjective Norm, SE: Self-efficacy.

**p<0.01
TABLE VII.  NORMALITY TEST
Skewness Kurtosis

Subjective Norm -.555 .153
Perceived ease of use -.383 -.845
Co-presence -.905 1.571
Immediacy -.687 .090
Intimacy -.922 .559
Perceived Enjoyment -.394 -.525
Self-efficacy .000 -.923
Attitude -.639 .001
Behavioural intention -.583 -.136
SNS Usage -.944 .673
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After assuring that necessary requirements are all
adequately met, the study hypotheses were tested using
multiple regression analysis.

99 ¢

First, “Co-presence”, “Intimacy”, “Immediacy”, “Perceived
Enjoyment”, and “Perceived ease of use” were regressed on
“Attitude”. As in Fig. 2, it was found that “Co-presence” (B =
0.227, Standardized path coefficient, p < 0.05), “Intimacy” (B =

Vol. 6, No. 8, 2015

0.138, Standardized path coefficient, p < 0.05), “Immediacy”
(B = 0.150, Standardized path coefficient, p < 0.05), “Perceived
Enjoyment” (B = 0.280, Standardized path coefficient, p <
0.05), and “Perceived ease of use” (p = 0.172, Standardized
path coefficient, p < 0.05) are significantly and positively
related to “Attitude” (adjusted R?>=0.69) (see Table 8, Table 9
and Fig. 2). Thus, H1, H2, H3, H4 and H5 are supported.

TABLE VIII. COEFFICIENTS FOR PROPOSED MODEL

Dependent Path Independent variables g(r)\:?&(ii:;ctislzed Standardized Coefficients _

variable direction (predictors) B Std Error Bea t Sig.
Attitude < Co-presence .258 .030 227 8.515 .000
Attitude < Intimacy 170 .069 138 2.463 .014
Attitude <« Immediacy 172 .082 .150 2.088 .036
Attitude < Perceived Enjoyment .331 .048 .280 6.854 .000
Attitude < Perceived ease of use .196 .066 172 2.967 .003
Intention <« Attitude 443 .027 488 16.149 .000
Intention <« Subjective Norm 137 .022 171 6.262 .000
Intention <« Self-efficacy .303 .032 .286 9.514 .000
Usage < Intention 172 .028 .736 27.839 .000

P values less than 0.05 were considered statistically significant

TABLE IX.  STANDARDIZED REGRESSION WEIGHTS
Criterion variable Z?th . Criterion variable predictors Estimate (Significance)
irection
Attitude < Co-presence .227 Significant
Attitude < Intimacy .138 Significant
Attitude < Immediacy .150 Significant
Attitude < Perceived Enjoyment .280 Significant
Attitude < Perceived ease of use 172 Significant
Intention < Attitude 488 Significant
Intention < Subjective Norm 171 Significant
Intention < Self-efficacy .286 Significant
Usage < Intention .736 Significant

Thereafter, the three independent variables (i.e. “attitude”,
“subjective norms” and “Self-efficacy”) were regressed on
“Behavioral Intention”. Results, as in Fig. 2, indicate that all
three variables are significantly and positively related to
“Behavioral Intention” (adjusted R2=0.590): “attitude” (p =
0.488, Standardized path coefficient, p < 0.05), “subjective
norms” ( = 0.171, Standardized path coefficient, p < 0.05) and
“Self-efficacy” (f = 0.286, Standardized path coefficient, p <
0.05) (see Table 8, Table 9 and Fig. 2). Thus, H6, H7 and H8
are supported.

Finally, the ninth Hypothesis was tested using multiple
regression analysis which showed that “behavioural intention”
(B = 0.736, Standardized path coefficient, p < 0.05) has a
significant and positive effect on “usage behavior” (adjusted
R2=0.540) (see Table 8, Table 9 and Fig. 2). Thus, H9 is
supported.

Immediacy

Usage
Behavior

Behavioral
Intention

Fig. 2. The study results
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V. DISCUSSION

Overall, the results support the validity of the proposed
model. The study’ model shows that usage behaviour on online
social networking services (SNSs) is determined by
“behavioral intention” which in turn is determined by
individuals' “attitude”, “subjective norms”, and “self-efficacy”.
The developed model also asserts that “Co-presence”,
“Intimacy”, “Immediacy”, “Perceived Enjoyment”, and
“Perceived ease of use” formed individuals' “Attitude” towards
“behavioral intention” to use online social networking services
(SNSs). The results support all formulated hypotheses. The
proposed model in this study explains 59% of the variance in
“Behavioral Intention” and 54% of the variance in “Usage
Behaviour”.

The results show that behavioural intention (BI) is the
primary, direct determinant of usage behaviour (B) since "a
person who intends to take a certain action is likely to carry out
that behaviour” [46]. This result concurs with many prior
studies such as Taylor and Todd study, according to their
research, "behavioural intention plays an important substantive
role, but is also important pragmatically in predicting
behaviour” [74]. Likewise, De Guinea and Markus [29]
indicate that IT use behaviour is the result of conscious,
cognitive behavioural intention. The importance of behavioural
intention towards usage behaviour is also reported in
Venkatesh, Brown, Maruping and Bala [76]' study where they
found that behavioural intention was a better predictor of
duration of use and "behavioural intention will improve as a
predictor of behaviour as individuals gain experience with the
target behaviour” (p. 488). Thus most models position
behavioural intention as an important mediating variable to be
a primary predictor of behaviour, and simultaneously predicted
by one or more independent variables. These independent
variables or factors such as “attitude”, “subjective norms” and
“self-efficacy” also influence significantly and indirectly the
behavior.

The results also show that the constructs “attitude”,
“subjective norms” and “self-efficacy” are significantly and
positively related to “behavioral intention”. This result
confirms the role of these constructs in shaping users'
behavioral intention in the SNS context. However and although
all of the three constructs were found to be significant, the
relation between “attitude” and “behavioral intention” is
stronger (f= 0.49, pb0.001). Indeed, such a strong relation
between the two constructs is evident in the literature [3, 27, 2,
14,5, 4].

Consistent with the research hypotheses on individual’s
“attitude”, the study’ findings suggest that “Co-presence”,
“Intimacy”, “Immediacy”, “Perceived Enjoyment”, and
“Perceived ease of use” have a significant positive impact on
individual’s “attitude” towards SNSs usage.

A. Understanding Behaviour

The proposed models able to explain 54% of SNSs usage
behavior. This ability relates to the diversity of the model's
constructs and the diversity of relations among their constructs.
In the model, behavioural intention is the primary, direct
determinant of behaviour on the premise that “a person who
intends to take a certain action is likely to carry out that
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behaviour” [46]. However, the additional explanatory power
afforded by the other relative factors. An equation has been
formulated and used to calculate the participation of every
model’s construct in the model’s explanatory power. The
formula was applied to the model using the total (direct and
indirect) effects of each model's construct on the SNSs usage
behavior (see Tablel0, Tablell and Table 12) as follow:

2
__ B« 2
Ax e X RB
k=1 Bx
Where:

Ax = Participation of variable A, in a model' explanatory
power

2 - .
ﬁ x = Square of beta coefficients or standardized
coefficients of variable

RB 2. Model' explanatory power (behaviour)

2
7(l=1 B x — Total of causal effects for the model’s

constructs
TABLE X. DECOMPOSITION OF TOTAL CAUSAL EFFECTS FOR THE
MODEL’S CONSTRUCTS
NJ IN IM ES CP SE SN AT Bl
'.ar‘ .28 138 .150 172 227 .000 .000 .000 .000
Bl 137 .067 .073 .084 A11 .286 71 488 .000
us 101 .050 .054 .062 .082 210 126 .359 .736
TABLE XI. STANDARDIZED DIRECT EFFECTS
NJ IN IM ES CP SE SN AT Bl
AT .280 .138 .150 172 227 .000 .000 .000 .000
Bl .000 .000 .000 .000 .000 .286 171 .488 .000
uUs .000 .000 .000 .000 .000 .000 .000 .000 736
TABLE XII.  STANDARDIZED INDIRECT EFFECTS
NJ IN IM ES CP SE SN AT Bl
AT .000 .000 .000 .000 .000 .000 .000 .000 .000
Bl 137 .067 .073 .084 11 .000 .000 .000 .000
uUs 101 .050 .054 .062 .082 .210 126 .359 .000

Table 13 shows the participating models' variables and their
explanatory power. In the proposed models, behavioural
intention is the primary, direct determinant of behaviour and its
participation in the models’ explanatory power was the highest
amongst the constructs. Behavioural intention was able to
explain 39% of usage behaviour. This shows that behaviour is
largely driven by behavioural intention and that has a notable
impact on the model's explanatory power.

TABLE XIIl.  PARTICIPATION OF MODEL'S VARIABLES IN THE
MODELS' EXPLANATORY POWER
Constructs The proposed model
Intention 39%
Attitude 9.47%
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Self-Efficacy 3.24%
Subjective Norm 1.16%
Perceived Enjoyment 0.75%
Co-presence 0.49%
Perceived ease of use 0.27%
Immediacy 0.21%
Intimacy 0.18%
Total 54%

This impact can be obviously seen when behavioural
intention is excluded from the model, since the prediction of
behaviour decreases substantially (from R3(B) = 0.54 to R*(B)
= 0.15. The drop in predictive power when behavioural
intention was omitted concurs also with the Taylor and Todd
study, according to their research, "behavioural intention plays
an important substantive role, but is also important
pragmatically in predicting behaviour" [74]. Likewise, De
Guinea and Markus [29] indicate that IT use behaviour is the
result of conscious, cognitive behavioural intention. The
importance of behavioural intention towards usage behaviour is
also reported in Venkatesh, Brown, Maruping and Bala [76]
study where they found that behavioural intention was a better
predictor of duration of use and "behavioural intention will
improve as a predictor of behaviour as individuals gain
experience with the target behaviour” (p. 488). Thus most
models position behavioural intention as an important
mediating variable to be a primary predictor of behaviour, and
simultaneously predicted by one or more independent
variables. These independent variables or factors also influence
significantly and indirectly the SNSs usage behavior through
behavioural intention. The three antecedents of behavioural
intention (“attitude”, “subjective norms” and “self-efficacy”)
explain around 14% of usage behavior, while, “attitude” alone
explain 9.47% of SNSs usage behavior. Participation of
“attitude” in the models' explanatory power refers to five
antecedents which are “Perceived Enjoyment”, “Co-presence”,
“Perceived ease of use”, “Immediacy”, and “Intimacy” which
all form 69% of individual’s attitude or feelings towards
adoption the SNSs.

This result is consistent with the findings that the three
factors, namely co-presence, intimacy, and immediacy which
are framing the construct of social presence [15] have a
positive impact on attitudinal antecedents [37] and in line with
study of While Xu, et al., [80] which found that social presence
has a positive impact on SNS usage. Moreover, the study’
findings also confirm that “perceived Enjoyment” (B = 0.280,
Standardized path coefficient, p < 0.05), and “Perceived ease of
use” (B = 0.172, Standardized path coefficient, p < 0.05) are
significantly and positively related to “Attitude” (adjusted
R2=0.69), This result is consistent with the findings of Sun and
Zhang, [73]’s study which found that enjoyment influences
cognitive perceptions or behavioral attitude [73]. While result
of impact of “perceived ease of use” on “attitude” confirms
most prior studies [26, 53, 83] which found that “perceived
ease of use” form the behavioural beliefs that influence
individuals’ attitude toward information technology, which in
turn predicts their acceptance of IT.

The study’ findings also confirm that the self-efficacy
construct indirectly influence usage behaviour through its direct
effect on behavioural intention. This indicates that SNSs users,
who are confident of their abilities to use Internet and SNS'
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sites are more likely to adopt such services. The result is
consistent with the findings of most prior studies [40, 27, 24,
44, 23, 77, 41, 52, 32, 64] which provided support for the
relationship between computer self-efficacy and decisions
involving IS adoption.

The study findings also show that subjective norm has
positive significant (.171) direct effects on intention to use
SNSs. The result is consistent with the findings of
Montesarchio [56]' study which found that subjective norm was
positive explanatory variables of intent. Furthmore the result
also is perfectly consistent with a study by Cheung and Lee
which found that a stronger subjective norm leads to a higher
level of intention to participate in an online social networking
site [21]. This finding has been also confirmed by study of Al-
Debei et al., [4].

VI. IMPLICATIONS FOR THEORY AND PRACTICE

A. Implications for theory and research

SNSs in general represent a rapidly growing phenomenon
that touches upon several aspects of our lives, however, there is
no theory-driven empirical research in the information systems
literature tackling the adoption issues in this context from a
behavioural and social perspective. This study contributes to
the body of knowledge by exploring the behavioural and social
factors affecting users' decisions to adopt SNSs as new
technology.

The present study has shown the importance of social
presence’s factors, namely co-presence, intimacy, and
immediacy, in explaining individuals’ intentions and behavior.
Prior to the current study, only limited number of research
studies examined the role of social presence in technology
adoption (e.g. Xu, et al., [80]), but not in depth as in this
research.

In this study the researcher found that social presence
positively influence SNS usage indirectly through user attitude,
and as aforementioned that three factors, namely co-presence,
intimacy, and immediacy are framing the construct of social
presence. Thus, this study is the first empirical effort to
examine the impact of co-presence, intimacy, and immediacy
in determining intention or behaviour.

The study integrated theoretical model lends itself to
studying the adoption of new technologies and applies it to
determine significant factors that influence adoption of SNSs.
The study’ proposed model brings together concepts from two
distinct lines of research, the Decomposed Theory of Planned
Behaviour (DTPB) and social presence, as an attempt to build a
more comprehensive model with a competitive ability to
explain both technology adoption behaviour and behavioural
intention.

As highlighted in the previous section, the study model
explains 59% of the variance in “Behavioral Intention” and
69% of individual’s attitude or feelings towards adoption the
SNSs. Moreover, the proposed models also able to explain 54%
of SNSs usage behavior. This ability relates to the diversity of
the model's constructs and the diversity of relations among
their constructs.
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B. Implications for practice

The study found that self-efficacy construct indirectly
influence usage behaviour through its direct effect on
behavioural intention. This indicates that SNSs users, who are
confident of their abilities to use Internet and SNS' sites are
more likely to adopt such services. This suggests that SNSs
owners should develop effective strategies that take into
account these differing levels of abilities by re-building policies
and regulations for the sake of supporting users on the long run
to help in increasing individuals’ ability to use SNSs.

In addition to importance of self-efficacy, the study’
findings also confirm that “perceived Enjoyment” (f = 0.280,
Standardized path coefficient, p < 0.05), and “Perceived ease of
use” (B = 0.172, Standardized path coefficient, p < 0.05) are
significantly and positively related to “Attitude” (adjusted
R2=0.69), thus, designing sites perceived to be easy to navigate
could affect attitudes toward the site and can positively
influence confidence levels. Moreover, SNSs should be
designed also to be simple, user-friendly and providing users
with enjoyable and pleasant experiences. SNSs used to be
connected through desktop computers however it should be
able to work through smart phones regardless of the operating
system, thus service providers, and developers should take this
design issues into their account.

VII. CONCLUSIONS

This study examines individuals’ intentions and behaviour
on Social Networking Sites (SNSs), from a social and
behavioural perspective. The study proposed model brings
together concepts from two distinct lines of research, the
Decomposed Theory of Planned Behaviour (DTPB) from IS
models and social presence theory from the social
psychological theories of interpersonal communication and
symbolic interactionism as an attempt to build a more
comprehensive model with a competitive ability to explain both
technology adoption behaviour and behavioural intention. The
proposed model shows that usage behaviour on online social
networking services (SNSs) is determined by “behavioral
intention” which in turn is determined by individuals'
“attitude”, “‘subjective norms”, and “self-efficacy”. The
developed model also asserts that “Co-presence”, “Intimacy”,
“Immediacy”, “Perceived Enjoyment”, and “Perceived ease of
use” formed individuals' “Attitude” towards “behavioral
intention” to use online social networking services (SNSs)
The results support all formulated hypotheses. The proposed
model in this study explains 69% of individual’s attitude or
feelings towards adoption the SNSs, 59% of the variance in
“Behavioral Intention” and 54% of the variance in “Usage
Behaviour”.

The present study has shown the importance of social
presence’s factors, namely co-presence, intimacy, and
immediacy, in explaining individuals’ intentions and behavior.
Prior to this study, only limited number of research studies
examined the role of social presence in technology adoption,
but not in depth as in this research. In this study we found that
social presence positively influence SNS usage indirectly
through user attitude, and as we aforementioned that three
factors, namely co-presence, intimacy, and immediacy are
framing the construct of social presence. Thus, this study is the

Vol. 6, No. 8, 2015

first empirical effort to examine the impact of co-presence,
intimacy, and immediacy in determining intention or
behaviour.
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Abstract—Cloud computing is a recent model for enabling
convenient, on-demand network access to a shared pool of
configurable computing resources such as networks, servers,
storage, applications, and services; that can be rapidly
provisioned and released with minimal management effort or
service provider interaction. Studies have shown that cloud
computing has the potential to benefit establishments, industries,
national and international economies. Despite the enormous
benefits cloud computing technology has the potentials of
offering, several issues are making intended users to pause in
adopting the usage of the technology. Users need to be assured of
the safety and reliability of the technology while using it. This is
needed to build confidence around the technology and reduce the
level of anxiety. This research attempts to investigate the effect of
trust in the adoption of the technology by formulating a trust
model based on Expectancy Disconfirmation Theory model and
Bayesian network. A simulation experiment was carried out to
determine the significance of trust in the adoption of cloud
technology.

Keywords—Cloud; User; Adoption; Trust; Bayesian Network

. INTRODUCTION

A cloud is a type of parallel and distributed system
consisting of a collection of inter-connected and virtualised
computers that are dynamically provisioned and presented as
one or more unified computing resources based on service-
level agreements established through negotiation between the
service provider and consumers [1]. Studies have shown that
cloud computing has the potential to benefit establishments,
industries, national and international economies [2, 3]. It can
greatly accelerate the way companies create new products and
services, making it possible for product development
professionals around the world to interconnect and collaborate
more effectively and gain access to more powerful and
economical computer resources[2]; Increasing the ability of
organizations to mine their data for important trend
information, such as customers’ changing needs and
competitors moves in the market[2]; Levelling the playing
field between large and small companies by giving companies
of all sizes access to information technology that previously
was affordable for only the largest of companies[2]; and
Helping emerging economies leapfrog to higher levels of
technological development by providing more immediate and
affordable access to next- generation applications, tools, and
infrastructure [2,4]. Cloud computing delivers infrastructure,
platform, and software that are made available as subscription-
based services in a pay-as-you-go model to consumers [5].
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These services are referred to as Infrastructure as a Service
(laaS), Platform as a Service (PaaS), and Software as a
Service (SaaS) in industries [6]. The importance of these
services available from the long-held dream of computing as a
utility has the potential to transform a large part of the IT
industry, making software even more attractive as a service
[7]. Cloud computing has been the new paradigm in
distributed computing in the recent times. Cloud computing
has been hailed as the 5th utility after electricity, gas, water
and telephony as it promises to make the computing services
available anywhere, any time and pay only for what is used or
consumed [8].

Despite the enormous benefits cloud computing
technology has the potentials of offering, several issues are
making intended users to pause in adopting the usage of the
technology. Users need to be assured of the safety and
reliability of the technology while using it, this is required to
build confidence around the technology. A new technology
must gradually build its reputation for good performance and
security, earning users’ trust over time [9]. Most potential
users are skeptical about the trustworthiness of cloud
technology and this has been affecting the rate of its adoption.
There is no way for the customer to be sure whether the
management of the service is trustworthy, and whether there is
any hidden risk [10]. This research attempts to investigate the
effect of trust on the adoption of the cloud technology.

1. RELATED WORKS

Trust can be explained in diverse fields such as
psychology, sociology, and economics. Also trust can be
classified based on different meaning by many writers. Trust
has been the focus of researchers for a long time [11], from
the social sciences, where trust between humans has been
studied to the effects of trust in economic transactions
[12,13,11]. Although intuitively easy to comprehend, the
notion of trust has not been formally defined [14]. Control is
another important issue in trust. A system is trusted less when
it is difficult to have the control over the assets in its custody.
Trustworthiness plays an important role in service selection
and usage of cloud services. Trust in cloud computing is
related more to preventing a trust violation than to
guaranteeing compensation should a violation occur. For most
enterprises, a security breach of data is irreparable; no amount
of money can guarantee to restore the lost data or the
enterprise’s reputation. The cloud computing trust model thus
must focus more on preventing failure than on post-failure
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compensation [15]. A new technology must gradually build its
reputation for good performance and security, earning users’
trust over time [15]. Trust is a derivation of the reputation of
an entity [14]. Based on the reputation, a level of trust is
bestowed upon an entity [14].

Several leading research groups both in academia and the
industry are working in the area of trust management in cloud
computing. Dingguo et al. [16] proposed a trust cloud-based
subjective trust assessment and management model. The
model provided the design of trust cloud, the policy of the
obtainment to compute the trust information and supplied trust
decision based on trust cloud model [17]. Hada et al. [18]
proposed a trust model for cloud architecture which uses
mobile agent as security agents to acquire useful information
from the virtual machine which the user and service provider
can utilize to keep track of privacy of their data and virtual
machines [18]. Combining quality of service (QoS) with trust
model, Li et al. [19] constructed a QoS-aware and quantitative
trust-model that consists of initial trust value [19], direct trust
value, and recommendatory trust value of service, making the
provision, discovery [19], and aggregation of cloud services
trustworthy [19]. Khan and Malluhi [15] have looked at the
trust in the cloud system from users’ perspective [20]. They
analyze the issues of trust from what a cloud user would
expect with respect to their data in terms of security and
privacy [20]. They further discuss that what kind of strategy
the service providers may undertake to enhance the trust of the
user in cloud services and provide r[20]. Sato et al. [21] have
proposed a trust model of cloud security in terms of social
security. The authors have identified and named the specific
security issue as social insecurity problem and try to handle it
using a three pronged approach [21]. The family gene based
cloud trust model that is fundamentally different from the
Public key Infrastructure based trust models have been
proposed by several researchers [22,23]. These researchers
have studied the basic operations such as user authentication,
authorization management and access control, and proposed a
Family-gene Based model for Cloud Trust (FBCT) integrating
these operations [20].

Manuel et al. [24] have proposed trust model that is
integrated with CARE (Center for Advanced Computing
Research and Education) resource broker. This trust model
can support both grid and cloud systems [24]. The model
computes trust using three main components namely, Security
Level Evaluator, Feedback Evaluator and Reputation Trust
Evaluator [20]. Both Shen et al. [25] and Shen and Tong [26]
have analyzed the security of cloud computing environment
and described the function of trusted computing platform in
cloud computing.

Alhamad et al. [27] have proposed a SLA (Service Level
Agreement) based trust model for cloud computing. The
model consists of the SLA agents, cloud consumer module,
and cloud services directory. A model called a multi-tenancy
trusted computing environment model (MTCEM) for cloud
computing has been proposed by Li et al. [28]. MTCEM has
been proposed to deliver trusted laaS to customers with a dual
level transitive trust mechanism that supports a security duty
separation function simultaneously [28]. Fu et al. [29] have
studied the security issues associated with software running in

Vol. 6, No. 8, 2015

the cloud and proposed a watermark-aware trusted running
environment to protect the software running in the cloud.
Ranchal et al.[30] have studied the identity management in
cloud computing and proposed a system without the
involvement of a trusted third party. Takabi et al. [31] have
proposed a security framework for cloud computing consisting
of different modules to handle security, and trust issues of key
components. Noor and Sheng [32] proposed the “Trust as a
Service” (TaaS) framework to improve ways on trust
management in cloud environments. In particular, an adaptive
credibility model that distinguishes between credible trust
feedbacks and malicious feedbacks by considering cloud
service consumers' capability and majority consensus of their
feedbacks was introduced [32]. Reputation-based trust is
emerging as a good choice to model trust of cloud service
providers based on available evidence [32]. Many existing
reputation based systems either ignore or give less importance
to uncertainty linked with the evidence [32]. Pawar et al. [33]
proposed an uncertainty model and define the approach to
compute opinion for cloud service providers. Using subjective
logic operators along with the computed opinion values,
mechanisms to calculate the reputation of cloud service
providers were proposed [33].

In order to protect the security of cloud entities and better
practice cloud's objectives of providing low-cost and on-
demand services, Li et al. [34] proposed a novel cloud trust
transaction framework and also a new trust fuzzy
comprehensive evaluation based cloud service discovery
algorithm. Prajapati et al.[35]  presented a formal trust
management model based on the basics of the trust
characteristics. The proposed model was capable to handle
various cloud services access scenarios where entity has a past
experience with the service or a stranger entity requesting to
access the service without any identity or past interaction with
the service [35]. The work defined the direct trust with a time-
variant evaluation method and the recommended trust with a
space variant evaluation method. Motivated by human nature,
the model also has considered the reputation factor of trustor
to calculate the direct trust [35] . The proposed approach also
has used the satisfaction level to calculate recommended trust
which is depends on service level agreements of the services
resides in the cloud environment [35]. Trust has attracted
extensive attention in social science and computer science as a
solution to enhance the security of the system. Wu et al. [36]
proposed a trust evaluation model based on D-S evidence
theory and sliding windows for cloud computing. The
timeliness of the interaction evidence as the first-hand
evidence is reflected by introducing sliding windows [36]. In
an open and dynamic environment of distributed system such
as cloud technology trust plays a major role in determining the
level of adoption of the technology. Trust is one of the most
concerned obstacles for the adoption and growth of cloud
computing.

Threats, risks and other security concerns are impeding the
move to cloud environment by individuals and organizations.
Due to the transfer of substantial part of control of activities to
a third party concerns are generated about the trustworthiness
of the technology. Most of the efforts at making cloud
technology trustworthy are still at infant stage.
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1lI. THEORETICAL BACKGROUND

The following concepts provide the theoretical basis for
the solution proposed in this work with a view to achieving
reliable and trustworthy cloud technology adoption model.
These concepts are Expectancy Disconfirmation Theory
(EDT) and Bayes' Theorem. The capability of Bayesian
network to handle the complexity of the dynamism of the
cloud environment and the perceived influence of service
satisfaction in cloud computing usage informed the idea of

Expectations

Vol. 6, No. 8, 2015

conceptualizing a trust model based on the EDT Model and
Bayesian Network.

Expectancy Disconfirmation Theory (EDT) is a theory for
measuring customer satisfaction from perceived quality of
products or services. EDT is a prominent theory from
marketing that can predict and explain consumers’ satisfaction
with products or services. EDT has been applied most often in
IT adoption or IT usage studies [37,38,39,40].

Disconfirmations >

Satisfaction

Perceived
Performance

Fig. 1. Expectancy Disconfirmation Theory model [44]

The theory argues that ‘satisfaction is related to the size
and direction of the disconfirmation experience that occurs as
a result of comparing service performance against
expectations’ [41]. It is a judgment that a product or service
feature, or the product or service itself, provided (or is
providing) a pleasurable level of expectation. This model
consists of four components: expectations, perceived
performance, disconfirmation, and satisfaction as shown in
Fig. 1.

Expectations define the customer’s anticipations about
performance of products and services [42]. Perceived
performance investigates the customer’s experience after
using products or services that can be better or worse than
customer’s expectation [43]. Disconfirmation is defined as
the difference between the customer’s initial expectation and
observed actual performance [39].

The theory proposes that users first form expectations or
belief probabilities of attribute occurrence. They then form
post-usage perceptions about performance and a comparison
between initial expectations and performance known as
disconfirmation ~ of  expectations [44]. A  positive
disconfirmation means performance was better than expected,
and a negative disconfirmation means performance was worse
than expected. According to EDT, the better performance is,
or the more positive the disconfirmation, the greater the

satisfaction [44].

Fig. 2. Proposed Model Bayesian Network

Bayes' Theorem is a mathematical formula used for
calculating conditional probabilities. It figures prominently in
subjectivist or Bayesian approaches to epistemology, statistics,
and inductive logic. Subjectivists, who maintain that rational
belief is governed by the laws of probability, lean heavily on
conditional probabilities in their theories of evidence and their
models of empirical learning [45]. Bayes' Theorem is central
to these enterprises both because it simplifies the calculation
of conditional probabilities and because it clarifies significant
features of subjectivist position [45]. Bayesian Networks
(BNs) provide a method for representing relationships
between variables (called ‘nodes’ in the BN) even if the
relationships involve uncertainty. They can be a useful
modeling tool in situations where different types of variables
and knowledge from various sources need to be integrated
within a single framework [46, 47].

V. PROPOSED MODEL

The proposed model is based on the marriage of EDT
model and Bayesian network. The end result of being satisfied
with a technology usage is that trust will be built around the
technology and this will influence potential users. Hence EDT
model’s components are transformed into a Bayesian network
nodes ending with a trust node and the probabilities
dependencies among the various components are depicted in

Fig. 2.
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The notation used for the model variables are as follows: E
stands for expectation, P for perceived performance, D stands
for disconfirmation, S stands for satisfaction and T stands for
trust as shown in Fig. 2.

The model is formulated using the chain rules of
conditional probability, the full joint probability distribution
for the model is written as a product of the individual density
functions, conditional on their parent variables as depicted in
equation 1.

P(T,S,P,D,E)=P(T|S)*P(S|D,P)*P(P|E)*P(DIE)*P(E) (1)
Now suppose we use a cloud service with S level of
satisfaction. Let S(T) be the event that the cloud service is
trusted. Let P(S) be the event that the cloud service is
satisfactory. The events S(T), that the cloud service is trusted,

and S(T ), that the service is not trusted, partitioning the set
of all cloud services. Hence, by Bayes' Theorem, the
probability that the cloud service is trusted, given that it is
satisfactory is shown in equation (2).

P IT)P()
P(T [ S)P(S) + P(T | S)P(S)

To apply this formula, we first estimate P(S), the
probability that the cloud service is satisfactory, as well as

P(TIS) = (2)

P(g) the probability that the cloud service is not satisfactory.

Without prior knowledge about the likelihood that the cloud
service is not satisfactory, simplicity we assume that the cloud
service is equally likely to be satisfactory as it is not to be

satisfactory. That is, we assume that P(S),z P(S),: 1/2.

Using this assumption, we find that the probability that the
cloud service is equally likely to be satisfactory, is stated in
equation (3)

P(S|T)

P(S|T)+P(S|T)

Determining a specific model, T, that best accounts for all
the variations of cloud service usage can be accomplished by
maximizing the level of cloud service satisfaction, S which
according to Bayes’ rule is stated in equation 4.

P(TIS) = (3)

P(T|S)aP(S[T)P(T) ()
Determining the prior, P(T|S), is full of uncertainty, then

the model that maximizes the likelihood, L(S|T) is chosen.

The likelihood is proportional to the probability of observing
the model T, treating the level of cloud service satisfaction, S
as variables and the model T as fixed. The best estimator S, is
whatever value of S that maximizes the likelihood is shown in
equation (5).

L(S|T) =P(T[$) ®)

Typically the parameter S maximized the likelihood of
observing the model T.
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Based on the proportional relationship as expressed in
equation (5), the S that maximizes L(§|T) will also maximize

P(T‘é) which is the probability of the observed model. S
denotes the best satisfaction parameter for the model T.

The likelihood function in equation (5) then is expressed
as log likelihood function as shown in equation (6) log
likelihood expression

InL = InP(T|$) (6)

V. SIMULATION, RESULT AND DISCUSSION

Experiments were conducted to investigate the effect of
trust in cloud environment using transaction’s response time
as the evaluation criterion in two different settings. The
response time in this regard refers to time lag between the
instant of service request by the users to the instant of having
the result of the service request. This depends on round trip
time (RTT) and the users’ load.

The experiment looked at the cloud transactions carried
out without involving trust factor against the same kind of
cloud transaction involving trust factor in order to investigate
their difference. CloudAnalyst [48] useful to model and
analyze large scale cloud computing development was used
for the simulation. Considering the description and behaviour
of throttled load balancing policy of the CloudAnalyst, the
integration of trust capability in cloud environment was
achieved using this policy while the round-robin load
balancing policy, considering its behaviour was used for the
cloud transaction without trust integration.

The first setting simulated cloud service transaction
platform using CloudAnalyst. In this experiment there are
5,10,15,20, 25 and 30 groups of users with a cloud provider.
These group of users were generated randomly using Poisson
distribution by varying the number of users in a realistic
manner.

The detailed parameter settings for the experiment are
shown in Table 1. In this experiment, the numbers of users
were varied while the number of the provider was fixed in
order to observe the behaviour of the cloud environment
without trust integration and cloud environment with trust
integration in terms of the transaction’s response time.

Table 2 shows the results obtained from the simulation.
The graph in Fig. 3 shows the plot of the round trip time
against the number of group of users. From the results, the
cloud environment with trust integration ensures relatively
quick response time than the cloud environment without trust
integration with slow response time. This is evident from the
percentage difference of the response time as shown in Table
2. It was observed that integration of trust into the cloud
environment is accountable for the quick response time
achieved in the simulated cloud transaction with trust
integration.
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TABLE I. SIMULATION PARAMETER SETTINGS FOR RESPONSE TIME
WITH VARIED NUMBER OF USERS AND FIXED NUMBER OF PROVIDERS
User Request Execution
Users Provider Growth Growth Instruction Per
Factor Factor Length
5 1 10 10 100
10 1 10 10 100
15 1 10 10 100
20 1 10 10 100
25 1 10 10 100
30 1 10 10 100
TABLE II. RESPONSE TIME WITH VARIED NUMBER OF USERS AND FIXED
NUMBER OF PROVIDERS IN CLOUD ENVIRONMENT WITHOUT TRUST AND
WITH TRUST
Number of Rpund Trip Rpund Trip Percentage Difference
Users Time (ms) Time (ms) (%)
(without trust) (with trust)
5 300.49 300.39 -0.03
10 300.40 300.58 0.06
15 300.70 300.16 -0.18
20 300.95 300.25 -0.23
25 300.37 300.23 -0.05
30 300.64 300.27 -0.12
Besponse Time
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Fig. 3. Response time with varied number of users and fixed number of
providers

In the second simulation experiment cloud transaction was
also simulated using cloudAnalyst. Also throttled load
balancing policy of the CloudAnalyst was used for the
integration of trust capability in cloud environment while the
round-robin load balancing policy, was used for the cloud
transaction without trust integration. In this experiment there
are 5,10,15,20, 25and 30 groups of cloud users with a varied
number of cloud providers. This group of users was generated
randomly using Poisson distribution by varying the number of
users in a realistic manner. The detailed parameter settings for
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the experiment were shown in Table 3. In this experiment, the
number of group of users were varied as well as the number of
the providers in order to observe the behaviour of the cloud
environment without trust integration and with trust
integration in terms of the transaction’s response time.

TABLE Ill.  SIMULATION PARAMETER SETTINGS FOR RESPONSE TIME
WITH VARIED NUMBER OF USERS AND VARIED NUMBER OF PROVIDERS
Users Provider User Request Execution
Growth Growth Instruction Per
Factor Factor Length
5 1 10 10 100
10 2 10 10 100
15 3 10 10 100
20 4 10 10 100
25 5 10 10 100
30 6 10 10 100

Table 4 shows the results obtained from the simulation.
The graph in Fig.4 shows the plot of the round trip time
against the group of wusers. From the results, cloud
environment with trust integration ensures quicker response
time than the cloud environment without trust integration with
pretty much higher and unstable response time interval. This is
evident from the percentage difference of the models’
response time as shown in Table 4. It was observed that
integration of trust into the cloud transaction is responsible for
the quick response time of the cloud environment.

TABLE IV.  RESPONSE TIME WITH VARIED NUMBER OF USERS AND
VARIED NUMBER OF PROVIDERS IN CLOUD ENVIRONMENT WITHOUT TRUST
AND WITH TRUST

Number of R_ound Trip R_ound Trip Percentage
Users Time (ms) Time (ms) Difference (%)
(without trust) (with trust)
5 300.49 300.39 -0.033
10 300.65 300.49 -0.053
15 302.62 300.45 -0.717
20 300.88 300.87 -0.003
25 301.63 300.55 -0.358
30 301.13 300.61 -0.173
Response Time
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Fig. 4. Response Time with varied number of users and varied number of
providers
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In order to validate the results of the simulation of the
cloud transaction with trust integration and the cloud
transaction without trust integration, t-test was used. This was
used to compare the simulation results [49, 50] for the
response time of the cloud transactions in the two different
simulation settings to determine if there is any significant
difference between them or not as a result of trust integration
in the cloud environment. From the simulation results, the
cloud transaction with trust performed better than the cloud
transaction without trust. In order to validate simulation
results, paired difference t —test was performed on the
percentage difference of the response time with six group
sizes in the two different simulation settings for the cloud
transaction with trust and the cloud transaction without trust.
The Null hypothesis states that there is no significant
difference between the cloud transaction with trust and the
cloud transaction without trust while the alternative hypothesis
states that there is significance difference between them.

The calculated t values for the response time in the two
different experimental settings are -23.66, and -6.06,
respectively as shown in Table 5.

TABLE V. CALCULATED T VALUES FOR THE WITHOUT TRUST AND WITH
TRUST
Performance Calculated T
Metrics Value
Respoqse Time 23.66
(Experiment one)
Response Time -6.06

(Experiment two)

The degree of freedom for the total group size of six (6) is
five (5). Entering a t table with 5 degrees of freedom (df), at
95% confidence interval, the table t value is 2.02 (one-tailed, a
significance level (a) of 0.05). The absolute calculated t values
are higher than the tabled t value of 2.02 showing that the
cloud environment with trust integration with lower response
time is significantly different (p=0.05) from the cloud
environment without trust integration as a result trust
integration in it.

VI. CONCLUSION

The investigation carried out revealed that trust is required
for achieving effective cloud technology adoption. The usage
of cloud technology can lead to satisfaction, while satisfaction
can aid in building trust in the technology and trust will lead to
usage continuance intentions. Trust in a cloud service when
properly addressed will positively affect cloud technology
adoption. In accordance with the EDT model, satisfying the
potential cloud users is not limited only to their expectation
about cloud service. But also satisfying the cloud users from
perceived performance is the first step that can attract the
user’s trust over offered cloud services. This line of research
shows that trust in a cloud service can lead to perceived
usefulness or other positive perceptions of the cloud services.
Trust will positively influence the intention to use cloud
services and the quality of prior experience will positively
influence trust in cloud service provider’s ability. The extent
of prior experience will moderate the relationship between
trust and intention to use cloud technology. Trust is a
predicated factor needed for achieving higher rate of cloud

Vol. 6, No. 8, 2015

adoption and facilitate effective usage of the cloud
technology. Future work will consider parameters and factors
that can help build and sustain trust in cloud environment for
aiding fast cloud technology adoption. Developing techniques
that demonstrates that the technology can be trust will also be
considered.
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Abstract—Scrambling is widely used to protect the security of
data files such as text, image, video or audio files; however, it is
not the most efficient method to protect the security of the data
files. This article uses NTRU public key cryptosystem to increase
the robustness of scrambling of sound files. In this work, we
convert the sound file into text, and then scramble it in the
following way: first, we encrypt the header of the sound file then,
scramble the data of the file after the header in three stages. In
each stage we scramble the data of the sound file and keep the
original order of data in an array then, the three arrays are
encrypted by the sender and sent with the encrypted header to
the receiver in one file, while the scrambled data of the sound file
is sent to the receiver in another file. We have tested the
proposed method on several sound files; the results show that the
time of encryption and decryption is reduced to approximately
one-third, or less, compared to encrypting the file using NTRU.

Keywords—NTRU; public key; cipher; sound; scramble;
segment

l. INTRODUCTION

One of the classical encryption ciphers is transposition
cipher. In transposition cipher, symbols of plaintext remain the
same, but their original sequence is changed in a systematic
way. Transposition ciphers are widely used before computer
age. With the advent of technology the researchers have
invented more complex ciphers like NTRU, which is a
relatively new public key cryptosystem. NTRU was developed
by three mathematicians J. Hoffstien, J. H. Silverman and J.
Piper at the rump session of crypto in 1996. [1] NTRU (Nth
degree truncated polynomial ring units) is the first secure
public key cryptosystem not based on factorization or discrete
logarithm problems. [2] It is a lattice-based public key
cryptosystem; its security comes from the interaction of the
polynomial mixing system with the independence of reduction
modulo to relatively prime numbers.[3] The basic idea of
NTRU is finding the shortest vector problem in a lattice. The
base of NTRU operations are objects in a truncated polynomial
ring R=z[x]/(xN-1) with convolution multiplication and all
polynomials in the ring have integer coefficients and degree at
most N-1. a = a0 + alx + a2x2 + ... + aN-2xN-2 + aN-1xN-
1.[4]The main characteristic is that the polynomial
multiplication is the most complex operation that is much
faster than other asymmetric cryptosystems such as RSA,
ElGamal and Elliptic curve cryptography.[5]

In this paper we introduce a new transposition (scrambling)
method with the assistance of NTRU algorithm. In our method
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sound files will pass through more than one stage of
scrambling. The result is a more complex permutation that is
not easily reconstructed thus the sound files become
significantly much more secure. [6]

Il.  RELATED WORK

Sadig, Hussein and Khoja proposed two methods to
enhance the NTRU algorithm which they have used for
encrypting sound files after converting the sound into text. In
the proposed methods the message is encrypted one character
at a time. Since NTRU encrypts only prime numbers, only the
first 7 bits of each character are encrypted. In method | NTRU
algorithm is enhanced by adding the result obtained from
calculating a mathematical equation of one variable to the
message and then the resulted encrypted bit is fed-back and
added to the next bit of the message in the next step; this
procedure is repeated for the subsequent bits of the message. In
method [I NTRU algorithm is enhanced by adding the
subsequent states of LFSR (Linear Feedback Shift Register) to
the subsequent bytes of the message. The proposed methods
are tested on several sound files; the results show that the
proposed methods maintain approximately the same original
method encryption and decryption time while generating a
more complex encryption.[7] Jaspreet Kaur and Er. Kanwal
Preet Singh [8] used three different kinds of algorithms NTRU,
RSA and RINGDAEL for speech encryption and decryption by
first converting the speech into text, and then the text is
converted into cipher text. The performance is analyzed for
these three algorithms respectively. The parameters calculated
are encryption, decryption, delay time, complexity, packets lost
and security levels. In these three algorithms, encryption
decryption and delay time are varying according to the number
of bits per second. On the other hand, complexity and packets
lost are approximately the same. There are no packets lost
during transmitting and receiving the data. Also Jaspreet Kaur
and Er. Kanwal Preet Singh [9] used three different kinds of
techniques i.e. MD-5, SHA-2 and RINGDAEL for speech
encryption, where the speech is first converted into text then
the text is converted into cipher text. At the end, the
performances of these three techniques are analyzed,
respectively.

1. NTRU

A. Prameters

NTRU depends on 3 integer parameter (N, p, q), where N is
a prime integer, p and q are relatively prime integers and q is
larger than p. [10]
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B. Key Generation

To generate the public key, two random polynomials f and
g are chosen in the ring R with the restriction that their
coefficients are small, usually in {-1, 0, 1}. Another symbol is
imported here: L(d1, d2), which means a set of polynomials
with d1 coefficients are 1, d2 coefficients are -1 and the rest are
0. f usually chosen from Lf (df, df-1) and g from Lg (dg, dg).
Then fp (the inverse of f modulo p) and fq (the inverse of f
modulo q) are computed with the property that: f*fp=1(mod p)
and f*fg=1(mod q). If f doesn't have inverses, another f should
be chosen. The pair of polynomials f and fp should be kept as
the private key and the public key h can be computed by h = p
*fg * g (mod q). [11]

C. Encryption

The plaintext m is a polynomial with coefficients taken
mod p. A random polynomial r is chosen with small
coefficients. The cipher text is

e=r*h+m(mod q). [12]
D. Decryption
To decrypt e, the polynomial a is computed first

a=f*e(modq)

The coefficients of a must be chosen from the interval [-
g/2, 9/2]. Then the original message can be computed by

m = fq * a (mod q). [10]

IV. THE PROPOSED METHOD

In this method the sender and receiver agree upon four
steps of scrambling to the sound, according to random arrays
that will be generated and encrypted by the sender and sent to
the receiver in a metadata file. The sender then sends highly
scrambled sound file to the receiver. This scrambling hides all
the information in the file and makes it very difficult to predict
and or discover without needing to NTRU encrypting the
metadata file.

The sender starts the encryption process by encrypting the
header of the sound file and writes it as the first part of the
metadata file.

The sound file is split into a number of segments. The
segment length (abbreviated SL) indicates the number of bytes
in one segment. This length is chosen by the sender and it can
vary due to the application and the size of the sound file. SL is
encrypted and written to the metadata file.

Then the sender uses the proposed method to start the first
step of scrambling the generated segments, which consists of
dividing the segments of the file into parts (namely "Data
Blocks", DB).The number of data blocks is encrypted using
NTRU and written to the metadata file. Data blocks are then
scrambled among themselves in a random way, to follow the
order of a random array (namely, "Pointers to Data Block",
PTDB) which has a length equal to the number of the data
blocks; where the indexes of this array are indicators to the
new order of the data blocks and the values of this array are
used as indicators to the original order of the data block. This
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array is encrypted using NTRU and written to the metadata
file.

Blocks will now be processed one at a time. The length of
data blocks (abbreviated LDB) varies and is chosen randomly
at run time to hide it. LDB for each data block is encrypted
using NTRU and written to the metadata file.

The block size is chosen to satisfy a maximum value
restriction to reduce the number of multiplications for both the
encryption and the decryption operations as well as to
decreases the size of the resulting encrypted file. The block
size should also satisfy a minimum, as a very small DB cannot
ensure enough scrambling. These maximum and minimum
lengths are specified by the sender.

The second step of scrambling is applied to segments inside
each data block among themselves to follow the order of a
random array (namely "Pointers to Segments", PTS) which has
a length equal to the number of segments in that data block,
where the indexes of this array are indicators to the new order
of segments inside the data block and the values of this array
are used as indicators to the original order of segments within
the data block. These arrays (one per data block) are encrypted
using NTRU and written to the metadata file.

The third step of this method requires that, for each data
block, the bytes inside each segment be scrambled among
themselves according to a random array (namely,” Pointers to
Bytes within segment”, PTB), which has a length equal to the
number of bytes in the segment (SL). Where the indices of this
array are indicators to the new order of bytes inside each
segment and the values of this array are used as indicators to
the original order of segments within the data block. The
method uses the same scrambling (i.e. the same PTB) for all
segments within one data block. Thus, only one PTB is
required per data block. PTB are encrypted using NTRU and
are written to the metadata file.

The highly scrambled sound data is written to a data file
one byte from each segment at a time according to PTS array

Finally, the sender sends to the receiver the two generated
files which are: the data file containing the scrambled sound
data and the metadata file which contain the encrypted
information.

Example: a very small size sound file of 74 bytes is used in
this example to illustrate the proposed method. The ASCII of
data inside the file after the header is “34 56 128 5 133 22 200
21599 122 21 78 37 152 163 23 213 183 172 224 174 53 34
183 89 156 172 211 94 117, segment length is chosen to be 3
bytes, minimum Length of Data Block is 2 segments and
maximum Length of Data Block is 6 segments.

The encryption process begins by encrypting the first 44
bytes, the header of the sound file using NTRU, then the four
steps of scrambling are applied to the rest of the file, (the
remaining 30 bytes of data). According to the method the file is
divided into three data block, with the first block containing 3
segments, the second block containing 5 segments, and the last
block containing 2 segments as illustrated in fig. (1)
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Then the four stages of scrambling are applied as follows:

In the first step the order of the data block is changed where
the second data block becomes the first, third data block
becomes second and first data block becomes third, PTDB =
[2, 3, 1], is used. This step is illustrated in fig. (2).

The second step in data scrambling changes the order of
segments within each data block according to the block’s PTS
arrays as illustrated in fig. (3).

A PTS is randomly created for each data block to be:

1) For the first Data Block, the PTS 1is [2, 3, 1].

2) For second Data Block, the PTS 2 is [5, 3, 4, 1, 2].

3) For the third Data Block, the PTS 3 is [2, 1].

The third step of data scrambling changes the order of bytes
within data segments as shown in fig. (4), (PTBs), which was
randomly created to be:

1) For the first Data Block, PTB 1is [2, 3, 1].

2) For the second Data Block, PTB 2 is [2, 1, 3].

3) For the third Data Block, PTB 3 is [3, 1, 2].

The fourth and last scrambling step is write to the resulted
data file one byte form each segment at time and with
accordance to the block's PTB, i.e. for data block one with PTB
=[2, 3, 1], the second bytes from all segments in that block are
written first, then the third bytes from all the segments in that
block are written, lastly the first bytes from all segments are
written to the file. This step is shown in fig. (5), while the
contents of the metadata file is shown in fig. (6)

V. EXPERIMENTAL RESULTS

In this work we convert the sound file into text; we can
apply this method to any sound file after storing it in a text
editor. This method is applied to the original NTRU algorithm
[13, 14] (namely original method) and the proposed method.

We convert the sound file into text via 1SO-8859-1: 8-bit
single-byte coded graphic character sets - Part 1: Latin alphabet
No. 1, is part of the ISO/IEC 8859 series of ASClI-based
standard character encodings, which is intended for “Western
European” languages [15].

We test the original and proposed methods on 25 wave
sound files of sizes ranging from 10 KB to 1MB. The
encryption and decryption time in seconds is computed for
each one of the 25 files 25 times, and then average of
computation is taken to enhance the accuracy of the
computation.

Fig. (7) Displays the effect of file size on the time of
encryption and decryption of the original method, Fig. (8)
Displays the effect of file size on the time of encryption and
decryption of the proposed method with SL 8, Fig. (9) Displays
the effect of file size on the time of encryption and decryption
of the proposed method with SL 12, Fig. (10) Displays the
effect of file size on the time of encryption and decryption of
the proposed method with SL 16, Fig. (11) Displays the
relationship between file size and encryption time to the
original and proposed methods and Fig. (12) Displays the
relationship between file size and decryption time to the
original and proposed methods.
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VI. CONCLUSIONS AND FUTURE WORK

The proposed method scrambles the sound file in a
complex and efficient manner while reducing the time of
encryption and decryption depending on SL. When SL equals
8, the time is reduced to approximately one-third of the time
needed to encrypt and decrypt the same data using NTRU
encryption method. Increasing SL to 12 and 16 had an effect of
decreasing the time of encryption and decryption (up to 80% of
the original encryption and decryption time).

For future research, we proposed a method that combines
between NTRU algorithm and ECC algorithm to produce a
new stronger cipher system that incorporates the advantages of
the two algorithms.
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Fig. 1. Dividing the file in to segments and then to three data block
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Fig. 2. The first step of scrambling (scrambling the dbs)
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Fig. 3. The second step of scrambling (scrambling segments within dbs) Fig. 4. The third step of scrambling (scrambling bytes within segments)
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Fig. 5. The fourth step of scrambling which results in the order of data that will be written to the data file

1 encryption of the header of the file
2 encryption of the Segment length (3) 251063 579 868 1299 926 1387 1
3 encryption of the number of Data Block (3) 25 1063 579 868 1299 926 1387 1

251063 579 868 1299 926 13870 25 1063 579 868 1299 926 1387 1 25 1063 579 868
1299 926 1386 1

4 encryption of P

ointer to Data Block [2, 3, 1

5a encryption of the actual length of Data Block (2)

251063 579 868 1299 926 1387 1 25 1063 579 868 1299 926 1386 1 25 1063 579 868 1299
5b encryption of PTB [3,1,2] 926 1387 0
5.c | Third DB |encryption of PTS [2,1] 25 1063 579 868 1299 926 1387 0 25 1063 579 868 1299 926 1386 1
5.4 encryption of the actual length of Data Block (3) 25 1063 579 868 1299 926 1387 1

25 1063 579 868 1299 926 1387 0 25 1063 579 868 1299 926 1387 1 25 1063 579 868 1299
5b encryption of PTB [2,3,1] 926 1386 1

25 1063 579 868 1299 926 1387 0 25 1063 579 868 1299 926 1387 1 25 1063 579 868 1299
5c| FirstDB |encryption of PTS [2,3,1] 926 1386 1

Fig. 6. The contents of the metadata file
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Network Efficiency — Optimized Automaton
Approach

K. Thiagarajan,
Department of Mathematics,
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Technology,
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Abstract—A sperner’s grid is thought of a finite state system,
where in the model gives rise to an optimal network through
characterization of paths .the automation graphs of the various
states gives rise to different groomable light paths in network.

Keywords—Automaton; Network; Efficiency; Characterization

. INTRODUCTION

In recent years with the use of different kinds of
communication, the network has gained popularity.
Automaton traffic engineering is an effective solution to
control network conjestion. Automaton traffic engineering
comprises of scientific principles thus providing optimal
characterization in network.

A network is represented by a set of nodes, inks between
the nodes interconnecting them Destination nodes refer to
traffic entering or leaving a node, transit nodes refer to nodes
were no traffic can enter or leave the node.

A. Network via Automata

A finite state system represents a mathematical model of a
system with certain input. The model finally gives a certain
output. The input given to the machine is processed by various
states; these states are called intermediate states. This
intermediate state leads to final state.

A finite state Automata or simply a network consists of
directed graphs composed of states and arcs. We start with a
single initial state and could have any number of final states.
A path is observed as a sequence of arcs or links from start
state to final state.

B. Network through Directions

Consider a directed graph as D= (V (D), X
(D),xp),Consisting of nonempty set V (D), X (D) being
disjoint from V (D) and yp a function which associates V (D)
and X (D). The set V (D) is called the vertex set of D and X
(D) its link set Elements of V (D) are taken as nodes of D and
elements of X (D) are called links of (D).

A a B

a= (A, B) is a link of directed graph D then ‘a’ is said to
join A and B. We consider only links through directions.

N. Subashini,

Department of Mathematics,
SRM University,
Chennai, India

M. S. Muthuraman,

Department of Mathematics,
PSNA College of Engineering and
Technology,

Dindigul, India

Consider a network as a triangular grid having nodes 0, 1,
2. Nodes could be taken within this grid. We consider only
one node taken inside this grid. This single node can be either
of 0, 1 or 2. In this paper we consider a single node within the
grid. Considering a node within the grid, then the edged would
be in order 0-1, 1-2, 2-0. We consider ‘0’ as a single node
taken inside the grid, the direction 0 to 1 is taken as traffic in
and 1 to o as out traffic. Similar aspects could be thought with
regards to the other two namely 1 and 2. Edges with similar
nodes are taken as ignored links.

If ‘n’ is the number of nodes taken on the side of triangular
grid having end nodes 0 and 1, the number networks having
010 is 2n+1, the number of nodes having nodes 01010 is ‘n’
and the number having nodes 0101010 is (n-1).

The maximum of 3 would exits as combination of 01, as
we consider a triangular grid. Considering 010, 01010,
0101010 we would have a graph of P,, P4, and Ps where Pyg
refers to directions in the graph K being even. Finite
Automaton is obtained for each of the graphs of 010, 01010,
and 0101010. The finite automaton associated with a directed
graph is called a transition graph. The vertices of the graph
correspond to the states.

C. Nomenclature

Q;. State

a- Number of directions towards the starting node of a path
C-Total number of networks

S- Number of directions towards the ending. Node of a path
p - Efficiency

D. Note

1) Efficiency the ratio of the number of directions,
towards the starting node with respect to the different between
the total number of the networks of networks and number of
directions, towards the ending node of the path .

2) Self loops are considered as ignored only in graphical
representation self looping is considered in state diagrams.
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Il.  GENERATION AND EFFICIENCY OF 010 NETWORK

0 1

The automation for the above graph has the starts qo, g; as
described below

A. State-go

! ,.\. ®
1
0
o is the initial state infers the path 0 to 1 & is in itself
under 01

B. State-q;

01 10

a0 }“

10

Qg is the state inferring 1 to O under the state qo. Thus qo
goes to g; under 10

01 10

a (a q
0] 0 1

al— «a
1 1
o goes to itself under 01 & qq is in itself under 10

AN
/

K1 represents the node 1 & K2 represents the node 0
C. Characterization of the path K2 to K1

C=2
adK2=1
S>Kl=1
p=1
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I1l.  GENERATION AND EFFICIENCY OF 01010

K2
N

K1

K1

K1 represents 1; K2 represents 0; K3 represents 1 the
above graph represents 0to 1; 1t0 0 & 0 to 1 & 1 to O thus
giving the networks 01010. The automation for the above
graph has the states qo, g1, 2, and s

A. State-qo
. - N

0

o is the initial state infers the path 0 to 1 and is in itself
under 01.

B. State-q;

Vg

0 is the state inferring 1 to 0 under the state go. Thus qo
goes to g, under 10, g, remains in itself under 10.
C. State-q,

\/ 0

1

g is a state inferring 0 to 1 under the state q,, thus g; goes
to g, under 01, g, remains in itself under 10.
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D. State-qs

1\\/4/0

/

N oo

1

s is the state inferring 1 to 0 under the state g,, Thus g
goes to gs under 10,q3 remains in itself under 10.

01

/Z

AN 7

:
f (\S
01

The matrix of the states with regards to the path 01&10

10 01
q q q
0 0 1
q q q
1 1 2
q q q
2 2 3
q q q
3 3 0
Efficiency of the network 01010
C=4
E. Characterization of the path K1 to K2
C=4
a>K1 =2
S> K2=2
p=1
F. Characterization of the path K2 to K3
C=4
a>K2 =2
S-> K3=2
p=1
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G. Characterization of the path K2to K1
C=4

a>K2 =2

S-> K1=2

p=1

H. Characterization of the path K3to K1
C=4

a>K3 =2

S-> K1=2

p=1

K3

IV. GENERATION AND EFFICIENCY OF 0101010 NETWORK

K1 Represents 1; K2 represents 0; K3 Represents 1; K4
Represents 1.The automation for the above graph has the

states o, 01, 2, g3, and qg.
A. State-qo
. - .
1
0
o is the initial state infers the path 0 to qq is in itself under
01.

B. State-q;

0 is the state inferring 1 to 0 under the state go. Thus qo
goes to g; under 10, g; remains in itself under 10.
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C. State-q,

& \‘/ 0

1

1
g is a state inferring 0 to 1 under the state q;, thus g; goes
to g, under 01,9, remains in itself under 10.

D. State-qs

1

s is the state inferring 1 to 0 under the state g,, Thus g
goes to gs under 10,q3 remains in itself under 10.

E. State-q,

e 1
N
Z
\/. 0
1
/

NV

1

4 is a state inferring 0 to 1 under the state qs, thus gs; goes
to g4 under 01,94 remains in itself under 10.

Vol. 6, No. 8, 2015

F. State-qs

Qs is a state inferring 0 to 1 under the state qq4, thus g4 goes
to g5 under 01.gs remains in itself under 10.

The matrixes of the states are as fallows

01

/N
()

01 10
g q q
0 0 1
a | «d g
1 1 2
g q q
2 2 3
a. | «d q
3| 3 4
a | «d q
4| 4 5
a_| «d q
5\ 5 0

Efficiency of the network 0101010

G. Characterization of K1 to K2

K2 to K1
K3 to K2
K2 to K3
K2 to K4
K4 to K2
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C=6

a>K1=3
a>K2=3
a>K3=3
a>K4=3
S>K1=3
S>K2=3
S>K3=3
S>K4=3

H. Characterization of K1 to K2

K2 to K1
K3 to K2
K2 to K3
K2 to K4
K4 to K2

In the of the above case we obtain P =1

. Result

We observe from the automation of the graphs 010; 01010;
0101010 the state q; ; i=1,2,3,4 goes to g;+1

In the Graphical representation we observe

O O 1 O — SKp>K,
\/

In general Ki=>Kj.; under the path 01

V. CONCLUSION

We observe that in the graphical representation of the
graphs 010; 01010; 0101010; we observe in the
characterization of the path K; to K, &K, to K; efficiency is
1.In the graphical representation of 01010 & 0101010 we
observe the characterization of the path K, to K; &Kj; to K, the
efficiency is 1.Both the networks are of the source and
destination groom able light paths, Wherein the termination is
at the node 0 & could be routed towards other nodes, & can
also originate from other nodes. When we consider efficiency
we observe that destination is at the node 0 & 1 according to
the consideration of the path automata is applied to paths of a
network there by giving ideas for better groom ability

Vol. 6, No. 8, 2015
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Abstract—Wireless Sensor Network (wsn) performances have
progressed over the last few years, aiming at expanding the
lifetime nodes. Among the important studied parts on wsn is the
congestion degree that can be identified by several algorithms
such as HTAP (Hierarchical Tree Alternative Path), which is the
target in the current study. It is important to mention that
besides the variations observed between the four HTAP
deployments of this classical algorithm ( detailed on the rest of
paper ), there is a possibility that other factors, such as energy
efficiency, network lifetime are affected by the node
displacements in the HTAP phases ( in case of the route change
caused by the isolated dead nodes to the sink ) , which give the
idea to reduce this undesirable problem by designing a new
algorithm called Hierarchical Tree Congestion degree with
Speed sending and Sum costs link Quality (HTCSLQ) by
reducing the energy consumption , according to the choice of the
lower Congestion degree , optimal Speed sending and Sum costs
link Quality values from the source to destination.

Keywords—HTAP (Hierarchical Tree Alternative Path); Cd
(congestion degree); Ss( speed of sending); SCVQL (Sum of costs
variable Link quality); Wireless Sensor Network (wsn)

. INTRODUCTION

Wsn nodes is an embedded system that links between
sensors/actuators with different communications mechanisms ,
each node is characterized by autonomy and establish a
collaboration with their neighbors in order to form the network
and transmit data to the sink , for this reason it is important
to use the management system in queues of wsn.

The queues management Causes problems in sequencing
level of data, among those factors which affect negatively the
performance of wsn is the congestion (the target of this study).
There are many protocols in the literatures designed to control
congestion wsn , as the HATP(Hierarchical tree Alternative
Path ) protocol is most study and is designed to check and
avoid the congestion under four differents layouts node
placement (explained in the related work of this article ). In
this article, a new congestion control protocol HTCSLQ are
designed , which will corrects the overconsumption energy of
problems displacements nodes compared to the execution of
classic phases HTAP.This research requirement focuses on
modeling a new Algorithm Congestion on WSN, with
optimized energy consumption. The paper is organized as

Ezzati Abdellah 2

Professor
Department of Emerging Technologies Laboratory (LAVETE)
Faculty of Sciences and Technology Hassan 1st University
Settat, Morocco

follows : Section Il presentation of related work Section Il
description of HTCSLQ mechanisms to avoid the problems of
displacements nodes. Section 4 demonstrates the proposed
dynamic HTCSLQ algorithm. Section 5 provides simulation
and comparative study with the classical HTAP using the
Jprowler simulator, and Section 6 the conclusion.

Il.  RELATED WORK

In the literature HTAP is distributed and scalable
framework with any type of network in order to reduce the
level of congestion and make a safe transmission in each
scenario , and designed to minimize packet Losses.This
technique is based on the creation of alternative paths between
the source and the sink, this establishment does not always
make only the use of nodes in initial shorter path , its linear
randomized choice of next hops (random selection of
Congestion degree value in each elected path nodes ) ( Figure 1
) involves and keep communication between nodes.

HTAP algorithm consists of four fundamental parts (Figure
2):

» Flooding with level discovery functionality (FD):
Through this step, each node locate its neighbors and
renew its neighbor table, and every node is placed in
levels between the source and the sink.

» Alternative Path Creation Algorithm (APC) (boolean
congested or not ): In goal to avoid congestion, every
congested node receiver is sending a notification
packet congestion to inform the sender. Accordingly
the sender node stops the transmission of packets to the
congested node and finds another least congested
node in its neighbor table in aim to maintain the
transmission of data, and the creation of new roots is
done to the sink.

The Hierarchical Tree Algorithm (HT): A hierarchical tree
is created between the nodes, and became connected using the
exchange of packets handshake ,this packets contains also the
state of congestion. This two algorithms combined build the
Hierarchical Tree Alternative Path (HTAP) algorithm.

» Handling of Powerless (Dead Nodes):
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The HTAP algorithm in case of the nodes going to lose its
energy and directly isolated from the network and the tables of
its neighbor nodes are updated.

Fig. 1. Example of randomized and linear choice HTAP

D APC HT HP

Update the tabls
of nsighbors

Fig. 2. HTAP algorithm functioning

Ill.  THE THEORICAL VIEW OF HTCSLQ

HTCSLQ Algorithm are designed in order to be adaptable
with any kind of network purpose is to widen the network life
time and to increase its during the transmission data, The
following phases describes its functioning (Figure 3).

e BHT : Building of Hierarchical tree

e DMCSLQ : Detection and measurement of Cd , SS,
SCVLQ of each node

e C/URT : Construction or updating every root table
with the three factors

Fig. 3. Architecture of HTCSLQ building Network

A. Congestion deggree mechanism

The calculation of Congestion Degree is the ratio between
Local packet inter-arrival time and Local packet inter-service
time. The measurement of the value of congestion Degree
specify the rate of congestion of the network. the following
formula presente the theorical calculation :

Congestion Degree (Cd) = Ts/Ta Where Ts = local packet
inter-service time , Ta = local packet inter-arrival time

Vol. 6, No. 8, 2015

Algorithm 1 : Cd calculation

Input :

Ts : local packet inter-service time
Ta : local packet inter-arrival time
Tree of nodes: TN

Node : n

Output:

Congestion degree value : CDV

for each ni e TN do
for each cdi of ni
Cdvi<==Tsi/Tai
End

End

B. Speed of sending calculation

When a node has a packet to be sent to the sink, it has to
calculate the speed of the available nodes. Based on this
estimation, the nodes which have the ability to send a packet
according to the suitable speed. In order to do this, the sender
is connected to sink node , for example the node i with
coordinates (X i, y i) and the destination with (xd,yd), the
progress of node j with location (x j, y j) is found by the
projection of point j into line connecting i and d and is
presented as P ij (Figure 4). The value of P ij is calculated with
the formula: P ij=D ij* cos a

Where D jj is the distance between node i and j and a is the
angle between nodes ij and id. These are computed as:

Dij = Jxi—-xD2+ (yi—yj2 and o=
arctan|m1 — m2|/|1 + m1m2|

in which ml1 and m2 are the sloop of line ij and line id
respectively

m1=yj-yi/xj-xi, m2=yd-yi/xd-xi
The speed for node j is found as: Speed ij =P ij /delay ij

Fig. 4. Geometrical speed of sending calculation

The following algorithm describe the calculation :

Algorithm 2 : SS calculation of jth
node

Input :

Pnj : progress of node j
accordington.

Delay nj : time to send
between node nand j .
Tree of nodes : TN

Output:
Speed of Sending value :
SSV
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for each nj e TN do
for each ni ¢ TN do
for each pij of nj
SSVij<==P ij /delay ij
End,;

End,;

End,;

C. Sum of Costs variable link quality calculation

In this part the value of Link quality is calculated , in case

if there is three nodes connected (T " source node" and M
and N and R "final receiver" ) , such as each node has its
rooting table which contains the sum of costs variable link
quality (SCVLQ) from the source to the s