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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—The present study aims to design, develop, operate
and evaluate a social media GIS (Geographical Information
Systems) specially tailored to mash-up the information that local
residents and governments provide to support information
utilization from normal times to disaster outbreak times in order
to promote disaster reduction. The conclusions of the present
study are summarized in the following three points. (1) Social
media GIS, an information system which integrates a Web-GIS,
an SNS and Twitter in addition to an information classification
function, a button function and a ranking function into a single
system, was developed. This made it propose an information
utilization system based on the assumption of disaster outbreak
times when information overload happens as well as normal
times. (2) The social media GIS was operated for fifty local
residents who are more than 18 years old for ten weeks in Mitaka
City of Tokyo metropolis. Although about 32% of the users were
in their forties, about 30% were aged fifties, and more than 10%
of the users were in their twenties, thirties and sixties or more. (3)
The access survey showed that 260 pieces of disaster information
were distributed throughout the whole city of Mitaka. Among the
disaster information, danger-related information occupied 20%,
safety-related information occupied 68%, and other information
occupied 12%.

Keywords—Social Media GIS; Web-GIS; SNS; Twitter;
Disaster Information; Disaster Reduction; Support for Information
Utilization

. INTRODUCTION

According to the White Paper on Disaster Management
(2012) [1], measures for disaster prevention and reduction of
the effects of natural disasters in Japan include “self-help”,
“mutual help (cooperation)”, and “public help (rescue and
assistance by public bodies)”. “Self-help” refers to local
residents, businesses, and other entities protecting themselves
from disaster; “mutual help (cooperation)” refers to local
communities helping each other; and “public help” refers to
measures by government bodies such as national and local
governments. Further, the most fundamental form of help was
said to be self-help, which involves measures taken by
individuals. Nowadays, anybody, anywhere, anytime can use
an information system to easily send, receive, and share
information, and through the effective use of information
systems, disaster information possessed by local residents can
be accumulated and shared.

Shun FUJITA

Graduate School Student,
Graduate School of Information Systems,
University of Electro-Communications
Tokyo, Japan

Additionally, the Science Council of Japan (2008) [2]
divided “local knowledge” into “expert knowledge” based on
scientific knowledge, and “experience-based knowledge”
produced by the experiences of local residents, and indicated
its importance. Concerning “local knowledge” that is the
“experience-based knowledge” of local residents, and exists as
“tacit knowledge” that is not visualized if it is not
communicated to others, as a measure for disaster prevention
and reduction, it is essential for the “experience-based
knowledge” to be transformed into “explicit knowledge” which
is of a form that can be accumulated, organized, utilized, and
made publicly available through the use of information systems,
and to have local related entities accumulate the knowledge
together. Moreover, Committee for Policy Planning on Disaster
Management — Final Report by the Central Disaster
Management Council (2012) [3] particularly specified the
importance of the roles of GIS (Geographic Information
Systems) and social media in the collection and transmission of
disaster information.

Regarding the examples of disaster management in other
parts of the world, Greene (2002) [4] proposed five stages of
disaster — identification and planning, mitigation, preparedness,
response, and recovery —, and shows how GIS processes can be
incorporated into each. Vivacqua et al. (2012) [5] considered
the four phases of emergency management which are related in
a cyclic fashion: mitigation, preparedness, response, and
recovery. They discussed possibilities for the introduction of
collective knowledge in emergency response systems.
Mansourian et al. (2006) [6] addressed the role of Spatial Data
Infrastructure (SDI) as a framework for the development of a
web-based system to facilitate disaster management with
emphasis on the response phase in Iran. Neuvel et al. (2012)
[7] proposed the network-centric concept of spatial decision
support for risk and emergency management in Netherland. In
the present study, firstly, with reference to the White Paper on
Disaster Management (2012) [8], Committee for Policy
Planning on Disaster Management — Final Report (2012) [3],
and Vivacqua et al. (2012) [5], disaster risk management is
divided into three stages — normal times, disaster outbreak
times, and times of recovery and reconstruction —.

In Japan, as a disaster countermeasure, local governments
provide information to local residents in the form of disaster
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prevention maps and hazard maps which show local hazardous
places, evacuation sites and so on. However, this information is
mainly published as maps that are in paper form or in PDF
format on the website. Therefore, it is difficult to update the
information on disaster prevention maps and hazard maps in
real time, and these forms of information are not very suited to
being shared during a disaster outbreak. Further, so that
information can be efficiently accumulated and shared during a
disaster outbreak, it is desirable that information systems which
people are accustomed to using in normal times can be used as
is during disasters. However, when a disaster occurs, a
situation where the amount of submitted information increases,
and there is an excessive amount of information can be
expected; therefore, it is necessary for systems to automatically
classify submitted information.

Against the above-mentioned background, the present
study aims to design and develop a social media GIS for
reducing the effects of natural disasters in normal times
through to disaster outbreak times. This is achieved by
designing and developing a social media GIS that integrates a
Web-GIS with an SNS and Twitter, and includes a function for
classifying submitted information. The social media GIS
enables disaster information provided by local residents and
governments to be mashed up on a GIS base map, and for the
information to be classified and provided to support the
utilization of the information by local residents. Further, the
present study also aims to operate the social media GIS and
evaluate the operation. During normal times when there is no
disaster, disaster information is collected via the SNS, and
local disaster information is accumulated. Through this, the
system aims to improve the disaster prevention awareness of
local residents. Further, during disaster outbreaks when there is
an excess of information, if a communications environment
(electricity, internet, information terminals, etc.) can be secured,
the system aims to support evacuation activities by
automatically classifying disaster information, promptly
displaying it on the digital map of the Web-GIS, and ensuring
its noticeability. Through having people use the system
routinely and get used to it in normal times in this manner, the
possibility that the system can be effectively used with no
problem as a means for reducing the effects of natural disasters
even in tense situations during disaster outbreaks can be
anticipated.

Il.  RELATED WORK

The aim of the present study is to develop a social media
GIS that supports the utilization of disaster information and
acts as a measure for reducing the effects of natural disasters
from normal times through to disaster outbreak times.
Therefore, prior research in fields related to the present study
[9]-[26] can be classified into the following three areas: (1)
Research relating to system development which utilizes GIS;
(2) Research relating to the development of social media GIS;
and (3) Research relating to proposals for systems that classify
submitted information.

As representative examples of research in recent years, in
the research area of (1), as a measure to reduce the effects of
natural disasters during normal times, Murakami et al. (2009)
[9] developed a system that supports disaster prevention
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workshops by using a GIS. In the research area of (2), Okuma
et al. (2013) [10] developed a social media GIS that integrated
a Web-GIS, an SNS, and Twitter, and demonstrated
improvement of local residents’ disaster prevention awareness
through the accumulation of disaster information, as a measure
for reducing the effects of natural disasters during normal times.
Further, Murakoshi et al. (2014) [11] integrated a function for
classifying submitted information into the social media GIS of
Okuma et al. (2013) [10], and developed a system effective as
a measure for reducing the effects of natural disasters from
normal times through to disaster outbreak times. Yamanaka et
al. (2010) [12] proposed a support system for situation
assessment which utilized text data with spatio-temporal
information and was designed for use by managers of facilities.
They conducted an experiment in a large-scale park which
involved a hypothetical disaster outbreak, summarized
submitted text data information, and displayed the congested
local situation on a web map using icons as messages. Further,
Moriya et al. (2009) [13] proposed a system in which text data
relating to local information in blogs was used to display the
local situation (such as image, impression, and atmosphere of a
place) on a web map by using circular depictions.

In the above-mentioned prior research in fields related to
the present study, measures for reducing the effects of natural
disasters during normal times include development of a system
which uses GIS to support disaster prevention workshops, and
development of a social media GIS which accumulates disaster
information. Government measures include the Japanese
Ministry of Land, Infrastructure, Transport and Tourism’s
Hazard Map Portal Site @, and disaster prevention maps and
hazard maps provided by local governments. Further, there is
research which proposed a system which utilizes text data to
display the local situation on a web map using icons and circles
which was demonstrated as being useful. However, except for
in research by Murakoshi et al. (2014) [11], up to now, there
has not been development of a system designed for use from
normal times through to disaster outbreak times which, in order
to reduce the effects of natural disasters on a sustained and
continuous basis throughout such periods, supports utilization
of disaster information possessed by local residents by
automatically classifying disaster information provided by
local residents and promptly displaying it, and providing it on a
GIS base map together with disaster information provided by
governments with which it is mashed up. Therefore, the present
study is based on the research results of Murakoshi et al.
(2014) [11] in particular, and is unique in that it uniquely
designs and develops a social media GIS aimed at realizing the
features outlined above. Further, the present study is unique in
that it operates the social media GIS and conduct an evaluation
of the operation.

1.  RESEARCH OUTLINE AND METHOD

In the present study, research is conducted according to the
following outline and method. Firstly, a social media GIS
which specializes in the aim of the present study is uniquely
designed (Section IV) and developed (Section V). Next,
anticipating users are the general public who are more than 18
years, an operation test and operation of the social Media GIS
(Section VI) are conducted. Further, the system is evaluated
and measures for improving use of the system are identified
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(Section VII). Anticipating that each user will use the system
for about a month, an operation test and an evaluation of
operation test are conducted, and then actual operation is
conducted. In addition, access is analyzed using log data during
the period of actual operation, and submitted information is
analyzed. Based on the results of these steps, the system is
evaluated, and measures for using the system in order to more
effectively support people utilizing disaster information are
identified. Mitaka City of Tokyo metropolis was selected as the
region for operation. This is because Mitaka City is the
advanced local government of regional computerization in
Japan, and cooperated with the present study.

IV. DESIGN OF THE SYSTEM

A. System Features

In the present study, a social media GIS effective in
supporting the utilization of disaster information has a design
in which a function capable of classifying and displaying
submitted information according to location information and
content is included in a system which combines three web
applications — a Web-GIS, an SNS and Twitter, as shown in
Fig. 1. The system has a structure in which the Web-GIS and
the submitted information classification function are installed
in the SNS. Use of the SNS and twitter enables provision of
information from local residents, and enables local information
concerning disasters possessed by local residents as tacit
knowledge to be converted to explicit knowledge, and
accumulated and shared among users. During normal times,
through the SNS and twitter, local residents who are the users
of the social media GIS will submit information such as
information concerning dangerous and safe places in disaster
outbreak times which is not noted in detail on disaster
prevention maps or hazard maps produced by the government.
In disaster outbreak times, through the SNS and Twitter, the
local residents will submit similar information, after ensuring
their own safety. Further, disaster information provided by the
government in normal times, such as that concerning overall
degree of danger and facilities that provide support in disaster
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information provided by the government during disasters will
also be collected and accumulated.

The above-mentioned disaster information submitted by
local residents and disaster information provided by the
government will be saved in a database, and the former
information will be classified according to location information
and content. Together with the disaster information from the
government, the classified information will be integrated into
the Web-GIS, mashed up on a digital map, and visualized.
Therefore, on the Web-GIS digital map, even in situations
where a disaster has occurred and there is an excess of
information, high noticeability of all submitted information can
be maintained, and on the digital map, users can efficiently
accumulate and share disaster information which includes
location information among themselves.

Based on the above, the usefulness of the present system
lies in the fact that it can ease the restrictions mentioned in the
following three points:

1) Bidirectionality of information transmission: In this
system, information submission and viewing functions are
installed in the SNS. This allows all users to submit and view
information anytime from anywhere regardless of whether it is
during normal times or disaster outbreak times.

2) Mitigation of burden of obtaining information: In this
system, the system automatically classifies submitted
information and displays it on the digital map of the Web-GIS.
Therefore information can be processed in real time, and users
can easily determine the riskiness and safety of places that is
conveyed by the information. Further, the situation where a
user does not know their own present location outside has
been anticipated, and the system obtains location information
and displays facilities that provide support during disasters in
the neighborhood where the user is located, and also displays
information submitted concerning the neighborhood where the
user is located. Therefore the system can reduce the burden

outbreak times, will be accumulated in advance, and disaster ~ €xperienced  when  obtaining  disaster  information.
__________ b |
rDhﬁ\TE( in[nmmlmn Td"" f Disaster information |
| (Experience-based | = |\.1'10V~|'-d"L - Twrtter =1 (Expert knowledge)
kno\‘]edge) — 1
Local residents oV 2
Contributions w . Dainiones 4 Register
[;?Fsash-r. mfunlnu[iuin . - - ;
“Xperience-based H : 1saster information from
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Fig. 1. System design of social Media GIS
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3) Mitigation of spatial and temporal restrictions: The
information terminals that this system is designed for use with
are PCs and mobile information terminals. Concerning the
latter, the system is designed for use with smartphones and
tablet terminals, whose use has rapidly spread in recent years.
Both these types of mobile information terminals have touch
panels with large screens, making them easy to use when
dealing with digital maps, and both types allow connection to
the internet from anywhere via mobile phone data
communication networks. Anticipating the situation of users
using the system outdoors as well during both normal times
and disaster outbreak times, a system compatible with both
PCs and mobile information terminals has been designed and
developed. Thanks to this, the system can be used anytime,
regardless of whether the user is indoors or outdoors.

B. System Design

1) System configuration
The social media GIS of the present study is formed using

three servers - a web server, a database server, and a GIS server.

The web server mainly performs processing related to the SNS,
and accesses the GIS server and the database server to integrate
each of the functions. The SNS is operated using JavaScript
and PHP, and the database server is managed using MySQL,
and stores disaster information submitted by local residents
which is collected through the SNS and Twitter, and disaster
information from the government. For the web server and the
database server, the rental server of the information
infrastructure center of the organization to which the authors
belong was used. For the GIS server, as the OS, Microsoft
Corporation’s Windows Server 2008 was used, and as the GIS
server software, Esri’s ArcGIS Server 10.0 was used.

2) Web-GIS

In the present study, for the Web-GIS, Esri’s ArcGIS
Server 10.0 was used, and for the GIS base map of the Web-
GIS, the SHAPE version (Rel.8) of Shobunsha Publications,
Inc.’s MAPPLE10000, which is part of their MAPPLE digital
map data and includes detailed road system data, was used. As
the map that was superimposed with this digital map data, the
user interface of Google Maps was used. Among the options
provided by Esri that are ArcGIS Server 10.0 API targets, the
Google Maps user interface is the one that has been used the
most in earlier studies in fields related to the present study.
Concerning the superimposition of MAPPLE10000 (SHAPE
version) and Google Maps, Google Maps employs the new
geodetic system coordinates, while MAPPLE10000 conforms
to the former geodetic system coordinates; therefore,
ArcTky2Jgd, which is provided by Esri as product support, was
used to convert the MAPPLE10000 geodetic system
coordinates to the new coordinates. Furthermore, editing was
performed using ArcMap 10.0 such that disaster information
provided by Mitaka City and the Metropolis of Tokyo, the
regions for operation, and information peculiar to each place
could be input.

Since the object of the present study is disaster information,
users can use the Web-GIS to refer to a detailed road system
that includes small streets that is output from MAPPLE10000,
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and by doing so they can accurately check locations related to
submitted information, and in particular, precisely display
disaster information related to the risk and safety of evacuation
routes in disaster outbreak times. Further, the system has been
set such that when the PC interface for users is used, the digital
map can be viewed using full screen display. Thanks to this,
users can get a general view of submitted information over a
wide range, and enlarge the digital map to check information in
detail.

3) SNS

In the present study, an SNS was firstly selected as the
social media for integration with the Web-GIS. The SNS was
uniquely designed and developed to suit the objectives of the
present study. An SNS was chosen because if an SNS is used,
the system can be uniquely designed and developed to suit the
objectives of use, and detailed system configuration can be
performed to suit regional characteristics of the regions in
which the system is to be operated. In this system, community
functions limiting topics and users were not included, and
functions related to user personal data registration and profile
publication, submission and viewing of information and image,
and commenting were uniquely designed to suit to the
objectives of the present study. Since the object of this system
is disaster information, for which reliability is regarded as
important, the system has been designed such that it requires
users to register, and each individual user can be identified by
either their real name or an assumed user name. Therefore, the
system is designed such that an environment in which it is
difficult to make inappropriate statements or behave
inappropriately has been prepared in advance, and the
reliability of submitted information and comments can be
improved.

Further, a button function and ranking function have been
included in the SNS. Concerning the button function, it is used
when users view disaster information which has already been
submitted, and allows users to easily express that they have the
same information. Further, a ranking function was added to the
button function, and on the disaster information ranking page
of the user screen, the five information items for which the
most amount of users have the same information are displayed
in descending order.

4) Twitter

The present study employs a system design which allows
realization of long-term operation by preventing reduction in
the number of active users, and allows users to submit
information anytime using mobile information terminals
regardless of whether they are indoors or outdoors. Therefore,
Twitter was secondly selected from among the various forms
of social media, and was mashed up with the SNS which was
uniquely developed, as mentioned in the previous section. Of
the various forms of social media, Twitter has the easiest
information submission method, and many tweets per day can
be expected, so it is essential for realizing long-term operation
of the system. The system is designed such that when users
submit information from Twitter, they tag the information with
the hashtag #mtkgis and with location information which
employs a GPS.
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5) Function for classifying submitted information

Anticipating situations where a lot of information is
submitted when a disaster has occurred and there is an excess
of information, a function which automatically classifies and
organizes submitted information was set up and installed in the
SNS. Similarly to what is described in Moriya et al. (2009)
[13] in Section Il, a method in which words related to local
information are obtained from submitted information, and the
local situation and that location are displayed on the digital
map via a circular illustration is employed. In the present study,
submitted information is classified into two categories
according to whether it relates to either danger or safety. The
system automatically classifies submitted information by
searching submitted content using multiple character string
searches which employ regular expressions. Specifically, when
the words “danger” or “dangerous” are included in submitted
information it is classified as information relating to danger,
and when the word “safe” is included in submitted information
it is classified as information relating to safety. Submitted
information is classified right after being submitted and can be
displayed on the Web-GIS digital map immediately.

Concerning this point, so that the system can accurately
automatically classify and display submitted information as
information related to either danger or safety, rules for making
submissions which include specific illustrative examples are
presented in advance on the initial page of the system and in
the instructions for use of the system which are distributed to
all users, so that users do not use vague expressions. Through
this, due to having the users submit information according to
the above-mentioned rules during normal times, even in
disaster outbreak times it can be anticipated that users will
continue to submit information in a similar manner; therefore,
the probability that the system can appropriately classify
submitted information can be increased.

As outlined above, when submitted information that has
been classified is registered in the database, flags are added to
it; therefore, the system is designed such that fields are created
in advance in the database and flags can be stored in the
database. When illustration is made using the Web-GIS,
illustration is made using semitransparent circles that are color-
coded based on the flags (red for danger, green for safety).
Thanks to this, even in cases where many pieces of information
are concentrated in certain areas, different types of submitted
information can easily be distinguished. Further, taking into
account the accuracy of acquisition of GPS location
information of mobile information terminals, the radius of the
circles was set at 50 m.

6) Function for checking facilities that provide support
during disasters

In the present study, seven types of facilities included in the
Tokyo Metropolitan disaster prevention maps ) are designated
as facilities that provide support during disasters. They are
temporary stay facilities, shelters, evacuation areas, water
supply points, medical institutions, stations for aiding return to
home (shops, etc. that provide support when people for whom
it is difficult to return home are returning home on foot), and
gas stands. Further, a system has been designed which enables
users to check facilities that provide support during disasters in
an optional range based on present location or any location,
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and based on any facility category. The facility names,
categories, and addresses of the facilities that provide support
during disasters are published, but the distance between two
points cannot be calculated based on addresses. Therefore
geocoding is conducted, addresses are converted to
latitude/longitude, and then that data is stored in the database in
advance.

Therefore, the system has a design which allows the search
range to be selected from the range of 50 to 500 m, and facility
categories to be selected from the seven categories mentioned
above. When a request for a check of facilities that provide
support during disasters is sent from an information terminal,
in order to measure the distance between the designated point
and disaster support facilities in the area of that point, the
difference between the latitude/longitude that is sent from the
information terminal and the latitude/longitude of each disaster
support facility is used to calculate the distance between the
designated point and each disaster support facility. Thus,
facilities that are within a range designated by the user are
confirmed, and further, facilities in a designated category are
displayed on the digital map of the Web-GIS.

V.  SYSTEM DEVELOPMENT

A. System Front End

In the present study, as is described in detail below, unique
functions for users are operated, and support for utilization of
disaster information is conducted.

1) Disaster information submission and viewing functions

When a user submits disaster information, they go to the
submission page using “Post disaster information”. On the
submission page, they input “Title”, “Image”, “Main Text”,
“Location”, and submit their information. Concerning input of
location, when the PC interface is used, the user clicks the
location on the map and location information is added,;
however, when the interface for mobile information terminals
is used, it is possible to add location information using a GPS.
Concerning display of the time, as described in detail in
Section V-B, for this system, the development of an operation
system run by multiple administrators that is operated starting
from normal times of no disaster is anticipated. If users move
from a dangerous place to a safe one and then submit
information, concerning submitted information that describes
circumstances at a time in the past, administrators change the
time display to match that time. Further, as described in
Section 1V-B, in both normal times and disaster outbreak times,
users can submit information about dangerous or safe places
and so on, communicate by commenting about information
submitted by other users, and update submitted information in
real time by adding to or amending the contents of all
submitted information using comments.

When users log into the system, they can check the latest
five items of submitted information on the initial page, and
check submitted content and images on the disaster
information list page. Further, as outlined in Section IV-B,
users can view all submitted information on the digital map of
the Web-GIS, and when using the PC interface for users, users
can also view submitted information in detail using full-screen
display. Further, as described in Section 1V-B, all submitted
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information is automatically classified by the system and
illustrated on the digital map in semitransparent circles divided
into red for danger and green for safety, so users can easily
distinguish between different types of information.

2) Function for viewing disaster information provided by
governments

The overall degrees of danger (the degrees of danger
calculated by combining the risk of building collapse and the
risk of fire) published on the disaster prevention maps provided
by Mitaka City and the Metropolis of Tokyo (the regions for
operation of the system), and the seven types of disaster
support facility described in Section IV-B were input into the
GIS base map using Esri’s ArcMap, and a disaster prevention
map unique to the system of the present study was created.
Through this, disaster information submitted by users who are
local residents and disaster information provided by
governments is all mashed up on the GIS base map, and users
can check all this information on the one screen using the Web-
GIS.

3) Function for checking facilities which provide support
in disaster outbreak times

Users can search for seven types of disaster support facility
by setting their choice of range and facility category.
Concerning search range, a radius of 50 to 500 m from a
designated point can be selected from a pull-down menu.
Facility category can be selected from among seven types, and
disaster support facilities in the area of a present location or a
location of the user’s choice can be checked.

4) Disaster information ranking function

By viewing disaster information that has already been
submitted and using the button function, users can easily
indicate that they have the same information if that is the case.
In addition, a ranking function has been added to the button
function, so disaster information items for which the most
amount of users have the same information are displayed in
descending order on the disaster information ranking page of
the user screen.

B. System Back End

1) System for classifying submitted information

When users submitted disaster information, the system
classifies the submitted information. Before submitted
information is stored in the database, matching using regular
expressions with respect to character strings stored in PHP
variables is performed. In the case when a character string
which is a matching target matches when a preg_match
function is used, a value returned by the function is obtained.
In this case, 1 or 2 is assigned to the variable for a flag, and is
stored in the database together with the submitted content. The
character strings which are targets of matching are the words
“danger” and “dangerous” for information relating to danger,
and the word “safe” for information relating to safety.
Concerning this point, misclassification due to fluctuation in
expression is prevented by displaying submission examples on
the initial page of the system in advance. Information classified
as outlined above is updated when the web page is loaded, and
is depicted on the digital map of the Web-GIS using color-
coded semitransparent circles.

Vol. 6, No. 9, 2015

2) System for management of submitted information by
administrators

Every user’s submissions of information and image files
are all stored as data in the database of the system.
Administrators manage users and check submitted information
using a list screen designed especially for the purpose.
Administrators can take the measure of suspending accounts of
users who have made inappropriate transmissions or behaved
inappropriately, and if by any chance an inappropriate
submission is made, administrators can delete the submission
with just one click. Thanks to these features, there is no need
for administrators to search to see whether or not inappropriate
submissions of information have been made within the system;
therefore, their burden can be lessened.

Further, for this system, it is desirable to develop a system
of operation in which starting from normal times of no disaster,
there are multiple administrators, consisting of government
employees, people in firefighting and police organizations, and
local residents. In addition, it is desirable that in the system of
operation, information submitted by local residents is routinely
checked on a high-frequency basis, and the reliability and
consistency of information can always be guaranteed by taking
the measure of deleting inappropriate submissions of
information should any be discovered, and checking that
submitted information is being appropriately classified by the
system for classifying submitted information mentioned in the
previous section. When a disaster has broken out, it is
necessary to take not only the measures outlined above, but
also to update published submitted information in real time and
always guarantee the reliability and consistency of the
information by taking the following measures. When multiple
pieces of submitted information contradict each other, it is
necessary to check the information by referring to information
provided by other media and information systems, and then
delete inappropriate information. Further, it is necessary to
delete and amend information provided by local residents and
governments in the case that it has become inappropriate in the
circumstances of the disaster, which change by the minute.

C. System Interfaces

The system has three kinds of interface — a PC screen for
users (Fig. 2), a mobile information terminal screen especially
optimized for smartphones and tablet terminals (Fig.3), and a
PC screen for administrators. Additionally, as examples of the
PC pages for users, Fig. 4 shows the page for viewing
submitted information, and Fig. 5 shows the page for checking
facilities that provide support in disaster outbreak times. As
mentioned earlier, they can communicate by commenting
about information submitted by other users, and update
submitted information in real time by adding to or amending
the contents of all submitted information using comments on
the former page. These pages are linked to the top page (Fig. 2),
and this system has the similar pages to them optimized for
mobile information terminals. Specifically for mobile
information terminals, the pages for viewing submitted
information and checking facilities that provide support during
disasters are respectively shown on the middle and right parts
in Fig. 3.
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No. Description
1 User profile publication
2 The five most recent items of submitted information
3 The five most important items of submitted information
4 The number of users
5 Go to my page
6 Go to the page where information can be submitted from computers
7 List of submitted information
8 Go to the page where support facilities in times of disaster can be checked
9 Go to the page where change and registration of personal data can be made
10 Logout
11 Explanation to use this system
12 Disaster information is displayed on Web-GIS digital map in the region of operation (Mitaka City)
13 General degree of risk
14 Explanation of disaster information submitted by users

Fig. 2. PC screen for users
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No. Description
1 User profile publication
2 The five most recent items of information submitted from computers and mobile information terminals
3 The five most important items of information submitted from computers and mobile information terminals
4 Submitted information is displayed on Web-GIS digital map using markers
5 General degree of risk
6 Support facilities in times of disaster
7 Logout
Fig. 3. Mobile information terminal screen screen for users

VI. TEST OPERATION AND OPERATION IN THE REGIONAL

COMMUNITY

In accordance with the operation process in TABLE I, test
operation of the social media GIS designed and developed in
the present study and evaluation of the test operation were
conducted, and then full-scale operation was conducted.

A. Comparison with Existing Services in Region for
Operation of System

In Mitaka City, the region for operation of the system, a
plan for supporting the evacuation of people requiring special
help during disasters was formulated in 2011, and a disaster
prevention map © has also been created and provided. TABLE
Il compares disaster prevention maps relating to Mitaka City
with the features of the system of the present study. The
Mitaka City disaster prevention map can be used to check
locations of large-area evacuation sites designated by the city
and the overall degree of danger of locations within the city
(the degree of danger in Mitaka City is ranked using three
levels only — 1 to 3). However, since it is published in PDF
format, information cannot be viewed all at once. The Tokyo
Metropolitan disaster prevention maps are published as digital
maps, so it is easy for users to view information they need, and
the maps include the facilities that provide support during
disasters that were mentioned in Section IV-B and other

information. However, the maps do not have detailed disaster
information concerning each region. Further, these government
disaster prevention maps do not include any disaster
information that is experience-based information possessed by
local residents at all.

Therefore, the system of the present study is useful in that it
can effectively provide detailed disaster information specific to
the region where it is operated, by gathering and accumulating
disaster information submitted using an SNS and twitter by
users who are local residents and displaying the disaster
information on the digital map of a Web-GIS. Further, it is
useful in that disaster information provided by users who are
local residents and by governments can all be checked visually
on the digital map, useful in that the system automatically
classifies submitted information and immediately displays it on
the digital map, and can also handle situations during disasters
when there is an information glut, and useful in that users can
use the system to check facilities that provide support during
disasters. Even in disaster outbreak times, if an environment in
which communication can be conducted can be secured,
disaster information can be gathered, accumulated, and
provided by the system, in the same way it is during normal
times. Therefore, the system can also supplement efforts made
by governments concerning disasters.
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No. Description

User profile publication

The five most recent items of submitted information

The five most important items of submitted information

The number of users

Submitted information and image

Comment column

Disaster information is displayed on Web-GIS digital map in the region of operation (Mitaka City)

N NN | W I =

Fig. 4. Page for viewing submitted information (PC screen)
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Description

User profile publication

The five most recent items of submitted
information

The five most important items of submitted
information

The number of users

Al SUmAR

Usrs’ present location, Medical institution, Temporary stay facilities, Water supply points,
Shelters, Evacuation areas, Stations for aiding return to home, Gas stands

Fig. 5. Page for checking facilities that provide support in disaster outbreak times (PC screen)

B. Operation Test and Evaluation of Operation Test

Before full-scale operation was conducted, three students in
their twenties who were residing or attending school in Mitaka
City were selected and a one-week operation test was
conducted. After the operation test, the students who
participated in the operation test were interviewed. In the
interviews, the students expressed the opinion that a large-sized
map was desirable when viewing disaster information on the
digital map. Therefore, the system was redeveloped concerning
this point only — the full-screen display for the PC interface for
users, mentioned in Section 1V-B.

C. Operation

When full-scale operation was conducted, local residents
aged eighteen years or over residing in, commuting to, or
attending school in Mitaka City were targeted as users.
Pamphlets and operating instructions were placed in the city
hall and bases of citizen activities in order to appeal for use of
the system. When first using the system, users registered the
personal information items of “User name”, “Password”, “Age
group”, “Gender”, “Region”, and “Email address”. Concerning
“Age group”, “Gender”, and “Region”, which were displayed
on the screen, users could set whether or not to make these
items public at their discretion. After registering, users could
use the system when they logged in, and after logging in, users
could reset the above-mentioned items of personal information
that they had registered.

VII.

In this section, according to the operation process shown in
TABLE |, firstly based on results of access analysis utilizing
log data, and analysis of submitted information from during
full-scale operation, an evaluation of operation concerning the

EVALUATION

aim of the system — that is, the aim of supporting utilization of
disaster information in order to reduce the effects of natural
disasters from normal times through to disaster outbreak times
— was conducted. Next, based on the results of these
evaluations, measures of using the system even more
effectively were identified.

A. Access count and means of access

1) Outline of access analysis

In order to analyze user trends, analysis was performed
using access logs collected during the period of operation. In
the present study, Google Analytics was used for collecting log
data. Google Analytics is an access analysis service provided
free of charge by Google, and is widely used. It can be used by
setting up a tracking code in the source of a web page.

2) Results of access analysis

The total access count for the period of operation was 2,537.
Although there were differences in the access counts for each
week, the average weekly access count was approximately 24,
and it can be said that users used the system on a continual
basis. Concerning the access counts for each page, the access
count for the submission page was the highest, being 34% of
the total. Next was the access count for the page for checking
facilities which provide support during disasters (10%),
followed by the access count for the viewing page (9%). It can
be seen that even if users did not submit information, many
users checked disaster support facilities and viewed disaster
information. Concerning means of accessing the pages, 95% of
access was from PCs and 5% was from mobile information
terminals; therefore, it can be presumed that use was mainly
from PCs, and mobile information terminals were used as a
supplementary means of access. However, the fact that mobile

10|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

information terminals were also used shows that it is possible
that the system can mitigate spatial and temporal restrictions
during both normal times and disaster outbreak times.

B. Features of submitted information

Fig. 6 shows changes in the total number of users and the
total number of submissions of information from week to week
during the period of operation. Both the number of users and
the number of submissions of information gradually increased,
although there are differences in the rate of increase from week
to week. The total number of submissions of information was
260 (the weekly average is approximately 26). Submissions

Vol. 6, No. 9, 2015

from Twitter were all made using mobile information terminals,
but there were only six submissions from Twitter. Of the total
number of submissions, 81% included images, and 4% of
submissions were commented on. The fact that the comment
function was also used and users were able to communicate
with each other indicates that it can be anticipated that this
function will be used not only in normal times but also in
disaster outbreak times. Information concerning danger made
up 20% of the total, information concerning safety made up
68%, and other types of information made up 12%, and
concerned disaster prevention storehouses, water supply points,
and water wells for earthquake disasters.

TABLE I. OPERATION PROCESS OF THE SYSTEM
Process Aim Period Specific details
1. Survey of To understand efforts related to tourism in the July 2014 - Survey of government measures and internet services
present region for operation (Mitaka City) - Interviews with government departments responsible, etc.
conditions
2. System Configure the system in detail to suit the region August - Define system requirements
configuration for operation 2014 - System configuration
- Create operation system
3. Operation test Conduct the system operation test September - Create and distribute pamphlets and operating instructions
2014 - System operation test
4. Evaluation of Reconfigure the system based on results of October - Evaluation using interviews
operation test interviews with operation test participants 2014 - System reconfiguration
- Amendment of pamphlets and operating instructions
5. Operation Conduct actual operation of the system October- - Appeal for use of the system
December - Distribution of pamphlets and operating instructions
2014 - System operation management
6. Evaluation Evaluate the system based on the results of access | January - Evaluation using access analysis which used log data, and
analysis which used log data during the period of 2015 analysis of submitted information
actual operation, and the results of analysis of - Identification of measures for using the system even more
submitted information effectively

TABLE II. COMPARISON OF FEATURES WITH DISASTER PREVENTION MAP RELATED TO REGION FOR OPERATION
o o Submitted information from local | Automatic classification of
Use of digital map Viewing means . o .
residents submitted information

Tokyo Metropolitan disaster o

_ Yes Digital map No No
prevention maps
Mitaka disaster prevention maps No PDF No No
The system of the present study Yes Digital map Yes Yes

Further, as shown by Fig. 7, submissions of information are
dispersed over the whole area of Mitaka City, so it can be
assumed that the locations of users’ places of residence,
commutation destinations, and schools were not concentrated
in limited areas. However, there are regions where the amount
of submissions of information is somewhat concentrated. In

particular, there were many submissions of information
concerning the area of the train station. This is considered to be
due to the fact that many people come and go through this kind
of area daily, and there are many places where narrow streets
become even narrower due to bicycles, luggage, and the like.
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Fig. 6. Changes in the total number of users and the total number of submissions of information during the operation period
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Fig. 7. Distribution of submitted information in the region for operation of the system (Mitaka City)
C. ldentification of Measures for Using the System vicinity of the user. Through this, passive users are notified of
Based on the results of the evaluation of the operation in  information.
this section, measures for _using the system even more 2) Operation of the system using cloud computing
effectively were summarized into the two points below. In order to be sure the system operates even during disaster

outbreaks, the system is distributed in earthquake-proof data
centers. Doing this allows more reliable operation of the
system than server operation by individuals. Further,
combining ArcGIS Online (which is provided by Esri) with the

1) Notification of information to passive users

GPS information of wusers’ information terminals is
continually obtained at a set interval, and the system searches
for disaster information in the vicinity of the user and push-
notifies the user of information within a set range in the
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system when it is used allows all servers to be operated using
cloud computing.

VIIl. CONCLUSION AND FUTURE RESEARCH TOPICS

The conclusion of the present study can be summarized
into the following three points:

1) A social media GIS which integrated a Web-GIS, an
SNS and Twitter and which included a function for classifying
submitted information was designed and developed. A system
which supports utilization of information in order to reduce
the effects of natural disasters which anticipates use not only
in normal times but also use during disasters when there is an
information glut was proposed. The system supports
utilization of information by depicting submitted information
based on location information and content using color-coded
semitransparent circles, and by displaying information based
on information about present location. Mitaka City in the
Metropolis of Tokyo was selected as the region for operation
of the system. After a survey of existing conditions was
conducted, the system was developed in detail.

2) Since full-scale operation was to be conducted for ten
weeks, a one-week operation test was conducted in advance
and an area for improvement of the system was identified.
After that, the system was reconfigured. People targeted as
users of the system were those residing in, commuting to, or
attending school in Mitaka City aged eighteen years of age or
over. The number of users was fifty in total. Users in their
forties and fifties made up the greatest proportion of users, at
32% and 30%, respectively, while the proportion of users in
their twenties, thirties, and sixties and above was 14%, 12%,
and 10%, respectively, so the system was used by a wide
range of age groups. During the period of operation, users
accessed the system from PCs and mobile information
terminals, and submitted and viewed information.

3) An evaluation of the operation was conducted based on
access log analysis and submitted information. The former
showed that the system was continually accessed throughout
the period of operation, and the later showed that 260 pieces
of disaster information were submitted, dispersed throughout
Mitaka City. Based on the results of the evaluation of the
operation, measures for using the system even more
effectively were summarized into the following two points: (1)
Notification of information to passive users, and (2)
Operation of the system using cloud computing.

Future topics for research include expanding the stages of
use of the system to times of post-disaster restoration and
redevelopment, cooperating with firefighters and police, and
operating the system with the participation of a wider user base,
and increasing the track record of use of the system by
operating it in other regions as well, and further increasing the
significance of using the social media GIS developed in the
present study.
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NOTES
1) Japanese Ministry of Land, Infrastructure, Transport

and Tourism’s Hazard Map Portal Site:
http://disapotal.gsi.go.jp/. (Accessed 2014, August 20).
(Website)

2) Tokyo Metropolitan disaster prevention maps:

http://map.bousai.metro.tokyo.jp/. (Accessed 2014, August
20). (Website)

3) Mitaka City disaster prevention map:
http://www:.city.mitaka.tokyo.jp/c_service/003/003310.html.
(Accessed 2014, August 20). (Website)
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Abstract—Recently, there has been a growing demand and
interest in developing methods for analyzing smartphone logs to
extract traffic safety information. Because the log is high time
resolution and closely related to user activities but fragmentary
and myopic, it is difficult for currently available collision
probability based quantitative risk assessment methods to create
traffic safety maps automatically from the driving log which
require all of concrete information about a collision for example,
size of vehicle, speed of pedestrian. This paper proposes a
computable risk measurement method for building traffic safety
maps with the logs of different users' driving, which does not
discuss collision probability. The proposal is designed to compute
differences in the recognition of the road environment among
road users mathematically. Drivers differ in their recognition,
judgment, and handling of a given situation. Suppose that a
difference in recognition among users in the same situation is a
signal of danger. This signal is easy to calculate by Poisson
process. Each user's recognition of road environment and the
safety map integrated from the collection of the recognition are
generated fully automated. A real-world experiment was carried
out, and the results show that the assumption and the proposed
method succeeded in generating an accurate and effective traffic
safety map.

Keywords—Traffic Safety Map; Risk Estimation; Occupancy
Grid Map; Driving Model; Smartphone Sensing; Collective
Intelligence

. INTRODUCTION

This paper proposes a method for generating traffic safety
maps based on differences in individual recognition of the
road environment by using smartphone data from various
users.

Currently, traffic safety maps are plotted annually using
accident reports by police bureaus, and parts of these maps are
made accessible to road users using a web-based geographic
information system (GIS). Traffic safety maps show the
locations of occurred accidents and other information, such as
the type of collisions, the vehicles involved, and the time the
collisions occurred [1],[2],[3].

Masao Kubo

Department of Computer Science
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Yokosuka, Kanagawa, Japan

Akira Namatame

Department of Computer Science
National Defense Academy of Japan
Yokosuka, Kanagawa, Japan

Safety road map is absolute necessary for safety of road
users, however it costs very high to create. That why current
safety map is limited reluctantly. Moreover, it is lack of
information because only accident records are used without
any prediction of new risk locations. Recently, the
development of new sensor technologies on smartphones-e.g.,
global positioning systems (GPS), accelerometers, and
gyroscopes which can help to collect massive real-time traffic
road data via smartphones, provides us many useful
information of road conditions. Mohan et al. developed a road
monitoring system named Nericell, which can automatically
monitor braking, bumps in the road, honking and stop-and-go
traffic via smartphone. It uses a smartphone's accelerometer,
microphone, GSM communications and GPS for this purpose.
Nericell aggregates sensed data from multiple participating
smartphones on a centralized server [4].

Fathi et al. proposed a method for detecting road
intersections from GPS traces [5]. Fazeen et al. developed an
advanced driver-assistance system on a smartphone. Such a
system advises a driver on dangerous situations that emerge
from vehicle maneuvers and environmental factors. The aim
of these systems is to recognize and classify driving behavior
and to map road surface conditions [6]. Zhang et al. presented
a method for integrating GPS traces and current road map
towards a more accurate, up-to-data and detailed road map [7].

Safety map is a kind of risk analysis result of traffic
environment. It is also a traffic road property and closely
relates to the relationship among road users but has not been
studied enough. There are some works related to risk analysis.
For example, Google Live Traffic is a service that utilizes
GPS data from Android smartphones to estimate traffic jams
based on average GPS speed [8].

Honda initiated a project for traffic safety map in 2013
using data recorded by their Internavi in-vehicle unit, along
with police reports and user contributions to their safety map
website [9]. The locations where sudden brake occurs as risky
spots are plotted automatically in the map.
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However, there are gaps between the locations pointed out
on these maps and actual hazard locations, for example, a
sudden brake can occur for many reasons, and these often
depend on the road type, road conditions, weather conditions,
road equipment, and any driver distractions. A sudden
breaking is a consequence of a decision-making; however all
of the locations are not actual hazard spots.

It is easy to understand of traffic safety if actual hazard
spots are plotted. For example, school zone marks are usually
drawn on hand-written safety maps. Currently, there is not any
automatic method to detect hazard spots from the logs. In
previous works, we have proposed a method for detecting
incident locations at which risk situation occurred frequently
[10],[11]. The method can be used to detect hazard locations
for road user by using smartphone logs.

Hazard map

Traffic safety map
aferoadmaps.

Police

org
TimeDiff
Honda map

Fig. 1. Hazard map and traffic safety map

This paper proposes a method for integrating a collection
of hazard locations based on differences in drivers’
recognition of the road environment. The method is inspired
by STEP technique [12] of risk analysis in traffic safety field.
Suppose that if drivers have the same recognition of a
crossroad, the level of danger will depend on one’s driving
skill. By contrast, where one driver recognizes a crossroad as
passable and where other drivers recognize it as impassable,
accidents are more likely to occur.

This paper is organized as follows. Section Il reviews the
related works and the requirements for traffic safety maps.
The proposed method, related algorithms, and concept is
described in Section I1l. The experiment and evaluation are
discussed in Section IV. Section V provides the conclusion
and future work.

Il.  TRAFFIC SAFETY MAPS AND RELATED RESEARCH

In this section, the related research are reviewed. Objective
of this research is to propose a method for calculating and
providing safety information toward road users. Safety
information of smartphone data from different users is
extracted and provided to as much road users as possible.
However, it is expected that smartphone does not directly
senses “safety”. Information collected by smartphone only
contains the belonging vehicle information, and it cannot be
used to measure the road condition and driver’s behavior
directly. Therefore, it is difficult to use current collision based
risk analysis approaches to extract safety information from
smartphone. This paper proposed a method based on
difference on drivers’ recognition of traffic road which
inspired by STEP technique (the Sequentially Timed Event

Vol. 6, No. 9, 2015

Plotting)[12]. STEP technique is a qualitative risk analysis
technique.

First, the requirements for traffic safety maps generated
with smartphone data are explained.

A. Requirements for Traffic Safety Maps

A traffic safety map is a type of hazard map that contains
information regarding the road environment of which drivers
should be aware(see Fig. 1). The requirements for traffic
safety maps generated with smartphone data are as follows:

1) Accuracy: Accuracy depends on acknowledging
frequent occurrences of unsafe events at particular locations.
The locations and the frequency of accidents must be
described accurately. This research considers the level of
accuracy for alerting drivers of unsafe locations with location
errors of 50 m.

2) Automatic generation: Generating traffic safety maps
requires considerable time and effort. Thus, the map-
generation process should proceed automatically. If possible,
the process should be conducted on the smartphone, and the
results should be forwarded to a GIS server over the Internet.

3) Privacy considerations: Private information should not
be leaked from the smartphone.

4) Community participation: The more users that
participate, the more coverage the traffic map has and the
more accurate it becomes. Thus, motorcyclists, bicyclists, and
pedestrians should also be able to join.

5) Reflecting individual differences: Differences in how
users recognize the road environment should be reflected on
the map.

6) Reflecting the number of participants: Busy roads with
many commuters should be distinguished from quiet roads
with few commuters, and this distinction should be reflected
on the map.

7) Safety map for everyone: The safety map should be
created for everyone uses not for vehicle’s drivers only. The
safety map can be generated by individual at first. The
individual maps are then integrated to be global safety map for
public use.

This paper discusses a global traffic safety map that meet
above requirements.

B. Related Research

This section reviews related research for extracting safety
information. Traffic safety map is a kind of hazard map which
is a result of risk analysis, depicted in Fig. 1. Fig. 2 shows
methods for risk analysis [12]. Risk analysis methods are
categorized into three types: qualitative technique, quantitative
technique, and a hybrid technique. In traffic safety research
field, related research on traffic safety extraction are as
follows.

1) Heat-map analysis and plot of past accidents
distribution by Hilton et al.[1].

2) Analysis of near miss reports[13].

3) The Sequentially Timed Event
technique[12].

Plotting (STEP)
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4) Hazard and Operability study (HAZOP) technique[12].

5) Estimation of collision probability between a vehicle
and road users by Shimizu et al.[14].

6) Plot the occurrences of sudden brakes locations by
Honda safetymap[9].

7) Traffic jams estimation by Google Live Traffic[8].

8) SNS based services where riders and pedestrians can
contribute their experiences (Honda safetymap, and
others)[9],[15].

Summation techniques use different safety elements such
as hazard severity and probability is a common way to
generate traffic safety map. Namely, X,0ra; PiWi,, where B,

W; is the occurrence probability and, w_i is the severity of
hazard i, respectively.

From above techniques, following traffic safety maps and
related works have been proposed.

l Main Risk Analysis and Assessment Methodologies |

|
[ ] |

|QualitativeTechniques| I Quantitative Techniques |— Hybrid Techniques |
l PRAT technique }— HEAT/HFEA I
[owaeanas | N
Safety Audits Risk measures of ETA
societal risk
STEP technique
QADS 1

WRA

Fig. 2. Main risk analysis and assessment methodologies [12]

Firstly, there are methods to generate maps using accident
reports directly. In Japan, each prefecture’s police bureau
publishes a safety map to improve traffic safety. These safety
maps typically plot hot-spot locations with frequently
occurring accidents, locations such as intersections with traffic
signals. Other non-governmental organizations utilize Google
My Map as a platform, relying on community submits hot-
spot locations[15].

Next, a strategy to apply risk analysis methods into traffic
safety is considered to generate maps of dangerous spots
which not being listed in the police reports. Most of the
current risk analysis methods usually assume that a hazard is a
collision between cars, pedestrians, and others. In this case, a
lot of precise information is needed to calculate collision risk
probability of a given situation. For example, Shimizu et
al.[14] presented a method for calculating collision probability
between an ego-vehicle and road users. The model parameters
include main road properties, pedestrian’s road properties,
pedestrian speed and next position probability. Therefore, it is
difficult for this approach to predict risk probability of a given
location because many collision patterns needed to be
considered. It cannot apply this strategy for calculating
probability of collision using smartphone data.
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There are two approaches to avoid the above problem. The
first approach utilizes topographical relations between
accidents and set a dangerous value based on accidents
distribution. For example, Hilton et al. presented a method to
build safety maps using heat-map method, named as
Saferoadmaps[1],[3]. This work utilizes data from the Fatality
Analysis Reporting System (FARS). FARS’s mission is to
render vehicle-crash information accessible and useful for the
sake of improving traffic safety. Fatality information derived
from FARS includes motor-vehicle traffic collisions that
resulted in the death of an occupant of a vehicle or of a non-
motorist within 30 days of the collision. FARS contains data
on all fatal traffic accidents in all 50 states, the District of
Columbia, and Puerto Rico. Moreover, Saferoadmaps
provides other useful tools, such as heat-map-based map
analytics, crash analysis, a real-time safety tracker, and a
commuter-stress index.

The second approach tries to estimate the factors caused
accidents using vehicle’s trace data. This approach considers
the locations with high risk probability as unsafe locations, for
example Google Live Traffic[8], Honda safetymap[9]. Honda
initiated a project for traffic safety map in 2013 using data
from their Internavi system, along with police reports and user
contributions to their safetymap website. The core data for this
safetymap system is sudden-brake data (>-0.25G, a
deceleration of 25 km/h in 3 seconds) from vehicles made by
Honda in Japan in 2012. The objective roads are more than
5.5m wide, and they are divided into 100m segments. Then,
the system calculates the occurrence of sudden brake in each
segment. Based on the occurrence rate, the sudden-brake level
is classified into one of three groups: Level 1 is above 2,5%,
Level 2 is above 5%, and Level 3 is above 10%. The locations
where sudden brake occurs on Honda’s safetymap are merely
representative points; there is no guarantee that sudden brake
occurred in that exact place[9].

These approaches need a technique to correct the errors
when mapping the observations and the dangerous spots.
There are two types of errors: 1) an observation location is not
a dangerous spot, 2) an observation location is dangerous spot
with a location error. In Honda safetymap, not all of sudden
brake locations are near-miss locations. In addition, there are
many accident locations provided by police do not include any
sudden brakes provided by Honda Internavi system. This may
be one reason that Honda adopts SNS service to allow
community users to contribute their experience and upgrade
safety road map accuracy.

The proposed method is classified into quantitative
method’s category and inspired by STEP technique[12] that
uses to identify actions that contributed to the accidents: a) the
time at which the event started; b) the duration of the event; c)
the agent which caused the event; d) the description of the
event; and e) the name of the source which offered the
information. STEP technique provides a valuable overview of
the timing and sequence of events/actions that contributed to
the accident, or in other words, a reconstruction of the harm
process by plotting the sequence of events that contributed to
the accident. In this research, traffic road safety is quantified
based on an inherited idea of STEP technique using difference
in drivers’ behaviors.
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Table I shows the works related to integrating traffic maps.
These methods use Web 2.0 technology with a server-based
architecture. The input data for the mapping system can be
classified into three types: smartphone-derived data, data
derived from social networking services (SNSs), and data
from public agencies. Owing to privacy concerns, data from
public agencies is not open to the public. Smartphone- and
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SNS-based data usually contains individual differences (i.e.,
drivers tend to differ in how they recognize, judge, and handle
a given situation). To predict traffic jams, mapping systems do
not need to consider these individual differences. Google’s
Live Traffic service averages data in order to determine
whether a traffic jam exists on a particular road[8].

TABLE I. RESEARCH RELATED TO TRAFFIC SAFETY MAPS
Related work Smartphone SNS Eublic agency da’Ea H“”?a” fagtor
(including road-side camera, probe car,...) consideration
Google Live Traffic[8] o) No
Honda safetymap[9] 0 No
Saferoadmaps.org[3] No
Police bureau safety map[2] No
Other SNS traffic safety map[15] ) No
TABLE II. COMPARISON OF CROWD-SOURCED TRAFFIC SAFETY MAPS AND TRAFFIC SAFETY MAPS BASED ON POLICE REPORT.
A: HIGH, B: MEDIUM, C: Low, X: NO
Requirement Goog!e Live Honda Saferoadmaps. Police Bureau Other SNS Proposed
Traffic[8] Safetymap[9] org[3] safety map[2] safety map[15] | Method
1) Accuracy C C B- A C B
2) Automatic generation A B B X X A
3) Privacy consideration C B B A C B
4) Community participation A- B X X C A
5) Reflecting individual differences X C X X C A
6) Reflecting the number of participants A A X X C A
7) Safety map for everyone C A B B B A

Table Il compares the related works and the proposed
method. The evaluation marks (A, B, C, X) are based on the
requirements for safety road maps, the accuracy of the input
data, and the privacy policy of the police bureau.

The police bureau safety map has an A rank for ‘Accuracy’
because it’s based on the report data. Meanwhile, Honda
safetymap has a B- rank because their sudden-brake locations
just appear at traffic signals only. Google Live Traffic gota C
rank for displaying only traffic jams without safety
information. Google Live Traffic and the proposal got an A
rank for ‘Automatic generation’ because of full automation of
generation. Again, the police bureau safety map has an A rank
for ‘Privacy consideration’ because it’s based on the report
data.

The proposal got an A rank for ‘Community participation’
for supporting both 10S and Android smartphone. Meanwhile,
Google Live Traffic only supports Android smartphone. The
proposal got an A rank for ‘Reflecting individual difference’
because this is only method to support of reflection of human
factors in the model. Honda safetymap, and the proposal got
an A rank for ‘Safety map for everyone’. Meanwhile, the
police bureau safety maps got a B rank because it needs to
make accessible to more road safety information.

In this section, the related research has been reviewed. It is
confirmed that there are two types of the input data for traffic
safety maps. One utilizes accident reports provided by police
bureau, and another utilizes probe car- or smartphone- based
data. For purpose of generating traffic safety maps, it is
necessary to detect hazard locations by some way. In addition,
there are two methods of detecting hazards. The first method
assumes accident locations reported to be hazard. The second

method uses some sensible information, which sometimes
leads accidents. The disadvantage of the first approach is that a
near miss situation cannot be reflected on traffic safety maps
because an accident has not happened. The disadvantage of
the second is deviation from the true hazard locations and the
sensed locations. The review’s result pointed out that current
difficulty of making safety maps automatically is the difficulty
of computation of vehicle’s collision probability. Based on the
review’s result, this paper proposes a method for detecting
hazard locations based on different behaviors among road
users in the next section.

I1l.  PROPOSED METHOD
This section explains the proposed method.

A. Generating the traffic safety map

The process for generating the proposed traffic safety
maps is depicted in Fig. 3. The proposed traffic safety map is
referred as a TimeDiff map. The TimeDiff map is a kind of
hazard map (Fig. 1). The map integrates a collection of traffic-
incident maps that are generated from users’ smartphone log
data (proposed in [10], [11]). This section reviews the core
components of this map-generating process-viz., the IMAC
model[16] and the Simple Braking Model (SBM)[11]. Then,
the method for constructing a user’s traffic-incident map is
explained (the left side of Fig. 3). Finally, the proposed
summarization method for integrating these incident maps into
a global hazard map is described (the right side of Fig. 3).

B. Simple Braking Model(SBM)

This section explains the method for generating a traffic
incident map that can be used to interpret how a driver
recognizes the road environment.
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User traffic incident map

|»./Grid map update J IMAC
algorithm | (atide)

Fig. 3. Process for generating traffic safety map

Fig. 4. Grid model — a two state Markov chain[16]

Log data
(GPS. drection, speed)

Simple Braking
Model (SBM)

TimeDiff Map

TimeDiff method proposal

Incident
Location X,
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Aentry

The Simple Braking Model (SBM) is firstly described. The
SBM model will be used to measure vehicle deceleration
behavior (i.e., upon approaching an incident). The SBM
describes the relation between the vehicle’s moving distance,
the vehicle’s speed, and the estimated incident location[11].

Assume that whenever a vehicle encounters an incident, it
always decreases its speed to avoid accident. The relation
between the current speed and the moving distance is
described as follow braking equation;

d

@ = v -r ()
where X, is the initial distance to the incident, x is current

distance to the incident (x=0 when the vehicle begins to slow

down), n>0, and vj is the initial speed.

C. Generating a traffic-incident map with IMAC

This section explains method for estimating the locations
of incidents, and discusses individual driver characteristics,
and the process for generating a user’s traffic-incident map
[10],[11]. Saarinen et al. proposed IMAC, a model for
describing dynamic environments with an occupancy grid
map[16], and this model is utilized to represent traffic
incidents. With the IMAC model, the mapping environment is
evenly divided into grids. Each grid is modelled as a two-state
Markov chain with two states of being: free and occupied (see
Fig. 4). The IMAC model is suitable for representing dynamic
objects, such as traffic signals or traffic incidents, with a grid
map. Furthermore, IMAC is used to estimate the transition-
probability parameters ( Aeyit, Aenery ) by oObserving the
occurrence of the state occupied or free and the transitions
between them.

Eqg. (2) describes the behavior of a grid at each step of the
observation.

p= 1- Aent‘ry Aent‘ry ]

Aexi 1—Aowi 2)
exit exit

where A, is the probability that the grid state changes
from occupied to free, and Ay, is the probability that the
grid state changes from free to occupied. Suppose that these
transitions to follow a Poisson process. A Poisson process
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describes the probability of observing a number of events
within a certain amount of time. The stationary distribution of

the grid state vector 7 is derived as follows:
Aexit T, = Aentry ) (3)

T = =,

(T[l Aexittdentry AexittAentry

The stationary distribution represents the probability of
observing the grid in a particular state given an infinite

number of steps. In Eq. (3), © L is the stationary probability of

observing the grid in a free state, and = 5 is the stationary
probability of observing the grid in an occupied state.

D. Map estimations with IMAC

To estimate the grid states from the observed events,
Saarinen et al.[16] proposed a method for observing two
processes in each grid in a dynamic environment with Eqgs. (4)
and (5):

i L= exit _ #events:occupied to free+1 (4)
exit Bexit #observations when occupied+1’
j, __ Qentry __ #events: free to occupied +1 5
entry — - : 1 ( )
#observations when free+1

Bentry

where a,,;; denotes the number of times a grid is observed
switching from occupied to free (#OTF), Bexi: IS the number
of observations made in the occupied state (#OCC), and
®entry aNd PBenery, are the quantities for observing a grid
switch from free to occupied (#FTO) and for observing the
grid in the free state (#FREE). The additional +1 in Egs.(4)
and (5) follows from the initialization of all the parameters at
one. The interpretation of A,,;, as a Poisson rate parameter is
the expected number of state-change events per observation,
given that the current state is occupied.

E. Estimations for untraveled roads and locations

Unknown locations are off-road locations upon which
vehicles do not travel. In the IMAC model, A, and Aepery
are probabilistic values (0< Agyie <1, 0< Agppry <1). This
experiment stipulated A,,;;=4¢,¢,=1 for unknown locations.

F. TimeDiff method

This section proposes an integration method for generating
a global map from a collection of IMAC users’ grid maps for
(Aexitr Aenery). This method is based on the average time that
users hold a different recognition of the same road
environment, it’s called TimeDiff method. The global map
(i.e., the TimeDiff map) shows the total time for road-
recognition differences between users in a given area.
User i(Free->

Occrpr‘ed)
[ t=t1 !!=t2

User j(Free->

=0 Occuplied}

time ¢

Recognition(User i) = Free
Recognition(User j) = Free >

e 1
| TimeDiff= The time of |
different status

Recognition(User i) = Occupied
Recognition(User j) = Free

Recognition(User i) = Occupied
Recognition(User j) = Occupied

Fig. 5. Time differences in the judgment of a road environment

TimeDiff concept: Consider a scenario where two vehicles
are driving along a road. At this time, the road upon which the
vehicles are traveling is recognized as Free (see Fig. 5). As
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the two vehicles approach a red traffic signal, they encounter
an incident, and the road at this location is recognized as
Occupied. Consequently, both vehicles come to a stop. At this
time, both vehicles must change their recognition of the road
environment from Free to Occupied. TimeDiff method
focuses on the time that each vehicle changes its status. It is
clear that the occurrence of an accident depends on the
recognition of both drivers. If two vehicles change their status
at the same time, they both have the same recognition of road
environment. Thus, an accident will not occur unless a driver
makes a mistake in controlling the vehicle. By contrast, the
more difference in time between when the recognition changes
- that is, between when one vehicle recognizes the road as
Free and other recognizes it as Occupied - the higher the
likelihood of a collision. Thus, the global TimeDiff map is
based on the road-recognition level of the users.

Let D be the set of users. Assume that all users generate
their own traffic incident map (Aexit, Adentry) DY USing the
update method in Egs. (4) and (5).

The hazard level of each grid g in the global map is
defined by Eq. (6). Suppose two users, i and j in D, initially
report an Occupied status. Suppose further that user i changes
this status to Free before user j does. Alternatively, suppose
that i and j initially report a Free status, and that the status
from user i switches to Occupied before that of user j. The
total difference in time between such status changes (whether
Occupied or Free) from all pairs of users i and j in D is
calculated as follows:

TimeDiff, = Yiep Ljsijen E(Ply (i) + E(PGs(i.1))  (6)

where E(PJ;;(i,)) is the difference in time between
switches when each pair of users initially reports a Free status,
and (Pg;;(i,j)) is the difference in time between switches
when each pair of users initially reports an Occupied status.
Suppose that this follows a Poisson process.

E(Pd’;f(i,j)) = fOBf t - Prob[X; = occ < t]Prob[X; = occ >
t]dt (7
= fOBft - Prob[X; = occ < t] (1 — Prob[X; = occ < t])dt (8)

e _Bf(’li,entry +)“j,entry) (1 _er(’li,entry*"lj,entry)
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e_BO(}‘i,exit"'}‘j,exn) (1_eBO(Ai,exit+}‘j,exit) +B, (}L

i,exit+’1j,exit)) +

(Ai,exit*'lj,exit)z
j'ex”(l*'BoAj,exit)

2
Aj,exit

BoA
1-e°

(12)

when t = 0, then X; = X; = Occupied. Likewise, B, is a
constant. Here, A; o.;e represents the Ay, for user i, 4; ..
represents the A,,;, for user j.

For example, when A; ¢y;r = 0,01, 4;rie = 0.1, B, = 10,
then E(Pg;;(i,j)) = 1.5505.

G. Summary

In summary, this section discussed the proposed map-
integration method, TimeDiff, using smartphone data based on
differences in the recognition of the road environment. In next
section, two kinds of TimeDiff maps are discussed: the high-
risk TimeDiff map and the low-risk TimeDiff map. The high-
risk TimeDiff map presents locations at which the difference
of the time recognition between two users is larger. On the
contrary, the low-risk TimeDiff map presents locations at
which the difference of the time recognition between two
users is small.

IV. EXPERIMENT

This section evaluates the proposed method with a realistic
scenario. The global hazard map (i.e., the proposed TimeDiff
map) was quantitatively evaluated in terms of its effectiveness
using the F-measure method. The datasets for the experiment
comprised a month of data from two drivers with one bike
(Honda CBR) and one car (Mazuda 6) on the test route. The
smartphone is put on pocket door of vehicle or attached on
drivers’ arm. The latitude, longitude, speed, and azimuth
extracted from GPS data are used for experiment.

Test course: The test course covers the Maborikaigan area
in Kanagawa Prefecture, Japan, as shown in Fig. 6. The data
includes 30 days of smartphone log data. Each day covers 8
km of road along the test course (the red road in Fig. 6). The
road between Mabori Elementary School and the Otsu traffic
signal is narrow, and traffic jams is common. The No. 16
National Road has four lanes, and it is rarely faced by traffic
congestion.

Police accident data: The distribution of 260 locations of

*Br(ientry+Ajentry))agcident in Maborikaigan area(2010-2014) on this course

(/1i,entry"')Lj,entry)2
1 _erAj,entTy (1+Bflj,entry)

2
lj,entry

©)

when t =0, then X; = X; = free. Moreover, Bt is a
constant. Here, A; ey, represents the Aep.y, for user i, 4; cnery
represents the Ay, for user j.

E(P3i(i,))) = fOB" t- Prob[X; = free < t] Prob[X; =
free > t]dt (10)

= fOBo t- Prob[X; = free < t] (1 — Prob[X; = free <
tdt (11)

provided by the Uraga police bureau is shown in Fig. 7. This
distribution shows that accidents usually occur either on
narrow roads with high-volume traffic and in areas with traffic
signals. Fig. 8 shows the sudden-brake distribution of Honda’s
safetymap for the Maborikaigan area. The distribution of
sudden-brake locations all occurred near traffic signals
(known to be high-risk areas). However, from the accuracy
point of view, these results are insufficient because the
numbers of the spots in the Honda’s map are 18 locations, too
less than the number of the accidents provided by the Uraga
police bureau.

A. Traffic safety map with TimeDiff method

The TimeDiff maps (B, = Bf=10) generated from
Honda CBR’s dataset and Mazuda 6’s dataset are shown in
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Figs. 9 and 10. The maps represent hazardous spots in terms
of the time differences in the recognition of the road
environment.

No. 16 National Road ~ Maborikaigan IC

35.264
Maborikaigan National
oy Otsu area Defense
B Traffic Academy
g 35.260 signal gat
s Maborikaigan eki
35.258 shita traffic signal \,on4i
Elementary
o
35.256 - school

I I [ [ [ [
139.695 139.700 139.705 139.710 139.715 139.720

Longitude

Fig. 6. Test course in Maborikaigan area

N
+

156

Fig. 7. Accident data in Maborikaigan area provided by the Uraga police
bureau

Legend
® 24 honda braka mabor
Google Strests

te o o, v

Sudden bake locations @2012 http/safetymap jp, Map data @2015 Google

Fig. 8. Honda’s sudden brake locations in Maborikaigan area[9]
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Fig. 9. Traffic safety map by TimeDiff method(B, = B = 10): high risk
areas
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o 13-144
Google Streets
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N B e v mmemseen,
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Fig. 10. Traffic safety map by TimeDiff method(B, = By = 10): low risk
areas

There are two TimeDiff maps: the high-risk TimeDiff map
(Fig. 9) and the low-risk TimeDiff map (Fig. 10).

The high-risk TimeDiff map is shown in Fig. 9. The white-
red graduated circles with the plus sign denotes the level of
time difference in recognition by two drivers. The TimeDiff
value ranged from 2 to 169 based on the quantile, and this was
divided into 5 levels. The high-risk map for the route between
the Otsu traffic signal (interval B) to the Maborikaigan eki
shita traffic signal through Mabori Elementary School
(interval C, D) contains more hot-spots than does the route
along the No. 16 National Road between Maborikaigan IC and
the Otsu traffic signal (interval A). This result agrees with the
accident data provided by the Uraga police bureau.

Moreover, most locations with a high distribution of
accidents provided by the police bureau can also be verified
with this map. Some representative accident locations which
detected by the proposed method are depicted by the arrows
with capital letters in Fig. 9. For examples, spots have many
vehicles come in and out (the exit entry of packing area - spot
H and the entrance to residence area - spot 1); spots have many
pedestrians (the Maborikaigan eki shita traffic signal - spot J,
spot F, spot G).
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Figs. 11 and 12 show scene photographs of spot | and K of
Fig. 9. The features of spot | are narrow road with high
volume traffic, lot of vehicles come in and out, four lanes road
decreases to two lanes. The features of spot K are the road is
poor visibility with a lot of jJump out of the road. The proposed
method successes in detecting such hazard locations.

-~

Fig. 11. Accident location at the entrance to Otsu Sea Height Mansion (Spot |
in Fig. 9)

K'in Fig. 9)

Fig. 10 illustrates the low-risk TimeDiff map and the
white-blue graduated circles with plus sign denotes the level
of time difference in recognition by two drivers. The TimeDiff
value ranges from 0.88 to 1.44 based on quantile, and this is
divided into 5 levels. The low-risk map shows locations where
there is little difference in recognition - that is, where two
drivers' recognition of the road was almost same.

The proposed map suggests the traditional assumption that
around a hazard spot is dangerous, is not always true and
around a safe spot is not always safe. According to the low-risk
map, the low-risk locations are distributed all over the test
route. This means two drivers' recognition of this road is
almost same. For example, two drivers have almost equal
recognition of the road from Mabori Elementary School to the
Otsu traffic signal (Fig. 10, interval X), meanwhile many
hazard locations can be seen for the same area (see Fig. 9,
interval B, C, D). That means unsafe locations exist among
area looks safe.

Vol. 6, No. 9, 2015

From above result, most of hazard locations can be detected
using the traffic safety maps based on the recognition
difference of road environment. In the subsequent section, the
proposed method is evaluated quantitatively by the F-measure
method for further discussion.

||
1 N
afio
L1 I 5m
Positive circle Negative circle
Fig. 13. Evaluation circles
TABLE IlIl.  DATASETS FOR EVALUATION
. Honda sudden- | Smartphone
Data Police data brakes data data
Data period 2010-2014 2012 2013,2015
Data region Maborikaiga | Maborikaigan Maborikaigan
9 n area area area
D Accident Sudden-brakes Traffic safety
ata type
report data map
Data fo_r Accident Sudden-brakes TimeDiff
evaluation P o
- - distribution distribution value,
(in detail)

B. Evaluation result by F-measure method

The F-measure method was adopted to further evaluate the
traffic safety maps that were generated. In statistical analysis
of binary classification by an information retrieval system, the
F-measure is a criteria of a test accuracy. This measure is
harmonic mean of precision score and retrieval score. The
precision score evaluates the number of the correct items in a
search result. The retrieval score is the fraction of found
correct items in the total correct items.

Suppose the accident distribution provided by the police
bureau is the correct answer of the hazard locations for the F-
measure method. The Honda’s sudden brakes distribution is
used for the baseline of evaluation. The detailed dataset for
evaluation is shown in Table Il1I.

“Evaluation circles” is used for calculating of F-measure
(Fig. 13). Every road is divided into multiple circles with a
radius of 50 m, including “positive circles” or “negative
circles”. Positive circles are created with the location of an
accident at its center, and negative circles are continually
created in other locations where accidents do not occur.

The F-measure method is defined as in Egs. (15), (16),
(17). ADyg, is a set of the positive circles (the answer set). HLg
is a set of circles which detected as “hazards” by a given map
method (the predict set).

Recall-Precision

F —measure =2 —— (15)
Recall+Precision
Precision = “A2RMLR] (16)
|HLR|
Recall = APROHLR] (7)
|ADR|
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The result is closer to 1, the better performance they are.

Table 1V shows the results from evaluating the proposed
method. The proposed method’s F-measure is the higher
(=0.6542923), meaning that the TimeDiff map agrees with the
police bureau’s accident distribution by approximately 65.42%.
Meanwhile, the Honda’s sudden brakes distribution agrees
with the police bureau’s accident distribution of about 44.5%.
From the value of precision and recall, the traffic safety maps
by the proposed method better covers more hazard locations in
the test route.

In summary, these results show that the traffic safety maps
generated by the proposal provide better result than Honda’s
safetymap when compared to the police bureau’s accident
distribution. Moreover, the difference of recognition of road
users can be used to estimate hazard locations.

TABLE IV.  F-MEASURE EVALUATION RESULT
Method Precision Recall F-measure
Honda sudden-brake 0.9746835 0.2883895 | 0.4450867
TimeDiff 0.8597561 0.5280899 | 0.6542923

V. CONCLUSION

This paper proposed a method that uses smartphone data to
automatically generate traffic safety maps based on the

differences in how individuals recognize the road environment.

The generating traffic safety map is referred as a TimeDiff
map. The TimeDiff maps achieved better results when
compared to Honda’s safetymap, which is based on the
occurrence of sudden brakes. From the experiment result, the
difference of recognition of road users can be used to estimate
hazard locations.

The power consumption is a limitation of the proposed
system. It must be minimized so that will not affect a user’s
smartphone usage. The power consumption could be
decreased by developing computationally efficient algorithms
and minimizing the GPS usage.
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Abstract—due to growing popularity of E-Learning,
personalization has emerged as important need. Differences of
learners' abilities and their learning styles have affected the
learning outcomes significantly. Meanwhile, with the
development of E-Learning technologies, learners can be
provided more effective learning environment to optimize their
performance. The purpose of this study is to determine the
impact of learning styles on learner’s performance in e-learning
environment, and use this learning style data to make
recommendations for learners, instructors, and contents of online
courses. Data analysis in this research represented by user
performance gathered from an E-learning platform
(Blackboard), where this user performance data is represented
by actions performed by platform's users. A 10-fold cross
validation was used to create and test the model, and the data
was analyzed by the WEKA software. Classification accuracy,
MAE, and the ROC area have been observed. The results show
that the accuracy of classification by means of NBTree technique
had the highest correct value at 69.697% and it could be applied
to develop Felder Silverman's learning style while taking into
consideration students’ preference. Moreover, students’
performance increased by more than 12%.

Keywords—Learning style; Silverman; E-Learning; online
learning; styling model

. INTRODUCTION

The great population of the Internet and computer has
affected the learning methodologies and education. Traditional
education approaches have been changed using these new
technologies. In fact the integration of new technologies in the
field of education offers new challenges and opportunities in
distance learning and e-learning in general. Online learning

provides learners with more resources that cater to all needs in
various fields of educations. Currently, various supporting
technologies are available for teaching processes and learning
practices in many universities and schools. This leads to an e-
learning paradigm.

The transformation of the teaching-learning practices to the
e-Learning environment has attracted researchers to
understand, examine and evaluate the role of the information
and communication technologies in the learning environment.
It is evident that learning and education differ greatly between
learners due to their different preferences, needs and
approaches to learning. Psychologists call these individual
differences learning styles. Therefore, it is very important to
accommodate for the different styles of learners through
learning environments that they prefer and find more efficient.

Learning style could be a good predicator of an individual's
preferred learning behavior and a good indicator of successful
distance learning. Majority of the research conducted are based
on the learning styles as these are the most dynamics and give
the best results if catered to properly. In other words,
understanding the learners' needs and identifying their patterns
of learning are crucial to design e-learning material according
to learners' learning styles and to bridge the gap resulting from
unfamiliarity of a triangular community members i.e. learners,
instructors, and contents of online settings. It is necessary to
determine what is most likely to grasp each learner’s attention,
and how to respond to his/her natural understanding style to
produce long-term remembering. The main challenge is the
detection of the learning styles. Identifying learners' learning
style has been considered as vital element. Teaching
methodology should be, in turn, adjusted with online
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instruction and delivery [1]. Researchers have described
various learning styles models such as Kolb [2], Honey &
Mumford [3], and Felder-Silverman [4].

Learning style affects how a student responds to stimuli and
approaches new material. There are some ways that can use
learning style data to enhance student’s learning experience.
Learning style data can be used to guide the student toward
more effective study habits and that data can be used to help
instructors in their selection of instructional strategies.

The system deals with information about learners and their
learning activities to recommend the appropriate way to
present the material for students based on their learning style
and other data. This paper discusses the approach of
intelligently detect student’s learning style based on integrated
Felder Silverman (IFS) learning style model, and then uses this
data with Blackboard (BB) Learning Management system
(LMS) to optimize student’s learning outcomes.

The rest of this paper is organized as follows: In section2
Felder-Silverman learning style model (FSLSM) is introduced.
Section 3 describes the combinations importance of electronic
media and learning styles. Section 4 briefly presents some
related work. Section 5, introduces proposed model. Section 6,
section 7 and section 8 respectively, present experimental
procedure, results and discussion then concluding the paper
and future work.

Il.  FELDER-SILVERMAN LEARNING STYLE MODEL

Over seventy identifiable approaches are used to investigate
and describe learning style preferences. Felder-Silverman
learning style model (FSLSM) has been the most popular
model because it seems to be the most appropriate for use in
computer-based educational systems [5]. FSLSM has the
advantage of the sliding scales supporting a classification of
student’s style which is more flexible than bipolar models.
Most other models classify learners in few groups, whereas
FSLSM identifies the learning style and distinguishes between
preferences on four dimensions. Each dimension includes two
variables [6] as shown in figure 1. Data collection tool, called
Index of Learning Styles (ILS) assesses variations in individual
learning style preferences across four dimensions or domains.

Felder-Silverman learning
style model

{ Perception | Input

‘ ‘ Processing ‘ ’Understanding

Sequent.
ial

Reflecti

Verbal -

{ Active

Intuitive ‘ Visual

{Sensing ‘

{ Global

Fig. 1. Felder-Silverman Learning Style Model

A. Index of Learning Styles (ILS) Felder Silverman

The Index of Learning Styles (ILS), developed by Felder
and Soloman, is 44 questions for identifying the learning styles
according to FSLSM. As mentioned earlier, learner has a
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personal preference for each dimension. Each preference is
expressed with a value between +11 to -11. This range is
computed based on the 11 questions that are posed for each
dimension. When learner answers a question with an active
preference, +1 is added to the value of the active/reflective
dimension. Whereas if he answers with a reflective preference,
this decreases the value by 1. Therefore, each question changes
total value for certain dimension with a value of +1 (answer a)
or -1 (answer b). Answer a referes to the preference of the first
pole for all dimensions (active, sensing, visual, or sequential),
and answer b referes to the second pole of all dimensions
(reflective, intuitive, verbal, or global).

B. Grouping of Silverman Model

Each learning style of FSLSM is described by different
characteristics. Based on this description [4], the questions in
ILS are manually grouped according to the similarity of
semantics. Each dimension distinguishes between two oppisite
characteristics. Active/reflective dimension represents the way
of processing information. The second dimension covers
sensing/intuitive learning. The third, visual/verbal dimension
differentiates learners who remember best what they have seen.
The fourth dimension characterizes learners’ understanding.
Sequential learners understand in small incremental steps,
therefore have a linear learning progress. According to this
model, learning styles determine different sets of learning
sequences for learners with different learning styles. So, 2% =
16 different learning style are created by the combination of the
four dimensions.

C. Analyses of Semantic Groups

To detect the most representative groups from the sixteen
learning styles groups mensioed above, some analyses are
performed based on data collected from the ILS questionnaire.
Fisher  discriminant analysis for linearly reducing
dimensionality can be used to optimally separate the most
representative semantic groups of each dimension. The
research then compares the model given by Fisher discriminant
analysis with some experimental results. Frequency and
correlation analysis are performed in order to cross-validate the
model used. It is also important to conduct some statistical
analysis which transforms data to its absulute scale, that is
frequecies. Let Q be the 25x44 matrix containing in rows
instances of students and in columns the answer to each ILS
question. For each question q;, Q=44, two numerical variables
are allowed, a; = 1 if g; = 1 (otherwise 0) and a, =1 if g; = -1
(otherwise 0). Let A be the 40 x 88 matrix containing in rows
individuals and in columns the a;, i=1,...,88. The matrix A has
ranked at most 44 by construction, since two columns are
constrained to sum up to 1 in rows. Fisher linear discriminant
analysis (LDA) is then performed on the whole matrix A of
learners’ answers to ILS.

I11. LEARNING STYLE WITH ELECTRONIC MEDIA

In the context of Information and Communication
Technology ICT evolution and due to the wide spread of
electronic media, making use of e-media with teaching and
learning styles has facilitated the teaching process. Many
researches studies the effectiveness of combining multimedia
and hypermedia within educational systems [7] [8]. In these
studies, authors associated specific e-media characteristics to
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different categories of learners and proposed tools and models
for assessing learning style [9]. Most of these studies rely on
Kolb's Learning Styles Inventory (LSI) [2] and Soloman-
Felder Index of Learning Styles (ILS) [10]. However, e-media
as a learning object may be wused with different
implementations to adapt different learning styles. The
combinations of different electronic media are examined by
few researchers to decide the appropriate combinations for
certain learning style which yield effective learner’s
performance. For example [6], discussion forum object
combined with some problem solving object may be used to
assign a practical task to students in such a way that students
discuss the assigned problem in a collaborative manner.
Sensitive learning style can benefit this combination.
Sequential style students may also make use of discussion
forum by communicating with the teacher through sequential
series of presentations associated with the corresponding
discussion.

IV. RELATED WORK

Many educational software has been developed to match
students’ learning style with the appropriate learning objects.
These can be broadly classified into two categories: (A)
Adaptive systems that adapt the course object to learners’
learning styles, and (B) Tutoring systems that suggest
appropriate learning activities  through different
recommendation techniques. These recommendations are
based on learner’s preferences, knowledge and the browsing
history of other learners with similar characteristics.

A. Adaptation Systems to Learner’s Learning Styles

A lot of research work had been proposed for determining
learning style of individuals dynamically. The dynamic
changes of the behaviour and the knowledge level of an
individual determine the his/her learning style. The studies can
be Dbroadly classified into two approaches: data-
driven approach (using Bayesian Networks and NBTree
classifiers) and literature-based approach. The literature-based
approach investigates learners’ behaviors in their interactions
with LMSs. Some of the noticeable works have been
summarized here. Garcia et al. [11] proposed a Bayesian
network based model that is used to infer the learning styles of
the students according to their modelled behavior, in order to
adapt styles in Web-based education system. O polar and
Akbar [12], proposed an automated learner model based on
FSLSM learning styles classifier using NBTree classification
in conjunction with Binary Relevance Classifier. Montazeri
and Ghorbani [13] proposed an Evolutionary Fuzzy Clustering
(EFC) methodology with Genetic Algorithm (GA) for the
recognition of learning styles of e-learners. The work of Graf et
al. [14] proposed a literature-based approach that automatically
detects the learning styles in LMSs. Dung and Florea [15]
tracked data of learners’ behaviors and used simple mapping
rule to infer learning styles against Felder-Silverman Learning
Style Model.
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B. Systems with Implemented Recommendation

Data mining techniques can be used to recommend e-
learning strategies by adapting learner’s characteristics and
preferences. Learner characteristics are such as learning styles,
experince, knowledge etc. The “Adaptive Hypermedia
Architecture”, has been developed for providing online course
recommendations [16]. Adaptation of presentation and
navigation system based on specific prediction rules is used.
Garcia et al. [11] extended their previous work by providing
suggestions based on the learning styles of the students. An
intelligent agent called eTeacher, was provided to help students
at certain course through an eLearning system called SAVER.
Example of recommendations advised to sequential learner are
to read certain topic before reading another one. During the
analysis, authors reported that 83% of the total feedback
received was positive.

Beragasa-Suso et al. [17] designed a web browser-based
system called iLessons. The system is embedded within
Microsoft Internet Explorer enabling the teachers with various
features such as reusing the materials available on the WWW
by drag and drop, navigation options. The authors extended the
iLessons system by assessing the students' learning styles
based on FSLSM using the online available Index of Learning
Styles (ILS) for recommending relevant web sites to the
students. Finally, the active-reflective dimension, for examplr,
was determined taking into account some parameters such as
the ratio between the images and text of a page, the average
time spent on a page, the scroll distance and direction changes
and the mouse movements. These parameters were used to
predict learner’s learning style with an accurate rule.

Khiribi et al. [18] used learner navigational history
and similarities among learners’ preferences and educational
contents to recommend the learning resources. The proposed
framework is essentially based on two components: the
Modeling phase and the Recommendation phase. Garth and
Abdullah [19] introduced a novel architecture for an e-learning
recommender system (ELRS) that is based on content-based
filtering and good learners’ ratings as learning materials
recommendation method. Jyothi et al. in [20] stated that most
of the existing studies used small datasets to build their models
which cannot provide accurate results. They used the
historical data to generate students’ clusters. As a result,
authors proposed a recommendation system to assist the
instructor to identify clusters of learners who have similar
learning styles identified by FSLSM rather than at the
individual level. Milicevic et al. [21] proposed POTUS
(Programming Tutoring System). This system used the
interests and similar knowledge level of learners to recommend
the learning contents for the student. Dwivedi and Bharadwaj
[22] developed a weighted hybrid collaborative framework to
recommend relevant learning contents to the learner by
modeling learning style and the knowledge using collaborating
filtering technique.
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Fig. 2. Learning Style Blackboard Tracking System Model and Architecture

V. PROPOSED MODEL

The proposed model matches a student’s particular learning
style with the case method of teaching to influence course
outcomes. This research aims to advise automatic
recommendations to an active learner based on his/her learning
style, grades and user preferred learning material.

Figure 2 shows the system architecture and design. The
basic steps are; A) data collection and pre-processing, B)
pattern discovery, and C) validation and interpretation. In the
following, detailed explanation is presented.

A. Data Collection and Pre-Processing

The study was conducted on 33 learners, students of the
Department of computer science at King Abdul-Aziz
University. Three types of data is collected from learners:
Learning style detection through questionnaire based on index
of learning styles (ILS) developed by Felder and Soloman, quiz
grade, and preferred learning style as the preferred learning
method.

1) Learners need to complete the ILS questionnaire. This
learning style questionnaire indicates a preference for some
teaching case. Results are stored in the learner profile.

2) Learners have to log into the Blackboard system (BB),
at the first-time, BB system is a leading Learning Management
System LMS (or CMS) product used in North America and
Europe. It is protected by a password environment and
has administration tools that facilitate teaching online.

BB is Web-based server software. Some of its features
include course management, customizable open architecture,
and scalable design. Student information systems with
authentication protocols are integrated to yield secured learning
environment. Its main purposes are to develop online elements
to courses traditionally delivered face-to-face, as well as
providing users with a platform for communication and sharing
contents.

3) After logging in, the BB system will display the
“Course” screen as shown in figure 3. Students will be asked
to complete a self-assessment test after completing the
learning materials that have been assigned to them (Abstract,
Overview, PowerPoint, Text, Videos & Images, and
Examples) to assess their learning gain. The learners’
grading can be interpreted according to the percentage of
correct answers, as follows: (70 — 100%) is accepted, less
than 70% is not accepted. The self-assessment grade is
recorded in the Blackboard log and then stored in the learner
profile.

4) The learner also needs to answer a short preferred
learning style question that it used to determine his/her
preferred learning material that most fulfill his requirements.

The profile table, shown as table 1, has eight columns in
which first one is for user id. Next four columns are
representing dimensions of the learning style model for ILS.
Then next two columns are for self-assessment grade and
learner’s preferred learning materials. And last column is for
recommended materials.

The data is then pre-processed and transformed into
appropriate format (represented by numbers and stored in the
formof CSV file.) in order to analyze and interpret the
characteristics of the students based on Felder-Silverman
learning dimensions.

uuuuu

Home Page

Add Course Module
To Do

My Announcements

~~~~~~~

Fig. 3. Blackboard Learning Material Screenshot
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B. Classification and Pattern Discovery

The aim of the classifying is to assign labels to each row of
the learner profile table using dimensions of the FSLSM. Since
each learning style can be associated with an appropriate
learning object based on Felder and Soloman characteristics [6]
[12], as shown in table 2.

After classifying all learner profile tables, the total score for
each scale is calculated using class label counts. Among them,
the two related learning style scores for each FSLSM
dimension label are compared for that dimension to predict the
style. As an example, if the total score for the processing
dimension (as Active) is higher than the score for the opposite
pole (as Reflective), the participant is reported to be Active.
The label with the highest score is assigned to the respective
record, as shown by example in Table 1.

Creation and test of the data classification model
were conducted by WEKA data mining tool in order to infer
the students’ learning style. WEKA is developed by the
University of Waikato in New Zealand [23] Using JAVA
language. Various data mining algorithms are implemented by
WEKA. These algorithms include data classification and
regression. Also, clustering and association rules are
exist. Bayes classifiers, Trees, Rules, Functions, Lazy
classifiers and miscellaneous classifiers are examples of
learning algorithms implemented in WEKA. WEKA normally
uses ARFF file format.

TABLE I. SAMPLE LEARNER PROFILE
ILS
Active/ | Sensing ] . =2 PLLeaff;{r?g
id Reflecti / Visual/ | Sequential/ |assess Material material
ve Intuitiv. | Verbal Global ment
e
percept Input process | understand
3 || %2727 | %-9.09 % 100 % 45.45 | 80% | Video | Video

The data in this research has been running on Bayes
network classifier (Naive Bayes) and classification tree with
pruning algorithms (J48, NBTree).

WEKA data mining tool has J48 algorithm as an open
source Java implementation of C4.5 algorithm, while C4.5 is
decision tree based algorithm that is a software extension and
improvement to the basic ID3 algorithm. The improvements
done by C4.5 over ID3 include accounts for unavailable values,
continuous attribute value ranges, pruning of decision trees,
rule derivation, and others. A hybrid algorithm called NBTree
is a combination of Decision Tree and Naive-Bayes. NBTree
uses the classical recursive partitioning schemes except for
pruning where the leaf nodes create Naive-Bayes groups
instead of node predicting a single class. Based on the
probability theory, NaiveBayes algorithm is a simple classifier
that calculates a set of probabilities using frequencies and
combinations of values in a given data set. The algorithm uses
Bayes theorem assuming all attributes are independent given
the value of the class variable. This conditional independence
assumption rarely holds true in real world applications.
Although this characterization as Naive still valid, the
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algorithm tends to perform well with various supervised
classification applications [24], [25].

C. Model Validation

In this research, the used classifiers are evaluated using a
10-fold cross validation method. It divides a dataset into ten
parts (folds), hold out each part in turn, and averages the
results. Each data point is used once for testing, nine times for
training. Finally, the results of the tests were compared in terms
of students' performance.

VI. EXPERIMENTAL PROCEDURE

Based on the flexibility offered in Blackboard, various
learning resources have been developed for an active “Data
Communication and Networking” CS course. To test the effect
of using various types of resources depending on students
learning styles. Network course is chosen because it is
foundation course for CS major. It provides basic networking
concepts, including network architecture, design, network
protocols, and protocol suit.

The foundation of this study was conducted on 33 learners,
students of the Department of computer science at King Abdul-
Aziz University. Learners of the training dataset learned based
on the extracted learning style; then it is required to complete
self-assessment test to evaluate their understanding. However,
relying on questionnaires for classifying students’ learning
styles has main disadvantage that not all the students are
motivated to fill out the questionnaire. Hence, misleading
answers of the questionnaire which are not the real behavior of
the student could be reported [24]. To overcome these
problems, a supportive method (one-question) is used to collect
the most preferred learning material directly from students.
Table 2 shown the relevance keywords for groups of learning
styles

Direct learning style (LSp) and indirect learning style
(LS)y) detection methods have been used to extract student’s
LS. The resulting classification tree is illustrated in Figure 4.If
direct and indirect LS doesn’t match, their percentage will be
compared after giving 60% weight to indirect (LS,\) value as
shown in Figure 5, where direct and indirect values indicate
respectively, to the ILS questionnaire and the preferred
learning style result.

TABLE II. RELEVANCE KEYWORDS FOR CLASSES OF LEARNING STYLES
Learning material
styles
active Experimentally ,pair work , usually , ordinary , interactive
reflective observation ,theory ,theorem ,challenges , alone work

. Practically, in real world applications ,experimental data
sensing

results

intuitive Theoretically ,in principal
visual Simulations ,Videos , graphs ,images ,charts ,figures
verbal Forum ,discussion board ,text
Sequential sequential ,outline ,first ,second ,flowchart, detail
global Overall ,overview ,outlines , abstract, whole
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Fig. 4. Final Learning Style Classification Tree

During study session, learners from the training dataset
were required to fill in the ILS questionnaire and the preferred
learning style to explore self-study method in using e-learning
system. They were also asked to take part in forum discussion
and to acquire on-line quiz and on-line assessment. The
material is introduced as power point presentations using
powerful abstract and concrete learning materials. Animations,
videos and simulations of some concepts can also be explored
by the students. At the end of the tutorial, learners completed a
self-assessment test, with the results being stored in the
learner’s profiles.

Miss Ratio

Fig. 5. Miss Ratio

VII. RESULTS AND DISCUSSION

The ILS results, the number of correct answers as well as
the learners’ preferences in using the learning material have
been analyzed. Tablel shows sample learner profile for these
(FSLSM). Classifications were formed to determine learning
styles for 90% learners from the training dataset. This way, the
classifiers have been trained using 90% of the training data and
evaluated their performance on the remaining 10%. Algorithms
namely classification tree have been selected with pruning
algorithms J48, NBtree, and Naive Bayes Classifier. Finally
10-fold cross validation is used for every classifier. Since the
amount of data available is limited, 10-folds validation reduces
the variance of the estimated performance. Averaging over 10
different partitions makes the estimated performance is less
sensitive to the partitioning of the data.

The experimental results are shown in table 3. It
summarizes the results are recorded as correct and incorrect
classified instances, Mean Absolut Error (MAE) and the
weighted averages of True Positive rate (TP), False Positive
rate (FP) and ROC area for each LS class. Mean Absolute

Error (MAE) has been used to measure the accuracy of the
final LS. MAE can be defined as the deviation between the
predicted LS and the proposed LS which is derived from ILS
(LS;y) and preferred LS (LSp). The smaller MAE value
indicates that the LS prediction is closer to the proposed LS
and has a high accuracy. Accuracy is also measured by the area
under ROC curve. A Receiver Operating Characteristic (ROC),
is agraphical plotshowing the performance of abinary
classifier with varying discrimination threshold. The curve
plots the true positive rate against the false positive rate at
various threshold settings. An area of 1 represents a perfect
test; an area of 0.5 represents a worthless test. A snhapshot of
NBTree output is shown in figure 6.

TABLE Ill.  CLASSIFICATION ACCURACY AND TRAINING ERRORS

Algorithm | Correctly | Mean Weighted | Weighted | Weight
Classified | absolute | avg. TP avg. FP ed av.
Instances | error ROC
(%) (%)

J48 42.4242 0.2025 0.424 0.486 0.499

NBTree 69.697 0.1599 0.697 0.302 0.844

Naive 69.697 0.1625 0.697 0.302 0.83

Bayes

The final learning style classification can be seen by means
of NBTree and NaiveBayes. It had an accuracy of 69.697%,
with the value of MAE 0.1599 and 0.1625, respectively. Both
classifiers had higher accuracy than J48. This percentage is
expected to increase as the sample size increases. It is also
discovered that the lowest error is found in NBTree, while the
rest of the algorithms ranging around 0.1625 and 0.2025 error.
The algorithm with lower error rate has more powerful
classification capability, hence it is the preferred algorithm for
use. Among these classifiers, NBTree has the highest weighted
average ROC, 0.844. Figure 6 shows a shap shot of the
NBTree classifier output and its area under ROC is shown in
Figure 7.

Finally, evaluating the system, differences in self-
assessment grades and material preference between learners’
studies have been investigated with different learning style
materials. Therefore, two plots illustrated for 12 students
(match). The first represents the matching between Direct and
Indirect learning styles for the self-assessment grades among
the corresponding number of students (count) as shown in
Figure 8. The second represents the matching between Direct
and Final learning styles for each self- assessment grades along
with the corresponding number of student (count) as shown in
Figure 9.
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=== jtratified cro33-validation ==

== Jummary ===

Correctly Clagsified Instances 23 69,697 %
Incorrectly Classified Instances 10 30.303 %
Kappa statistic 0.432

Mean absolute error 0.1389

Root mean squared error 0.285

Relative abaolute error 71.6559 %

Root relative squared error 86,0405 %

Total Number of Instances 33

Ignored Class Unknown Inatances 1

=== Detziled Accuracy By Clazs ===

TF Rate FP Rate Precision Recall F-Measure ROC Arez Class

0.947 0.5 0.72 0.947 0.818 0.87 Viaual
0.8 0.071 0.6 0.8 0.6 0.8 Jensing
0 0 0 0 0 0.844 Global
0.333 0.033 0.5 0.333 0.4 0.892 Verbal
1] 0 a 1] 0 0.578 Sequents
0.5 0 1 0.5 0.667 0.891 Letive
Weighted Avg. 0.697 0.302 0.612 0.6397 0.638 0,244
=== (onfusion Matriz ===
a b cde £ <- classified a3
8001001 &=Visual
2 300 0 0] b=Sensing
Fig. 6. NBtree Classifier Output
¥ False Positive Rate (Mum) i % Y: True Positive Rate (Num)
Colour: Threshold (Num) “ | Select Instance W
Reset Clear Open Save Jittar
Plot (Area under ROC = 0.8702)

Class colour

r
o.07g 0.8z 0.87

Fig. 7. Area under ROC

When the proposed LS is recommended to student then the
direct LS would be more likely to match the final LS. Students’
performance will be also improved as predicted by the
classifiers (Figure 10). These have showed that incorporating
learners’ preference improves learner’s performance.

count
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Fig. 8. Curve of Match Learning Styles between Direct and Indirect Styles

Vol. 6, No. 9, 2015

§
5

o

55 match

[ TR N R NN Y

Paa Fexil

- - - - -
i - F S . z
P - -
.:i -2 = = - =
- -

[ o
= A
= -
S :i
- ‘-
t -

Fig. 10. Students Performance

VIIIl. CONCLUSION AND FUTURE WORK

This paper introduced the effect of Learning Styles LS on
learners in E-Learning environment based on proposed model
created from FSLSM and the preferred learning style question
to detect more accurate result than using only Felder-Silverman
learning style model.

Experimental results showed that when taking into
consideration the student's choice and including students’
preferred learning style to the learning style detection method,
students’ performance could be increased by more than 12% as
shown in Figure 10. The proposed approach had an accuracy of
69.697%, with the value of MAE 0.1599 and a weighted
average ROC, 0.844. These results are expected to improve
when increased the sample size.

Future work will extend this work by developing and
providing adaptive modules for the online learning system.
Modifying courses automatically, adding some learning
objects, and/or some learning activities are some features
which can be added in order to make system fits to students'
learning styles. Furthermore, researchers would plan using
advanced methods of student’s pattern collection, such as
students' navigation behavior in a learning system, patterns
related to some other types of learning objects/activities, and so
on. Also, apply the research model and architecture to other
LMS is planned.
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Abstract—Most people at the BOP (base of the economic
pyramid, the largest but the poorest community in the world
comprising 69% of world population) do not have access to e-
commerce services. The way e-commerce is designed and
practiced today does not enable their participation. The reasons
are: their purchasing power is low, they do not have any means
to make online payments, and there is no infrastructure to
deliver the purchased items to their doors. To enable the
participation of the people at BOP, we propose an e-commerce
framework by engaging MFI resources and our recently
developed ePassbook system. This paper shows how the BOP
community can enjoy the benefits of the e-commerce service by
using the proposed model. The advantages of making e-
commerce available to the BOP are discussed, in addition to the
challenges involved in implementing the model.

Keywords—ICT; BoP; microfinance; E-commerce; social

services; ePassbook

. INTRODUCTION

E-commerce over the Internet has been in practice for more
than a decade. E-commerce enables people to purchase
products from a remote place at any time of the day and get the
desired products delivered to their doors. It saves time, money
and labor. A product seller can upload the product information
on the web and can breach the boundaries of the local market
to reach the customers on a global scale. A customer, on the
other hand, can search for a desired product in a much more
extensive selection space, and can find the suitable product. In
this way, e-commerce brings benefits for both the buyers and
sellers as indicated by the trend in e-sales. From 2006 to the
second quarter of 2015, retail e-sales have increased at an
average annual growth rate 35%, compared with 7.2% for the
total retail sales in United States [1]. In order to purchase a
product through a web-based e-commerce service, a customer
needs access to the Internet and an online payment mechanism,
typically a credit card. Presently 43% of world population has
access to the Internet, however, 4 billion people from
developing countries remain offline, representing 2/3 of the
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population [2]. Apparently, 16.42% people hold a credit card
(this figure is assumed from the fact that 3.3 billion cards were
issued globally and on an average each individual holds 3
credit cards). How about the remaining majority of the
population? Do they not have any interest in participating and
enjoying the benefits of e-commerce? These unreached are the
4 billion people at the BOP [3], comprising 69% of the world
population shown in Fig.1. Despite their low income and
limited purchase capacity, they make frequent purchases within
their limited spending power [4]. According to [3], there is
money at the BOP and their purchasing habits mean that they
actually pay more for certain items than wealthier customers.
This BoP penalty is the consequence of local monopolies,
inadequate access, poor distribution and strong traditional
intermediaries.
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Fig. 1. Base of the Pyramid (BOP), the largest but the poorest community in
the world
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In this article, we introduce e-commerce system to this
unreached community. Our model utilizes the MFI resources to
act as an intermediary between the supplier and the consumer.
In Bangladesh, around 20 million people representing BOP
have access to micro-finance institutions (MFI) [7]. They carry
out financial transactions in a regular basis with their
associated MFIs. An MFI member not only borrows money
from the MFI but also maintains a savings account. The
accumulated savings of the 8.3 million Grameen Bank
members is around 1.2 billion US dollars [8].

An MFI officer meets 300-500 members (clients of MFI)
once a week. An MFI officer can compile a list of desired
products from the members and a bulk purchase request can be
handled on behalf of the members. It can be assumed that MFI
officers have access to the Internet and know how to operate a
computer. The members can withdraw their savings to
purchase their daily needs such as soap, shampoo, rice, wheat,
salt, and spices. They can receive the same product at a cheaper
price through e-commerce. 8.3 million members in Grameen
Bank alone have 30 million family members. If we consider
soap as a product and one family consumes at least a piece of
soap per month, 8 million pieces of soap per month will be the
projected market size. An MFI like Grameen can make a
business agreement with a soap producer ensuring 8 million
soap purchases per month. The soap producer would find it
viable to offer a different business plan for such a giant pre-
paid customer. If we include other two MFIs in this service, 20
million soap bars can be sold in a month. In this way, MFI can
offer an effective e-commerce service to its members.

Introducing e-commerce to the BOP, may affect the present
non-e-commerce based businesses. The current business
incentives also need to be considered. Selecting the products
for the products for this system we need to carefully choose the
products so that they do not affect the present business system
but at the same time give a significant price advantage. At the
consumer level a person at the BOP purchases the local
produce like rice and lentils from the local market where a BoP
penalty is rarely applicable. For consumers the list may contain
edible oil, soap, sugar, salt etc. the items that is not produced
locally and traditionally marketed from a central location. Our
system would allow them to access the central supplier
directly, eliminating the intermediary and increasing access to
overcome the poor distribution problem. There are few other
items that the consumers purchase seldom but the local
retailers visits the wholesale market frequently. Keeping those
items in the list would also allow the BoP people to purchase at
a lower price at the time of necessity. The relevant items might
be electrical items (bulbs, cables, sockets), traditional clothing
(lungi, saree etc.). The list should also include seasonal items
to address the demand when applicable. It is our intent to
arrange the system in such a way that the gap between
producer and consumer is reduced and an unnecessary
intermediary disappear.

There are more advantages to including MFI in the BOP e-
commerce model. In the present web-based e-commerce
system, buyers do not feel comfortable sharing personal
information and credit card information on the web. In MFI,
the members have long credit relationship with the MFI
officers. As the members meet their officer every week, they

Vol. 6, No. 9, 2015

have some sort of trust relationship with the officer. The officer
can collect the money from their savings and forward the
money to the supplier of the product. If the seller is not a
Grameen Bank member, the money can be sent to his bank
account by using a third party bank.

The remainder of the paper is structured as follows: in
section 2, we explain the present e-commerce system, the
requirements and the limitations. We propose a model
involving the MFI resources in Section 3. The advantages of
the proposed model and the challenges are also discussed.
Section 4 has the conclusion and the future works.

Il.  PRESENT WEB-BASED E-COMMERCE SYSTEM

A. Present E-Commerce

In a typical e-commerce scenario, a buyer visits a website.
The website contains product information including the
product stock status and the price. The buyer fills up a purchase
order form which contains the list of items. Upon completing
the purchase order form, the buyer is asked to make an online
payment using some online payment system e.g. a credit card.
The credit card details are communicated through a standard
secured communication process. Once the payment process is
complete, the list of ordered items is sent to the supplier along
with the payment advice, the supplier delivers the purchased
items accordingly. Fig.2 shows a typical e-commerce model.
There are three major stakeholders in the present e-commerce
system:

Buyer: is a person who buys a product. A buyer needs a
means to find the product catalogue to select the product, a
means to communicate with the seller to place the order and a
method to make the payment. In a web-based e-commerce
system, a buyer visits the product website, selects the product,
makes the payment by credit card or other online transaction
system. Upon confirming the payment, the supplier arranges
for the product to be delivered to the address specified by the
buyer.

In addition to online services, a buyer can also obtain
product information through TV commercials or published
catalogs and leaflets. The purchase order also can be processed
by telephone, fax or postal order. The payment options are both
prepaid and postpaid. Prepaid payment systems include credit
cards and bank transfer. Some countries, such as Japan, have
post-paid process where the money is collected when the
product is delivered.

Seller Producer/

Buyer (Website) Supplier

1. Product Catalog

2. Product selection and Purchase

3. Online Paqyment

4. Request Delivery

3. Deliver Items

6. Payment

Fig. 2. Typical e-Commerce System Scenario
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Seller: is a person who sells products. In a web-based
system, a seller is a website that interfaces with buyers. Such a
website offers a product catalog, an interactive interface to
receive customers’ preferences, a shopping cart system for the
purchasing process and an online payment system. The website
needs to ensure a secure system to handle customer
information.

Supplier: receives purchase orders through the web and
checks the payment process. A supplier needs store houses for
the products. The storehouses can be either centralized or
distributed. In order to minimize the delivery time, distributed
suppliers can deliver the product from the closest distribution
point. A supplier keeps the products in its possession and
supplies them to the customers. A supplier can be a producer of
the product, its representative, an agent or a distributor. A
supplier also ensures the delivery of the product and post-sales
services.

B. Limitations of the Present E-Commerce System

The present web-based e-commerce system brings
enormous advantages to society. However, the participation of
the BOP community is missing. A traditional business targets a
consumer segment considering their purchasing power. The
cost of maintaining the infrastructure and executing a delivery
can be justified by a minimum transaction value. At the BOP,
people’s income is low and their purchasing power is limited.
The purchase volume is not within the range to justify the
overhead. Infrastructure support is also required for e-
commerce. The following limitations kept the BOP community
unreached and deprived them of the advantages of the e-
commerce system.

1) Internet access: The BOP community usually does not
have an affordable Internet access. As a result, online
purchase orders cannot be made.

2) Electronic payment system: The BOP hardly has any
means of electronic payment (credit card or PayPal account),
nor do they have any communication infrastructure to support
online payment facilities.

3) Lack of awareness of advance payment: The
advantages of advance payment for products are not clear.
BOP usually make face-to-face purchases and pay on the spot.
Prepaid-based telephony services are popular because the
charges are well defined and they consume product right
away.

4) Home delivery: delivering a small supply to an
individual address makes the delivery cost too high to justify.

5) Return handling: return of a small supply makes it
difficult to plan an appropriate model. On the other hand, the
BOP community would feel insecure bargaining with remote
suppliers.

6) Post-sales customer service: providing post sale
customer service to the BOP community is difficult because
there is no communication infrastructure to support such a
service.

Vol. 6, No. 9, 2015

I1l.  E-COMMERCE USING MFI RESOURCES

In this section, first we describe how MFI structure and
show how MPFI resources can meet the requirements of e-
commerce for the poor community. The advantages as well as
the impact are also discussed.

A. MFI Resources

Microfinance institutions can be an excellent vehicle to
provide e-commerce services to the BOP. MFIs have been
successful in accessing the rural poor and introducing financial
services to them. Fig.3 shows the operations and management
system of Grameen Bank.
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Fig. 3. Grameen Bank Operational Infrastructure

Like other Microfinance Institutions (MFIs), Grameen
Bank provides financial services to poor people in the remotest
parts of the country through a very efficient and closely
monitored human network. In Grameen Bank, 8.3 million
members throughout the country, are visited by 20,000 center
managers once a week. A center manager has the socio-
economic status of the affiliated members. These center
managers deliver financial services (savings, loan, insurance,
remittances etc.) to the members. The group solidarity and
rapport of the MFI officer with the center members are the
main driving forces behind successful operation of an MFI. A
center manager belongs to a branch supervised by the branch
manager. Branches are the main activity unit of any MFI
which works on and maintains detailed data of the operations.
Branches are closely monitored by mid-level managers at the
area offices. These mid-level managers work on summary data
aggregated from each branch. Top level managers in the
headquarters and zonal offices manage the overall operation.
This is how Grameen Bank’s human network is connected.

MFI officers developed good relationships with the rural
poor in terms of trust in financial transactions. In our previous
work [5], we identified that MFIs have created a strong
network among the BOP population.
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Every 5 miles Bangladesh, there is an MFI office provided
by at least one MFI: either by Grameen, BRAC or ASA.
These three organizations serve more than 18 million members,
through 75,000 field staff workers distributed among 8,000
branch offices in the country. An MFI officer visits 300-500
people per week. The network is an efficiently managed
business with a yearly turnover of around 10 billion US dollars.
The collective savings is also significant, at around 2 Billion
US dollars. The relationship between the members and the
MFI develops over decades. Most importantly, MFIs have
detailed records of their members’ credit worthiness. They also
have moderate record of their transaction abilities over a period
of time. Hence, it can be assumed that if we can use the
harmony among the members of an MFI and access them
through that MFI, a good business model can be generated.
For example the daily consumption amount of edible oil is very
low for one family. But collectively for 2000 members in a
branch, the consumption amount is significant enough to make
any supplier interested for business.

TABLE I. E-CoMMERCE COMPONENTS AND MFI RESOURCES TO MEET
THE REQUIREMENTS

Components MFI resources
The end user (MFI member) may not have access or
skills to use the Internet. An MFI officer, on their
behalf, accesses the product information for the client.

Access to - -

Internet A printed product catalog_ can_be supplied to the_
members to mark the desired items. An MFI officer
then can consolidate and submit the order through the
web.

. The eCash service provided by the ePasshook makes

Electronic - . ]
electronic payment possible. eCash is capable of

payment . )

System handling payment from the cardholder’s account to any

Y other account within the same system.
Trust between the MFI and the members are leveraged

Advance . . .

payment to make this possible. The MFI would negotiate a good

price discount for its members.

Individual delivery of small supply is expensive. MFI
can use their meeting place for collecting purchased
products where the MFI officer meets every week. The
officer can also ensure safe product delivery.

Home delivery

Return handling and warranty claims can be managed

E:;Léwn and negotiated by MFI officers. It gives the confidence
9 to the MFI members of dealing with the suppliers.
Customer services including return handling,
Customer - o L
service complaints and other negotiation activities can be

offered by the MFI.

In Section 2, we discussed the limitations of the present e-
commerce systems. These limitations can be overcome if an
MFI officer could be involved in e-commerce businesses. The
advantages of involving an MFI officer in the system are:

a) Instead of a logical webpage, buyers can deal with a
person to verify and get better understanding of product.
Furthermore, they have the option to discuss with their peer
group members. This also keeps a witness on the transaction.
The trust level is significantly better than with a black box.

b) Buyers do not feel comfortable providing credit card
information on the web. An MFI officer is trusted by the MFI
members. Thus, members will feel more comfortable by being
able to pre-pay for the e-commerce products. The peer witness
also contributes to the creation of further trust.
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c) Internet and credit cards used in today’s e-commerce
are not available to people in the BOP. Again, the concept of
pay first and get the supply afterwards is not familiar to them.
In our proposed model, the MFI officers are trusted since
these officers oversee the members’ monetary transactions
every week. Thus, the MFI officer can work as a replacement
for the website in traditional e-commerce. For secured order
placement and payment, the MFI will use the ePasshook and
related infrastructure.

B. ePasshook:

ePasshook is an electronic card developed by us for micro-
finance members to maintain their financial records. The core
component of this card is an IC chip which is common in other
smart cards such as bankcards and employee cards. The
developed ePassbook offers multiple services especially for the
BOP, including microfinance, health, and e-cash. It keeps both
MFI and health records. A user can view the records by using
the display attached to the card. Traditional cards do not have
this facility. ePassbook can transfer records by using the
inbuilt RFID communication interface. An ePassbook reader
is also developed for this purpose. An MFI officer with an
“ePassbook reader” can communicate with the ePassbook
device to update the bank transaction. A doctor in a hospital
or clinic can access the health records. Now we want to use
the same device for our proposed e-commerce framework.

C. E-Commerce with MFIs Involvement: The Proposed

Model

Fig.5 explains the proposed system. The MFI members are
the target consumers in this model. An MFI officer
representing the consumers will play the role of intermediary.
An established web platform for the villagers (gramweb.net)
will contain the product information. The suppliers are selected
based on their agreement with the MFlIs.

1) The suppliers share their product catalog on a
specified website. GramWeb [7] is a website containing
village specific information. The local villagers own and
maintain their village sites. Therefore, it will be effective for
the suppliers to distribute village-specific catalogs
considering their needs. As not all villagers have access to the
Internet, these unreached people will not be able to view an
online product catalog. The MFI officer can fill the gap.

2) An MFI officer will have an updated printed catalog to
share with the MFI members. The catalog will be villager-
friendly so that low-literate villagers can easily understand
and use it for placing orders.

3) The consumers will select products from the catalog
and put the order in a pre-printed form. An MFI officer meets
300-500 people per week. This is the customer segment that
one MFI officer can cover per week.

4) An MFI member holds an ePassbook. The ePassbook
will allow the MFI members to use their savings money to pay
to a third party through the MFI headquarter. The MFI officer
transfers the order value from the member’s savings account
to a special e-commerce account in the branch and records
the transaction ID on the order form.
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5) The MFI officer collects all the individual orders and
enters them in the website on behalf of the members. The MFI
officer needs to be properly authenticated by GramWeb.

6) GramWeb then proceeds with a delivery request to the
supplier.

7) The supplier delivers the products to the place where
MFI members meet the MFI officer. In Grameen, the place is
called a center office.

8) The MFI officer then processes the final payment to the
supplier.

AScrvices

1. MFI Transaction
2. Health Care

3. E-Cash

4. Future Option

Fig. 5. ePasshook for micro-finance borrowers

In this way, e-commerce services can be reached to the
unreached, the largest socio-economic group in the world.

MFI Members MFI Officer CrramWeb.net Selected Supplier
| Consumers | Buyer! Retailer | | Web | | Suppliers |
Onding Product Catalog
Printed Catalog [ u}
Production selection and gurchase reques
3
Payment by ePasgfook . ficted P
aied Purchase

Consolidated Prircfase Request Delivery
Deliver .’.'L'.nr.\'(-\. f >

Praovess Paymens
L
Wi g

Fig. 4. eCommerce Model for BoP consumers using MFI Resources

D. Advantages

The proposed model brings the following benefits to its
stakeholders-

A. Villagers: The villagers include the MFI members, local
retailers and other villagers. By utilizing the proposed scheme,
villagers can purchase reliable branded products at a cheaper
price. Local retailers might seem to lose their business if MFI
starts doing this business. However, they can also use this
channel to purchase items directly from producers at a lower
cost. Usually these retailers go to the wholesale shops
individually which involves transportation costs and time. The
proposed model offers a single trip for all necessary products.
The transportation costs and time will be significantly
minimized [Fig. 6].
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B. The MFI: e-commerce will be a value added service for
the MFI. Other benefits include: (a) Increased trust/loyalty
from the members, (b) More savings from the members (c)
Financial benefit from the advanced payment by the members
(d) Wider transaction record (e) Additional line of revenue

C. Researchers: It is possible to archive the list of
purchased items. The archive can be a good resource for
analyzing and determining BOP purchase pattern, food
behavior, and nutrition facts. Predictions about the future
market can also be made.

D. Suppliers: Having a contract with giant a microfinance
institution with millions of customers will provide an effective
business opportunity. Analyzing the business trend, suppliers
will be able to handle a larger market with reduced effort in an
organized way.

E. Producers: The producer will receive first hand and
regular consumer feedback. It will be possible to develop new
products to meet the specific demands of the BOP. This will
also help reduce copies, fakes and other undesirable items
being peddled to the BOP market.
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Fig. 6. Transportation cost saving for the individual retailers

E. Scope and Challenges

The objective of the proposed system is to introduce e-
commerce services to the unreached community. To deliver the
service, the proposed system places MFI officers at the center
point of service delivery. Therefore, any person who is a
member of an MFI is within the scope of this service model.
Products to be handled in this system are selected according to
the following features: (a) Familiarity of the product:
Especially the branded items with the price tagged (b)
Transportability: Products that are neither fragile nor
perishable, and (c) Affordability: The optimum size of the
product in an affordable range.

The proposed system will face following challenges:

(a) Business of the existing retailers: Presently, the retail
business is channeled by two to three tiers of distributors. A
large number of retailers are spread over the country. The new
model of business would reduce their market share
significantly, especially when we consider Bangladesh where
every family in the BOP is attached to at least one MFI.

(b) Postpaid vs. prepaid: Uncertainty of income is a major
problem for BOP people [8]. Hence they maintain a credit line
with retailers. To address this problem, we propose that MFI
can introduce a suitable loan product analyzing the members’
credit and repayment history. The MFI would ensure a good
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bargain from the supplier, which would act as an incentive for
advance payment.

(c) Home delivery: Home delivery might be a problem in
low density, remote, and hard to reach parts of the country.
Where residents used to walk or ride on small country boat to
travel the long distance to the market place for the purchase of
consumables.

IV. CONCLUSION AND FUTURE WORKS

Access to product information, online payment mechanism
and product delivery channel are the major components to
provide e-commerce services. Developing the necessary
infrastructure can be a way to allow 4 billion people at the
BOP to enjoy e-commerce benefits but it may take decades to
make this happen. We proposed an alternative solution of using
Microfinance resources and the ePassbook we have developed.
MFI officers visit their clients once a week and have strong
financial trust. The ePassbook allows a borrower to transfer
money electronically. The proposed model brings benefits to
all stakeholders. The first hand benefit goes to the villagers
who have been deprived of e-commerce service. The
microfinance industries will be able to keep more savings in
hand. The suppliers can benefit from bulk orders from the
microfinance institutions. The producers will be able to reach
the unreached with their products. This will also open a new
window for researchers to analyze the market trends and
consumption patterns, including issues related to health. A
concern remains about how the introduction of e-commerce
through MFI in the BOP community will affect the local
retailers.
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Modelling for Forest Fire Evolution Based on the
Energy Accumulation and Release
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Abstract—Forest fire evolution plays an important role in the
decision-making of controlling the forest fire. This paper aims to
simulate the dynamics of the forest fire spread using a cellular
automaton approach. Having analyzed the characteristics and
evolution of forest fires, a simulation model for the forest fire
evolution based on the energy accumulation and release is
proposed. And, taking Australia's catastrophic forest fire in 2009
as an example, the fire’s evolution closely to the reality is
simulated. The results of the experiments are shown that if forest
energy is released in a small scale before or during the fire, the
fire would be better controlled even if it does not occur.
Improving the efficiency of the fire extinguishing procedures and
reducing the speed of the fire spread are also effective for
controlling the forest fire.

Keywords—forest fire evolution; energy accumulation and
release; cellular automaton (CA); simulation

. INTRODUCTION

This Development over the millennia have left the world in
a grave state and it faces both complex and greater
contemporary challenges. Therefore forest fire management is
a subject that is worthy of investigation. A forest fire system is
complicated and involves nature, society and economic
development. Research on forest fire control mainly focuses
upon forest fire evolution models and risk reduction following
disaster.

The classical evolution model of forest fires proposed by
Drossel and Scwhabl, is a type of cellular automata (CA)
model, which simulates the growth of trees, the occurrence and
extension of the fire and other processes with certain rules [1].
Based on the classical model, other more specific CA models
[2-6] that have been introduced mostly change the system’s
conditions, such as the immune forest fire model [2], the
limited scale effects of forest fires model [4], the integer type
of forest fire model [5] and the heterogeneity of forest fire
model [6].

Encinas et al. [7] proposed a hexagonal CA model for the
forest fire evolution and discussed the impact of this six-edged
structure on the forest fires spreading. Having considered the
geological characteristics and hazard factors of fires, Yassemia
et al. [8] proposed an integrated GIS-based CA model. Berjak
et al. [9] presented a CA model that is capable of predicting the
fire’s spread in spatially heterogeneous Savanna systems. The
physical basis of Rothermel's fire spread model (1972) was
modified to a spatial context and used to improve the CA
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model introduced by Karafyllidis and Thanailakis (1997).
Alexandridis et al. [10] presented and illustrated the simulation
results of a CA model, thereby describing the dynamics of the
spread of a forest fire on a mountainous landscape; having
taken into account factors such as the type and density of
vegetation, the wind speed and direction and how quickly the
fire is spotted. Hui et al. [11] proposed a multi-state probability
CA model of forest fires, which analyzed changes in the
occupancy of forest trees under two sets of conditions; one
being that they exist in spaces with no growth and are not
susceptible to fires, the other being that the trees differ from
their neighborhood due to deforestation. Through the
improvement of CA probability, it is possible to stimulate the
occurrence mechanism of forest fires. Subsequently
conclusions were drawn that the correct type of spacing
between trees and modest felling can prevent the spread of fires
and realize effective tree growth.

In order to study the whole developing tendency and the
evolvement rules of the forest fire system, Guangjun and
Yaodong [12] introduced a pattern-oriented model based on an
agent and proposed an agent-based forest fire simulating model.
Furthermore their computer simulation was implemented by
integrating the harmonizing nature and microscopic
mechanism of society. Qinggui et al. [13] put forward a simple
model of forest fires based on the power distribution of forest
fire models, which can effectively reveal its self-organized
criticality. A "frequency-scale™ distribution is obtained by a
numerical stimulation and the model satisfies the limited size
effects. The changes of the average burned area are provided
by adjusting the control parameters. The authors discuss the
differences in "frequency-scale" distribution between their
model and the original one, after the introduction of
heterogeneity and wind factors. The results from their model
that show how to control forest fires provide a good
verification of their proposal.

In summary, the existing research lacks a discussion of the
energy of forests. In order to understand the evolution of the
forest fire and propose related methods for its management, a
new evolution model is presented in this paper based on energy
accumulation and release. The energy accumulation of forests
is inevitable, and experiments show that the energy released in
a suitable time and by a suitable release ratio could clearly
reduce the frequency of forest fires occurrence. The controlling
of forest fires could be realized following repeated practical
tests to establish the optimal energy release time and ratio.
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Il.  THE CHARACTERISTICS OF FOREST FIRES AND MODEL
FACTORS

The common features of forest fires are continuous high
temperatures and excessively strong winds that lead to the
outbreak site of fire becoming out of control in a shorter time
period, and eventually lead to large-scale fires in a large
stricken area and the rapid spread of a fire, which can last for a
few days or up to a month. Thus, the key elements of forest
fires are taken as the important parameters for the model. The
analogy between the features of forest fires and the model
parameters is shown in Table 1.

TABLE I. THE CHARACTERISTICS OF FOREST FIRES AND THE MODEL

PARAMETERS

Real-world Modeling system

The forest area The system space M

The number of fire points Number W

The speed of the energy
accumulation and the transfer
rate

Environmental factors: degree of drought
and wind speed

Trees in one unit (the affected unit) Agent A;

A state of the affected unit (latency,

. L . A state of the agents
burning, extinguishing, overburning) g
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I1l.  EvoLUTION MODEL

According to the above analysis, the model is built based
on CA algorithm. Assume that each two-dimensional cell
stands for a unit of a forest where there are a variety of trees;
moreover there is a random distribution of the energy value
and the energy is accumulating over time. From the perspective
of energy, treating energy accumulation as the general term of
tree growth, the accumulation of leaves, persistent drought and
other factors, are all closer to reality than simply considering
planting trees in a blank space. Additionally, the aim of this
model is not to predict a fire but to simulate its evolution and
search for controlling measures. Furthermore, assume that the
number of fire points is known, and the probability that the
trees catch fire is determined by the energy accumulation and
the degree of the combustion of the surrounding trees. The
extinguishing efficiency (p.) , fire spreading speed (m) and
other parameters, as well as the embedded energy release
strategy algorithms, could all influence the simulation of the
evolution of forest fires. The computational experimental
process is shown in Figurel.

At t=0, assume the energy of A; in the grid
space is randomly distributed according to
the actual situation

The length L) of the agent

The longest sunshine duration
gene N(A)

Release the energy of the system according to the p, before
the evolution; change the state of agents with successful
release into burning state; then turn to the next step

The sunshine duration of an affected unit
(sunlight exposure brings about the energy
accumulation)

Latent period q of A;

Time between the beginning and the end

Burning period of A;
of the forest fire in an affected unit gp '

. . Changes in positional value of
The burning speed of an affected unit N 9 P
()

The fire spreading speed of an affected

i f A
unit Spreading speed m o

The burning units Total R; of burning agents

The algorithm of controlling

Controlling measures for the forest fire
agents

The efficiency of the fire extinguishing
procedures

The efficiency of the fire
extinguishing pm

Moreover, the evolution of individuals will lead to
demands for the state changes of the system. The status that
might be produced during the evolution of the modeling system
resembles real-world events. A detailed description is shown in
Table 2.

TABLE II. AN ANALYSIS OF STATE OF THE FOREST FIRE

The state of the forest fire Description in the model

Beginning time Time the evolution begins (t=0)

Number of burning agents coming to a

Explosi int
xplosion poin peak (t=t)

Expanding period Period from t=0 to t=t,

Period from explosion to stability of the

Declining period
op system

Vanishing period Recovery to the stable situation

According to the actual situation, select the
fire points, confirm their coordinate, and
change their state to burning

» t=t+l

(DCalculate R,and G,
@EXxtinguish burning agents according to Py,

no

hether to take the
energy release?

Release the energy according to ps, if G,
exceeds the limit (the maximum energy x
ps); change the states into burning for the
agents being successfully released

Dlight m neighbors of burning agents, and change their state
from latency to burning

s @For all the burning agent Aj, Cj;, Euyy are calculated. If all
positional values in N are 0, the agent is overburning

®)Cii» Ean are calculated for all latent agents.

v

Output (t, R and (t, Gp ‘

he number of burning
agents is zero or not?

Fig. 1. The computational experimental process
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A. A description of the agents
The different agents used in this model can be seen in Table

3.
TABLE Ill.  THE AGENTS MAPPING TABLE OF THE FOREST FIRE SYSTEM
AND THE MODEL SYSTEM
Forest fire Simulation Parameter .
. Interaction
system system explanation
Systematic space M, o
. . y ] p . Providing space
Fire Environment | systematic original
. for agents to
environment agent state, agent .
. interact
neighbors
Evolution state(a),
evolution period Spreading speed
. Ny, energy Ea), m and the
Combustible » _gy ® .
. Agent A latent period q, the efficiency of the
trees per unit L "
total burning time, fire
the length La) of extinguishing pm
gene N(A).
A systematic
combustion Display of
. value(the total of the | observed
Supervising Observer .
L burning agents) numbers, control
institution agent . .
curve, a systematic of systematic
energy curve, a speed
control panel
Evolution rule (C, Interaction
Cjj) of latent agent A; | model of agents,
and burning agent model of
Evolution of A, systematic accumulated
) Model agent . .
the forest fire evolution period, energy,
systematic burning observed model
number, systematic of burning
total energy number

Subsequently, the simulation algorithm follows the rules of
the systematic evolution in this model. In this way the CA
itself will transfer energy to simulate the process of the
outbreak of a fire.

Assume that A; not only transfers energy but can also be
transferred. Thus the adjacent agents’ energy in the process of
being transferred is gradually activated; moreover the total
energy of the system would also gradually accumulate. A
represents the affected unit of the forest, as described in Table
4.

TABLE IV. A COMPARISON OF THE AFFECTED UNIT AND THE AGENT
The period of .
State . Interactions
evolution
Burning agents are
The state of transitive. The latent
Agent A Length of gene
the agent agents’ energy accumulates
every cycle automatically
Latency, . . -
The burniny The maximum The burning unit is
affected extin Si’shin time of the transitive, triggering fire in
unit 9 . g latency of trees neighboring forest units
overburning
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B. The composition of the system

Suppose the system is a two-dimensional grid space. The
coordinate of agent A; is  (x;, yi) » i=1,2,..., M, where M is
the sum of agents in the system. One and only one A is put into
in each grid space unit. The original state (t=0) refers to the
fact that several random agents are in a state of burning (or
some specific burning points are selected according to the
actual situation), but other agents are in a latent state. The
energy of agents is distributed randomly or is submitted to a
certain distribution pattern according to actual situation.

C. The state parameter

A, is the dynamic subsystem with a certain energy, whose
state parameters include gene Najyand the current state statea)
N¢ai) is composed of the binary numbers of a specific length
(L¢a)). Its positional value 0 and 1 indicate the stability and
disorder respectively, and the form of Ny is as follows:

11100...... 000 (g=3) latency, burning or extinguishing

(state=1or2or3)
Nay=] 11111...... 111 (g= L) the maximal latency (state=1) 1)

00000...... 000 (g=0) overburning (state=4)

In the formula above, the latent state of agents means that
there is a state where energy is accumulating before burning;
the agent in an extinguishing or overburning state should
discontinue its evolution; and the positional value could be
from 1 to 0, or 0 to 1. The former change means the agent is
burning and the energy is declining; whereas the latter one
means the agent is accumulating energy.

D. The rules of evolution

1) The energy accumulation and evolution rule

The self-evolution rule of all latent agents is that the
number of 1 in Ny adds k until all the position values are
changed into 1.

Cii=k positions change from 0 to 1 to the right in Naj,
if StGIE(Ai) =1 (2)

2) Lighting rule

Burning agents could lead to their m latent neighbors
catching fire. Furthermore, the state of the agents catching fire
could change from latency to burning. The value of m is
decided by the speed of fire spreading; the faster the fire
spreads, the higher the m is.

3) Self-evolution rule

The self-evolution rule of A; in a burning state is as follows:
the number of 1 in N (4 subtracts k, until all positional values
are 0. Then the state could be changed from burning to
overburning, in which the state evolution discontinues.

Cji= k. positions change from 0 to 1 to the left in Naj,
if state Aj=2 ?3)
E. The efficiency of the fire extinguishing process

In the t-th cycle, the burning agents could be extinguished
by the efficiency of the fire extinguishing py,; its state changes
from burning to extinguished. The agent evolution no longer
occurs if the agent has been extinguished.
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F. The observing value indicators of the evolution

At the t-th cycle (t € [0, T]), assume R; is the total of the
burning agents, and G, is the cumulative total energy of the
system.

For agent A;, assume Ey is the current energy, which is
determined by the number of 1 in N at the t-th cycle. The
formula of E; is shown below.

Lia)

Ex, :0.1anik,nik =0orl 4)
=1

nik means the positional value in Na;); and L, is the length
of the agent gene N(). When the state of A; is burnt out, its
energy is minimum and therefore zero; when A; is at its
maximum latency stage, its energy is the maximum for 0.1 L.

The total energy of the system at the t-th cycle is as follows:

M, M, L(A)
G, :;E(A‘) :0.1Z=1:kgnik (5)

M, is the number of agents that have energy at the t-th cycle.

M, <M.

IV. THE ENERGY RELEASE ALGORITHM

A lot of internal energy (including dry leaves, branches,
and weeds) has accumulated within the forest system. If the
initiative is taken in a planned manner to fell, lop, clean, set
fire (and control the size of this fire), the internal energy in the
forest system will be effectively released, and there may be no
serious forest fires.

Embedded the energy release algorithm in the basic forest
fire model, we can analyze its effect on management. If G; and
the maximum internal energy meets or exceeds the energy limit
value ( the limit ratio is p;), the system begin to release some
energy from the latent and extinguished agents in accordance
with probability ps,.

The related parameters are shown in Table 5.

TABLE V. THE RELATED PARAMETERS
parameters meaning
Ry the total number of burning agents
G the cumulative total energy of the system
Pm the efficiency of extinguishing procedures
v the change rate of pn
m the spreading speed
Ps the energy limit value ratio
Ps2 the energy release ratio

V. ASIMULATION ANALYSIS

The simulation could be implemented after the model and
the related parameters setting are completed. In this section, we
analysis four kinds of simulations.

A. Case simulation

The case simulation takes the huge forest fire in Australia
in 2009 as the prototype. This fire lasted for 35 days from
February 7, 2009 to the end of March 14, 2009 and led to an
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area of 410000 hectares being burned. There were three fire
points on February 7th after nearly a month of hot and dry days;
furthermore following the outbreak, the local wind speed
reached 96~115 km / h.

The setting of parameters refers to the case above; assume
that it takes one day of actual time for the models to run a cycle,
and the system space of model is M = 100 x 100. Due to nearly
a month of hot and dry days, the amount of energy becomes
larger, set g = 26, Ly = 40, and the maximum energy = 0.1 x
40 x 10000 = 40000. The number of burning points is set up as
the actual value w = 3; and considering that the actual fire
spreads quickly, subsequently the spreading speed is set up at a
larger value m = 24. According to a repeated trial, the
extinguishing efficiency is set as p, € (0,0.5), and the change
rate v increases by 0.0125 every cycle.

The simulation results are shown in Figure 2.
Rt Gt

3000 32000
2000 30000
28000

0 26000
T T T T T T T T T | T T T T T T T T T
0 0 2 0 “@ [ 10 2 30 [
Time Time

Fig. 2. The simulation results of the Australian large forest fire

The simulation result shows that R;at the explosion point is
4094. If one grid represents 100 hectares, it can be converted
into a burned area of 4094 x 100 = 40.94 million hectares,
which is quite close to actual 410,000 hectares. Seen from the
evolutionary cycle perspective, 39 cycles when R; equals zero
is close to the actual duration of the fire, which was 35 days.
The model could restore the evolution of the fire to a higher
degree.

From an analysis of the energy, it could have been as high
as 26,000 at the start point, which takes up 26000 =+ 40000, or
65% of the maximum energy; additionally the maximum
energy in the evolution is up to 32,986, and 30,614 residual
units of energy remained after the fire went out. Excessive
energy can eventually lead to the primary cause of a large
forest fire’s outbreak. Since the remaining energy is higher
than the initial energy, it may still lead to large forest fires later
on.

B. A simulation for increasing the extinguishing efficiency

When the efficiency of extinguishing a fire is at a low level,
the fire cannot be controlled effectively because of its high
spread rate. A series of experiments are completed for
increasing the extinguishing efficiency to v>0.0125. The
evolution results are shown in Figures 3 and 4 when v=0.02
and v=0.1.

The results of the calculative experiments show that when
the rate is up to v=0.02, R; at the explosion point drops from
4094 to 2194, which is a decrease of 46.41%. Moreover, the
duration of the fire is shortened from 39 to 35 days, which is a
decrease of 10.26%. The highest energy of the evolution rose
slightly to 35754, and the remaining energy rose to 33988.1;
therefore the residual risk of fire would be higher.
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Fig. 3. A higher efficiency for extinguishing the fire (v=0.02)
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Fig. 4. A higher efficiency for extinguishing the fire (v=0.1)
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When the efficiency of the fire extinguishing procedures
are substantially improved to v=0.1, R; at the explosion point
would drop to 1185, a decrease of 71.06%, and the duration of
fire would increase to 40 days. The highest energy of the
evolution continues to rise to 36651.6, and the remaining
energy further increases to 35464.3.

Thus, increasing the efficiency of the fire extinguishing
procedures can decrease R; greatly, but has no obvious effect
on the duration of fire; and the duration would be extended if
the efficiency of the fire extinguishing is excessively improved.
Furthermore, increasing the efficiency of the fire extinguishing
procedures will increase G; and the remaining energy; this
would perhaps increase the follow-up risks.

C. Reducing the speed of the fire spreading

A series of experiments are implemented by reducing the
speed of the fire spreading when m<24, as another very
important factor affecting the size of the fire is its spreading
rate. Catastrophic fire is often accompanied by strong winds,
resulting in a low efficiency of fire extinguishment, and
meaning that the fire cannot be effectively controlled. If the
speed of the fire spreading is reduced, the evolution of the
results is shown in Figures 5 to 7.

Compared with Figure 2, Figure 5 shows that if m drops
slightly from 24 to 20, R; at the explosion point also drops. The
evolution of the maximum energy value is slightly increased,
whereas the overall value differs little. However, the evolution
results in Figures 6 and 7 show that if the efficiency of the fire
extinguishing procedures remains unchanged, reducing the
speed of the fire spreading can effectively reduce R; and
increase the duration of the fire. Subsequently both the
maximum energy and the energy remaining after the evolution
could be increased.

Thus, Ry is decreased greatly, which increases the efficiency
of the fire extinguishing procedures; however it has no obvious
effect on the duration of the fire, which would be extended if it
was excessively improved. Therefore improving the efficiency
of the fire extinguishing procedures would increase G; and the
remaining energy, but this might increase the follow-up risks.
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Fig. 5. Reducing the fire spreading speed (m=20)
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Fig. 6. Reducing the fire spreading speed (m=8)
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Fig. 7. Reducing the fire spreading speed (m=4)

D. The energy release model

The release of energy can be implemented before the forest
fire occurs. Relevant activities would include as cutting down
or pruning the trees that are too dense and clearing up the
withered branches. Related measures may also be implemented
after the fire, such as cutting down part of the forest zone
which has not been affected by the fire to set up an isolation
strip so as to control the fire.

1) Release the energy before the evolution

If the releasing ratio is 10%, it is known from figure 2 that
the initial energy is 26000 x (1-10%) = 23400, and 58.5%
(23400 + 40000) of the maximum energy. The results of this
evolution are shown in Figure 8.

Ri
3000
30000
a 25000
26000
1000
2000
[}
T T T T T T T T T T 1
[} 10 2 0 ] 50

Time Time

G

Fig. 8. Releasing 10% of the energy

Results show that R at the explosion point drops from 4094
to 3288, thereby reducing by 19.69%; moreover the fire
duration is slightly extended from 39 days to 40 days.

If a huge amount of energy is released, the releasing ratio is
set for 40%. Then the initial energy is 26000 x (1-40%) =
15600, and 39% (15600 + 40000) of the maximum energy. The
results of this evolution are shown in Figure 9.
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Fig. 9. Releasing 40% of the energy

From the calculation results in Figure 9, there is no
outbreak of fire, and the R; set at the first cycle quickly changes
from three to zero. Additionally, after a series of computational
experiments, the energy of the pre-release ratio is less than
40%, which could lead to a fire. When the ratio is 39%, the
results of the evolution are shown in Figure 10.

Ry G

20 25000

1000 20000

Time Time

Fig. 10. Releasing 39% of the energy

When the releasing ratio is 39%, R; at the explosion point
drops from 4094 to 2429, a reduction of 19.69%; moreover the
fire duration is slightly extended from 39 days to 40 days.

The above experiments show that the higher the
proportions of energy released before the evolution, the more
obvious the result.

2) Release the energy during the evolution

In this case the initial energy is as high as 26,000,
accounting for 65% (26000 + 40000) of the maximum energy.
In order to control the fire effectively, the energy must be first
released. Because ps can only decide when to terminate the
release and to re-release the energy, it cannot be too small;
furthermore ps, is the energy ratio for each release, and it
cannot be too large. Thus ps€ [0.4, 0.65], ps; € [0.1, 0.5] is set
for a series of experiments. Some of the experimental results
are shown in Figures 11 to 16; whereas all of the results are
shown in Table 6.
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Fig. 11. Releasing the energy (ps =0.65, ps2=0.1)
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Fig. 12. Releasing the energy (ps =0.65, ps2=0.31)
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Fig. 13. Releasing the energy (ps =0.65, ps2=0.5)
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Fig. 14. Releasing the energy (ps =0.4, ps2=0.1)
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Fig. 15. Releasing the energy (ps =0.4, ps2=0.2)
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Fig. 16. Releasing the energy (ps =0.4, ps2=0.5)

1
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The aforementioned series of computational results show
that when the ratio of energy limitation reaches a higher point
(ps = 0.65), the best value of the probability of the energy
release is py, = 0.31, and R; at the explosion point decreases
from 4094 to 2303, which is a decrease of 43.75%. When the
ratio of energy limitation reaches a lower point (ps = 0.4), the
best value of the probability of the energy release is ps, = 0.2,
and R; at the explosion point decreases from 4094 to 1177,
which is a decrease of 71.25%. Therefore a lower ratio of
energy limitation value could lead to more effective
management.
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TABLE VI.  THE EFFECT COMPARISON OF THE ENERGY RELEASE R G
R at the explosion point | The duration of
Ps Ps2 and the decrease ratio the evolution 2 e
0.65 0.1 3298, 19.44% 39 cycles
0.65 0.2 2890, 29.41% 44 cycles 0
: e @ w e a o n & 5 & 2
0.65 03 2312, 43.53% 41 cycles Tae
0.65 0.31(the best) | 2303, 43.75% 40 cycles Fig. 19. Releasing the energy (ps =0.4, ps2=0.5)
0.65 0.4 2949, 27.97% 39 CyCIeS TABLE VII. THE EFFECT COMPARISON OF THE ENERGY RELEASE
0.65 05 2398, 41.43% 41cycles 0 b R; at the explosion The duration of the
s s2 H 4
04 01 1804, 55.94% 50 cycles point evolution
04 02(the best) | 1177, 71.25% 59 cycles 04 01 999 44 cycles
0.4 03 1200(943) , 70.47% 70 cycles 04 0.16 3 6 cycles
0.4 0.2 3 6 cycles
0.4 0.4 1439(776) , 64.85% 78 cycles
1291(1304,1258) 04 03 3 6 cycles
04 05 68.15% 50 cycles 04 04 3 6 cycles
3) Release the energy before the evolution and during the 04 0.5 3 6 cycles

evolution

If the energy is released before the evolution, the energy is
set to drop from 26,000 to 20,000 (that is 23.08% of the energy
is released), which accounts for 50% of the maximal energy.

Then, the energy release is implemented during the
evolution. A series of experiments are performed by selecting
ps= 0.4, ps, € [0.1, 0.5]. Some of the experimental results are
shown in Figures 17 to 19, and the effects of the experiment
are shown in Table 7.

The aforementioned series of computational results show
that when the ratio of the energy limit reaches a lower point (p,
= 0.4), the probability of energy release, ps, , reaches 0.16, and
R; at the explosion point decreases rapidly from the three that
was initially set to zero after six cycles; this makes it possible
to completely control the fire. Thus the effect of the energy
release before and during the fire is very distinct.

Ry G

20000
o0 18000

m 16000

Time Time

Fig. 17. Releasing the energy (ps =0.4, ps2=0.1)

R‘ Gt

20000
2 12000

16000

Time Time

Fig. 18. Releasing the energy (ps =0.4, ps2=0.16)

VI. CONCLUSIONS

The experiments have shown that the model proposed in
this paper is suitable for analyzing the internal factors of the
forest fire evolution and fires management practices. In order
to control a fire, a scientific release of the energy could be
considered to take. In addition, increasing the extinguishing
efficiency and reducing the spread of the fire actually has an
adverse effect on the management of the fire.

Following the simulations carried out in this paper, a
number of suggestions can be proposed:

1) The method of releasing energy in a small scale before
and during the disaster is scientific and feasible, and it can
reduce the number of forest fires. It is crucial to scientifically
determine the energy release time, energy limit value ratio p;
and the probability of the energy release ps,; moreover it is
necessary to find the most feasible solution in this area.

2) Improving the efficiency of the fire extinguishing
procedures is the most direct and effective way to control
forest fires. However, once a large-scale forest fire has broken
out, it is hard to improve the firefighting efficiency and
achieve better results. In addition, fire-fighting efficiency is a
double-edged sword. The higher the efficiency, the smaller the
burned area; however this leads to a larger residual energy,
which may increase the risk of subsequent fires.

3) Reducing the speed of the fire spreading is another
effective method. A significant reduction in the speed of the
fire spreading can effectively reduce R, at the explosion point
(burned area). However, the fire spreading speed depends on
the wind speed, wind direction, temperature, fuels, obstacles
and other factors, which are generally difficult to control.

However, some factors of the forest fires, such as geologic
structure, are rarely considered in this paper. And the action
moment of the energy release need further research.
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Community Perception of the Security and
Acceptance of Mobile Banking Services in Bahrain:
An Empirical Study
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Abstract—Bahraini banks and financial organizations have
applied remote enabled service using the internet and a mobile
device to increase efficiency, reduce costs and improve quality of
services. There is need for these organizations to identify factors
that persuade customers and raise their attitudes towards
adoption and usage of these services.

This study identifies the most important factors affecting
customer attitudes towards mobile banking acceptance in
Bahrain. The model formulated in this research presents and
empirically examined the factors influencing mobile banking
adoption behavior on customers. The model was tested with a
survey sample of 300 banking customers. The findings of the
study indicate that wireless connection quality, mobile banking
awareness, the social influence, mobile self-efficacy, trust, and
resistance to change have significant impact on the attitudes
towards the likelihood of adopting mobile banking. Model
developed is an extension to the Technology Acceptance Model
(TAM). Data analysis is based on the Statistical Package for
Social Science (SPSS).

Keywords—Adoption factors; Bahrain community; Mobile
Banking Services; Perceived Usefulness (PU); Perceived Ease of
Use (PEOU); Technology acceptance model (TAM)

. INTRODUCTION

Mobile banking (m-banking) refers to the use of a
smartphone or other cellular device such as tablet and
Personal Digital Assistant (PDA) to perform online banking
tasks from any place and any time. Mobile banking typically
operates across all major mobile providers through one of
three ways: SMS messaging; mobile web; or applications.
Developed Mobile SMS text and alert is the simplest, allowing
the user to transfer fund or access account information via text
message. Mobile web is the second mobile banking option,
which is similar to online account access from a home-based
computer, this option allows for checking balances, bill
payment and account transfers simply by logging into the
user's account via a mobile web browser[1]. Mobile banking
applications for Android, iPhone and Blackberry, connect the
user directly to the bank server for complete banking
functionality without having to navigate a mobile web
browser.

Smartphone, Tablets and apps have spread the use of
online banking and changed the way people bank. The number
of mobile banking users has grown from 17.8 million in 2010
to 53.1 million in 2013 [2]. This increase can be recognized to

Zakarya Saleh, PhD

IS Department,
University of Bahrain

the growth in smart phones industry and banking apps that
have been developed by different banking organization.
Advantages of mobile banking are numerous for both bankers
and customers. For the bankers, mobile banking brings a range
of benefits right from reducing costs, achieving greater
customer satisfaction to bringing more customers into their
crease. For the customer, it gives them an easy access to their
account as they no longer have to go the actual banks to make
their transactions. Service providers also benefit from mobile
banking as it regarded as the best way of achieving growth.
However, there are still issues facing banking organizations
such as security and privacy [3, 4, 5].

Bahrain is considered a main center of the financial
industry of the Arabian Gulf States which incents most
Bahraini banks to adopt mobile banking (M-banking) services
to satisfy the need of their customers. Bahrain’s growing
reputation as a center of financial excellence in the region is
reflected by the steady increase of financial institutions
registered in the Kingdom providing a variety of new and
traditional banking services. There are 55 banks operating in
Bahrain [6], and have increasingly adopted Internet and
mobile devices in their services. Bahrain has the highest
penetration Internet access rate in the area and rated 27" in the
world out of 142 countries by the World Economic Forum’s
Network Readiness Index [6-7].

Although previous studies have addressed an extensive
range of factors related to user adoption of information
technology applications and products worldwide and including
the Arabian Gulf states, developing a model that captures
salient aspects of mobile banking in Bahrain and all factors
affecting the adoption of mobile banking is suggested and in
fact needed by both business and their customers. The main
objective of this study is to understand the factors that affect
users' adoption of mobile banking by developing a mobile
banking adoption model (for Bahraini community) that raises
their attitudes towards the usage of mobile banking services.
To achieve the research objectives, one main research
question was addressed: "What factors affect the adoption of
mobile banking from the user’s perspective?"

The remainder of the paper consists of the following
sections: The next section presents literature review, followed
by operation overview of online banking and security
concerns. The next section presents research methodology
which includes model development, and experiment design
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and implementation, followed by results discussion, and
conclusions.

1. LITERATURE REVIEW AND THEORETICAL FRAMEWORK

According to survey by U.S Federal Reserve 2012 report
prepared by Statista.com [8] and results shown in figure 1, a
significant number of mobile phone users have already
adopted mobile banking. The expected percentage of mobile
owner who is planning to use mobile banking by 2017 will
reach 51%. From the same survey, mobile banking is highly
correlated with age and education; individuals between ages
18 and 29 account for approximately 44% of mobile banking
users. 73 percent of all mobile banking users have at least
some college education, but this education group represents
only 60% of all mobile phone users, and the use of mobile

55%

50%

ing

2a5%
40%

35%

30%

Share who use mobile bank

25%

20%

Vol. 6, No. 9, 2015

banking is generally unrelated to household income.
Undoubtedly, checking financial account balances or
transaction inquiries were the most common mobile banking
activity, with 90 percent of mobile banking users having
performed this function in the last two years.

A study by Hassan et al. [9] investigated factors
influencing the adoption of mobile banking services in
Bangladesh and concluded that five factors affects user
adoption. These are: perceived usefulness, subjective norm,
perceived ease of use, perceived credibility, consumer
awareness about mobile banking and perceived risks
associated with mobile banking. A study by Soufi & Ali [10]
concluded that the intention to adopt mobile banking in
Bahrain is mainly affected by specific factors which are:
Perceived Usefulness and Ease of Use.

51%

15%
2009 2010 2011 2012

Fig. 1.  Number of U.S. Mobile Users for the Period 2009-2011 [8]

A study by Bankole at al. [11] explores factors that
influence adoption of mobile banking in Nigeria. Research
results showed the existence of a causal relationship between
perceived quality, satisfaction, and commitment in the context
of mobile banking. His results showed that the perceived
quality heavily influences the commitment of customers and
its effect is direct and not mediated by satisfaction. A study by
Al-Somali et al. [13] was aimed to identify the factors that
encourage customers to adopt mobile banking in Saudi
Arabia. It revealed that there are many factors that can
influence the acceptance of mobile banking in Saudi Arabia,
these factors include: quality of the Internet connection,
awareness of services, trust, social influence, resistance to
change, the technology self-efficacy and demographic
characteristics. Alalwan et al. [14] studied predictive factors
influencing customer intention and adoption of mobile
banking in Jordan. The study concluded that trust is a crucial
factor influencing behavioral intention to use mobile banking.
Performance expectancy, hedonic motivation, and facilitating
conditions are also positively influence the adoption of mobile
banking.

1. OPERATION OVERVIEW

Mobile Banking is designed for mobile phone users and
offers them services that enable them to conduct their
financial transactions through a mobile device such as a

2013 2014 2015 2016

mobile phone or tablet. The architecture of the Mobile
Banking System is depicted in Figure 2, which shows the
main functional components, their roles and contribution
within the system.

The Mobile Banking Equipment is what is at the end—
user’s hand to access the information and services provided by
the system. The Mobile Banking Equipment displays the
menu and performs secure short message creation and
transmission based on the user’s selection. The Mobile
Banking Platform is split into two functional blocks, which
may be separated and operated by the Network Provider and
the Service Provider respectively.

The Mobile Banking Platform transfers the short message
received from the Mobile Banking Equipment into conformant
commands of a selected banking protocol. Interaction between
User and Service Provider system is supported by multilevel
dialogs. The Bank Account Server as part of the system
provides the respective banking support. It receives the
instructions to provide the necessary functions to be
performed on the bank accounts and communicates the results
and status back to the Mobile Banking Platform. The Mobile
Banking System supports communication with other servers,
such as Internet Information Servers. These participate in the
environment and contribute other services and information to
enhance the service offering to the user.
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Besides viewing account balances and detailed account
history, some of the banks in Bahrain (e.g. HSBC) provide
several service to their customers which includes moving
money between accounts, pay bills, check exchange rates and
use the built-in currency calculator, receive secure messages
from the bank and send requests from the mobile devices.

V. MOBILE PHONES SECURITY CONCERNS

Security of financial communications, where the
transactions are performed remotely, then transmitting this
sensitive information over the air, is a complicated challenge
that needs to be the concern of the mobile application
developers, the wireless network service providers and the
banks' information technology departments. A PwC financial
mobile services consumer survey of Canadian and US
consumers reveals that security risk and fraud is a top concern
for 78% of respondents when it comes to mobile payments.
The survey also shows that 67% of those surveyed would
prefer that their mobile payments be enabled by their banks
[15]. 1O Active security assessment company, published a
report on the sort of security users can expect when
conducting mobile banking on an iPhone or iPad, indicating
that 70% of the apps offered no support at all for two-factor
authentication and 40% of the apps did not validate the
authenticity of SSL certificates presented, making them
susceptible to Man in The Middle attack [16]. Someone
performing a man-in-the-middle (MITM) attack on HTTPS
traffic (i.e. HTTP over SSL) would be able to see all content
of the encrypted communication, including transmitted
usernames and passwords [17]. The fact is HTTPS certificates
rely on a chain of trust, and validating that chain is important.

Identity modules (universally known as SIM cards), that
interoperate with GSM cellular networks, incorporate a SIM
File System (see figure 3), resulting in various types of digital
evidence, including mobile banking transactions that could
exist in elementary data files scattered throughout the file
system and be recovered from the Universal Integrated Circuit
Card (UICC).
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Fig. 3. GSM SIM File System [18]

In addition, some of the same information held in the
UICC may be maintained in the memory of the mobile device
and encountered there as well [18]. Besides the standard files
defined in the GSM specifications, a UICC may contain
several general categories of data that could be found in
standard elementary data files of a UICC. This information
could include service-related information (e.g. the unique
identifiers for the UICC), the Integrated Circuit Card
Identification (ICCID) and the International Mobile
Subscriber Identity (IMSI) (e.g. Phonebook, call information
such as Abbreviated Dialing Numbers (ADN) and Last
Numbers Dialed (LND)), and the messaging information
including both Short Message Service (SMS) text messages
and Enhanced Messaging Service (EMS) simple multimedia
messages. The USIM application supports the storage of links
to incoming (EFICI) and outgoing (EFOCI) calls (the EFICI
and EFOCI are each stored using two bytes. The first byte
points to a specific phone book and the second points to an
abbreviated dialing number (EFADN) entry), as well as
location information including Location Area Information
(LAI) for wvoice communications and Routing Area
Information (RAI) for data communications which indicates
that mobile transactions data and information could be easily
retrieved using some of the available tools (including
commercial and open source tools) that are normally intended
for device management, testing, and diagnostics. Example of
the tools that can be used for the black box analysis would be
otool (object file displaying tool), Burp pro (proxy tool), or
SSH [16].

V. DEVELOPMENT OF THE RESEARCH MODEL

The Technology Acceptance Model (TAM) proposed by
Davis [19] is an information systems model used to explain or
predict users’ motivations to accept and use a technology.
TAM, as illustrated in Figure 4, is one of the most utilized
models used to determine Information Systems/Information
Technology (IT/IS) acceptance. Many previous studies have
adopted and expanded this model which was empirically
proven to have high validity [20-28]. The model identifies
Perceived Usefulness (PU) and Perceived Ease of Use
(PEOU) as key factors that influence acceptance of a certain
technologies.
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As defined by Davis [19], perceived ease of use and
perceived usefulness are the two main factors that influence an
individual’s attitudes towards intention to use IT/IS (i.e.,
mobile banking system services).These attitudes will in turn
influence the actual use of mobile banking. This research
defines PU in the context of mobile banking as the degree to
which a user believes that using a mobile banking system
service would enhance banking services usability. We also
assume that mobile banking is more likely to be adopted if
they are easy to use. Therefore, PEOU is defined in this
research as the degree to which a user believes that using a
mobile banking system service or technology would be free
from effort. However, TAM does not take into confederations
the security aspects of the technology, and mobile banking is
exposed to more security issues because wireless circuits are
easier to tap than their hard-wired counterparts. In addition,
despite the concerted efforts to secure the transmission of
sensitive information over handheld devices, there is still the
risk of physically loosing of the device. Accordingly, this
study proposes an extended version of the Technology
Acceptance Model (TAM). The proposed variables were
tested and verified and the complete set of the variables are
collected and tested on Bahraini community's acceptance of
mobile banking. Several hypotheses have been constructed in
the model for testing mobile banking adoption in Bahrain.

A. Demographic factors

Many studies recognized that demographic factors impact
heavily on consumer attitudes and behavior regarding
technology acceptance [29-31]. According to these studies
young, educated, and wealthy consumers are the most likely to
adapt the technologies. Therefore, the following hypotheses
have been developed.

H1-A: Age positively affects customer’s attitude towards
using mobile banking.

H1-B: Gender has no impact on the customer’s attitude
towards using mobile banking.

H1-C: the level of Income has a significant impact on the
customer’s attitude towards using mobile banking.

H1-D: The level of education has a positive impact on the
customer’s attitude towards using mobile banking.

B. External Factors
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1) The quality of the Internet connection (QI) is an
essential component for any Internet-based application.
Without a proper Internet connection the use of mobile
banking is not possible. Some studies confirm that there is a
significant relationship between the speed of Internet access
and the use of mobile banking services [31-32].

H2: Perceived quality of the Internet connection (QI) has a
positive impact on customer’s perceived ease of use.

2) The technology self-efficacy (SE) is an individual’s
belief about his/her ability to successfully use the
technological service to accomplish a specific task. Davis et
al. [22] found that ‘The technology self-efficacy’ and
‘perceived ease of use’ are related. There is empirical
evidence in previous studies that the technology self-efficacy
has a positive impact on perceived usefulness and perceived
ease of use [33-36].

H3: The technology self-efficacy (SE) has a positive
impact on customer’s perceived ease of use.

3) Awareness of services (AW): According to Sathye [30]
& Al-Somali et al. [13], awareness of service has direct
influence on user intention to use the technology.

H4: Awareness of services (AW) and benefits has a
positive impact on customer’s perceived usefulness.

4) Social Influence (SI) or (Image) is the degree to which
a potential user perceives the usage of a technologically based
innovation as adding prestige to his social image. Customers
may have unfavorable or favorable perceptions towards
mobile banking use because of the perceptions of a family
member, acquaintances or peers influence. Davis et al. [22]
believed that in some circumstances people might use a
technology to comply with others’ mandates rather than their
own feelings and beliefs.

H5: Social Influence (SI) has a positive impact on
customer’s perceived usefulness.

5) Trust and security (TRS): Mobile banking services
carry benefits as well as risks. Trust and security are related
factors, and thus, are important in the acceptance of mobile
banking. Trust has been accepted as a critical element in
mobile banking services due to the fact that transactions are
characterized as a process that involves uncertainty and risk
and therefore, trust is considered as the most effective means
of reducing uncertainty and risk [36]. Generally, consumer
trust has been identified as a key to the development of
Internet services [36-41].

H6: Customers Trust in secured (TRS) mobile banking has
a positive impact on their attitudes towards using mobile
banking.

6) Convenience is viewed as a very important advantage
of mobile banking especially when users want to be able to
have access to services anywhere at any time [39].

H7: Convenience (CNV) is Positively Related to perceived
ease of use (PEOU).

49|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

7) Perceived ease of use (PEOU): This study suggests that
mobile banking system requires less effort to use, learn, and
train. According to Padachi et al., [42] ease of use is a
significant factor in the adoption of e- Banking. Safeena et al.
[43], and Liao and Wong [44] Stated that perceived ease of
use has a strong and positive influence on customer's intention
to adopt and use internet services.

HS8: Customer’s perceived ease of use in mobile banking
system positively impact customer’s attitude towards using
mobile banking.

8) Perceived usefulness (PU) of mobile banking: Several
studies showed that perceived usefulness influence customer
interactions with internet banking [13,42,44], and these
studies beleive that perceived usefulness affects the adoption
of mobile banking services. Therefore a new hypothesis is
added:

H9: Customer’s Perceived Usefulness (PU) impacts
positively the intention to use mobile banking.

9) Customer’s attitude towards using mobile banking
(ATT): Researchers found that users’ attitude towards the
acceptance of a new information system (IS) has a critical
impact on its success [13, 45-46]. Celik [47] stated that
perceived usefulness and perceived ease of use are direct
determinants of customers’ attitudes towards using the
technology. Yap, et al. [48] stated that traditional service
quality and website features such as PU, PEOU and PC
(Perceived credibility) gives customer confidence and build
trust in the technology. The following hypothesis is added:
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H10: Customer’s Attitude (ATT) towards using mobile
banking has a positive impact on his/her behavioral intention
to use it. Figure (4) next depicts the proposed model.

VI. EXPERIMENT DESIGN

A sample of 300 participants was randomly chosen from
the Bahrain community. All participants were bank customers
selected randomly from universities, companies and Internet
forums and are supposed to have some experience in using the
Internet. Two hundred and forty six usable responses were
collected, yielding a response rate of 82%.

The questionnaire is divided into three main sections
according to Mobile banking service usage. The selection of
the questionnaire items were collected form latest case studies
and literature review which is considered the main source of
information in developing the research questionnaire and then
the research model [49, 50]. The questionnaire begins with
general (demographic) section consist of questions which
collect information about gender, age, level of education,
income, preferred methods of performing banking
transactions, computer literacy level, bank visiting frequency,
user bank account, Internet knowledge a usage, and the type of
users. The second set of questions are related services
provided to users of mobile banking; it consists of several
questions grouped into ten groups. The third set of questions
belongs to the people who do not use the mobile banking
services, and it includes challenges to mobile banking
services.

Behavioral Actual
Intentionto Use | |  System
(Bl Use
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VII. RESULTS AND DISCUSSION

The hypotheses were tested with an online survey
involving 246 banking customers residing in the Kingdom of
Bahrain. Collected data were analyzed using SPSS (Statistical
Package for Social Science) Version 19 by applying several
statistical tests including descriptive statistics and Chi-Square
test. The descriptive statistics of the respondents' demographic
characteristics were analyzed and presented first in table 1
shown below and summary of other hypothesis analysis are
presented next.

A. Demographic Characteristics Analysis

43.92 percent of the respondents were male and the largest
proportions (56.1%) of respondents were females. The largest
proportion (65.9%) of respondents by age group, were those in
the 18-25 years old category. The survey respondents were
generally well educated with over 12.2 % holding an advanced
degree and 64.2% having a 4-year first degree. The results
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indicate that the largest proportion (44.0%) of respondents had
advanced computer literacy and only a tiny proportion claimed
to have no or little computer ability. Based on the income
more than half of the respondents (53.0%) earn less than 400
BD (1300 US dollar) monthly.

Chi-square test results for demographic factors are shown
in table 2. From the table, the Sig. value is close to 0.000 for
gender and income, 0.033 for Age (which is less than 0.05, the
accepted criterion), and equal to 0.247 for education.
Therefore the results are significant for gender, age, income
and related to the intention to use mobile banking, while
education is not significant and therefore does not affect
intention to use the internet banking. Therefore, H1-A, H1-B
and H1-D have been confirmed (not rejected) while H1-C is
rejected.

TABLE I. DEMOGRAPHIC CHARACTERISTICS OF MOBILE BANKING USAGE
Demographic factor ;Jesrilr:ge?oblle banking Do not use mobile banking Total Percent (%)
Male 60 48 108 43.91
Gender Female 28 110 138 56.09
Total 88 158 246 100.0
Between 18 — 25 44 118 162 65.84
Age Between 25 — 35 24 16 40 16.26
Between 35 — 45 12 15 27 11.38
Above 45 8 9 17 06.52
Total 88 158 246 100
High school 11 19 30 12.20
Bachelor’s 38 110 158 64.23
Education Master’s 14 8 22 8.95
Doctoral 2 2 4 3.25
Others 14 18 32 11.83
44 79 246 100
less than 400 BD monthly 34 97 131 53.25
Income Between 400 — 800 BD 26 61 87 3537
monthly
over 800 BD monthly 14 14 28 11.38
Total 74 172 246 100
TABLE Il PEARSON CHI-SQUARE TESTS FOR DEMOGRAPHIC VVARIABLES B. S'gmflcance AnaIyS|s of Research Hypotheses
- - First table 3 shows averages calculation for the tested
Factor Value df Asymp. Sig. (2-sided . . .
ymp. Sig. ( ) variables, the correlation and Chi-Square tests between the
H1. Gender 16.397 1 .000 hypotheses has been calculated and presented next. Tables 4
H2. Age 8.735 3 033 and 5 presents the results of asymptotic analysis and chi-
H3. Education 5.414 4 247 square test analysis of the data collected from sample users'
H4. Income 37.457 3 .000 responses
TABLE Il11. CALCULATED SAMPLE AVERAGES OF THE TESTED VARIABLES
PU PEOU BI ATT Ql AW TRS Sl CNV SE
AVG AVG AVG AVG AVG AVG AVG AVG AVG AVG
18 1.5666 1.5854 1.6168 1.6877 1.7502 1.6488 1.6414 1.78 1.813
438 3.4833 3.7677 3.812 3.5134 3.4638 3.1849 3.1506 2.71 2.8797
4.4 4.3666 4.3604 4.2918 4.1266 4.1144 3.9638 3.9656 3.49 3.9486
4 3.9166 4.1198 4.2398 4.1954 4.2088 4.1535 4.0958 4.43 4.1468
4 3.9166 3.6823 36 3.3777 3.2444 3.0492 3.0068 3.11 3.0633
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According to table 4 all the above hypothesizes (H2 - H10)
have an Approx. Sig. close to 0.00 with perceived ease of use,
perceived usefulness and behavioral intention to use (Bl). So
all the above hypothesizes are positively confirmed and are

related.

Same conclusion can be obtained from table 5 where H8,
H9, H10, have Asymptotic Significance close to 0.00 and an
equal Asymptotic Significance for both H6 and H7 with
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0.005. H2 and H3 have an Approx. Sig. with 0.02 and 0.010
respectively. From the table all results are significant, i.e. (chi-
square is less than or equal to 0.05). This confirms with the
results of frequency analysis of the hypotheses.

Table 6 summarizes the hypothesize result which shows
that generally Bahraini citizen have a good awareness of
mobile banking services.

TABLE IV.  PEARSON SYMMETRIC MEASURES
Hypothesizes path Value éﬁi’g;p Std. Approx. T Approx. Sig.
H2: Quality of Internet (Q1) AVERAGE > PEOU_AVG .966 013 24.181 .000
H3: The technologies self-efficacy (SE)_ AVG. > PEOU_AVG .929 .025 16.103 .000
H4: Awareness of Service(AW) _AVG. - PU_AVG .834 .062 9.800 .000
H5: Social Influence (SI) _ AVG > PU_AVG 822 .070 9.344 .000
H6: Trust & Security (TSR) _ AVG > ATT_AVG 972 012 26.712 .000
H7: Convenience (CNV)_AVG >ATT_AVG 842 0271 22.234 .000
H8: PEOU_AVG > ATT _ AVG. .980 .007 32.140 .000
H9: PEOU_AVG > PU _ AVG 913 .040 14.531 .000
H10: Attitudes toward using _ AVG (ATT)-> Bl_AVG .993 .003 53.530 .000
TABLE V. CHI-SQUARE TESTS

Hypothesis Value df Asymp. Sig. (2-sided)

H2: QI _AVG > PEOU _AVG 1.232 1092 .002

H3: SE_AVG. > PEOU _AVG 1.204 1092 .010

H4: AW _AVG > PU _AVG 5.720 520 057

H5:SI_AVG > PU_AVG 5.720 520 057

H6: TRS _AVG > ATT _AVG 1.584 1440 .005

H7:CNV_AVG > ATT _AVG 1.324 1092 012

H8: PEOU_AVG > ATT _ AVG 5.32 512 .000

H9: PEOU _AVG. > PU_AVG 5.679 364 .000

H10: ATT _AVG > Bl _AVG 1.452 1188 .000

C' COTTE'atIOﬂ AnaIySIS Of Internal Varlables TABLE VII. CORRELATION ANALYSIS OF INTERNAL VARIABLES

Pearson correlations were calculated to identify the __

correlations between the variables: Perceived Usefulness, | Criteria PU PEOU BI ATT

Perceived Ease of Use, Behavior Intention, and Attitude Perceived 1

towards using mobile banking and to test the hypothesis (H8- Usefulness (PU)

H11). Results are shown in table 6. Since the highest | Perceived Ease of 423 1

correlation coefficient is 0.513 which is less than 0.8, there is Use (P_EOU)

no multicollinearity problem in this research. Table 7 Feha".'ora'Bl 513 499 1

summarized the end results of the hypothesis testing. ntension (B1)

Attitude towards 251 -356 474 1
(ATT) ' ' '
TABLE VI.  HYPOTHESIZES RESULT SUMMARY Mean >4 234 2233 1843

Hypothesizes path Approved Standard Deviation .654 792 731 .258

H1-A: Gender > ATT 4

H1-B: Age > ATT VIII. CONCLUSIONS AND RECOMMENDATIONS

H1-C: Education > ATT

H1-D: Income > ATT

H2: Quality of Internet (QI) -> PEOU
H3: Self-Efficacy (SE) -> PEOU
H4: Awareness of Service (AW)-> PU

H5: Social Influence(Sl) -> PU
H6:Trust and Security (TRS) > ATT
H7:Convenience (CNV) > ATT

H8: Perceived Ease of Use (PEOU) > ATT

H9:Perceived Ease of Use (PEOU) > PU

SN ESENENENENENENENEN I AN

H10:Attitudes towards using (ATT) - Bl

This research was carried out to study the user acceptance
of mobile banking practice in the kingdom of Bahrain. The
study examines the factors influencing user to adopt mobile
banking technology services, as well as influencing users’
intentions to adopt mobile banking service and technology.
The study finds that mobile banking customers in Bahrain
generally have a good awareness of the mobile services that
have been provided. However, the study finds that the
responders do not use mobile banking services due to many
challenges including information security issues.
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The study shows that the most effective challenges
(variables) include: trust and lack of experience in using
Internet enabled mobile applications. 68.4% respondents
believe don’t trust mobile banking, and 36.7% of them do not
have the adequate skills to use the mobile banking technology.
For security enhancements, banks and individuals may
enhance their mobile devices with add-on security procedures
or means.

A variety of login authentication mechanisms are available
for mobile devices that could be used as a replacements or
supplements to password mechanisms for mobile banking.
Mobile banking should support a method to permanently
delete all banking history from the mobile devices and all data
relates to the transactions to prevent such data from being be
recovered from the Universal Integrated Circuit Card. Mobile
banking services carries benefits as well as risks. Hence, it is
the responsibility of the bankers to recognize, manage and to
address banking institutions in cautious and sensible way
according to the fundamental characteristics and challenges of
mobile banking services. The future of banking is driven by
young professionals today who will be the significant drivers
of retail banking revenues tomorrow by using their smart
phones. Understanding what this group wants will
differentiate the winners from the losers in the business of
banking.
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Image Stitching System Based on ORB Feature-
Based Technigue and Compensation Blending
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Abstract—The construction of a high-resolution panoramic
image from a sequence of input overlapping images of the same
scene is called image stitching/mosaicing. It is considered as an
important, challenging topic in computer vision, multimedia, and
computer graphics. The quality of the mosaic image and the time
cost are the two primary parameters for measuring the stitching
performance. Therefore, the main objective of this paper is to
introduce a high-quality image stitching system with least
computation time. First, we compare many different features
detectors. We test Harris corner detector, SIFT, SURF, FAST,
GoodFeaturesToTrack, MSER, and ORB techniques to measure
the detection rate of the corrected keypoints and processing time.
Second, we manipulate the implementation of different common
categories of image blending methods to increase the quality of
the stitching process. From experimental results, we conclude
that ORB algorithm is the fastest, more accurate, and with
higher performance. In addition, Exposure Compensation is the
highest stitching quality blending method. Finally, we have
generated an image stitching system based on ORB using
Exposure Compensation blending method.

Keywords—Image stitching; Image mosaicking; Feature-based
approaches; Scale Invariant Feature Transform (SIFT); Speed-up
Robust Feature detector (SURF); Oriented FAST and Rotated
BRIEF (ORB); Exposure Compensation blending

. INTRODUCTION

Image stitching is the construction process of a sequence
of input overlapping images of the same scene into a single
image with a high resolution. The use of the image stitching in
real-time applications is a challenging topic for computer
vision and computer graphics experts. The quality of stitching
is measured by the similarity between the two adjacent
stitched images that form the composite image. In addition,
the seams visibility between the input overlapping images
must be removed.

There are two essential approaches for image stitching: the
direct approach and feature-based approach. The goal of the
direct approach is to minimize pixel to pixel mismatching
directly [1]. However, the feature-based techniques depend on
extracting a set of features and matching them to each other

[2].

Feature-based approaches begin by establishing similarity
between points of the input images. The robust detectors must
include some essential characteristics, such as invariance to
noise, scale, translation, and rotation transformations. There
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are many feature-based techniques that are used in computer
vision applications, such as HARRIS detector [3], Scale
Invariant Feature Transform (SIFT) [2], Principal Component
Analysis SIFT (PCA-SIFT) [4], Bag of Features (BOF) [5],
Features from Accelerated Segment Test (FAST) [6], Speed-
up Robust Feature detector (SURF) [7], and Oriented FAST
and Rotated BRIEF (ORB) [8]. The choice of the convenient
feature detector depends firstly on the nature of the problem.
For example, for image stitching and pattern recognition
applications, scale and rotation invariant detector is the best
choice, such as ORB, SURF, and SIFT techniques.

For features-based approaches, there are two main
processes: the registration process and the blending process.
The registration step is the core of the stitching procedure,
which aims at finding the transformations to align two or more
input overlapping images. The blending step decides how to
blend these input images to create an attractive looking
panorama.

The main goal of this paper is to introduce a high-quality
automatic image mosaicing and blending system with low
computation time based on feature extraction approach. The
proposed system consists of four main stages. These stages are
feature detection, description and matching using ORB
technique, image matching using RANSAC algorithm, and
applying the Exposure Compensation blending method.

The remainder of this paper is structured in six sections.
Section 2 presents an overview of some related work of image
stitching research that tries to increase the quality of image
blending. Section 3 contains the discussion of some common
features detection and description techniques. Section 4
provides the discussion of some common blending methods
that are used in image stitching systems. In Section 5, the
proposed image stitching system is discussed. The
experimental results are manipulated in Section 6. Finally,
Section 7 contains the conclusion and the future work
directions.

Il. RELATED WORK

There are many researchers that deal with the problem of
image stitching and try to increase the quality of image
blending. For example, Uyttendaele et al. [9] presented two
main contributions of image stitching problems. The first one
is a method for dealing with objects that move between
different views of a dynamic scene. The other one is a method
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to eliminate visible shifts in brightness. They presented a
method of block-based adjustment, which changes the pixel
values using a weighted average of lookup tables from close
parts of the image.

Rankov et al. [10] proposed an approach for establishing
high resolution, edgeless, and composite image using cross-
correlation and blending. One image is correlated at a time
with a composite image. When the image is registered, the
blending is performed. The presented method is fast because
of using a lookup table technique.

Zomet and Peleg [11] studied the cost functions and
compared their performance to different scenarios both
theoretically and practically. Their approach can be used in
many applications, such as building the panoramic images,
object blending, and removing of compression artifacts.

Bind et al. [12] proposed a panoramic image stitching
technique for three-dimensional, rotational images with a
variation of the illumination. The input overlapping images
are passed through two strong stitching algorithms, i.e. SIFT
and SURF. SIFT algorithm is invariant towards scale and
rotational variation. It is also robust towards the noisy
environment. SURF algorithm has very similar properties as
SIFT. However, it has the properties of illumination
invariance and good computational speed. The blending
process was done using Discrete Wavelet Transform (DWT).

Antony and Surendran [13] implemented a stitching
technique to create panoramas of satellite images based on
image registration. They geometrically aligned one input
image into another. Then, image stitching algorithm takes the
alignment estimation that is produced by the registration
algorithm to blend the images in a seamless manner. Their
image stitching system was well suited for all types of images
including the satellite images. The system supported images of
different formats, such as JPEG, TIFF, GIFF, and PNG. It did
not perform very well on images with very different lighting
conditions. To avoid this problem, the two images should be
normalized before applying the method. The processing time
of the proposed system varies with the size of the image. They
also dialed with problems, such as blurring or ghosting caused
by parallax and scene movement. The performance can be
evaluated by comparing the execution time of various images
with different size and formats.

Suen et al. [14] showed that how the curvature values can
reject the effect of non-uniform inconsistency. They generated
a method that is minimized the curvature value variations
between the input images and the mosaicing image. The
experiment showed that it could reduce conspicuous cutting
curves. Moreover, even when there is severe geometric
misalignment, by choosing an optimal cut between the input
images, the induced artifacts become invisible. In addition,
their methods provide an easy control of fidelity and transition
smoothness by simply determining the area of using the
minimization.

Finally, Adel et al. [15] compared many feature-based
detectors that can be used in image stitching. They tested
Harris corner detector, GoodFeaturesToTrack detector, SIFT,
SURF, FAST, MSER detector, and ORB technique to measure
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the detection rate of the corrected keypoints, time, and
accuracy of the detection process. The experimental result
showed that the SIFT method is a robust algorithm, but it
takes more time for computations. ORB and MSER algorithm
is robust as well as SIFT algorithm, but ORB is the fastest
technique. In addition, they introduced a real-time image
stitching system based on ORB feature-based technique. They
performed experiments that test the ORB relative to SIFT and
SURF. ORB algorithm is the fastest, the highest performance,
and with very low memory requirements.

I1. FEATURES DETECTION AND DESCRIPTION

In image stitching systems that are based on the features
approach, the features of the input images are extracted and
then matched with each other based on correspondence
“similarity” of their descriptors. This stage can be classified
into three main steps: detection, description, and matching.

There are two main types of features descriptors: vector
descriptor and the binary descriptor. SIFT, PCA-SIFT, and
SURF are considered as vector descriptors while ORB and
BRIEF are binary descriptors. In the following subsections,
we will study briefly some of the most known feature
detectors and descriptors.

1) SIFT

SIFT proposed by David Lowe [2] and then improved in
2004. Currently, it is the most common known vector
descriptor. It consists of four essential stages: scale-space
extrema detection, key points localization, orientation
assignment, and generating keypoint descriptor. In the first
stage, the key points are extracted based on their strength that
are invariant to orientation and scale using Difference of
Gaussian. In the second stage, the wrong points are removed.
Then in the following stage, one or more orientations are
assigned to each keypoint. In the final stage, a vector
descriptor is made for each keypoint.

2) SURF

The SURF algorithm was proposed by Bay et al. [7]. It is
built upon the SIFT, but it works by a different way for
extracting features. SURF is based on multi-scale space theory
and speeds up its computations by fast approximation of
Hessian matrix and descriptor using “integral images”. Haar
wavelets are used during the description stage.

3) FAST

FAST is a high-speed feature detector that is much
suitable for real-time applications. The algorithm considers a
circle of 16 pixels around the candidate corner p. A feature is
specified when a set of n contiguous pixels in the circle are all
darker or brighter than the candidate pixel p plus a threshold t
[6].

4) Harris

Harris is a corner detector based on Moravec algorithm,
which is proposed by Harris and Stephens in 1988 [3]. A
detecting window in the image is designed. The average
variation in intensity is determined by shifting the window by
a small amount in a different direction. The center point of the
window is extracted as a corner point.
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5) Good Features to Track Detector

It expands the Harris detector to make its corners more
uniformly distributed across the image. Shi and Tomasi [16]
showed how to monitor the quality of image features during
tracking. They investigated a measure of feature dissimilarity
that quantifies how much the appearance of a feature changes
between the first and the current frame.

6) ORB

ORB technique developed by Rublee et al. [8]. It is a
combination of features from FAST keypoint detection and
Binary Robust Independent Elementary Features (BRIEF) [17]
descriptor. It describes the features of the input image in a
binary string instead of the vector.

7) MSER

MSER stands for Maximally Stable Extremal
Regions Detector. It was generated by Matas et al. [18] to
find matching between image elements from two input images
from different viewpoints. The ‘maximally stable’ in MSER
describes the property optimized in the threshold selection
process. The word ‘extremal’ refers to the property that all
pixels inside the MSER may be either higher or lower
intensity than all the pixels on its outer environment.

V. IMAGE BLENDING METHODS

Image blending is an important stage when creating a
panoramic image. During the stitching process, the seams
between the input images may be generated because of many
reasons, such as differences in camera response, lighting
conditions changes, and due to geometrical alignment. To
remove these seams, we must decide how to blend the input
images. Image blending can hide these seams and reduce color
differences between input images to create an attractive
looking panorama. In this section, we will discuss some of the
common methods of image blending that are used in image
stitching.

1) Feathering (Alpha) Blending

Feathering blending is the simplest method to create a final
composition “blending” of input images. It takes an average
value simply at each pixel. The pixel values in the blended
regions are a weighted average of the two overlapping images.
The feathering blending approach works better if the image
pixels have aligned well with each other [19].

2) Gradient Domain Blending

An alternative approach to multi-band image blending is to
perform the operations in the gradient domain as the human
visual system. It is very sensitive to the encode of the gradient.
Here, instead of working with the initial color values, the
image gradients from each source image are copied in a
second pass. An image that best matches these gradients is
reconstructed [19].

3) Laplacian Pyramid Blending

The pyramid is a multiple scale format of the image. It can
be used in many different applications, such as image
blending, image compression, image enhancement, and
reduction of the noise. The image pyramid is a hierarchical
representation of an image. It is a collection of images at
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different resolutions. The lowest level is the highest
resolution, and the highest level is the lowest resolution [20].

GO

G2

G3

L3

Fig. 1. The construction of the Laplacian pyramid for the Lena image [20]

The Laplacian pyramid has two primary repeated
operations: Reduce and Expand. First, it downsizes the image
into different sizes (Reduce) with Gaussian. Next, it expands
the Gaussian into the lower level and subtracts from the image
at that level (Expand) [20].

4) Exposure Compensation

Exposure compensation can do a better job of blending
when the exposure differences become significant, and it can
handle vignetting. It estimates a local correction between each
source image and a blended composite. First, a block-based
quadratic transfer function is fit between each source image
and an initial feathered composite. Next, transfer functions are
averaged with their neighbors to get a smoother mapping, and
per pixel transfer functions are computed by splining between
neighboring block values [9].

V. THE PROPOSED STITCHING SYSTEM

In this paper, we propose a feature based system to create a
panoramic image. First, we start with extracting and
describing features from the input images by using one of the
features extraction and description techniques. Then, we
match the features using Homography RANSAC. Finally, the
results are generated by applying one of the blending methods.
In the proposed image stitching system, we apply the
following steps:

1) We extract features from the overlapping input images
using one of the different extraction techniques and then
generating the descriptor of those features.

2) After extracting and describing the features, we match
these features with each other based on their descriptors.

3) Then, we find out the correcting features by using the
RANSAC (Random Sample Consensus), which removes
unwanted feature points.

4) In the last step, we apply blending process to eliminate
the seams between the processed images. With the help of
image blending method, we get the final output panoramic
image with a high stitching quality.

In the subsequent sections, we will speak in more detail
about the main building steps of the proposed system.
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Features extraction and description based on ORB algorithm

Image matching using RANSAC Homography

I |
.
I | S
]
— —1

Exposure compensation blending

< Panoramic Outout >

Fig. 2. The block diagram of the proposed panoramic image system

a) Features Extraction and Description

The aim of this step is to find out the unique features in the
input images. It is compared with each other to determine
“matching” relationships between processed images.
Overlapping images will share an amount of features, and this
information can be used to establish transformative relations.
In this step, we will do firstly a comparative study between
many different feature extraction detectors such as: Harris
detector, SIFT, SURF, GoodFeaturesToTrack, FAST, MSER,
and ORB to measure the number of the corrected detected
feature points and the amount of the processing time.

b) Homography Using RANSAC (RANdom SAmple
Consensus)

The next step of the image statching system is to estimate
RANSAC Homography. To decrease the computation time
through the Homography estimation, RANSAC method is
used to delete the wrongly detecting points. It chooses the
closest match between the two images by separating inliers
and outliers. It determines the neighbor pictures. RANSAC
loop involves selecting four feature pairs randomly. It
computes Homography H (mapping between any two points
with the same center of projection). For each key point, there
may be more than one candidate matches in the other
processed image. We choose the best matching based on the
distance between their descriptors [21].

¢) Image Blending

After alignment, the input overlapping images must be
blended. Image blending is the final step in developing image
stitching system that aims to blend the pixels colors in the
overlapped region to avoid the seams between input images.

VI. EXPERIENTIAL RESULTS

The experiments are performed on a laptop with CPU 2.6
GHz processor, 4 GB RAM, and Windows 7 as an operating
system. We have implemented a complete image stitching
system in Microsoft Visual Studio 2010 and OpenCV ver
2.4.9 library.

Vol. 6, No. 9, 2015

(a)Data set:imagel

(b) Data setl:image2

Fig. 3. The first group of 2 input images [22]

(b) Data set2:image2

Tig
puth -

_ (cg Data .set2:image4

(g) Data set2:image7 (h) Data set2:image8

(I)Data set2:image9 (1) Data setz |mage10

(k) Data set2:imagell

(1) Data set2:image12
Fig. 4. The second group of 12 input images [22]
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First, we have evaluated some known features extraction
and description techniques to determine the highest
performance and the least processing time. Also, We also
evaluated some commonly used methods of the blending to
determine the highest stitching quality. For the experiment
purpose, we applied our system to many different groups of
images. The first group contains two input images; each image
is 320x225 resolutions, as shown in Figure 3. The second
group contains twelve input images. Each image is 480x320
resolutions, as shown in Figure 4.

A. The responses of the extraction detectors
For the second dataset, Figure 5 shows the responses of the
different techniques of the first input image.

Table 1 shows the number of detected features and
detecting the time of the different detectors for the first and
second image of the second dataset.

TABLE I. PERFORMANCE ANALYSIS OF FEATURE EXTRACTION
DETECTORS FOR THE FIRST AND SECOND IMAGE OF THE SECOND DATASET
Extraction Detector Detected features Time (s)
Imagel  Image2 Imagel  Image2

Harris corner detector | 1115 1015 0.52 0.43
SIFT 989 756 1.2 1.09
SURF 454 351 0.23 0.54
GoodFeaturesToTrack | 623 680 0.76 0.74
FAST 912 863 0.1 0.12
MSER 261 266 0.68 0.55
ORB 175 125 0.06 0.05

From the results at this step, we found that Harris and
SIFT detect the highest number of feature points, but the later
took the longest processing time among all other features
detectors. However, ORB satisfies the highest performance as
well as SIFT but has the least computation time.

Table 2 shows the matching features number and the
feature matching time of SIFT, SURF and ORB descriptors
between the first and second images for the tested datasets.

TABLE II. THE FEATURE MATCHING TIME (SECONDS) OF SIFT, SURF,
AND ORB DESCRIPTORS
Dataset Matching features Matching time
SIFT SURF ORB SIFT SURF | ORB
DataSet1 256 143 89 1.245 0.564 0.326
DataSet2 235 156 78 1.749 0.75 | 0.35

The results show that SIFT technique took the highest
matching time, whereas ORB technique had the least
matching time. Therefore, ORB is the most appropriate for
real-time applications.

From the results at this step, we concluded that the number
of extracted features is not a measure of the full success or
performance of the detector by itself, but the performance and
quality of these features in matching with the features in the
other image. For example, SIFT may waste the time for
detecting features that are not seemed to contain enough
information for the matching step. The key points detected by
ORB, although fewer, are more accurate than those detected
by SIFT and SURF.

Vol. 6, No. 9, 2015

(9)SURF Detector response.
Fig. 5. The responses of the different features detectors for the first input
image of the second dataset
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B. Homography Using RANSAC

After extracting the features from all images, the next step
is to match them with each other and discard the incorrect
points. Figures 6 and 7 show the actually matched features
between the first and second input images of the tested
datasets.

Fig. 6. The matching pairs of the two images of the first dataset (32
matches)

-

Fig. 7. The matching pairs between the imagel and image2 in the second
dataset (44 matches)

After matching the input images, the last step of stitching
system is to blend images with each other. There are many
popular ways of blending the images, such as Alpha blending,
Gaussian pyramid, Gradient Domain blending, and Exposure
Compensation blending.

C. The responses of the blending methods

Figures 8, 9, 10, and 11 show the responses of the various
blending methods in the proposed stitching system for the first
dataset.

Fig. 8. The final panoramic image of the first dataset using Exposure
Compensation blending

Vol. 6, No. 9, 2015

Fig. 9. The final panoramic image of the first dataset using pyramid
blending

Fig. 10. The final panoramic image of the first dataset using Gradient Domain
blending

Fig. 11. The final panoramic image of the first dataset using Alpha blending

Figures 12, 13, 14, and 15 show the responses of the
different blending methods in the proposed stitching system
for the second dataset.

Fig. 12. The final panoramic image of the dataset using Exposure
Compensation blending

Fig. 13. The final panoramic image of the dataset using pyramid blending
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Fig. 14. The final panoramic image of the dataset using gradient domain
blending

7]
-

Fig. 15. The final panoramic image of the dataset using alpha blending

D. The performance evaluation of the resulting panoramic
images
Performance evaluation is a critical task in computer
vision field. We test the performance of our system according
to the following measures [12]: PSNR, Normalized Absolute
Error, Enhancement performance measure, Feature similarity
index and Mutual Information.

1) PSNR: It is defined as the peak signal to noise ratio. It
is calculated to measure the quality of reconstruction [23]. The
more the PSNR, the higher the quality of the reconstructed
image.

2) FSIM: It is a method for measuring the similarity
between two images.

3) Mutual Information: It measures the symmetry
between two images as well as a fluctuation from its mean
value [24].

4) Enhancement Performance Measure (EME): It is used
for measuring the enhancement quality of the algorithm.

5) Normalized Absolute Error (NAE): The lower the value
of NAE, the better is the blended output image.

TABLE Ill.  THE PERFORMANCE ANALYSIS OF THE ORB TECHNIQUE AND
DIFFERENT USED BLENDING METHODS FOR THE FIRST DATASET
Similarity Exposure Laplacian Gradient Alpha
Parameters compensation pyramid domain blending
PSNR 43.876 42.657 41.675 41.06
FSIM 0.787 0.676 0.602 0.523
MI 1.324 1.3 1.22 1.2
EME 8.324 8.11 8.08 7.131
NAE 0.125 0.131 0.133 0.142
TABLE IV.  THE PERFORMANCE ANALYSIS OF THE ORB TECHNIQUE AND
DIFFERENT USED BLENDING METHODS FOR THE SECOND DATASET
Similarity Exposure Laplacian Gradient Alpha
Parameters compensation pyramid domain blending
PSNR 41.234 40.12 40 38.6
FSIM 0.667 0.615 0.611 0.487
MI 0.667 0.63 0.57 0.5
EME 8.18 7.65 7.15 7.08
NAE 0.134 0.144 0.149 0.158

Vol. 6, No. 9, 2015

From the experimental results as shown in the two above
tables, we notice that Exposure Compensation has the highest
PSNR, higher FSIM, and the least NAE. It means that it is the
highest similarity output blended image followed by Pyramid
blending and then Gradient Domain blending.

VII. CONCLUSION

Image stitching is importantly required for many different
applications, such as the construction of large satellite image
from collections of input photographs. There are several
problems while implementing the automatically image
stitching system. For example, a change of camera rotation
may lead to high parallax in the output image, which may
decrease the stitching quality. In addition, a large number of
overlapping images need a large processing time. The noisy
input image may decrease the quality of stitching. The goal of
this paper is to introduce a system for image stitching with
high quality and in the same time with less processing time
because time is a major factor in many applications.
Therefore, we have compared many different features
detectors and descriptors. We have concluded that ORB
algorithm is the best one. Also, we have manipulated the
implementation of four common categories of image fusion
algorithms:  Exposure  Compensation, Alpha blending,
Gradient domain blending, and Laplacian pyramid blending.
The performance evaluation is done according to the
following parameters: PSNR, FSIM, NAE, MI, and EME.
Exposure  Compensation blending produces the highest
performance of the blending process since it has the highest
similarity, and the least normalized error of the output blended
image. However, Alpha blending produces the least
performance. Finally, the system using ORB technique and
Exposure Compensation shows the best results comparing to
other methods of blending.

In the future work, we will test the implemented blending
methods under some conditions, such as noisy input images,
changes of the scale, and changes of illumination. In addition,
we will stitch videos to create dynamic panoramas.
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Abstract—In new methods, “agile” has come out as the top
approach in software industry for the development of the soft
wares. With different shapes agile is applied for handling the
issues such as low cost, tight time to market schedule
continuously changing requirements, Communication &
Coordination, team size and distributed environment. Agile has
proved to be successful in the small and medium size project,
however, it have several limitations when applied on large size
projects. The purpose of this study is to know agile techniques in
detail, finding and highlighting its restrictions for large size
projects with the help of systematic literature review. The
systematic literature review is going to find answers for the
Research questions: 1) How to make agile approaches scalable
and adoptable for large projects?2) What are the existing
methods, approaches, frameworks and practices support agile
process in large scale projects? 3) What are limitations of existing
agile approaches, methods, frameworks and practices with
reference to large scale projects? This study will identify the
current research problems of the agile scalability for large size
projects by giving a detail literature review of the identified
problems, existed work for providing solution to these problems
and will find out limitations of the existing work for covering the
identified problems in the agile scalability. All the results
gathered will be summarized statistically based on these findings.
Remedial work will be planned in future for handling the
identified limitations of agile approaches for large scale projects.

Keywords—Agility; large scale projects; agile scalability;
SCRUM; XP; DSDM,; Crystal; SLR; Statistical Analysis

l. INTRODUCTION

In market, different types of agile techniques such as
SCRUM, DSDM, CRYSTAL, XP, XP2 are there each type of
agile is having some different type of and specific property
in it .While we talk about agile methods it is very good in

the small and medium size project [1]. Agile are a combination
of the characteristics that make the project successful these
qualities make the project to have good properties according to
the market [2]. The agile benefits such as minimum
documentation, pair programming, and high teamwork produce
good results for the small and medium level projects large size
projects are also using the approaches but with certain
limitations [3]. On the other hand, when we apply the agile
approaches to large size projects it does not provide the same
results.

When talking About scalability of agile two terminologies
are in use “Scaling out” and “scaling up” Scaling up’ is dealing
with using agile methods for developing large software systems
that cannot be developed by a small team. Scaling out’ is
concerned with how agile methods can be used in large size
projects [4].

It is not the true that 100 percent its application is going to
fail but like the small level and medium level projects results, it
does not show the same for large size projects. The agile
approaches such as crystal — blue are in use for large size
projects but show less agile properties. [5]. Techniques of
agility like SCRUM are applied for the large size project but it
has also some restrictions [6].

The current research is about scaling of agile techniques for
large size projects [7]. The discussion on ability of agile
practices to scale to “large” software development efforts has
been widely discussed [8][64]. Here the purpose of the research
is to conduct detailed literature review on the agile scalability,
identifying current work done for agile scalability and
limitations faced by agility in large size projects. In a
systematic way, In study proper research questions are built
according to the PICOC structure against each question
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research strings are built for different search strings including,
IEEE, ACM, GOOGLE SCHOLAR and SCIENCE DIRECT .

Data bases are created against each search strings and
search protocol is applied on the data bases for final selection
of papers, with help of data extraction forms data from each
selected paper is extracted and reviewed statistically. Research
Questions for Study

Research Question 1: How to make agile approaches
scalable and adoptable for large projects?

Research Question 2: What are the existing methods,
approaches, frameworks and practices support agile process in
large scale projects?

Research Question 3: What are limitations of existing
agile approaches, methods, frameworks and practices with
reference to large scale projects?

Il.  PROTOCOL FOR SEARCH PROCESS

After specifying research questions a review protocol is
developed, this includes the definition of the following:

e The Search Process

¢ Inclusion And Exclusion Criteria
e The Selection Process

e The Data Extraction Process

e Data Synthesis

I1l.  SOURCES (DIGITAL LIBRARIES) FOR LITERATURE
SEARCH

The following databases are search out for primary studies
Google Scholar, IEEE, Science Direct and ACM

IV. RESEARCH QUESTIONS IN PICOC STRUCTURE

A. RQ1: How to make agile approaches scalable and
adoptable for large scale projects?

e Population: Agile Approaches
e Intervention: Large scale projects
e Outcome: Parameters for scalability and adoptability

1) Search strings/Second Step: Synonyms
a) Population
“Agile Approaches ”; “Agile software development

., bR}

approaches 7; “Agile software development techniques ;
“Agile software engineering”; “Agile software methodologies
7, “Agile  software engineering methodologies ”; “Agile
software  development approaches 7; “Agile software
engineering methods ”; “Agile software engineering

methodologies ”; “Agile software development processes
“Agile software engineering practices”.

b) Intervention

“Large scale Projects”; “Big scale Projects”; “Vast scale
Projects”; “Large size Projects”; Big size Projects”; vast size
Projects”.

Vol. 6, No. 9, 2015

¢) Outcome
“Parameters for scalability and adoptability”; “methods for
scalability and adoptability”; ways for scalability and
adoptability *; strategies for scalability and adoptability”

2) Search Strings Used for Primary Studies of Research
guestion one

Database Search String

((““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques "OR
“Agile software engineering “OR “Agile software
methodologies "OR “Agile software engineering methodologies
”OR “Agile software development approaches ”OR “Agile
software engineering methods "OR “Agile software engineering

|EEE methodologies "OR “Agile software development processes OR
“Agile software engineering practices” AND(*Large scale
Projects” OR “Big scale Projects ” OR “Vast scale Projects” OR
“Large size Projects” OR Big size Projects” OR vast size
Projects”) AND (“parameters for scalability and adoptability
“OR “methods for scalability and adoptability “OR ways for
scalability and adoptability “OR strategies for scalability and
adoptability”’))

((““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques "OR
“Agile software engineering “OR “Agile software
methodologies ”"OR “Agile software engineering methodologies
”OR “Agile software development approaches ”OR “Agile
software engineering methods ”OR “Agile software engineering

ACM methodologies ”OR “Agile software development processes OR
“Agile software engineering practices” AND (“Large scale
Projects” OR “Big scale Projects ” OR “Vast scale Projects” OR
“Large size Projects” OR Big size Projects” OR vast size
Projects”) AND (“parameters for scalability and adoptability
“OR “methods for scalability and adoptability “OR ways for
scalability and adoptability “OR strategies for scalability and
adoptability””))

((““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques "OR
“Agile software engineering “OR “Agile software
methodologies ”OR “Agile software engineering methodologies
”OR “Agile software development approaches ”"OR “Agile
software engineering methods "OR “Agile software engineering
methodologies ”OR “Agile software development processes OR
“Agile software engineering practices” AND (“Large scale
Projects” OR “Big scale Projects ” OR “Vast scale Projects” OR
“Large size Projects” OR Big size Projects” OR vast size
Projects™) AND (“parameters for scalability and adoptability
“OR “methods for scalability and adoptability “OR ways for
scalability and adoptability “OR strategies for scalability and
adoptability”’))

Science

Direct

((““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques "OR
“Agile software engineering “OR “Agile software
methodologies "OR “Agile software engineering methodologies
”OR “Agile software development approaches ”OR “Agile
software engineering methods "OR “Agile software engineering
methodologies "OR “Agile software development processes OR
“Agile software engineering practices” AND (“Large scale
Projects” OR “Big scale Projects ” OR “Vast scale Projects” OR
“Large size Projects” OR Big size Projects” OR vast size
Projects”) AND (“parameters for scalability and adoptability
“OR “methods for scalability and adoptability “OR ways for
scalability and adoptability “OR strategies for scalability and
adoptability””))

Google
Scholar
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B. RQ2: What are the existing methods, approaches,
frameworks and practices support agile process in large
scale projects?

1) Search strings/Second Step: Synonyms

a) Population
“Agile Approaches 7; “Agile
approaches ”; “Agile software development techniques ”;
“Agile software engineering”; “Agile software methodologies
”; “Agile  software engineering methodologies ”; “Agile
software  development approaches ”; “Agile software
engineering methods ”; “Agile software engineering
methodologies ”; “Agile software development processes
“Agile software engineering practices”.

software development

.,

b) Intervention
“Large scale Projects”; “Big scale Projects”; “Vast scale
Projects”; “Large size Projects”; Big size Projects”; vast size
Projects”.
c¢) Outcome
“methods”; “approaches”; frameworks “; practices”.

2) Search Strings Used for Primary Studies of Research
question Two

Vol. 6, No. 9, 2015

((““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques "OR
“Agile software engineering “OR “Agile software
methodologies "OR “Agile software engineering
methodologies ”OR “Agile software development approaches
”OR “Agile software engineering methods "OR “Agile software
engineering methodologies "OR “Agile software development
processes OR “Agile software engineering practices” AND
(“Large scale Projects” OR “Big scale Projects ” OR “Vast
scale Projects” OR “Large size Projects” OR Big size Projects”
OR vast size Projects”) AND (“methods “OR “approaches “OR
frameworks “OR practices ”))

Google
Scholar

Database Search String

((““Agile Approaches "OR “Agile software development
approaches ”OR “Agile software development techniques ”OR
“Agile software engineering “OR “Agile software
methodologies ”OR “Agile software engineering
methodologies ”OR “Agile software development approaches

|EEE ”OR “Agile software engineering methods "OR “Agile software
engineering methodologies "OR “Agile software development
processes OR “Agile software engineering practices” AND
(“Large scale Projects” OR “Big scale Projects ” OR “Vast
scale Projects” OR “Large size Projects” OR Big size Projects”
OR vast size Projects””) AND (“methods “OR “approaches “OR
frameworks “OR practices ”))

C. RQ3: what are limitations of existing agile approaches,
methods, frameworks and Practices with reference respect
to large scale projects?

1) Search strings/Second Step: Synonyms
a) Population
“Agile Approaches 7; “Agile  software development

ELR 2,

approaches ”; “Agile software development techniques ”;
“Agile software engineering”; “Agile software methodologies
7, “Agile  software engineering methodologies ”; “Agile
software  development approaches 7, “Agile software
engineering methods ”; “Agile software engineering

methodologies ”; “Agile software development processes ”;
“Agile software engineering practices”.

b) Intervention

“Large scale Projects”; “Big scale Projects”; “Vast scale
Projects”; “Large size Projects”; Big size Projects”; vast size
Projects”.

¢) Outcome

“Limitations of methods”; “limitations of approaches”;
limitations of frameworks “;” limitations of practices”.

2) Search Strings Used for Primary Studies Search
Strings Used for Primary Studies of Research question Three

((““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques "OR
“Agile software engineering “OR “Agile software
methodologies ”OR “Agile software engineering
methodologies "OR “Agile software development approaches
”OR “Agile software engineering methods "OR “Agile software
engineering methodologies "OR “Agile software development
processes OR “Agile software engineering practices” AND
(“Large scale Projects” OR “Big scale Projects ” OR “Vast
scale Projects” OR “Large size Projects” OR Big size Projects”
OR vast size Projects”) AND (“methods “OR “approaches “OR
frameworks “OR practices ”))

ACM

((“““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques ”OR
“Agile software engineering “OR “Agile software
methodologies "OR “Agile software engineering
methodologies ”OR “Agile software development approaches
”OR “Agile software engineering methods "OR “Agile software
engineering methodologies "OR “Agile software development
processes OR “Agile software engineering practices” AND
(“Large scale Projects” OR “Big scale Projects ” OR “Vast
scale Projects” OR “Large size Projects” OR Big size Projects”
OR vast size Projects”) AND (“methods “OR “approaches “OR
frameworks “OR practices ”))

Science

Direct

Database Search String

((“““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques “OR
“Agile software engineering “OR “Agile software
methodologies "OR “Agile software engineering
methodologies "OR “Agile software development approaches
”OR “Agile software engineering methods "OR “Agile

|IEEE software engineering methodologies "OR “Agile software
development processes OR “Agile software engineering
practices” AND (“Large scale Projects” OR “Big scale Projects
” OR “Vast scale Projects” OR “Large size Projects” OR Big
size Projects” OR vast size Projects”) AND (“ limitations of
methods “OR “ limitations of approaches “OR limitations of
frameworks “OR limitations of practices "))

((“““Agile Approaches "OR “Agile software development
approaches ”OR “Agile software development techniques "OR
“Agile software engineering “OR “Agile software
methodologies "OR “Agile software engineering
methodologies ”OR “Agile software development approaches
”OR “Agile software engineering methods "OR “Agile
software engineering methodologies "OR “Agile software
development processes OR “Agile software engineering
practices” AND (“Large scale Projects” OR “Big scale Projects
” OR “Vast scale Projects” OR “Large size Projects” OR Big
size Projects” OR vast size Projects”) AND (““ limitations of

ACM
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methods “OR “ limitations of approaches “OR limitations of
frameworks “OR limitations of practices ))

((“““Agile Approaches "OR “Agile software development
approaches "OR “Agile software development techniques "OR
“Agile software engineering “OR “Agile software
methodologies ”OR “Agile software engineering
methodologies "OR “Agile software development approaches
”OR “Agile software engineering methods ”OR “Agile
software engineering methodologies "OR “Agile software
development processes OR “Agile software engineering
practices” AND (“Large scale Projects” OR “Big scale Projects
” OR “Vast scale Projects” OR “Large size Projects” OR Big
size Projects” OR vast size Projects”) AND (““ limitations of
methods “OR “ limitations of approaches “OR limitations of
frameworks “OR limitations of practices ””))

Science
Direct

((““Agile Approaches "OR “Agile software development
approaches ”OR “Agile software development techniques ”OR
“Agile software engineering “OR “Agile software
methodologies ”OR “Agile software engineering
methodologies "OR “Agile software development approaches
”OR “Agile software engineering methods ”"OR “Agile
software engineering methodologies "OR “Agile software
development processes OR “Agile software engineering
practices” AND (“Large scale Projects” OR “Big scale Projects
” OR “Vast scale Projects” OR “Large size Projects” OR Big
size Projects” OR vast size Projects”) AND (“ limitations of
methods “OR “ limitations of approaches “OR limitations of
frameworks “OR limitations of practices "))

Google
Scholar

V. PUBLICATION QUALITY ASSESSMENT

The data extraction form is designed as it will extract the
data form finally selected papers assessing their quality and
searching answers for research questions.

Detail of quality assessment 1-5:
Study provides detailed description of agile scalability?
The possible answers to this question are: ““Yes (+1)” if the

TABLE I.

Vol. 6, No. 9, 2015

paper provides detail description of agile scalability; ‘“partially
(0)*” if the paper provides partial or not detail information
about agile scalability; and ““No (1)’ if the paper does not
provide any information about agile scalability.

The study provides the guideline as how the agile
techniques are used in large size projects? The possible
answers to this question are: ‘““Yes (+1)’ if the paper provides
information as how the agile techniques are used in large size
projects; ‘partially (0)’’ if the paper provides partial or not
detail information as how the agile techniques are used in large
size projects; and ““No (_1)’’ if the paper does not provide any
information as how the agile techniques are used in large size
projects.

The study provides clear results after application of
agile techniques in large size projects?

The possible answers to this question are: ““Yes (+1)” if the
paper provides clear results; ‘‘partially (0)’’ if the paper
provides partial or not detail results; and ““No (_1)”’ if the
paper does not provide any results.

The study has been published in a relevant journal or
conference proceedings. The possible answers to this question
are: ““Very relevant” (+1), ‘“‘Relevant (0)’’, and ‘“Not so
relevant (_1)”.

This question will be rated by considering the order of
relevance provided by the digital library, the CORE conference
ranking (A, B and C conferences), and the Journal Citation
Reports (JCR) lists.

The study has been cited by other authors. The possible
answers to this question are: ““Yes (+1)”’ if the paper has been
cited by more than five authors; ‘‘partially (0)*” if the paper has
been cited by 1-5 authors; and ‘“No (_1)”’ if the paper has not
been cited. This question was rated by considering the Google
scholar citations count.

DATA EXTRACTION FORM

Paper Title:

Authors:

Year of Publication:

Reference Type: Journal/Conference/Thesis/Unpublished

Quality Assessment

Publisher:
IEEE/ACM/Google Scholar/Science Direct

@) © (1)

Study provides detailed description of agile scalability?

The study provides the guideline as how the agile techniques are used
in large size projects?

The study provides clear results after application of agile techniques in
large size projects?

The study has been published in a relevant journal or conference?

The study has been cited by other authors?

Data extraction for Questions

Answers

What methods have been employed by researchers to make Agile scalable for large size projects?

1.1. Phase(s) of software process in which the Agile techniques are
applied for scalability?

Requirement
Design
Implementation
Testing
Maintenance

1.2. Which Agile technique has been reported in this study?

Technique Name

1.3. Data characteristics

Academia
mixed
Industrial

66|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 6, No. 9, 2015

Government

Research detects agile limitations for large size project?

Documentation

Time period

Budget

Human resources
Coordination
Distributed environment
others

Empirical Validation of the agile techniques applied in large size

Case Study
Experiment
Survey
experience reports

projects. observational study, survey
action research
No

Remarks:

VI.

The below table represent the general information of papers
studied in the SLR process all these papers were finalized for

TABLE II.

Sr. No

10

11

12

13

14

15

GENERAL INFORMATION REGARDING RESEARCH PAPER

designed.

General information regarding research papers

Title

Identifying some important success
factors in adopting agile software
development practices

Strengths and barriers behind the
successful agile deployment—insights
from the three software intensive
companies in Finland

Acceptance of agile methodologies: A
critical review and conceptual
framework

A Study of the Agile Software
Development Methods, Applicability
and Implications in Industry

‘State of the Art’ in Using Agile
Methods for Embedded Systems
Development

An Empirical Study: Understanding
Factors and Barriers for Implementing
Agile Methods in Malaysia

Distributed Scrum: Agile Project
Management with Outsourced
Development Teams

Agile methods in European embedded
software development organizations: a
survey on the actual use and
usefulness of Extreme Programming
and Scrum

The Impact of Scaling on Planning
Activities in an Agile Software
Development Context

Rolling out Agile in a Large
Enterprise

An Appraisal of Existing Evaluation
Frameworks for Agile Methodologies
Implementing Program Model with
Augile Principles in a Large Software
Development Organization

A Soft-Structured Agile Framework
for Larger Scale Systems
Development

FORMAL VERSUS AGILE:
SURVIVAL OF THE FITTEST?

Agile Adoption Experience : A Case

GENERAL INFORMATION REGARDING RESEARCH PAPER
Author(s) Database
Subhas Chandra Misra a,
Vinod Kumar b, ACM
Uma Kumar b
Minna Pikkarainen & Outi
Salo & Raija Kuusela & Pekka ACM
Abrahamsson

Frank K.Y. Chan,

James Y.L. Thong Cafle SEralEn

Kuda Nageswara Rao,
G. Kavita Naidu,
Praneeth Chakka
Jayakanth Srinivasan,
Radu Dobrin, Kristina
Lundqvist

Ani Liza Ashawi,
Andrew M Gravell,
Gary B Wills

Jeff Sutherland,
Anton Viktorov,

Jack Blount,Nikolai
Puntikov

Google Scholar

Google Scholar

Google Scholar

Google Scholar

0. Salo and P.

T o ——A Google Scholar

Hubert Smits Google Scholar

Gabrielle Benefield Google Scholar

Masoumeh Ta_romlrad, Google Scholar
Raman Ramsin

Maarit Laanti Google Scholar
Shvetha

Soundararajan and

James D. Arthur

Sue Black, Paul P. Boca, Jonathan P.
Bowen, Jason Gorman,

Mike Hinchey,

Hassan Hajjdiab and

Google Scholar

Google Scholar

Google Scholar

www.ijacsa.thesai.org

Journal ./Conf./
Work.

Journal

Journal

Journal

Conference

Journal

Conference

Conference

Conference

Conference

Conference

Conference

Conference

Conference

Conference

Thesis

study process, so that the specific information from theses
papers can be gathered according to the research questions

Year

2009

2011

2008

2011

2009

2010

2007

2007

2007

2008

2008

2008

2009

2009

2011
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16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

Study in the U.A.E

Agile Method to Improve Delivery of
Large-Scale Software Projects

IBM agility @scale™: Become as
Agile as You Can Be

Agile Framework for Globally
Distributed Development Environment
(The DAD Model)

Complex software project
development: agile methods adoption

Designing an Information Systems
Development Course to Incorporate
Augility, Flexibility, and Adaptability

Innovation and Scaling up Agile
Software Engineering Projects

Agile Software Development in the
Large

Agile Framework for Globally
Distributed Development Environment
(The DAD Model)

Scrum Practices in Global Software
Development: A Research Framework

Usage and Perceptions of Agile
Software Development in an Industrial
Context: An Exploratory Study Agile
methods for cloud computing

Agile Software Product Lines - A
Working Session Designing an
information systems development
course to incorporate agility,
flexibility, and adaptability

Using XP in Telecommunication
Software Development

Experiences Applying Agile Practices
to Large Systems

A Heavy Weight IT Project
Management Framework based on
Agile Theory

ESCAPE THE WATERFALL:
AGILE FOR AEROSPACE
Enterprise Scrum: Scaling Scrum to
the Executive Level

Agility in a Large-Scale System
Engineering Project: A Case-Study of
an Advanced Communication System
Project

Software Development as a Service:
Agile Experiences

Agile Way of Bl Implementation
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VII. GRAPHICAL REPRESENTATION OF RESULTS (SLR)
AND SPECIFIC INFORMATION REGARDING RESEARCH PAPER
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VIII. CONCLUSION

In this SLR performed on agile scalability and adaptability
three research questions were made on basis of these three
questions research strings were designed using PICOC
structure to extract research papers from different data bases
including IEEE, Google Scholar, ACM and Science Direct
.Search protocol was designed for setting studies rules
regulations to follow for summarize and concrete results after
analysis.

Inclusion and Exclusion criteria was applied on these
selected data bases of papers on basis of set protocol .Papers
were selected iteration wise against each research question
from these finalized data bases 51 papers were selected ,these
selected papers were analysed , reviewed and data was
extracted based on questions designed in data extraction form.

The study summarized that different researchers made
efforts for agile scalability; different techniques of agile
scalability are applied for covering agile limitations for
scalability limitations.

The gathered data is statistically analysed and according to
this analysis research papers selected for study were taken
between 2009 -2011 ,out of 100 percent 35 percent papers were
published in journal 61 percent in conference and 4 percent
were thesis publications.
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Empirical Validation of the agile techniques applied in large size projects.

Other 4 %

Action Res: 0 %/’_\\\

Observatio: 31 %\

Experience 22 % /'A\
J

Survey 16 %

__— Case study 51 %

Experiment 6 %

While 37 percent paper’s publisher was IEEE, 4 percent
ACM, Science Direct was publisher of 18 percent and 43
percent papers were published by Google Scholar.

Form all these selected papers 67 percent papers in detail
describe agile adoptability and scalability, 33 percent papers
partially discussed the issue .From papers that were answering
about agile techniques application 71 percent studies in detail
describe the agile techniques application on large scale
projects, 27 percent studies partially describe the techniques
application and just 2 percent papers are not describing any
technique at all.

In SLR 79 percent studies provide clear results of agile
application on large size projects, 29 percent are partially
providing results of applications, according to analysis, main
factor we found was that 88 percent techniques were applied in
implementation phase for agile scalability.

Research detect agile limitations for large size projects this
question was answered by different researchers and 24 percent
researchers said documentation is a limitation for agile
practices in large scale projects, 22 percent were saying about
time period as a limitation for agile approaches in large scale
projects, 14 percent were saying about budget overflow issues
in large scale projects while applied agile techniques,14
percent were talking about human resources related problems
in large scale projects while applied agile approaches.
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In SLR conducted 33 percent were talking about team
coordination and communication issues and 25 percent were
saying that distributed teams are creating limitation for agile
applications in large size projects. From these results it is clear
that researchers are working on agile scalability and
adaptability for large size projects.They are trying to find the
exiting limitations as faced by large scale projects while agile
approaches are used. They are also working on remedial
strategies for agile scalability problems compensation ion large
projects.

The aim of this SLR conducted was performing a detailed
analysis of the limitations of agility in large size projects and
analyzing the existing remedial work and its limitations. From
here we extract detail problems analysis, current strategies
presents their limitations.We are statistically able to judge the
problems, their nature and affect on large size projects

IX. FUTURE WORK

In future on the basis of these detailed limitations identified
in SLR faced by agile approaches some remedial work has to
be proposed to handle the highlighted limitations.
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Abstract—By nodal regression and apsidal precession, the
Earth flattering at satellite low Earth orbits (LEO) is manifested.
Nodal regression refers to the shift of the orbit’s line of nodes
over time as Earth revolves around the Sun. Nodal regression is
orbit feature utilized for circular orbits to be Sun synchronized.
A sun-synchronized orbit lies in a plane that maintains a fixed
angle with respect to the Earth-Sun direction. In the low Earth
Sun synchronized circular orbits are suited the satellites that
accomplish their photo imagery missions. Nodal regression
depends on orbital altitude and orbital inclination angle. For the
respective orbital altitudes the inclination window for the Sun
synchronization to be attained is determined. The apsidal
precession represents major axis shift, respectively the argument
of perigee deviation. The apsidal precession simulation, for
inclination window of sun synchronized orbital altitudes, is
provided through this paper.

Keywords—LEO; satellite; orbit; apsidal precession

. INTRODUCTION

Orbital perturbation analyzes consider the satellite’s orbit
behavior under real space-ambient circumstances compared
with ideal orbit mathematical model defined by Kepler
parameters. Due to the gravitational forces of the Sun, other
celestial bodies and also due to the Earth’s flattering at both
poles the perturbations are caused. Based on geopotential
model the effect of the Earth flattering is determined as a sum
of spherical harmonics, where the most dominated term is “J2-
term” [1].

The Earth flattering is manifested by the nodal regression
and apsidal precession. The apsidal precession is too early
considered by Newton for celestial bodies, and lately the
apsidal theorem is further more analytically considered,
among them by authors under [2]. For satellites orbiting the
Earth, the laws of celestial bodies’ movement are applied.
This concept is applied for the apsidal precession analysis of
the Sun synchronized low Earth orbiting (LEO) satellites.

Under the second section, the nodal regression is
considered and followed by terms the orbit Sun
synchronization to be accomplished. Considering different
initial low Earth orbit altitudes the inclination window for
orbit Sun synchronization is determined. For the determined
inclination window, the apsidal precession is simulated.

1. NODAL REGRESSION

The Earth rotates eastward. An orbit where the satellite
moves in the same direction as the Earth’s rotation is known

Bexhet Kamo, Algenti Lala, llir Shinko, Elson Agastra

Faculty of Information Technology,
Polytechnic University of Tirana,
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as prograde or direct orbit. The inclination of a prograde orbit
lies between 0° and 90°. Most satellites are launched in a
prograde orbit because the Earth’s rotational velocity provides
part of the orbital velocity with a consequent saving in launch
energy. An orbit where the satellite moves in opposite
direction to the Earth rotation is called retrograde orbit. The
inclination of a retrograde orbit always lies between 90° and
180° [3], [4].

The Earth is not the spherical homogeneous body. Earth is
characterized with a bulge at the equator, and a slight
flattening at the both poles. The terrestrial potential at a point
in space (in our case the point indicates a satellite) depends
not only on the distance r to the Earth’s centre but also on the
longitude and latitude of the point and the time. This happens
due to irregularities of Earth’s rotation and not homogenous
Earth’s mass distribution. This terrestrial potential depends
much more on latitude than longitude, and it through
geopotential coefficients J is expressed. The J, term due to

flattering of the Earth (about 20km) dominate all other terms.
The values of these coefficients are given by different models.
Based on GEM4 model it is [1]:

J, =1.0827-107° 1)
To a first approximation, the orbital plane is fixed in space
as the satellite orbits around the Earth. But, the potential
generated by the non-spherical Earth causes variations of the
orbital elements. Most effected orbital elements are the right
ascension and the argument of perigee, as presented in
Figure.1 [3], [4]. The right ascension of the ascending node
(Q) defines the location of the ascending and descending
orbital crossing nodes (these two nodes make a line of nodes)
with respect to a fixed direction in space. The fixed direction
is Vernal Equinox. The Vernal Equinox is the direction of the
line joining the Earth’s center and the Sun on the first day of
spring. The argument of perigee (w) is the angle taken
positively from 0° to 360° in the direction of the satellite’s
motion, between the direction of the ascending node and the
perigee direction [3], [4].

Under the effect of terrestrial potential variation, the right
ascension of the ascending node Q, shifts its position, so, the
line of nodes which is in equatorial plane rotates about the
center of the Earth, consequently shifting the orbital plane.
Nodal regression refers to the shift of the orbital plane over
time as Earth revolves around the Sun. Nodal regression is a
very useful feature that is especially utilized for Low Earth
circular orbits providing to them the Sun synchronization.
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An approximate expression for the nodal rate regression of
Q due to time is expressed as [1]:

da 3 .

— =—(=)n,AJ, cosi 2
=AY, @
Where:

R
a’(l-e%)?
Rz =6378km is Earth’s radius, e is orbital eccentricity, i

is the inclination, @ is a semimajor axis of satellite’s orbit
and N, is mean movement of the satellite, as:

®)

2r
= @)
T
Where T is the orbital period. For circular orbits it is

e=0 and a=r, where r is orbital radius of circular orbit.
Orbital period for circular orbits is expressed as:

r3
T=27|— )
V U

where 1/ =3.986005-10°km*/s® is Earth’s geocentric
gravitational constant. For circular orbit yields:

Re
s (6)
Substituting Eqn. (4), Eqgn. (5), and Egn. (6) at Eqgn. (2)
and then considering values of R, ¢ and J,, finally stems
nodal regression expressed by inclination iand orbital radius

I . The nodal regression expressed in (°/day) is [5]:

No

i
AQ =-2.06474-10% - "01 [rday] (1)
r
The nodal regression for circular orbits depends upon orbit

inclination and orbital altitude (radius). The nodal regression
is zero in the case of the inclination angle being 90°.

When the orbit inclination angle is i < 90° than deviation is
negative, so according to Eqn. 2 the satellite orbital plane
rotates in a direction opposite to the direction of the Earth’s
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rotation. When the orbit inclination angle is i>90°, then
deviation is positive, so the satellite orbital plane rotates in the
same direction as the direction of the Earth’s rotation. From
this stems that if the orbit is prograde the nodes slide
westward, and if it is retrograde, the nodes slide eastward.
This means that nodes (line of nodes) because of this effect
move in opposite direction to the direction of satellite motion,
hence the term nodal regression.

1. ORBITAL SUN SYNCHRONIZATION

LEO (Low Earth Orbiting) satellites have very wide
applications, from astronomical purposes, remote sensing of
oceans, Earth’s climate changes or Earth’s imagery with high
resolution [6]. For photo imagery missions from satellites, in
order the observed area to be treated under the same lighting
(illumination) conditions, the observed area’s position related
to the Sun it is too important [7]. For these purposes the
satellites are suited in LEO sun synchronized orbits [8].

A sun-synchronous orbit is one that lies in a plane that
maintains a fixed angle with respect to the Earth-Sun
direction. In other words, the orbital plane has a fixed
orientation with respect to the Earth-Sun direction.
Consequently, the angle between normal orbital plane vector
and normal Sun vector is always kept constant throughout the
year, as shown in Figure 2 [8].

Orbit Normal
Vector

Sun Vector

Fig. 2. Orbital Sun synchronization concept

As a result of this property, sun-synchronous orbits ensure
that the satellite passes over a given location on Earth every
time at the same local solar time, thereby guaranteeing almost
the same illumination conditions, varying only with seasons.
The satellite in sun-synchronized orbit ensures coverage of the
whole surface of the Earth, since the appropriate orbit is quasi-
polar in nature [9]. The shift control method to keep the local
time shift within an allowance range is given by [10].

The nodal regression effect is typical for LEO orbits. The
further goal of this paper is to conclude about the inclination
window of the nodal regression for different LEO orbit
altitudes ensuring to be attained the orbital Sun
synchronization. For simulation purposes are considered low
Earth orbit altitudes from 600km up to 1200km. LEOs have
too low eccentricity which one can be considered € ~ 0 and
then @ =1Tr. Thus, for altitudes from 600km up to 1200km
and considering Earth’s radius as R. ~ 6400 km yields out the
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orbits’ radius range from 7000km up to 7600km. Considering
Eqn. 7, for this orbits’ radius range it is calculated the nodal
regression [°/day] for different inclination angles i. Results
confirm that nodal regression for altitudes form 600km up to
1200km may range from 0° up to 6.7° as a function of
inclination angle. Lower inclination causes higher deviation.
For inclination of 90 ° there is no nodal deviation [11].

The further step is inclination window determination for
Sun synchronized feature. An orbital plane fixed with respect
to the Earth effectively makes a 360° rotation in space in a
year (about 365.25 days) since the Earth itself rotates by 360°
around the Sun. This rate is equivalent to a rotation of the
orbital plane of about 0.986 [°/day]. By choosing a pair of
particular values of iand r, it is possible to obtain an orbit for
which the nodal regression varies each day by a quantity
equal to the rotation of the Earth around the Sun [8].
Mathematically this is expressed as:

‘2? —0.9856" / day ®
AQ = -2.06474-10% - “>1 = 0.9856 %day  (9)
r

The angle between line of nodes of the orbits and the mean
direction of the Sun obtained in this way remains constant
throughout the year as presented in Figure 3.

’

B0
9,

Summer

Fig. 3. Sun synchronization throughout seasons

So, the orbit normal vector and Sun vector keep the same
angularity during the year. These orbits are known as Sun
synchronized orbits.

Sun-synchronous orbits are a function of altitude,
eccentricity and inclination. By solving the Egn, 9 for orbital
altitude of 600km consequently for a =r = 7000 km under no
eccentricity (e=0) will get inclination for sun
synchronization as:

i,=97.9° (10)
and for orbital attitude of 1200km consequently for

a=r=7600km under no eccentricity (€=0) will get
inclination for sun synchronization as:

i, =100.5° (11)

Considering these values of inclination, and the range for
lower and higher orbital attitudes, the nodal regression for the
inclination range from 97° up to 101 ° it is presented in Table
1 and Figure 4 [11]. For the range of low Earth altitudes from
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600km up to 1200km the inclination window for the orbital
Sun synchronization is:

97.9° < i <100.5 (12)
Nodal regression
> 1.6
=
o 141
2
o0 1.2
e 1.
=
= 1 0.986
s i :
‘2 0.8 - i |
£ : '
&0 0.6 . i
2 | :
= 04 ¢ Inclination Window 1
= < »
= | | |
z 0.2 ! ;
O 1
97 98 99 100 101
Inclination [degrees]|
—e— 7000 —=— 7200 7400 7600

Fig. 4. Inclination window

V. APSIDAL PRECESSION

The position of the orbit major axis is defined by the
argument of perigee. This parameter like the right ascension of
the ascending node also undergoes natural perturbation due to
equatorial bulge of Earth. The phenomenon is known as
apsidal precession.

An approximate expression for the apsidal precession of
perigee’s argument (w) over the time is expressed as [1]:

do ,3 ).
—=(=)n,AJ, (5cos” i1 -1 (13)
m ( 4) oA, ( )

where all parameters on the right side of Eqn. (11) have
the same meaning as for nodal regression expressed through

Eqgn. (1) up to Eqgn. (6).

The aim of this paper is to conclude about the apsidal
range which corresponds to inclination window for orbit Sun
synchronization. This calculation leads toward the thrust
vector to be applied in order to keep argument of perigee
under in advance defined value, consequently keeping the
health of the appropriate satellite link. Considering Egn. (13),
there is no apsidal precession if the orbital inclination fulfills
the feature expressed as follows,

5cos?i—1=0 (14)

This happens under the inclination of 63°43'. This is

exactly the inclination applied for Molnya elliptic orbit. The

rotation of the perigee occurs in the direction opposite to the

satellite motion if the inclination is greater than 63°43' and in

the same direction as the satellite motion if the inclination
angle is less than 63°43' [9].
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Substituting Eqn. (4), Eqgn. (5), and Eqn. (6) at Eqgn. (11)
and then considering values of R_, ¢ and J,, finally stems
the apsidal precession expressed by inclination iand orbital
radius r . The apsidal precession expressed in (°/day) is:

Aw=1.03237-10" - (5‘3#2/2'_1) [°/day]  (15)
r

The apsidal precession for circular orbits depends upon
orbit inclination and orbit altitude (radius). The closer the
satellite to Earth center, it is the larger apsidal precession. The
apsidal precession is zero in the case of the inclination angle
being 63°43'". Considering Eqn. (13), and orbits’ radius range
from 7000km up to 7600km, it is calculated the apsidal
precession [°/day] for inclination window which ensures low
Earth Sun- synchronization. These results are given in Table |
and Figure 5.

TABLE I. APSIDAL PRECESSION [ %/DAY ]
Inclination Orbital radius [km]
[°] 7000 7200 7400 7600
97 3.329 3.014 2.738 2.494
98 3.248 2.943 2.673 2.435
99 3.156 2.858 2.596 2.365
100 3.054 2.766 2.513 2.289
101 2.942 2.662 2.419 2.203
Apsidal ) )
precession Apsidal Precession
[°/day]
34 “\
32 i O ————
2.8 —
2.6
2.4 f%\
2.2
2 T T T )
97° 98° 99° 100° 101°

Inclination

e=@==7000km === 7200km 7400km === 7600km

Fig. 5. Apsidal precession
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V. CONCLUSIONS

Satellites dedicated for photo imagery missions are suited
in low Earth Sun synchronized circular orbits. Nodal
regression is the typical feature of low Earth circular orbits
which enables orbital Sun synchronization. Sun synchronized
orbits are retrograde orbits. Sun synchronization is achieved
only for inclination within inclination window.

The apsidal precession for circular orbits depends upon
orbit inclination and orbit altitude. The closer the satellite to
the Earth center, it is the larger apsidal precession. For the Sun
synchronization inclination window for altitudes from 600km
to 1200km, the low Earth circular orbits are faced with apsidal
precession in the range of 2.2° - 3.3°.

REFERENCES

[1] G. Maral and M. Bousquet, “Satellite communication systems,” John
Willey & Sons, Ltd, Chichester, England, 2002.

[2] S.R. Valluri, P.Yu, G..E. Smith and P.A. Wiegert, “An extension of
Newtons apsodal precession theorem”, Momthly Notices of Rolyal
Astronomical Society (MNRAS), Vol. 358, No. 4, pp. 1273-1284, 2005.

[3] D. Roddy, “Satellite communications”, McGraw Hill, New York, 2006.

[4] M. Richharia, (1999), “Satellite ~communication systems”, McGraw
Hill, New York, 1999.

[5] Basics of space flight: Orbital mechanics, pg. 14,
www.braeunig.us/space/orbmech.htm, 12/4/2011

[6] J.E.Oberright, Satellite artificial, World Book Online Reference
Center, World Book, Inc, 2004.

[7] S. Cakaj, W. Keim, K. Malaric, “Sun Noise Measurement at Low Earth
Orbiting  Satellite Ground Station”, 47" International Symposium
ELMAR 2005 focused on Multimedia Systems and Applications, IEEE,
8-10 June 2005, Zadar , Croatia, pp. 345 - 348.

[8] S. Cakaj, M. Fischer, A. L. Schotlz, “Sun synchronization of Low Earth
Orbits (LEO) through inclination angle”, 28" IASTED International
Conference on Modelling, Identification and Control, MIC 2009, Feb.
16 —18, 2009, Innsbruck, Austria, pp. 155-161.

[91 A.K. Maini and V. Agrawal, “Satellite Technology-Principles and
Applications”, Wiley, UK, 2011.

[10] Y.Yong'an, et al., “Shift control method for the local time at descending
node based on sun-synchronous orbit satellite”, Journal of Systems
Engineering and Electronics, Vol.20, No.1, pp.141-145, BIAI, 2009.

[11] S. Cakaj, B. Kamo, K. Malaric, “The Inclination Window for Low Earth
Sun Synchronized Satellite Orbits”, Transactions on Maritime Science
Volume 2, Number 1, April 2013, Split, Croatia, pp. 15-19.

79|Page

www.ijacsa.thesai.org


http://www.braeunig.us/space/orbmech.htm

(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 6, No. 9, 2015

Developing Computer Network Based on EIGRP
Performance Comparison and OSPF

Lalu Zazuli Azhar Mardedi

Academy of Information Management and Computer
AIMC Mataram
Mataram, Indonesia

Abstract—One of the computer network systems technologies
that are growing rapidly at this time is internet. In building the
networks, a routing mechanism is needed to integrate the entire
computer with a high degree of flexibility. Routing is a major
part in giving a performance to the network. With many existing
routing protocols, network administrators need a reference
comparison of the performance of each type of the routing
protocol. One such routing is Enhanced Interior Gateway
Routing Protocol (EIGRP) and Open Shortest Path First (OSPF).
This paper only focuses on the performance of both the routing
protocol on the network topology hybrid. Network services
existing internet access speeds average of 8.0 KB/sec and 2 MB
bandwidth. A backbone network is used by two academies, they
are Academy of Information Management and Computer
(AIMC) and Academy of Secretary and Management (ASM),
with 2041 clients and it caused slow internet access. To solve the
problems, the analysis and comparison of performance between
the Enhanced Interior Gateway Routing Protocol (EIGRP) and
Open Shortest Path First (OSPF) will be applied. Simulation
software Cisco Packet Tracer 6.0.1 is used to get the value and to
verify the results of its use.

Keywords—Network; based; simulator;

performance

EIGRP; OSPF;

. INTRODUCTION

The use of computer networks in everyday livesis
increasingly high. It is due to the various facilities offered by
the network, ranging from the ease of communicating to the
possibility of sharing resources. The use of the requires a
variety of tools, such as routers and switches as well as an
understanding of the various techniques (addressing technique
using the IP address and routing techniques. Routing is the
process of sending data packets from the host of origin to the
destination host, which is performed by the routers [1].

One form of computer network system usage is an internet
connection. To build an internet network, it requires some
hardware, software, and protocols. TCP / IP is a protocol
standard that is applied to the Internet. The existence of a
router in the network TCP / IP is very important. It is due to a
large number of hosts and differences in the devices used on
the network TCP / IP. As a result, it takes a routing
mechanism that can integrate millions of computers with a
high degree of flexibility. Routing is divided into two
categories; they are static routing and dynamic routing [2].

Computer network expansion will certainly have an impact
on the quality of the Internet connection service and
connection of existing data exchange [3]. In 2003 the existing
Internet connection is only used by the Academic Unit and the

Abidarin Rosidi

School of Information Management and Computer
STMIK Yogyakarta
Yogyakarta, Indonesia

Finance Department at the Academy of Information
Management and Computer (AIMC) and Academy of
Secretary and Management (ASM). However, in 2015 1
backbone and bandwidth 2 MB with Mikrotik routers,
computer network services are already used by these
academies. Computer network service at those academies is
faculty, students and staff with 1021 clients that accesses the
computer network, while the other can be accessed by a client
in 1020 is comprised of faculty, students, and staff. The uses
of computer networks by these two academies reach 2041
clients that access the computer network service every day.

With the conditions of using one backbone by two
academies of speed in accessing the Internet an average of 8.0
KB/sec if the network was accessed by a client in 2041. The
needs to be a strategy that is mature in conducting
development by reference to the comparison of performance
between EIGRP to OSPF about which one is better, so that
each user gets good access to share and access the data to the
internet with the best connection. EIGRP and OSPF routing
protocol is a kind of underdog this time [3]. To determine the
effectiveness of the distribution of bandwidth, this paper will
discuss on a better performance comparison between EIGRP
and OSPF on computer network services at AIMC and ASM.
With the goal of producing a best development design system
of computer networks, it can be implemented in existing
computer networks at those academies.

Il.  LITERATURE REVIEW

A. Routing Protocol

A routing protocol is a set of rules or standards that
determine how the router on the network to communicate and
exchange information with one another, allowing them to
choose the best route to the destination network. Routing
protocols perform several activities, including:

1) Network discovery.

2) Update and maintain the routing table.

There are three types of methods used by the routing
protocol, they are:

1) Distance Vector (Path Vector) Protocol

It is known as the determination of distance vector routing
protocol based on distance or the shortest distance between the
points of origin of the package with the destination point. [2]

2) Link State Protocol
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It is called link state routing protocol for the determination
made based on information obtained from other routers. [2]

3) Ring
Ring protocol uses aspects of distance-vector routing
protocol types and link state. Examples ring is EIGRP. [2]

B. Open Shortest Path First (OSPF)

OSPF is a link-state routing protocol (LS), which is based
on open standards. Each router is configured to use a link-state
routing protocol will send two kinds of packages, namely:

1) LSR (Link-State Refreshment) are sent periodically to
the router that are around to see if the router is still active and
still form a link to the router.

2) LSA (Link-State Advertisement) or routing updates are
sent only when there is a change on the network and at the
start (initialization).

At first, OSPF router is turned on, and then the router will
send a multicast LSA. The router that receives the LSA will
copy the information it carries, then pass (forward) of the
LSA. Information obtained from the LSA will be stored in the
topological (link-state) database. Based on LSA and also the
topological database that contains all existing routers on the
network, each router will run the SPF algorithm and form the
SPF Tree. [1]

C. Enhanced Interior Gateway Routing Protocol (EIGRP)

A routing protocol owned by Cisco that works on routers
and the internal route processors contained in the core layer
switches and distribution layer switches Cisco. EIGRP is a
distance vector protocol that classes and enhanced.

EIGRP has the following characteristics:

1) Using the cost of load balancing are not the same.

2) Using a combination of a distance-vector algorithm
with link-state.

3) Using Diffusing Update Algorithm (DUAL) to calculate
the shortest path.

4) Supporting IP, IPX, and AppleTalk through modules
that are dependent protocol. [2]

D. Switch

It is a device that filters and missed packets of an LAN.
Switcher works at the data link layer (layer 2) and sometimes
in the Network Layer (Layer 3) based on the OSI reference
model that can work for any protocol packets. LANs that use
switches to communicate on the network then called Switched
LAN or in the physical Ethernet network called Switched
Ethernet LANSs.

The switch has almost the same function as a hub. The
difference is that the switch can operate in a full-duplex mode
and can track and filter information transferred to and from
specific destinations, while the hub cannot filter and divert the
path of relationships. [1]

Ill.  RESEARCH METHOD

A. Development Method
1) Need Analysis
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It is a process of finding the problem and generates
alternative solutions to problems that are relevant.

2) Designing

It is the first step in manufacturing phase and or
development of systems for each product system. At this stage
of the design will be produced which will be built.

3) Modeling

At this stage, it will do the design that was made on a
limited scale so that it becomes integrated into more useful
work.

4) Examination

This stage is the most critical element of the overall
process design and process modeling that has been done. At
this stage will be discussed basic - basic trial design and the
model that essentially is a collection of techniques used to
conduct trials according issues tailored to the problems and
objectives as a whole.

B. Research Setting

This research was conducted at the Academy of
Information Management and Computer and Academy
Management Secretary Mataram. This study begins with an
ongoing problem, namely 1 backbone with bandwidth of 2
MB is accessible by 2 colleges such as Academy of
Management Computer and Academy of Secretary and
Management Mataram.

C. Data Collecting Techniques

1) Observation

Direct observation and attention to and examine the
computer network services in the Academy of Information
Management and Computer and Academy of Secretary and
Management Mataram. Observations were done on the
computer network and the data collected are as follows:

a) Computer network conditions,
b) Computer network data used,

¢) Data traffic of computer networks by observing the
delay and timing parameters such as convergence.

d) Computer network development plan.

The data above will be used as the basis for developing the
computer network at the Academy of Information
Management and Computer and Academy of Secretary and
Management Mataram.

D. Need Analysis

In this phase, the basis or foundation of research on the
development of computer network design at the Academy of
Information Management and Computer (AIMC) and
Academy of Secretary and Management (ASM) Mataram. In
this case, an analysis of all the data that already collected in
finding the problem and generate alternative solutions to the
existing problems in order to achieve the ultimate goal of this
research is to meet the needs of users in making interactions
within the computer network at those colleges. Problems and
alternative solutions resulting in this stage will be used as a
basis for the next research step.
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E. Stage Design

1) Old Schematic

In the old scheme, the writer will explain the existing
network at Academy of Information Management and
Computer (AIMC) and Academy of Secretary and
Management (ASM) Mataram. A backbone network access
service is used by these two academies. The number of clients
who access the internet, namely 2041 client so that the speed
of access reached 8.0 KB/sec. Fig 1 is an old schematic
network.

The network use at the Academy of Information
Management and Computer (AIMC) and Academy of
Secretary and Management (ASM) Mataram, includes the
overall activities or academic activities such as students, staff,
faculty and leadership. Where network services accessed by
the client in 2041 consisting of those academies in order that
the speed in accessing such downloads reached 8.0 KB/sec.
Figure 2 is showed a schematic end user.

2) New Scheme

The need for network implementation that can vary in each
location to make a difference in the type and amount of
equipment needed. Differences in the type and number of
these tools as well that ultimately make the difference in
techniques and methods to obtain the information required by
the router, as one of the tools for routing in the network. The
use of many routers make network administrators choose to
use a routing protocol as a way for the router to get the
information to do the routing.

a) Network Design Flowchart

In this study explained how the simulation system design
and configuration of the data communication network based
on ring topology using EIGRP and OSPF routing protocol.
Fig. 3 showed a flowchart network design.

Fig. 3 showed the stages in the design and simulation
performance of EIGRP and OSPF in a ring topology. This
simulation is done on a Packet Tracer 6.0.1 software and
configure the network begins with the manufacture of the
network topology is a ring topology, setting IP Address, and
IP settings on each interface. Each topology configured by the
EIGRP and OSPF routing protocol then conducted tests ping
to every existing PCs after work then proceed to the analysis.

a) Network Topology

In this study, the software used for the simulation is a
Cisco Packet Tracer 6.0.1 provides a development
environment performance communications networks. On this
design will be applied a backbone that is used by the two
academies (AIMC and ASM) Mataram. Networks that want to
implement only comparing the performance of the OSPF with
EIGRP routing protocol.

The topology to be used in this simulation is by using a
ring topology with 3 pieces each router, 4 pieces of switches,
and eight PCs for every topology and routing protocol. Fig. 4
showed a network topology.

www.ijacsa.thesai.org
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Fig. 4. Network topology

b) IP Address Calculation

At this stage, it will be sub netting based on the number of
existing networks as much as 7 network i.e. from RO to R1,
RO to R2, R1 to R2, students’ networks for ASM, lecturers’
network, and students and lecturers of AIMC. The network
address of each network is as follows:

TABLE I. NETWORK ADDRESS
Network Name Network Address
RO to R1 10.10.0.0/30
RO to R2 10.10.1.0/30
R1to R2 10.10.2.0/30

ASM Student Network 192.168.0.0/22

ASM Lecture Network 192.168.1.0/25

AIMC Student Network 192.168.2.0/22

AIMC Lecture Network 192.168.3.0/25

¢ Ring topology

2" > x, n is the number of binary 1 in the subnet mask that
must be added in order to exceed or equal the number of
required network whereas x is the number of the required
number of subnets on a network so that the equation becomes:

2">x

2">8

If n = 3 then,

8>8

By adding 3 bits in the
255.255.255.0/24
11111111.11111111. 11111111, 11100000/27

subnet mask

255 255 . 255 254 [27
The total amount deducted hosts 256 224 of the amount
above calculation becomes the difference or range of IP
addresses that can be used for each subnet, 256-224 = 32.
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TABLE II. CALCULATION IP ADDRESS
S [ inaaen | [ S s
SN1 o001 101000 | 101003 255.255.255.252
SN 2 oLl 101010 | 1010.13 255.255,255.252
SN 3 Y 101020 | 101023 255.255,255.252
SN4 Lo s | 19216800 | 1921683255 | 255.255.252.0
SN 5 L | 192.168.1.0 | 192.168.1.127 | 255.255.255.128
SN6 T, | 19216820 | 192.168.3255 | 255.255.252.0
SN7 Lo | 192.168.30 | 192.168.3.127 | 255.255.255.128

IV. RESULTS AND DISCUSSION

Simulations were obtained from this study were performed
on a Cisco Packet Tracer 6.0.1 for each routing protocol.
Scenario testing is made by using the following ways:

1) Observing delay delivery of data packets from a PC to
another PC when traffic is busy.

2) Observing the usual trace route path pass data packets
during transmission, and then break the link that bypassed the
usual data packets to determine these differences are skipped.

B. First Scenario

The first scenario testing done by sending the package
Internet Control Message Protocol (ICMP) traffic is busy at
the moment as many as five cases and every case the
experiment is repeated five times, to increase the traffic on the
network added four ICMP packets with the same conditions
for each case. 5 cases were simulated apply to a ring topology.

Scenario sending data from PC to PC are shown in the
following tables.

TABLE Ill.  SCENARIO OF SENDING DATA PACKETS

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5

Sen | Rece | Sen Recei | Sen | Recei Sen Recei | Sen Recei
der iver der ver der ver der ver der ver

PC PC PC PC PC

1| Pc2 |y PC4 |, PCT7 | ¢ PC5 | PC5

PC PC PC PC PC

» | PC4|, PCT | ¢ PC5 | PC5 | | PC 2

PC PC PC PC PC

A | PC7 PC5 | PC5 | | PC2 |, PC 4

PC PC PC PC PC

6 | PC5 |, PC5 | | PC2 |, PC4 |, PC 7
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The examined packet is the first packet in table 3 or
grayscale line. Other packets are packets sent to improve
traffic on the network.

The topology tested using EIGRP and OSPF routing
protocol. A delay on the results of these observations is
obtained by dividing the second time resulting from the
simulation. The chart comparisons of the average delay with
these cases are used are as shown below:

TABLE IV.  THE AVERAGE SCORE OF THE RING DELAY EIGRP AND OSPF
Comparison of the average value of delay (seconds)
Topology
and Cases
routing
protocol 1 2 3 4 5
Ring
EIGRP 0,012505 | 0,01033 | 0,010325 | 0,01008 | 0,010715
Ring
OSPF 0,01305 | 0,01061 | 0,010715 | 0,010405 | 0,011105

If the averaged value of delay each routing protocol for
each case is then obtained:

1) Topology Ring EIGRP
Average delay EIGRP topology Ring.
0,012505 + 0,01033 + 0,010325 + 0,01008 + 0,010715

5
= 0,010791 seconds
2) Ring Topology OSPF
Average delay OSPF topology Ring.
0,01305 + 0,01061 + 0,010715 + 0,010405 + 0,011105

5
= 0,011177 seconds
Ring EIGRP value better than the value 0.000386 seconds
Ring OSPF.

C. Second Scenario

The second scenario testing is done by looking at the data
packet router that passed before the termination of the link,
and then decide on a few links that pass the package to
determine changes in the path of the data packet.

1) The results of the second scenario testing prior to the
termination link
e EIGRP topology Ring

A route to be taken by ICMP packets for delivery from PC
0to PC 5 is PC 0 - Switch Student ASM - Router 1, Router O -
Router 2 - Switch Student AIMC - PC 5. It is due to the
EIGRP route selection performed by the parameter value
different metrics for each track. Metric value calculated from
the total path or interface that is passed from source router to
the destination router by the following equation:

107 total delay

The minimum bandwidth + 10
Further explanation of the metric value will be described
in Fig. 5 as follows.

metric = 256 % (
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Fig. 5. This packet transmission towards the network from the router 0
Address in a ring topology EIGRP router 1

From fig. 5 above can be seen from the packet
transmission path in a router network address 0 towards
network address in the router 1 via the router 2 with a
minimum bandwidth of 100 kbps, delay 20000us serial
interface and fast Ethernet interface 100us delay. Metri-value
calculation is as follows:

7

tric = 256 % (—————
metrie * 00 kbps
20000us + 2000045 + 100us
+ )
10
— 26626560

Meanwhile, if the delivery of network packets at the router
address 0 towards the network address in the router 2 via the
router 1 with 50 kbps bandwidth, delay 20000us serial
interface and fast Ethernet interface 100us delay. His metric
value calculation is as follows:

107 20000us + 20000us + 100;15)

50 kbps * 10
= 52226560
Of the metric calculations can be proven that the data
packet will pass 26626560 smallest metric values to reach to
the goal than passing the metric value 52226560 larger than
the other metrics.

metric = 256 * (.

e OSPF topology Ring

A route to be taken by ICMP packets for delivery from PC
0to PC5is PC 0 - Switch Student ASM - Router 1, Router 0 -
Router 2 - Switch Student AIMC - PC 5. This is because the
OSPF route selection parameter is done by the value of cost
which is different for each individual track, cost value is
calculated from each or a router interface that is passed from
the source to the destination router by the following equation:

100 Mbps

) Bandwidth )
Further explanation of the calculation of the cost will be

explained in Fig. 6 as follows:

Cost =
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Fig. 6. These routers are sending packets from 0 towards the Ring topology
OSPF router 1

From Figure 6 can be seen above the delivery path of
network packets at the router address O towards network
address via the router 1 router 2 with a bandwidth of 100 kbps
respectively, its cost value calculation is as follows:

100 Mbps 100 Mbps 100 Mbps
Cost (total) =
100 kbps = 100 kbps ~ 100 Mbps
= 2001

So the cost is the interface into the router 1, 2001.
Meanwhile, if the deliveries of network packets at the router
address 0 towards network address via the router 1 router 2
with each interface bandwidth of 50 kbps, its cost value
calculation is as follows:

Cost (total) = 100 Mbps 100 Mbps 100 Mbps
St ot = e kbps | 50 kbps 100 Mbps
= 4001

So the cost towards the router interface 2 is 4001. From the
calculation of the cost can be proved that the data packets
passing through the smallest cost value in 2001 to reach to the
destination of the passing greater cost that is worth 4001.

2) The second scenario test results after the termination of
the link

After knowing the path data packets Ping ICMP data on
the usual channels bypassed disconnected to determine the
backup path of each routing protocol at each topology.
Disconnected paths are paths that connect the router to router
2. 0. The result is as follows:

e EIGRP topology Ring

Once the link is decided on the route that bypassed the PC
0to PC 5 is PC 0 - Switch Student ASM - Router 1, Router O -
Router 2 - Switch Student AIMC - PC 5. The data packet will
pass 52.22656 million metric values.

e OSPF topology Ring

Once the link is decided on the route that bypassed the PC
0to PC5is PC 0 - Switch Student ASM - Router 1, Router O -
Router 2 - Switch Student AIMC - PC 5. The data packet will
pass the cost value of 4001.
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D. Convergence Time

In the third scenario, it will be examined i.e. the
convergence time for each router to get the information from
other routers and ready to transmit data packets.

1) Time ring topology convergence EIGRP

To determine the Ring EIGRP convergence time can be
done by the command "show ip EIGRP neighbors™ in the CLI
command in every router that result as fig. 7 below:

IP-EIGRP neighbors for process 1

H Address Interface Hold Uptime  SRIT RIO §  Seg
(zec) (ms) Cnt  Hum

0 10.10.0.2 Sel/1/0 13 00:00:4% 40 1000 0 12

1 10.10.1.2 5e0/1/1 14 00:00:10 40 oo 1 0

Fig. 7. Time convergence of simulation results EIGRP topology Ring

Column Hold (sec) which indicates the Hold Time column
on the router to wait for the Hello packet from the router to
another time when convergence is what underlies every router
where the Hello interval by default 5 seconds and Hold / Dead
default interval is 15 seconds. So that the average convergence
for each router is:

Average Convergence Time

13+ 14+ 14
= — s = 13,66 seconds

2) Time ring topology convergence OSPF

To determine the Ring OSPF convergence time can be
done by the command "show ip OSPF neighbors" on each
router CLI Command that the results as follows:

Neighbor ID Bri  Btate Dead Time  Address Interface
118.81.92.2 0 WL/ - 00:00:33  10.10.0.1 Serizl0/L/0
192.168.5.1 0 WL/ - 00:00:31  10.10.2.1 Serial0/L/1

Fig. 8. Left Ring topology convergence of simulation results OSPF

Dead Time column where the column shows Dead Time
on the router to wait for the Hello packet from another router
by default Hello interval is 10 seconds and Hold/Dead interval
by default 40 seconds. So that the average times for each
router convergence are:

Average Convergence Time
30 +33+37

N 3
V.  CONCLUSION AND SUGGESTIONS

= 33,33 seconds

A. Conclusion

The results of testing Ring network topology on EIGRP
and OSPF routing protocol has the following conclusions.

1) In a ring topology testing the score of total delay
EIGRP better than 386 seconds delay value in OSPF.

2) OSPF is a link-state so that at the same cost value of
the package to be delivered is not always the shortest route
but also the longest route.
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3) The average convergence time in a ring topology is
12.75 seconds EIGRP and OSPF Ring topology is 35.25
seconds.

4) The dead-time interval is 15 seconds while the
EIGRP OSPF so time is 40 seconds faster than the
convergence EIGRP OSPF.

B. Suggestions
Based on the research results, there are some suggestions:

1) Other researcher
Other researchers can conduct the same field with different
setting and subjects. They also can use it as reference.

2) Simulation computer network is one way to design a

computer network before building a computer network in real.
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A New Algorithm for Balancing Group Population in
Collaborative Leaning Sessions
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Abstract—Proper group formation is essential in conducting a
productive collaborative learning session. It specifies the internal
structure that the collaborating groups should have based on
roles. The Group formation is a dynamic and a challenging
component. In some cases, more than one group formation is
made during a single session and more than one role a single
participant undertakes. Group population is another essential
process that follows group formation. Group population is
concerned with the process of assigning participants to groups
and roles. There are several group population methods that are
used in Computer Support for Collaborative Learning
environment.

The main challenge in group population is the partial filling
situation. Partial filling is happened when some participants fail
to attend their assigned groups at the start of a session. Partial
filling could be caused by various reasons. It could be caused by
human’s mistakes or by technical faults. In this paper, a
correction algorithm is described to balance back the groups’
participation levels. This algorithm is based on three main
phases: Group Elimination, External Transfer, and Internal
Transfer phase. The algorithms of these phases are fully
described in this paper.

Keywords—Group formation;
Collaboration Techniques

Group Population; CSCL;

. INTRODUCTION

Usually, the initial step at the start of any collaborative
learning session is to allocate participants into groups and to
explain them the nature of roles that they need to do [1]. A
session could be composed from a single group or from multi-
groups. In the corporate and business environment, a
specialized team’s members are usually allocated in a single
group. In the educational environment, large learning sessions
such as workshops, seminars, courses, etc., usually distribute
their participants into multi-groups to perform group-based
activities. Group collaboration is considered an effective way
to transfer valuable knowledge among learners [2]. There are
many collaboration techniques, such as Brainstorming, Debate,
etc. that are widely used, which are based on defining certain
roles and groups’ settings [3].

Assigning participants to their groups and roles is a
challenging task. Instructor needs to decide how and when
roles and group should be populated with participants. Some
methods are based on participants themselves to choose, or on
instructors or even systemically where participants are chosen

Taibah University- Computer Science & Computer Engineering

Jawad Alkhatib

Faculty of Computer Science and Engineering
Taibah University
Media, KSA

randomly or selectively based on their characteristics such as
age, sex, level of education, expertise, etc.

It is even a more challenging task when forming these
groups in a virtual environment [4]. In face-to-face it is easier
for an instructor to direct participants during groups’
construction and to engage directly in fixing any grouping
issue if it occurs.

II.  GROUP POPULATION

Not many Computer Support for Collaborative Learning
(CSCL) tools specify how participants will be actually
populated in their groups. Some tools allow instructors to
create groups based on their students’ profile [5]. Other tools
assign participants randomly to groups on the base of first
come first assigned. Usually, these group formation tools do
not take in consideration roles found within collaboration
sessions [6]. In addition, they tend to limit the selection
flexibility by relying on certain algorithms, such as genetic
algorithm [7], and excluding students and instructors from
making their own selection.

To clarify the complexity nature of group population, three
key issues are listed: population assigner, population time, and
population mode. Firstly, the assigning method should be
specified early by the owner of the session. In general, there
are three common approaches in assigning participants to
groups. The assignment could be done by either the participant
himself, by the facilitator, or by the system. In the first
approach, a participant will simply choose his role and group
[8]. In the second approach, the facilitator or the instructor will
assign participants to groups. In the last approach, there are two
means for the system that it could take, randomly based on first
come first assigned, or selectively based participants’ profiles
data (age, sex, education level, specialties, friendship,
geographical background, etc.) [9].

In addition to the assignment method, there are also
different population timings. Population could happen just
before the session starts or sometime before the session starts.
In some cases, the instructor may need longer time to manually
allocate participants in their groups especially at large classes.
In other cases, he wants participants to know their roles and
groups in advance to prepare themselves, or to be able to
accommodate any request of changing roles or groups [10].

Finally, there are two identified population modes which
are sequential and parallel. In the sequential mode, the system
would open up groups for population one by one. In the
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parallel mode, all groups would be opened at once. Many
CSCL systems use the sequential population at the start of a
session allowing arriving participants to join their session in a
linear manner. The parallel mode in the other hand provides
more selection’s flexibility. For example, instructor could start
filling groups by first assigning the most critical role at all
groups to key-participants and then turns to another role. In
another example, a participant would like to select a certain
group to join his friends for instance.

IIl.  POPULATION RISKS

There are several populating risks that lead to the groups’
partially-filled situation. The partially-filled situation usually
causes undesired events to occur. Examples of these events
could be the inability to start a session due a large number of
absentees, a certain group cannot function properly due to a
critical role that is missing or that suddenly leaves, unbalanced
group’s outputs due to some groups have maximum attendants
while other suffers from shortages in attendants, etc.

The focus in this section is on the reasons that might cause
partial groups’ filling. Firstly, it starts with the last-group
partial filling scenario. Even in case of a complete attendance,
there is a still high chance that the number of attending
participants will not match exactly the default groups’ sizes. In
other word, the division result will not be always an integer
causing the last group to be in short. Another common reason
is when some participants fail to join their groups. This can be
caused by various reasons such as, carelessness, forgetting,
emergencies, technical fault, etc. These undesired incidents
could leave some groups with some vacancies or even in
extreme cases a scattered population throughout all groups.
Late comers issue also needs to be addressed. Would the
system allow them to join and if they join, which group and
role they could have, and after what point in time they should
be banned.

IV. FLEXIBLE GROUP STRUCTURE

There is a need to design a flexible group structure that
could tolerate population faults. A group structure within
collaborative learning environments depends heavily on roles.
What types of roles that are needed to carry out collaborative
activities, how many participants should be assigned to a
specific role, etc.? These questions should be addressed by an
instructor during group’s formation phase [11]. To enable
flexibility, a further question should be asked, that is which
roles are critical and which roles are flexible. To answer this
question, the group structures of common collaboration
techniques should be analyzed. A certain role is considered a
flexible role if its size could vary otherwise it is a critical role.
So in order to enable role’s flexibility, a maximum and a
minimum size should be also defined. For instance, instead of
defining a rigid structure for a Brainstorming technique that
may include 1 chairperson and 4 participants, it could have this
flexible setting: (1 chairperson, 2-7 (5) participant). In this
setting the participant role default size is 5 but this size could
range from minimum 2 to maximum 7. A simple flexibility
ratio could be obtained by using this formula:

Fr = (max group size - min group size)/ default group size
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For the above Brainstorming technique the Fr would equal
0.8 (7-2 /6). The following table includes the flexibility ratios
for some common collaborative techniques with suggested
roles and sizes.

TABLE I. FLEXIBILITY RATIO FOR SOME COMMON COLLABORATIVE
TECHNIQUES
Collaboration Elexi
[Technique Rolel Role2 Role3  |Role4 -
ratio
Brainstorming Chairperson [Participant 0.83
Group Nomination 1 2 -7 (5) )
Group Discussion
Buzz group -
Round Table Discussion ;Eir;'é'g)am 1.0
Case study
Jigsaw
Prosper Opposer  [Chairper |Audience
Debate 1 1 i b7 (5) 0.62
Pyramid
ITeam pair-solo Participant 10
IThink-pair-share 4 -14 (10) '
Panel
Pro/Contra Sidel Side 2 17
2-14 (7) 2-14 (7) )

As shown in this table, most techniques have good
flexibility ratios allowing for an appropriate opportunity for
group populating correction.

V. POPULATING CORRECTION

A populating correction is needed if one the following
cases occur:

o If the attending participants as a total number is not
sufficient to fill all groups according to their minimum
sizes. --- Group Elimination

e If there is an unbalanced group attendance (highest
attendance group - lowest attendance group is more
than one). --- External transfer

e |If any critical role that is not fulfilled. --- Internal
transfer

e If there is an unbalanced roles attendance at a certain
group (the difference between [a flexible role attendants
— its min size] and [any other flexible role attendants —
its min size] is more than one). --- Internal transfer

In this paper, the general correction algorithm that depends
on the flexibility within the groups’ structure was proposed.
There are three correction phases in this process which are: the
Elimination phase, the External Correction phase, and the
Internal Correction phase. The Elimination phase is started by
checking if there are no enough attendants to cover all groups’
minimum requirements. In this case, the lowest group in
attendance is eliminated and its member are transferred to
another group. The External Transfer phase is performed to
balance participants’ distribution. Groups with extra attendants
will donate to groups with lower attendants. The last
correction phase is the Internal Transfer phase where attendants
of a flexible role are used to replace unattended critical roles or
to balance other flexible roles if required.
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The following correction algorithm would be carried out
just before the start of a collaboration session.

1) Groups will be sorted according to their attendance
sizes.

2) The system will calculate the Participation index.

3) If the index has a negative value, then the lowest group
will be eliminated and its members will be assigned to the next
lowest group.

4) Step 3 and 4 will be repeated until the index value
becomes zero or more.

5) To allow a balanced participants’ distribution, the
system will sort groups again and check if the difference
between the lowest group and the highest group is equal to
one.

6) If the difference is greater than one, then the highest
group will donate one member form its flexible roles to the
lowest group.

7) Steps 6 and 7 will be repeated until difference between
the lowest group and the highest group is only one.

8) For internal group correction, the system will check if
all critical roles are populated and also if there is a balanced
distribution between its flexible roles.

The Participation index is computed according the
difference between the total number of attendants and the total
groups’ minimum hosting capability. The following formula is
used to compute the Participation index
Pi = 3 7" Group Att. —Min G Size

For instance, suppose you have 31 participants that are
joining Group Nomination technique out of 40 learners. They
joined in 6 groups as shown in the first column at the following
table.

TABLE II. GROUP NOMINATION ATTENDANCE EXAMPLE
Sort Elimi Sort Ex.T Sort Ex.T Sort
5 7 7 8 7 7 6 7
7 6 6 7 7 7 7 6
4 5 5 6 6 6 6 6
6 5 5 5 5 6 6 6
5 4 8 5 6 5 6 6
4 4>* Finish

According to the Group Nomination setting, the default
group size is 6. The Pi = 31- 6*6 = -5. Since this is a negative
index, the lowest group’s participants will be eliminated. As
shown in the second column, a descending sorting is done then
and the lowest group which contains 4 participants is
eliminated and donates its participants to the next lowest group
as shown in the third column. The index will be checked
again, which becomes positive this time (31-6*5). A new
sorting will follow and since the size of the highest (8) —
lowest(5) > 1, an external transfer from max group to min
group will happen as shown in columns 4 and 5. Still, since the
difference between the highest and lowest is more than one, a
new round of external transfer will happen.

To clarify internal transfer process, suppose that there is a
collaboration session that is based on Pro/Contra technique
with this group formation structure: (1 chairperson, 1-5(2)
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sidel, 1-5(2) side2) and one of the groups has this population:
(3 sidel, 6 side2). Since the critical role is missing, the critical
role will first be populated from the flexible role side2 (1
chairperson, 3 sidel, 5 side2). The absolute value of (3-2) —
(5-2) > 1 therefore another internal transfer is needed for
balancing roles’ distribution. The new population arrangement
would look like this (1 chairperson, 4 sidel, 4 side2). No
further correction is needed since the critical role is fulfilled
and the difference between the flexible roles is not more than
one.

VI. CONCLUSION

Proper group formation and population is essential in
conducting collaborative learning sessions. Random population
can lead to unbalanced grouping and is unlikely to produce
effective groups. Not many CSCL tools support group
formation and even less supports group population. In addition,
collaborative learning sessions usually have their groups'
structure based on roles. Many populating tools do not consider
roles and also assume that all participants will attend.

Many population risks were discussed in this paper which
causes serious difficulty in conducting a proper collaboration
session. These risks cause groups to suffer or even to do not
function as required (for instance critical roles are missing).
To overcome these risks a new populating correction algorithm
was introduced in this paper. The correction algorithm has
three main phases. The Elimination phase, External Transfer
phase, and Internal Transfer phase. The Elimination phase was
used to eliminate some groups if there are no enough
attendants. An External Transfer phase was used to provide
proper group balancing if needed, where groups with extra
attendants would transfer some of its members to groups with
less attendants. The Internal Transfer phase was used to
balance roles’ attendance and to fill unattended critical roles
within a particular group. A list of eight steps was introduced
in this paper to describe the full population correction
algorithm.

This correction algorithm did not specify how the system
should handle late comers. In the future, a more comprehensive
algorithm will include solving late comers’ issue. That
correction algorithm will not only keep balancing groups after
late comers are arriving but also specifies associated policies
within, such as, until what point in time or participation
percentage the system should allow late comers to join. Will
they construct new groups or distribute them in existing groups
using non-critical roles, etc.
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Receiver Wireless Power Transfer System
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Abstract—A wireless power transfer system with more than
one receiver is a realistic proposition for charging multiple
devices such as phones and a tablets. Therefore, it is necessary to
consider systems with single transmitters and multiple receivers
in terms of efficiency. Current offerings only consider single
device charging systems. A problem encountered is the efficiency
of one receiver can be affected by another because of the mutual
inductance between them. In this paper, an efficiency calculation
method is presented for a wireless power transfer system with
one to N-receivers. The mutual inductance between coils is
implicitly calculated for different spatial positions and verified by
practical experimentation. The effect of changing parameters,
such as resonant frequency, coil size and distance between coils,
on the efficiency has been studied. A clarification of the special
performance of a wireless power transfer system at a specific
point has been presented.

Keywords—uwireless power transfer; multiple receivers

. INTRODUCTION

Wireless power transfer by magnetic resonant frequency
coupling is a new version of the classic theory presented by
[1]. Wireless charging is more convenient and has a number of
advantages over wired connections. In wireless charging there
is no physical connection between the load and the source
encouraging its use for no spark applications. Wireless power
transfer depends on the near field and is convenient, safe, and
simple [2]. Due to its dependence on magnetic resonance,
Witricity is also safe from a biological point of view i.e.
environmentally friendly [3]. The seminal work of this
technique was conducted by Nikola Tesla in the late 19th
century, he was one of the wireless power transmission
pioneers [1].

In 2007 scientists at Massachusetts Institute of Technology
(MIT) revisited the concept of wireless power transfer by
announcing a testbed which wirelessly transferred tens of
watts over a distance of greater than two meters. Following
this, research in this area has received increased attention by
many large multinational companies such as Apple, Duracell
and Qualcomm [4]. Researchers have tended to study wireless
power transfer systems with a single transmitter and a single
receiver. It is clear that the performance of wireless power
transfer changes according to factors such as the distance
between the transmitter and the receiver [5-7].

Dr. John Woods

School of Computer science and Electronic Engineering
University of Essex
Colchester, Uk

In [8] the authors explained how one can express inductive
coupling or magnetic resonance with the same analytic form
as used in coupled mode theory. However, according to [9]
this method is undesirable and inconvenient. Therefore
researchers tend to use the equivalent circuit for a magnetic
coupled system. For example, in [5] the researchers analysed
an equivalent circuit wireless system and found its efficiency
at different distances between the transmitter and the receiver
demonstrating optimum performance at a specific point. In
their analysis, s-parameters have been employed because they
are more convenient for practical experiments at high
frequency. In spite of the wealth of research to study
efficiency for single receiver wireless systems, there is still a
shortage of similar studies about multiple receivers.

In this paper, the equivalent circuit of the magnetic
coupling system is proposed with some modification to study
the efficiency of wireless power transfer with multiple
receivers. An essential part of this study is the calculation of
the mutual inductance between coils. Resonant frequency,
coil size and distance between coils, and the effect of these
parameters on efficiency has been considered. The optimum
performance of the wireless power transfer system has been
demonstrated for various cases.

The findings of our study can be used to form the basis of
any multiple receiver system. The proposed method can also
be applied analytically at different frequencies. To investigate
the results practically, experiments have been conducted
inside a Faraday cage at frequencies of 2.07MHz and 2.5MHz.
Choosing these frequencies is due to practical considerations
such as a.c. signal sources and practical dimensions of the
coils.

I, WIRELESS POWER TRANSMISSION USING MAGNETIC
RESONANCE

The principle of the mutual induction phenomena, which
happens between two coils, is the passing of a continuous time
varying current through one of the coils called the primary coil
leading to the production of a magnetic field around it. The
interaction of this magnetic field with the second coil called
secondary, leads to an induced current in it as shown in Fig.1.
The maximum interaction happens when the two coils work at
the same frequency and the mutual induction here is called
magnetic resonance [3, 10].
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h < V; —>

Fig. 1. Mutual Induction Process

IIl.  RESONANCE COUPLED SYSTEM REPRESENTATION

A. One load system representation

A simple wireless power transmission system consists of a
transmitter and a receiver as shown in Fig.2. The transmitter is
represented by the source Vs and its internal resistor Rs, the
capacitor C, and the inductor L;. While C, and L, are the
capacitor and the inductor that achieve the resonance to
transfer the power to the load resistor R,.

Cy G o6

I [

I

L 4

Fig. 2. Equivalent Circuit of a Wireless Power Transfer System

Due to the inductance value of each coil, capacitor values
are chosen to achieve the resonance condition X =X¢, through
the resonance frequency equation [11]:

1 1

fo = 2mJ1,¢;  2mL12C, @

B. Two load system representation

The same principle can be used to represent a system with
two receivers or more. Fig.3 shows a schematic circuit of a
resonant coupled system which consists of a transmitter and
two receivers. It shows the basic variables which are used in
the calculation of mutual inductance. The variables A and a
are the radius of the transmitter and each receiver,
respectively. The distance between the transmitter and each
receiver or between the two receivers are represented by b and
D, respectively. Finally, p is the pitch between any two turns
in any of the coils. It is clear from this circuit that the
calculation method of mutual inductance between the
transmitter and each receiver is different for the two receiver
case due to variation in location. Different methods are

Vol. 6, No. 9, 2015

proposed to calculate the mutual inductance for each case [12,
13].

«—— 0 —
j a

- —

E

i A

Fig. 3. Schematic Circuit of a Resonant coupled system

The equivalent circuit of a wireless power transfer system
with two receivers is shown in Fig.4. In the figure, the source
V; drives a transmitter coil and its internal resistor is R. L; and
C, are the inductor and the capacitor of the transmitter. On the
other side of the circuit, the first receiver is represented by L,
C,, and R, as an inductor, capacitor and load resistor,
respectively. Similarly, Ls;, Cs, and Rs; form the second
receiver.

Ry

L;

Z E:> b T 15
Il >

Lz Ry

Fig. 4. Equivalent Circuit of a Wireless Power Transfer System with Two
Receivers

The second receiver should be under the resonance
condition with the same resonance frequency.
1
= — 2
f;) 27T1/L3C3 ( )
IV. BASICS OF THEORETICAL ANALYSIS

Applying Kirchhoff’s law of voltage on each loop [14]
(the transmitter and the receiver) is the start of the analysis.
Mi, or M,; is the mutual inductance between the transmitter
and the receiver.

] 1 ]
Vs = (Rs +jwl, +E) Iy —jwMy,1, (3-a)

. . 1
0 = —jwMy Ly + (R, +jwl; + E) I, (3+b)
Where w=2nf
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I, and I, : The loops currents. I /4
Applying Z-parameters on this set of equations leads to: L= mv[z] |0 (13)
4 Zin Zi,| [I I L 0
So
6] = [z2 2z 2] == [i] .
The previous equation can be written as: I = l.nv Z(1,1)Vs (14-a)
I v I, =invZ(2,1)V; (14-b)
[ 1] = v (2] [%] ©) Iy = inv Z(3,1)V, (14-)
IzS 0 It is concluded from (14-a) that:
0
) Zin =inv Z(1,1) — Ry (15)
I =invZ(1,1) Vs (6-a) l Here, the output power for each receiver can be calculated:
L, =invZ(21)V; (6-b) -
It is concluded from (6-a) that: Pout1 = 122 R, (16-a)
. Poutz =I5 R3 (16-b)
Zip =inv Z(1,1) — R U] And the input power is:
Here, the output and input power can be calculated: 5
Ve
Poue = I3 R, ® P = (755-) Zin )
p. — ( Vs )2 7. ©) Under the condition of maximum transfer of power, the
M \Rg+Zip n efficiency for each receiver can be calculated as:

Under the condition of maximum transfer of power, the
efficiency can be calculated as:

eff = inv Z(2,1)? (Rs + R,)* x 100%

V. THEORETICAL ANALYSIS OF MULTIPLE RECEIVERS

(10)

Following the same theoretical analysis as for a single
receiver system we extend the method for a number of the
receivers; this is the main contribution of this paper.

A. Two Receivers

For the circuit shown in Fig.3, Kirchhoff’s law of voltage
is applied on each loop (the transmitter and the two receivers)
with regard to the mutual inductance between each pair of
coils [14]. The mutual inductance between the transmitter and
the first, second receiver are M;, and M3, respectively. Both
of them follow the same calculation method because of their
relation to the transmitter. As a special case, My, is equal to
My; if the two receivers are identical. While M., the mutual
inductance between the two receivers has to be calculated
using another method due to their parallel nature.

. 1 . .
Vs = (Rs +JjwLy +m) Iy —jwMy,l, — jwMysl; (11-a)
0 = _jWM2111 + (Rz +]WL2 + L) 12 +jWM23I3 (11'b)
jwe,
0 = —jwMyyly + jwMsyly + (Ry + jwly +——) 15 (11-)
JjwCs
Where w=2xf
11,1, and I; : The loops currents.

Applying Z-parameters on this set of equations leads to:

The previous equation can be written as:

effi =
eff, =

B. Three Receivers

inv Z(2,1)? (R + R,)? * 100%
inv Z(3,1)? (R + R3)? * 100%

(18-a)
(18-b)

Similar representation for the two receivers system can be
applied on the three receivers system:

. 1 . . .
Vs = (Rs +jwl, +E) Iy = jwMy,l, — jwMysly — jwMy,l, (19'3)
0= —jwMyaly + (Ry + Wiy + o) Ip 4 jwhs s + jwMy,, (19-b)

C2

0= —jwMsy 1y + jwMsaly + (Rs + jwls + =) I + jwMs,l, - (19-C)

1
C3

. . . . 1
0 = —jwMyly + WMol + jwMysly + (R, +jwly +M) I, (19-d)

Where w=2xnf

11,1, and I5 : The loops currents.

Applying Z-parameters on this set of equations leads to:

1 v
L{_ . 0
Ll = inv [Z] 0

[ Iy 0

So

L =invZ(1,1)V;

Vs Zy1 Zi1z2 Zi3l[h I I, =invZ(2,1)V;
0| = |Z21 Zaz Zas| || =1[Z] | 2] (12 I; = inv Z(3,1)V;
0 Z31 Zzp Z3z3l L3 I3 1, = inv Z(4,1)V,

It is concluded from (22-a) that:
Ziy = inv Z(1,1) — R,

www.ijacsa.thesai.org

1A Zyy Zip Zyz Zi4] [ L
0] _ Zyr Ly Zyz Iy | L
0 Z3y Zzy Zzz Zz||ls

-0 Zyn Zay Zyz Zygd Ly

= [Z] (20)

The previous equation can be written as:

(21)

(22-a)
(22-b)
(22-¢c)
(22-d)

(23)
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Here, the output power for each receiver can be calculated:

Pout1 = 122 R, (24-9)
Poutz =I5 Rs (24-b)
Poues = 15 Ry (24-c)
And the input power is:
A
Pin = (RS+Zin) Zin (25)

Under the condition of maximum transfer of power, the
efficiency for each receiver can be calculated as:

eff = inv Z(2,1)2 (Rs + Rz)z * 100%  (26-a)
eff, = inv Z(3,1)* (Rs + R3)* * 100%  (26-b)
effs = inv Z(2,1)? (Rs + R,)? x 100%  (26-c)

C. N- Receivers

The method can be applied in the general case for an N-
receiver system and the general equation for any system is:

Z Z Z Z I
14 [411 412 13 ][ 1]
[0 |Z21 Z22 Z2z o Zon|| Iz
I[OJI = |Z31 Z3y Zzz .. Z3n| | | @
ol lz, z, 7z, .. z. L1,

VI. MUTUAL INDUCTANCE METHODS

A. Concentrical Coils
According to [5], The Neumunn formula can be applied to

find the mutual inductance between two concentric turns:
_ ﬁ dlldlz

M= am ff D (28)
Where p, = 47 * 1077 H/m
D: the distance between dl; and dl,

The same solution for this integral can be achieved by the
Maxwell equation [12]:

2 2
My = povAa (3~ k) K() ~ L EGR) @9
Where A, a: the radius of what is regarded as two
concentric turns as shown in Fig.2

_ 2VAa
ko= J(A+a)?+ D? (30)

K and E: the first and second kind of the complete elliptic
integral and they are defined as:

T/, d
%
K = j
0 1 — k?sin?¢

/

2

E = f V1 —kZsin?p do
0

As a modification to deal with a coil of more than one
turn, the following expression was used instead of D in (30):
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D->D+(—Dp+@i-Dp (31)
Wherei =1- N,

j=1-N,
N; and N,: the number of turns for each coil.

P: the pitch between turns

Finally, the total mutual inductance between two
concentric coils with multiple turns can be found by [12]:

Miotar = Ziv=11 Z?ZlMij (32)

B. Parallel Coils

Mutual inductance calculation between two parallel coils
needs another formula instead of the Maxwell equation. In
[13], the researchers presented two formulas to express the
mutual inductance between two turns at the same level and
two turns with lateral misalignment.

1) Two turns at the same level
The following formula can be applied to calculate the
mutual inductance between two turns at the same level:

M=t Ty R (1)K - Bw] do - (33)
Where

as C
a=— /3:—
ap ap

4aV

k? =

(1+alV)? + B2

d? 2d

V= 1+a_§_a_SCOS(p

In this case C equals zero because the two turns are in the
same level

2) Lateral Misalignment

If the two turns are allocated at different levels, the mutual
inductance between them can be calculated by:

1—£cos<p

M=" o f:(“ST) (% - k) K(k) - 2E(k)d (34)

Again the mutual inductance between each of the two
turns of the two parallel coils can be summed by (32) to find
the total mutual inductance.

VII. RESULTS AND DISCUSSION

The representation of a wireless power transfer system
with one to n-receivers is programmed in Matlab to calculate
the mutual inductance between coils and then the efficiency.

A. Single Receiver System

As a starting point to investigate the previous analysis, a
wireless power transfer system with two identical coils is
practically implemented. Each coil, with 3cm radius, 21 turns
and 3mm pitch between the turns, has an inductance equal to
18.6uH. One of them is the transmitter and the other is the
receiver. Choosing specific parameters such as resonance
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frequency at 2.07 MHz, load resistor 50Q2, C; = C, = 330pF
(which includes the natural capacitance of the coil) and the
distance between the two coils is 3cm. Next, finding the
efficiency over a range of frequencies was achieved as shown
in Fig.5. The theoretical results are compared with the
experimental in the figure.

50 T T

7 { Theory
/
45 7/ | Experimental result
11\

° Y

35 “;// ‘x\‘\\
5 ¥ 7 \
2 |
g 25 /
= /l \
5 / \

20 7 / \

/ A\
15 i N
/
10
7
S~
5 — ~—
. —=
L R ——
o]
1.6 1.8 2 2.2 2.4 2.6 2.8
fregency (Hz) G

Fig. 5. Efficiency versus frequency at 3cm distance and f,= 2.07MHz

It is clear from Fig.5 that the higher efficiency of 46% for
wireless transfer happens at the resonance frequency and there
is a good match between the theoretical and practical results.
However, the efficiency here is relatively low, that is because
of the small value of mutual inductance between the two coils.
It is equal to 1.5468H.

Replacing the two coils with another set of coils, which
have higher inductance and higher mutual inductance between
them, gives higher efficiency over larger distances at the same
frequency as shown in Fig.6. In this experiment, each coil has
12.25cm radius, 8 turns and 3mm pitch between the turns, and
31.3 pH inductance. Working at the same frequency of
2.07MHz, 188pF capacitors are required for the transmitter
and receiver. The system has an efficiency of 72% at 15.5 cm.
This is as a result of the 2.1583 uH mutual inductance, which
is larger compared to the previous experiment.
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Fig. 6. Efficiency versus frequency at 15.5cm distance and f,= 2.07MHz
(Mutual Inductance Effect)
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It was explained in section 6 that mutual inductance
increases when the two coils approach. Fig.7 shows the effect
of changing the distance between these two coils on the
mutual inductance.
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Fig. 7. Mutual inductance versus distance

Using the larger coils as in Fig.6, at smaller distances, the
efficiency at the same resonant frequency gradually increases
until it approaches the maximum value of 100% at a distance
of 10cm as shown in Fig.8.
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Fig. 8. Efficiency versus frequency at 10cm distance and f,= 2.07MHz
(Distance Effect)

A further decrease in the distance surprisingly leads to a
decrease in efficiency of the system. As shown in Fig.9, there
is a splitting in the efficiency of the system at a distance of
3.5cm. This splitting starts to appear as the mutual inductance
increases between the two coils (the transmitter and the
receiver), increasing when the two coils are approaching. This
effect shifts the maximum efficiency to two distinct
frequencies around the resonance frequency. This means that
there is a perfect point to transfer the maximum power in the
wireless system as shown in Fig.10 from the relation between
the efficiency and the distance at the resonant frequency.
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The reason for this point is shown in Fig.11, where the
input resistance of the system, which changes with the
distance, equals 50Q at this point. The 50Q value is equal to
the input resistance of the source Z;, which leads to maximum
transfer of power.

Working at a different frequency will also affect the
efficiency of the wireless power transfer system. To show this
effect, the capacitors of the transmitter and the receiver are
changed from 188pF to 128pF. The results are shown in
Fig.12. The efficiency of the system is shown at the resonant
frequency of 2.5MHz with 15.5cm distance between coils.
Compared to Fig.6 and Fig.8, the higher frequency enables the
system to transfer more power through a larger distance. It can
be concluded that the distance of the perfect point increases at
higher frequency but is ultimately limited by the frequency
and mutual inductance in both coils.
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(Resonance Frequency Effect)

Before studying multiple receivers it is necessary to study
the efficiency of a small receiver with a large transmitter. The
efficiency of a system with the large coil of 12.25cm and the
small coil of 3cm is shown in Fig.13 at a resonant frequency
of 2.07MHz and a distance of 3cm.

A. Two Receiver System

Using two identical receivers of 3cm radius and a
transmitter of 12cm the efficiency of a two coil system is
studied. The efficiency of a receiver can be affected by the
presence of another receiver in the same field. Fig.14 shows
the efficiency of each one of two closed receivers in the same
transmitter field. The distance between their centres is 7cm. It
appears from the figure that the efficiency here is less than it is
in case of just one receiver as shown in Fig.13.
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B. Three Receiver System

It is possible to apply our modelling and simulation
approach for the case of more than two receivers, i.e. three to
N. Fig.15 shows the efficiency of one of the three receivers if
all three are together inside the field of the same transmitter.
In this part the three identical receivers form a triangular shape
at the same level. This means that the mutual inductance
between any two of them are equal, which is 0.21076pH.
Moreover, the mutual inductance between the transmitter and
any one of the receivers are also equal which is 1.7358uH.
Moving a receiver to another location in the same field
requires a new calculation for the mutual inductance between
coils.

Vol. 6, No. 9, 2015

40 4 E
> 2 Theory
2 \
5 9 / N\ Experimental result ||
I iy, NN
g // N
4 -
? - 7// —
== - |
1.6 18 2 2.2 24 2.6 2.8
40 108
2 A N
e A
o J?/}/ R
1.6 18 2 2.2 2.4 2.6 2.8
x10°
40
/7’/§\1 \
NS
“ /4 N _
0 7///,,,// ) \\\H‘t
1.6 18 2 2.2 24 2.6 2.8
fregency (Hz) w100

Fig. 15. Efficiency versus frequency for three receivers system

VIIl. CONCLUSION

The mutual inductance between any two coils depends on
their shape, their location and the distance between them. This
study presented a method for the calculation of mutual
inductance between any solenoid coils with a different
location and distance.

The efficiency of a wireless power transfer system is
dependent on factors such as: the resonance frequency; the
size of the coils; the mutual inductance between them; the
distance between coils and the presence of more than one
receiver in the transmitter area. The following observations
can be made:

e There is a specific distance, where the input resistance
of the system equals the internal resistor of the source,
at which point the system has the maximum efficiency
and can transfer maximum power to the load.

e Higher frequency leads to an increase in the distance at
which the system has the maximum efficiency subject
to frequency and mutual inductance limitations.

e A Larger transmitter size, produces more flux around
it, and also leads to an increase in the distance at which
the system has the maximum efficiency.

e The Presence of more than one receiver gives
decreased efficiency for each individual (compared to
the larger coil), but the sum is greater than the
efficiency of the same individual coil

e There are a number of practical limitations observed at
higher frequencies regarding measurements
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Applying the proposed method is an efficient and compact
way to calculate the efficiency for a wireless power transfer
system with one to N- receivers.
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Abstract—Automated diagnosis of glaucoma disease is
focused on the analysis of the retinal images to localize, perceive
and evaluate the optic disc. Clinical decision support system
(CDSS) is used for glaucoma classification in human eyes. This
process depends mainly on the feature type that can be
morphological or non-morphological. It is originated in the
retinal image analysis technique that used color feature, texture
features, extract structure, or contextual. This work proposes an
empirical study on a narrative automated glaucoma diagnosis,
classification system based on both Grid Color Moment method
as a feature vector to extract the color features (non-
morphological) and neural network classifier. Consequently,
these features are fed to the back propagation neural network
(BPNN) classifier for automated diagnosis. The proposed system
was tested using an open RIM-ONE database with accurate gold
standards of the optic nerve head. This work classifies both
normal and abnormal defected retina with glaucoma images. The
experimental results achieved an accuracy of 87.47%. Thus, the
proposed system can detect the early glaucoma stage with good
accuracy.

Keywords—Glaucoma; Clinical decision support system; RIM-
ONE image database; Classifier; Back Propagation Neural
Network; color feature extraction; Grid Color Moment

. INTRODUCTION

Medical image processing is a promising domain that
various researches try to develop as in [1-10]. Since, Glaucoma
is one of the main reasons for blindness worldwide that affect
around 80 million people by 2020. It is a disease that damages
the optic nerve (ON) due to incessant increase in the
intraocular pressure (IOP) in the eye, which can lead to vision
loss and cause blindness. Thus, early diagnosis of glaucoma is
necessary to prevent vision loss. Globally, glaucoma is a
significant cause of vision loss that excessively affects women
and Asians [11]. Additionally, glaucoma enlarges the cup size,
which affects the optic disc (OD). Where the Optic disc is the
observable portion of the optic nerve from which the nerve
fibers exit the eye [12].
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Hence, early diagnosis, detection and treatment of
glaucoma are the only ways to prevent vision impairment and
blindness. There are three well-established standard tests used
by ophthalmologists to diagnose glaucoma: i) the IOP
measurements [13, 14], ii) the assessments of the optic nerve
(stereoscopic) [15], iii) Visual field tests.

Moreover, other measurements that calculate the changes in
the retinal nerve fiber layer (RNFL) thickness or the ocular
blood flow can be performed for glaucoma diagnosis. Jointly,
these methods afford information on both structural and
functional defects that require digital image analysis for
recognizing the natural growth of the disease. This relies on
qualitative assessments of the eye using computational
techniques. Where, conventional ophthalmologist
manufactures diagnoses are based on the doctor’s experience
and individual judgment. Therefore, automatic retina image
analysis is considered a screening tool [16] for early detection
of diseases. Thus, the main parameter that can be used with the
screening programs is the OD [17] for diagnosis and to identify
glaucoma.

Generally, automated CDSSs in ophthalmology are
designed mainly for the identification of the disease pathology
in human eyes. It is used to facilitate clinicians in diagnosis,
support clinical decision-making and to reduce variability/
time. These systems are used for automated pattern recognition
and image analysis that requires feature extraction.

Since, the feature is an attribute that can capture a definite
visual image property, either locally for objects or globally for
the whole image. Thus, texture feature classification is used for
glaucoma diagnosis. An assortment of approaches can be
derived from texture features such as: signal processing (Gabor
and Wavelet transformation) [18, 19], co-occurrence matrices
[20], Fourier power spectrum [21] and correlation features,
neural networks [22], etc.

Meanwhile, color is invariance with regard to image
translation, scaling, and rotation. Therefore, color is considered
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a significant feature for image representation that is extensively
used in image recovery and analysis.

Recent studies are concerned with the automatic feature
extraction procedures in retinal images for automatic glaucoma
detection. Typically, detection/ classification of the glaucoma
by means of retinal image are controlled by the features
selection and feature extraction approaches. The extracted
features are then used as input to a classifier to determine the
glaucoma class.

The feature type is divided into two categories, namely: I)
morphological  (requires segmentation process before
measuring the geometric parameters), and Il) non-
morphological (doesn’t require segmentation process and
considers image-based features). Texture, shape, and color are
features captured from the image without segmentation.

Through the CDSSs, features extracted are sorted into two
types: structural features and texture features. Structural
features commonly include the disk diameter, disk area, cup
diameter, cup-to-disk ratio, rim area, and the topological
features extracted from the image [23]. Approaches using non-
morphological features such as color feature extraction for
classification are promising at medical image classification
tasks. That is based on Grid color moment, which represents
the feature vector of the image.

Since, classification plays a significant role in the detection
of some diseases in their early phases, such as diabetes that can
be accomplished via comparison of the states of retinal blood
vessels. Thus, our research is focused on a novel automated
classification system for glaucoma. The extracted features can
then be fed to the Back propagation neural network (BPNN)
classifier to distinguish between normal and glaucomatous
images accurately. To test the proposed system, the RIM-ONE
database, a fundus image database is used for glaucoma
disease.

The remaining part of this paper is organized as follows.
Section 1l includes related work, followed by section Il that
represents the methodology via data acquisition and the
proposed system. In section IV, the color feature extraction
concept is presented, while the BPNN network classifier used
for the glaucoma automated diagnosis is discussed in section
V. The results obtained and the discussion is introduced in
section VI. Finally, the paper is concluded and goes through
the future work in section VII.

Il.  RELATED WORK

Numerous studies focused on early detection of glaucoma,
the objective/ quantitative measurements of the RNFL are
calculated. Some of the prominent existing modalities for eye
imaging are such as optical coherence tomography (OCT),
Multifocal electroretinograph (mfERG), etc. have been used
for the thickness and phase retardation; respectively. The
application of OCT technology in clinical glaucoma practice
has largely centered on imaging the peripapillary RNFL. This
approach proved its sufficiency for assisting the clinician in
both diagnosing glaucoma and detecting disease progression
[24, 25].
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Bock et al. [26] used non-morphological features that
carried out via feature extraction methods such as Gabor Filter
(textures), pixels intensity values, histogram model and Fourier
Transform (FFT). The results achieved 86% accuracy with 2-
stage classification and Support vector machine (SVM)
classification methods. Archana in [27] initiated the Computer
Based Diagnosis of glaucoma using digital fundus images.
Where, images with different color variation inside the eye
were compared using images taken by high definition laser
camera. To identify whether the eye is suffering from
glaucoma, a test is made using the image of a normal eye that
is kept as a reference (zero) and then compared to the clinical
observations of the person’s image.

Matsopoulos et al. used 127 blood vessels fundus image
database of the optic nerve head (ONH) a feature to detect
glaucoma based on the blood vessel shape [28]. For
classification the authors used multilayered Artificial Neural
Network (ANN), which achieved 87.5% accuracy. A narrative
glaucoma detection system via an arrangement of texture and
higher order spectra features suggested by Rajendra et al.
provided accuracy of more than 91% [29].

Yogesh and Sasikala illustrated texture analysis of the
retinal layers in spectral domain OCT images to diagnosis the
retinal disorders [30]. A method for automated segmentation of
the SD-OCT images was presented with the texture analysis for
the diagnosis of fluid filled regions associated with retinal
disorders. Surfaces and features were extracted in each surface
locally to distinguish texture properties across the macula.
Classification was done based on 22 texture feature values. If
the feature value deviates from the preset normal range, this
indicates detected abnormalities. This work aimed to extract
textural information from the SD-OCT scans that can be used
for clinically important applications.

The authors in [31] developed a method for the RNFL
texture classification based on Markov random fields. Two
supervised classifiers named linear Ho-Kashyap rule and
nonlinear Bayesian classifier based on Gaussian mixture model
(GMM) were implemented. The experiments showed that the
proposed textural features were reliable for RNFL texture
descriptors using the fundus-OCT data pairs.

While, in [32] a glaucomatous image classification using
texture features within images and efficient glaucoma
classification based on Probabilistic Neural Network (PNN) of
examining the efficiency of the features extracted was
proposed. A wavelet-based texture feature set has been used
for feature extraction.

Energy distribution over wavelet sub bands was applied to
compute these texture features. Wavelet features were attained
from the daubechies (db3), symlets (sym3), and biorthogonal
(bio3.3, bio3.5, and bio3.7) wavelet filters. It uses to
distinguish between normal and glaucomatous images through
the proposed technique to extract energy signatures obtained
using 2-D discrete wavelet transform and the energy obtained
from the detailed coefficients. The observed accuracy, using
features by DWT was around 95%, this demonstrates the
effectiveness of these methods.
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In order to early detection of glaucoma progression, the
authors in [33] introduced a solution for the retinal nerve fiber
layer loss estimation using fractal dimension (FD) and texture
feature.

This enabled more comprehensive assessment of the retinal
nerve fiber layer and was performing glaucoma detection using
RNFL loss determining. Spearman correlation co-efficient was
estimated for FD and texture feature for healthy, medium loss,
and severe loss RNFL were 0.85, 56, and 35 respectively.

The proposed features can be used as a part of feature
vector in glaucoma risk. The authors suggested that these
features can be used in the glaucoma screening program
together with other features such as RNFL thickness, etc. based
on different methods.

In [34] a modified spatial fuzzy C-means for glaucoma
detection has been applied using retinal images. The authors
deployed both the K-Means clustering and C-Means clustering
which provided accurate results.

Therefore, the proposed study employed a non-
morphological feature extraction via Grid Color Moment
method, that to be the input to the BPNN classifier to
distinguish between the normal and glaucoma cases.

I1l.  METHODOLOGY AND PROPOSED SYSTEM

A. Data Acquisition

There are numerous public databases for retinal fundus
images that are available for glaucoma research to
automatically extract the features for glaucoma detection. An
Open Retinal Image Database for Optic Nerve Evaluation
(RIM-ONE) is a fundus image database that is related to
glaucoma disease. |

It consists of 169 ONH images, where the images are
divided into several classes as follows: normal 118 images,
early glaucoma 12 images, moderate glaucoma 14 images,
deep glaucoma 14 images and ocular hypertension (OHT) 11
images [35, 36]. In this study the RIM-ONE database is
employed as it is considered precise gold standards of the
ONH.

Fig. 1 demonstrates normal and abnormal glaucomatous
images taken from the RIM-ONE database. Even if the images
are clear, using the naked eye one can’t distinguish between the
normal (healthy) images and the abnormal (glaucoma) images,
which necessities the automated system development. In recent
years, the progress in digital imaging technologies generated a
large growth in the number of digital images taken.
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Fig. 1. Eye RIM-ONE database images: (a, b, ¢) Normal image, (d, e, f)
Glaucoma image (abnormal)

B. Proposed System

The block diagram of the proposed system is illustrated in
Fig. 2. It is divided into two subsystems, namely offline and
real time systems. This work distinguishes between normal and
glaucoma affected retina. Several features are required to be
extracted using the Grid color moment that provides obvious
results for distinct identification and classification. The
classification method proposed is the use of a neural network
classifier with the help of texture feature extraction of the
localized area of the optic cup of images. The entire set of the
RIM-ONE images (normal, abnormal) are attained in the first
step in the offline mode. The Grid color moment features are
then extracted from the RIM-ONE database images. Then, the
extracted features are fed into the back-propagation neural
network (BPNN) classifier. In the real time mode, the database
images are used to extract the significant features and fed to the
trained classifier for classification. It then performs the
classification into normal and abnormal glaucoma classes
based on the extracted significant colored texture features.
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Fig. 2. The Automated Glaucoma Diagnosis Proposed System

IV. COLOR FEATURE CONCEPT

Typically, morphological feature extraction methods can
produce features such as the disc diameter, cup diameter, and
the neuroretinal rim. While, the features that can be formed
with non-morphological feature extraction methods are such as
parapapillary atrophy (PPA), RNFL and blood vessels.
Septiarini and Harjoko recommended using non-morphological
features for glaucoma detection as it yields higher accuracy
than using morphological features [37]. Visual indexing
procedures can be categorized into: pixel domain and
compressed domain. The former is based on features as texture,
color/histogram, shape, while the compressed domain indexing
procedures can be generally classified into spatial domain and
transform domain techniques.

Based on [37] this study is based on color features (non-
morphological features) for glaucoma classification. Color
feature is one of the broadly used features in low level feature.
Compared with texture- and shape- feature, color feature
provides superior stability and is further insensitive to the
zoom of image and the rotation. There are several color
descriptors such as color moment, Color Coherence Vector
(CCV), and color histogram.

Color histogram is used to describe the color distribution in
an image. However, since there is no local association between
information on the color histograms, thus it cannot differentiate
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between objects [38]. To compensate this disadvantage, grid
color moment can be used. Color moment represents the color
distribution using standard deviation, mean and the third root
of the skewness of each color channel [39].

The mean, variance, and standard deviation are described
for an image of size N x M pixels as follows:

Z= M (1)

1 NM 2

y: = ZZ(ZH - 7)
NM izj=1 @)

Where z;; is the pixel intensity in H/S/V channels of the

pixel in row i and column j . In addition, the skewness
(H/S/V) is computed by:

1 N M
i
n= ;
(1%@ _z)zjé

nmizia "

@)
Using the Grid Color Moment which is the feature vector
for a given image, the algorithm used is [40]:

Algorithm: Grid color moment

Start
Input: colored RGB (Red-Green-Blue) image
Procedure:
Convert the image from RGB for HSV color space
Divide uniformly the image into 3x3 blocks
Compute the mean color (H/S/V) using equation (1) for
each of these nine blocks
Compute its variance (H/S/V) using equation (2)
Compute its skewness (H/S/V) using equation (3)
Perform normalization for each of the 81 features by:
1- Compute the mean and standard
deviation from the training dataset

1=1$R
_Eg:lk

\/1
o= |=
G ©)

Where, G is the number of images in the training
database, and R, is the feature of the k™" training sample.

2-  Perform the "whitening" transform for all
the data (including both the training data and the
testing data), and get the normalized feature
value:

4)

(R =4)

Mo
M=

1]

c (6)
Output: normalized color feature vector
End
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Where, each block 9 features, and thus the entire image will
have 9x9=81 features. It is noted that the normalization step is
done for the 81 features to achieve good numerical behavior
before performing the classification that will be discussed in
the next section.

V. NEURAL NETWORK CLASSIFIER

Color feature analysis is imperative in numerous
applications of computer image analysis for classification/
segmentation of medical images based on local spatial
variations of intensity or color. The objective of the color
classification is to allocate an indefinite sample image to one of
a set of recognized color classes. A significant application area
in classifications based color are industrial and biomedical
surface examination, such as discovering the defects and
disease, satellite or aerial imagery classification, etc.

The classification of color features is useful to an
ophthalmologist’s clinical analysis and engages separating the
selected feature space according to the glaucoma class. Image
classification is the facility to split normal and abnormal
(glaucoma affected) regions by applying feature based image
extraction methods. Classification is classically achieved using
an assessment function.

In the proposed system, the Neural Network based back-
propagation (BPNN) classifier is used for the automated
diagnosis of glaucoma. The BPNN is briefly clarified below:

A. Neural Network

A significant tool for the classification is the Neural
networks (NN). Recent neural classification has ascertained
that NN is a capable alternative to diverse conventional
classification methods. The neural network improvement
appeared in [41], as it’s used for medical application. Neural
networks have various features as follows:

e Are data driven, self-adaptive techniques that can adjust
themselves to the data, without any clear specification
of with the underlying model.

e Can approximate any function with arbitrary accuracy.

e Are nonlinear models that are able to modeling complex
real world applications.

e Provide the basis in set up the classification rules and
achieve statistical analysis.

e Are successfully applied to an extensive variety of real
world classification such as speech recognition, medical
diagnosis, etc.

e Play a vital role in classifications using its supervised
and unsupervised techniques.

The NN architecture is made up from input, output and one
or more hidden layers. Input layer represents the raw
information that is fed into the network. Each neuron in a
particular layer is connected with all neurons in the next layer.

The connection between the i and jth neuron is characterized

by the weight coefficient W, and the i" neuron by the
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threshold coefficient 3, . The weight coefficient replicates the
degree of significance of the given connection in the neural
network. The output value (activity) of the i neuron X; is
determined as follows [42]:

X = q(Wi) @)
v, =8 + 2 WX,
ol ®)

Here, v, is the i" neuron potential and the function CI((//i)
is the transfer function.

The supervised adaptation process varies the threshold
coefficients and weight coefficients to minimize the sum of the
squared differences between the computed and required output
values. This is achieved by minimization of the objective
function p:

1 5\
P=32(x-%,)
° 2 (©)
X, and X, are the computed and required activity vectors of

the output neurons; respectively.

B. Back-propagation Neural Network (BPNN)

One of the trendiest NN algorithms is back propagation
algorithm. Rojas in [43] declared that the BP algorithm could
be broken down to four main steps. After choosing the weights
of the network randomly, the back propagation algorithm is
used to compute the compulsory corrections. The algorithm
can be decomposed in the following four steps: i) Feed-forward
computation ii) Back propagation to the output layer iii) Back-
propagation to the hidden layer iv) Weight updates. The
algorithm stops when the value of the error function has
become adequately small.

The steepest-descent minimization method is used in the
back-propagation algorithm. For adjustment of the weight and
threshold coefficients it holds that:

(k)

Wr(kﬂ) =WiFk) _1 oP
] ] aWij (10)
o)
l9i§k+1) zlgigk) —ﬂ, 0
519”
(11)

A is the learning rate. The calculation of the derivatives

oP oP
—— |and A| —— | is the key parameter of the algorithm.
09, oW,

For cluster based classification of medical images, neural
networks are constructive. This method can be used in
computer-aided diagnostic decision making.
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C. Performance measures

To perform the classification using the extracted features,
the entire dataset is divided into parts. The experimental dataset
contains both normal and glaucoma images. The process
begins with the training of 80% of the data and 10% for testing.
Then, the validation was done using the remaining 10% part.
The accuracy, PPV (positive predictive value), sensitivity and
specificity are computed for each iteration. The average of all
ten folds gives the actual accuracy, PPV, sensitivity and
specificity.

VI. RESULTS AND DISCUSSION

In this study, Grid color moment feature based glaucoma
classification using back propagation network has been
proposed.

A. Classification Results

In the current study, features were computed. Individually,
if these features are considered using the proposed model, then
the corresponding classification obtained accuracies were
shown in Table 1. Table 1 reported the effective classification
accuracy (87%) with the Grid color moment feature.

In this work, high risk of the proposed system signifies the
glaucoma and low risk of the proposed system signifies non-
glaucoma (normal) cases. While, defining the standard
performance metrics, four parameters were adapted for
performance analysis named the True Negative (TN), True
Positive (TP), False Negative (FN) and False Positive (FP).

TN involves the total number of non-Glaucomic cases in
the proposed system that is classified as Glaucomic cases. TP
is the total number of Glaucomic cases in proposed system that
is classified as Glaucomic cases.

FN indicates the total nhumber of non-Glaucomic cases in
the proposed system that is classified as Glaucomic cases. FP is
the total number of Glaucomic cases in proposed systems that
are classified as non-Glaucomic cases.

These metrics are shown in the confusion matrix illustrated
in Fig. 3.

From Figure 3, it is clear that in case of Grid color moment
analysis, the TP and TN values are 38.5% and 7% and FP and
FN are 49% and 5.5%; respectively. Supplementary metric
measures are computed using the previous four parameters as
follows.

1) Sensitivity: is identified as the probability that
a classifier will mark a Glaucomic label for Glaucomatous
dataset, and is computed as:
itivitys (12)
Sensitivity=
(TP+FN)
2) Specificity: is a measure of the probability that the

classifier will result in a non-Glaucomic label when used on
low risk Glaucomic patients and is calculated as:

TN

Specificity= —(TN+FP) 13)
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Fig. 3. Confusion Matrix

3) Positive predictive value (PPV): is described as the

probability of patient’s label as Glaucomic correctly
diagnosed, is denoted as:
(14)
PPV=—""—
(TP+FP)

4) Negative predictive value (NPV): is the probability of

patient’s label as Glaucomic incorrectly diagnosed
and is calculated as:
V=—— (15)
(TN+FN)
5) Accuracy: is the ratio of the number

of correctly classified Glaucomic patients to the Glaucomic
patients, and is calculated as:
TP+TN (16)

(TP+TN+FP+FN)

Accuracy=

Since, a high specificity and high sensitivity indicate an
ideal test scenario. A positive outcome in this case means the
condition is likely and a negative outcome in this case means
the condition is unlikely. The proposed Grid color moment
approach achieved 87.50% Sensitivity, 87.45% Specificity,
PPV of 84.54% value, NPV of 89.92%, and 87.47% accuracy.

In fig. 4, the regression curves are shown for the different
features used. It demonstrates the network outputs with respect
to targets for training, validation, and test sets. The dashed line
indicates the perfect result — outputs = targets. The solid line
specifies the best fit linear waning line between the outputs and
targets. The linear regression (R) value identifies the
connection between the outputs and the targets. If R = 1, this
characterizes an exact linear relationship between the outputs
and targets. If R is near to zero, then there exists no linear
relationship between outputs and targets. In this study, R=0.78,
which denotes some linear relationship between outputs and
targets, where (output=0.65*Target+0.18).
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False Positive Rate

Fig. 4. Regression curve
Fig.5. The ROC curve

The Receiver Operating Characteristic (ROC) curve shown
in Fig. 5 facilitates the classifiers’ performance measurement.
This graph has a plot that indicates the false positive rate on :
the X axis and the true positive rate on the Y axis. The point g ﬂfﬂ“w
(0,1) indicates the perfect classifier. It performs accurate ’
classification for all the positive cases and negative cases
correctly. The (0,1) point denotes that the false positive rate is
0 (none) and the true positive rate is 1 (all). The (0,0) point
denotes a classifier that predicts all the cases to be negative,
whereas the point (1,1) corresponds to a classifier that predicts
each and every case to be positive. Point (1,0) is the classifier
which represents that it is incorrect for all the classifications.
From Fig. 5, it is clear that the Grid color moment RCO curve
has decreased error slowly, which yields to improved RCO.

Best Validation Performance is 0.15818 at epoch 11

Train

Mean Squared Error (mse)

Figure 6 designates the Performance validation, as it 107 s s s s Ll s s
includes all information concerning the training of the neural e O
network. The trace of a matrix (tr) structure assists in tracking
different variables during the training, such as the gradient
magnitude, the value of the performance function, etc. The

property (tr) best epoch finds the number of iterations for

Fig. 6. Performance validation

Error Histogram with 20 Bins

which the validation performance has a minimum value. e T

In this study, best validation performance is 0.158 at the | |
11th using the Grid color moment approach. The neural 1601 1
network model which performs a function approximation task 140F 1

will be using a continuous error metric such as mean squared
error (MSE). All the errors will be summed up over the
validation set of inputs and outputs, and then normalized by the
size of the validation set.

120 + q
100 F B

Instances

80 B
60 1

Fig. 7 illustrates the error histogram with the 20th bin. It is
used to attain additional verification of network performance.
In figure 7, the blue bars represent training data. The histogram
can provide an indication of outliers, which are data points 0

40t .
20} .

D M O O N D 0O - F T I O MO NNMNMT — 0O BV N
O - - QIIILLLYLSHELII N8 s nns B8
where the fit is extensively worse than the majority of data. SERIBINITIL-AFIBEE 68
. GieT0 O 060 Do= £ 60 O o oo oo
The error is calculated as the (Target-network output). The ' ‘ ' SR O
large center peak specifies very small errors that refer to output Errors
that is very close to the targeted value. Fig.7. Error histogram
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Commonly, numerous studies have been conducted on the
classification of normal and glaucoma classes. Further, most of
the work carried out in the literature classifies the RIM-ONE
database images into normal and glaucomatous classes.
Classification of normal and glaucoma images using Grid color
moment feature vector provided 87.47% accuracy.

The main contribution of this current study has been
achieved as:

1) Developed an algorithm that automatically analyzes
the retina images and classifies normal images and diseased
glaucoma images with indicating the defected portions.

2) Neural Network is used to automatically classify the
images as normal or abnormal eye images. The proposed
system automatically extracts features and uses them with the
BPNN classifier to predict the class (normal, glaucoma).

3) The proposed system is able to automatically identify
the abnormal subjects as abnormal with an NPV of 89.92%,
as the Specificity of the system is 87.45% and accuracy.

4) From all the previous experimental results, the
proposed method is able to diagnose the early stage of
glaucoma with an accuracy of 87.47%.

5) Using the color features based Grid color moment
approach to detect the early stage of glaucoma is the novelty
of this paper.

VII. CONCLUSION AND FUTURE WORK

Glaucoma is a disease which arises by the deterioration of
the optic nerves (optic disc). It is an optic neuropathy that
causes the loss of retinal ganglion cells and damage to the
retinal nerve fiber layer (RNFL). The CDSS is based on the
retinal image analysis techniques to extract structural, textural
or contextual features from the images. Therefore, it is able to
effectively differentiate between normal and glaucoma
diseased samples. Retinal image analysis is based on
computational techniques to make a qualitative inspection of
the eye more objectively.

Therefore, enormous studies have been working in the
domain of the automated diagnosis of glaucoma disease. These
studies have been focused on the analysis of retinal database
images to localize, detect and evaluate the optic disc. An open
RIM-ONE database images with accurate gold standards of the
optic nerve head is implemented in the current
study. Classification of the glaucoma affected eye has been
performed via training the BPN.

Widespread research has been carried out for efficient eye
disorder and glaucoma treatment and a number of research
reports have been submitted with different accuracy levels for
different diagnostic methods. In this paper, a CDSS system
based on color features and a multiple NN classification
scheme is presented. The major goal of this method is to
reduce the changeability that is arising between different
clinical diagnoses of the structural characteristics of the human
eye. As well as preventing the vision loss with the early
identification and diagnosis of glaucoma.

In the proposed system, the back propagation neural
network classifier is used to classify normal and abnormal

Vol. 6, No. 9, 2015

glaucoma retinal images. The Grid color moment that indicates
the feature vector extracted from the whole image for the
region of interest (ROI) proves its efficiency as it provides
87.47% accuracy that shows the effectiveness of the proposed
system.

As a suggested future work:

1) Design a complete, integrated, automated system to
classify all different types of glaucoma namely: Primary
Open-Angle Glaucoma, Normal Tension Glaucoma, Angle-
Closure Glaucoma, Acute Glaucoma, Pigmentary Glaucoma,
Exfoliation Syndrome and Trauma-Related Glaucoma.

2) Develop a system that combines the three test
parameters for diagnosis. For example, features extracted
from cup to disk ratio and RFNL can be used for classification
and can be used to develop a glaucoma risk index (GRI)
which can classify the different stages of glaucoma with just a
single number.

3) Make ranking for the features discrimination index.

4) Add pre-processing step, for de-noising.

5) Combine both color and texture feature extraction:
contribute to determine the visual appearance of images in a
different way.

6) Use another modified NN instead of the BP, and
compare with the current. Also, use different classifiers and
compare the results.

7) Make test on various fundus databases to prove the
proposed system robustness. Also, to increase the accuracy of
the system further using huge databases with diverse images,
another nonlinear feature and better classifiers.

8) Measure the complexity and the convergence time for
each feature.

9) In order to obtain high performance, clinically
significant features essential to be extracted from diverse huge
database. This will necessitate a huge storage space for the
CAD system.

10)Use a combination of different features for automatic
glaucoma detection/ classification.

11)Perform classification of glaucoma that is not only
distinguished as normal or glaucoma, but the several stages of

glaucoma (early, mild and advance).
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Keris
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Abstract—This paper describes Hybrid method and
Similarity for recoginizing Javanese Keris. Javanese Keris is one
of traditional javanese weapon. It is one of the Indonesia
Cultural Heritage. Keris is famous for its distinctive wavy blade.
But some of the keris has straight blades. There are many kinds
of Keris and every Keris has its own unique pattern. The
algorithm to recognize several types of Javanese Keris is made by
using Edge Detection method with Image Segmentation and
combine with Similarity. By using these three methods, it will
bring more exact results.

The method combines Canny Algorithm and Basic
Morphological for image segmentation. The result of edge
detection and image segmentation are compared with the sample
pictures using similarity. Ten (10) images of traditional javanese
keris are being used as samples. The final result for this study is
recognizing the kind of keris. These techniques is carried out
with an experiment by using MATLAB 6.0.1 software.

Keywords—Edge Detection; Similarity; Canny Algorithm;
Basic Morphological; Image Recognition; Javanese Keris

. INTRODUCTION

Edge detection is one of the image processing techniques
to identify the real edge of an image. The purpose is to get
detail information of an object in an image by detecting the
edge of the object and separating the image background with
the object [1].

The edges of an image are the boundary for every different
texture [2]. Many algorithms have been developed in various
research to detect edge [2] [3] [11] [12]. One of the edge
detection algorithms is Canny Algorithm.

Canny Algorithm is an effective algorithm to detect the
edge of an object because the result of this method can
produce single pixel thick.Using this method also can detect
continous edge, comparing with other edge detection
algorithms [3]. This algorithm can be used to recognize the
object within an image. In his research, Allam Mouse [4]
develop an alogorithm to recognize license number plate using
Canny Algorithm for edge detection.

In this research, Canny algorithm is combined with the
basic morphological method for image segmentation. Image
segmentation is a process to divide an image into smaller
segment (collection of pixel or superpixel). The objective of
image segmentation is to identify relevant objects in digital
image [5] [6]. Image segmentation has been used in many
image processing application or computer vision. Using
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combination of edge detection and image segmentation can
produce more exact results comparing with only one
algorithm, either edge detection or image segmentation.

The result of image segmentation and edge detection is
combined by using similarity models to recognize image of
javanese keris. Many studies have been conducted to find the
similarity of two or more images [13][14][19]. One of the
study was did by C.M. Christopher [7]. C.M. Christopher, et
al. study about recognizing 3D objects using graf approach
and similarity. As the result, they found an effective method to
recognize 3D objects using similarity model.

The arrangement of this paper as follows. In the second
section, the edge detection using Canny Algorithm and image
segmentation using Basic Morphological are discussed..
Similarity models is also discussed in this section. Following
the literature review is literature study about Javanese Keris
and its kind. In the fourth section, analyzing the image using
the selected methods. The result of this study is discussed in
this section. Following the result, the conclusion is written in
the last section.

Il.  LITERATURE REVIEW

A. Keris as Indonesian Cultural Heritage

Keris is one of the Indonesian traditional weapon. In the
past, Keris was the heritage from Dongson and South China
Culture . Based on the literature, Dong Son civilization
brought metal work knowledge to the Malay World. It is
known for its elaborative bronze working, especially its drum.
People called it Keris Sajen since the leaf shaped blades of the
Dong Son Daggers looked like a Keris.

In the Empire age of Indonesia, such as Majapahit, Keris
was used as a weapon for civil society. Keris was well known
as a weapon which had strong, tough, and light blade. In the
era of Demak — Mataram kingdom, the most famous Keris
was Keris Nagasasra Sabukinten.

Nowadays, Keris has totally different function comgaring
in the past time. People think that Keris is “Tosan Aji”“ not a
weapon. Different regions in Indonesia has a different
perspective about Keris and the usage of Keris. Javanese
culture thinks that Keris is a dhuwung or a relic.

! http://old.blades.free.fr/keris/introduction/origin/history2.htm. Data accessed
on 8" August 2015.
2 Tosan aji is a kind of metal which is glorious and honorable.
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Keris has unique pattern comparing with other traditional
weapon. Keris looks like a dagger. Some of Keris have wavy
blades and the other have straight blade. Many kinds of Keris
comes from different region of Indonesia. There are two main
parts of Keris, Warangka and Wilah.

Warangka is a Keris Sheath. Warangka is made from
various kind of materials, but most of them are made from
wood to hold the blade which can be coated with metals, such
as brass, iron, silver,or gold. The upper part of sheath formed
a broad curved handle made from wood or sometimes ivory. It
could be adorned with precious and semi-precious stones. One
of the Javanese keris in 1881, the Shealth is made from silver
and the front have leaf and floral shaped chasing [20].

Another part of Keris is Wilah. Wilah is the Keris blade.
Keris blades are ussually narrow with a wide, asymmetrical
base. It has Luk. Luk is a wave in Keris. Common Keris has
odd number of luk, range from three to thirteen waves, but
some blades have up to 29. * One of the examples is North
Java Keris that have eleven curves in its blade [20].

The last part of Keris is Hulu Keris or it is called Hilt. Hilt
is the object of art, often craved in meticulous details and
made from various materials; precious rare types of wood to
gold or ivory®. They were often craved to resemble demons
coated in gold and adorned with semi precious and precious
stone, such as rubies. In Yogyakarta, one of its keris has hilt
based on the face of the owner [20].

B. Canny Algorithm

One of the algorithm to detect image edge in image
processing is Canny Algorithm or Canny Edge Detector.
Canny Algorithm is known as one of the optimal algorithm to
detect edge in digital image. This algorithm was introduced by
John Canny in 1986 on his thesis to finish his master degree in
MIT [10]. Canny Algorithm was developed to make a new
optimal method to detect edge by modifying the existing
algorithm [2] [6].

Canny Algorithm is specified to optimize edge detection
method in two (2) criteria specific which has to be fulfilled.
The first criteria is edge detection method has to have an
appropiate signal — to — noise ratio in order to be implemented
in bad quality image. In other word, an Edge Detection
method should have low error ratio. Every edge in digital
image has not to be missed and every non edge shape has not
to be responded [2].

The second criteria that every edge in image has to be
located properly. It means that distance between edge pixels
has to be detected and the real edge should be minimized well.
There are some steps to use Canny Algorithm :

e Reduce all of noises using Gaussian Filter in the
following equation:

gm,n) = Go(m,n) = f(m,n)
Where Ga(m, n) can be expressed as follows:

% http://www.karatonsurakarta.com/keris.html. Data accessed in 10" August
2015.

* http://www.javakeris.com/?mode=viewid&post_id=61. Data accessed in
10th August 2015.
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c 1 -m? + n?
o(m,n) —Wexp 757
e Calculate gradient g(m,n) using one of the existing
gradient operators to get:

M(m,n) = /gm?(m,n) + gn?(m,n)

and
6(m,n) = arctan M
gm(m,n)
o Define threshold M using the following equation:
M(m,n), Mim,n)>T

My (m,n) z{ 0, M@mn)<T
Where T is defined in order to save all of the edge and
only reduce the noise.

e Surpress Non-Maxima pixel on the My edge which is
got from (3) equation to thin the edge line.

e Hysteresis: apply the threshold to supressed image.
Canny algorithm is able to use two (2) thresholds, upper
and lower threshold.

o If gradient of pixel is bigger than upper threshold
then pixel is detected as an edge.

o If gradient of pixel is lower than lower threshold
then pixel cannot be accepted / is refused as an
edge.

o If the value of pixel gradient between those two
thresholds, this pixel is not detected as an edge
unless the edge is connected to the pixel which is
in above the upper threshold.

C. Basic Morphological Method

In the digital image processing, morphology is one of the
methods to analyze the geometrical structure which stick on
the image. Morphology is based on the association theory in
mathematics [9][15]. In general, morphological method can be
used as an image segmentation method. The goal of this
method is to change the original image into new image
through an interaction with another image which has specific
shape and size. Image geometric feature which has the same
size and shape will be saved. The rest of them will be
neglected. This process is known as structuring element. In the
digital image, collection of pixel which is similar (geometric
feature with the same shape and size) is known as
“foreground” (pixel structure has value one (1)) [8] and
collection of pixel which is the complement is known as
background (pixel structure has value 0) [8]. According to
Basic Morphological or Morphology, there are some basic
arithmetic which can be used for image segmentation [9][16].

1) Dilation : if A and B is the element of Z2 association
then dilation of A by B (A@B) can be expressed as follow:

A®B={zeZ*|z=a+b, forsomeae Aandb e B}
Or

A®B = Upep(A)p
Dilation is the process to expand the image so if there are
some holes in the foreground will be filled.
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2) Erosion : Erotion of image A by structuring element B
can be denoted AOB is:

AOB={z|z+b e A, forall b e B}
Or

AOB = Npep(A)_je

The result of erotion process is the opposite of the dilation
where erotion will make the original picture smaller and
eliminate small noises which is not required in “foreground”.

3) Opening : Opening of image A by structuring element B
can be denoted A°B is expressed as follows:
A°B=(AOGB) ®B

The result of opening process is smoothing image
processing and reduce the noise from quantitation or extra
structure in the original image.

4) Closing : Closing of image A by stucturing element B
can be denoted A-B is expressed as follows:
A-B=(A©®B)® B

The result of closing process is the additional pixel on the
holes in the original image and smoothing process like in the
opening process.

D. Similarity Concept

Similarity concept is the basic geometric concept in
mathematics that expressed the similarity of two (2) objects.
Two (2) objects are similar if those two objects has the same
shape. In other words, there is no significant differences
between the two objects geometrically [18][19]. Calculating
similarity between two objects is one of the key objectives in
the image recognizition. To calculate the similarity degree,
there is an involvement with resemblance within the two
objects using similarity measure. [17].

Shape similarity measure or distance function in the shape
association S is the function of d : SXS—R. There are some
conditions that have to be fulfilled for the shape A,B, or Cin S
as follows [18]:

1) (Non-negativity): d(A,B) =0

2) (ldentity): d(A,A)=0,for all of the shape A

3) (Uniqueness): d(A,B)=0,s0 A=B

4) (Strong triangle inequality): d(A,B)+d(A,C) =d(B,C).

5) (Triangle inequality): d(A,B)+d(B,C) =d(A,C).

6) (Relaxed triangle inequality): c(d(A,B)+d(B,C)) =
d(A,C),forc =1

7) (Symmetry): d(A,B)=d(B,A)

8) (Invariance): g €G,d(g(A),g9(B))=d(A,B).

9) (Pertubation robustness): d(f(A),A)< &d(B,A) for all f
eF.

10)(Crack robustness): A-U=B-U,where d(A,B)< &

11)(Blur robustness): d(A,B)< &for all B that B-U=A-U
and d(A,B)< €.

12)(Noise robustness): for all x eR"2 dan & >0, there is
U from x in order for every B this formula is valid B-U=A-
U,where d(A,B)< €.

13)(Distributivity): for every A and decomposition B UC,
d(A,B UC) <d(A,B)+d(A,C).
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14)(Endlessness): is C where
d(A,C)>d(A,B).

15)(Discernment): for every transformation association G
which is chosen, d(A,A UB) <d(g(A),A UB) where g €G.

16)(Sensitivity): for every A,B with A /7B=B 1A,B-U=C-
U, and B "7U =C nUfor every UcR”2, then d(A,B)<d(A,C).

17)(Proportionality): for every A/1B=¢g and ANC=¢, if
B cC, then d(A,A UB)<d(A,A UC).

18)(Monotonicity): for all AcBcC,d(A,C)>d(A,B), or
d(A,C)=d(B,C).

for every A,B there

I1l.  PROPOSED ALGORITHM

In this study, the writers try to develop a hybrid algorithm
as a combination between Canny Edge Detection and Image
Segmentation using the Basic Morphological Method. After
using the hybrid method, the segmented image will be
compared with the sample pictures of keris.

In order to use this algorithm, some preparation should be
done to change the original image into the same dimensions.
These ten (10) images will be used as a reference to be
compared with the tested image:

1) Take 10 samples of Keris from different regions in Java

2) Normalize these ten (10) samples of keris, including
resize the image to get desired pixel and crop some
background

3) Rotate the picture in order to get the image in a
vertical position with Wilah is in the top position and hulu is
under the blade.

4) Use the Canny Algorithm for image detection.

5) Use the Basic Morphological Algorithm to segment the
image.

The sample of preparation can be seen in figure 1 below:

Keris 1 Original Image

' M

Keris 2 Original Image

\

Rotated Image Keris 1

Rotated Image Keris 2

(Same Image)

It is not neccessary to
rotate the image 1 because
itis already in vertical
position
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The Result of Keris 1
using Canny Algorithm

The Result of Keris 2 using Canny
Algorithm

Keris 1 Segmented
Image

Keris 2 Segmented Image

Fig. 1. The Result of Sample Keris Preparation

After some steps to prepare ten (10) samples picture of
Keris, here is the algorithm which is used to recognize
Javanese Keris.

1) Do the preparation steps as mention above

2) Similarity testing by comparing the vector of tested
image with sample image

3) Calculate the total pixel which has same value between
tested image and sample image

4) Calculate the total pixel of every picture

5) Calculate the percentage similarity between tested
image and sample image

6) Define the keris using the highest percentage

IV. IMAGE SIMULATION

In this study, ten (10) sample of keris images are used. All
of those Keris have been known the origin. Based on
Groneman [20] there are some Keris from different parts of
Java Island. The ten (10) samples are taken from book [20].
The research is conducted by using those ten (10) samples. As
tested images, three (3) unknown Keris are taken.
Recognizition keris process is done using some primary steps
based on algorithm above mentioned in section three (3).

Vol. 6, No. 9, 2015

A. Normalize the Image to get the same dimension.

Normalization is done to ease the similarity process since
it is required the same dimension to be compared. Image
normalization is done by changing the image size and tested
image. The result is the same dimension of the sample and
tested image. The image size is 85 pixel for width and 507
pixel for length.

In figure 2, it shows the three tested Keris Image. In Figure
3, it shows the ten sample Keris image.

A B C

Fig. 2. Unknown Tested Keris image A, B, and C

oo ORI T AP e

B S
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(:
N
!

6 7 8 9 10

Notes :

Origin central Java — 3139 WM
Origin Central Java — 1789 WM
Origin Central Java — 13005 WM
Origin Cirebon, West Java
Origin East Java

Origin Madura East Java

Origin Surakarta

Origin Tegal Central Java

. Origin Yogya

10. Origin Yogya

Fig. 3. Ten Sample Keris Image

©CONTwWNE

After the rotation (if needed), the next step is to make the
same dimensions for every Keris Image. Each Keris Image in
Figure 2 and Figure 3 has the same dimensions. 85 x 507
pixels. Keris image has been standardized to make the same
dimension for every picture.

B. Edge Detection and Image Segmentation for every Keris
Image
Before doing this step, canny edge detection algorithm and
basic morphological image segmentation is done for ten (10)
sample keris images and three (3) tested keris image.

Vol. 6, No. 9, 2015

A B c

Fig. 4. Tested Image A, B, and C after Edge Detection and Image
Segmentation

Figure 4 above gives the result of tested image A, B, and C
after two operations: Edge Detection and Image Segmentation
were conducted. On the other hand, Figure 5 below shows the
result of sample image keris 1 to 10 after Edge Detection and
Image Segmentation has been done to the Images.
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6 7 8 9 10

Fig. 5. After Image Detection of Keris Sample Image 1-10

C. Image Similarity to compare between two similar images.

In this process, sample and tested images are into a single
vector which has value 0 (black) or 1 (white). It is to ease the
comparison for every pixel in the image, either sample or
tested image. Every pixel in image A, B, and C has to be
converted into a vector. There is a counter for every testing
which shows the total pixel has the same value within two
images, tested and sample image. The result will be used to
calculate image similarity. The result is an input for the next
process, calculating the image similarity percentage.

After the total same pixel is derived, the calculation of
similarity percentage is the next step. Percentage of image
similarity within two image is the total same pixel (number of
pixel between two images, tested and sample image which
have same value) is divided by the total pixel.

The result of calculation using similarity percentage can be
seen in Table 1 below. From the table 1, it can be seen that the
highest percentage for every image will be different.

TABLE I. SIMILARITY RESULT BETWEEN TESTED IMAGE AND SAMPLE
IMAGE
Similarity Percentage Tested Image
Image A Image B Image C
Image 1 74.50 80.87 88.17
Image 2 65.34 65.34 58.35
o Image 3 86.47 83.11 79.68
g Image 4 88.35 83.24 71.46
= Image 5 86.05 81.62 67.38
= Image 6 83.58 82.16 72.74
£ Image 7 76.85 75.45 64.39
@ Image 8 73.78 71.67 61.85
Image 9 87.88 85.12 75.61
Image 10 65.34 82.42 73.25

D. Intrepret the Result of Calculation

In this step, the highest percentage is taken to define the
kind of Keris. Based on table 1, it can be concluded that:

Vol. 6, No. 9, 2015

1) Image A has the highest percentage value (88.35%)
with Image 4. It means that Image A is most similar with
Image 4. It can be concluded that Keris A is most similar with
Keris sample 4 (Keris from Cirebon, West Java). This number
also shows that Keris A is possibly recognized as Keris from
Cirebon, West Java.

Image A only has 73.78% with Keris image 8. It means
that Image A is less similar to Keris image 8 (Keris from
Tegal, Central Java)

2) Image B has the highest percentage value (85.12%)
with Image 9. It means that Image B is similar to Image 9. It
can be concluded that Keris B is similar with Keris 9 (Keris
from Yogyakarta).

Image B only has 75.45% with Keris image 7. It means
that Image B is less similar to Keris image 7 (Keris from
Surakarta, Central Java).

3) Image C has the highest percentage value (88.17%)
with Keris image 1. It can be concluded that Keris C is most
similar with Keris 1 (Keris from Central Java) and possibly
can be recognized as Keris from Central Java.

V. CONCLUSION

Keris recognition is one of the image recognition
applications. Proposed algorithm that is used in this research is
able to recognize the kind of Keris based on the calculation of
every single pixel on the Keris’s image after being converted
into a single vector. The higher similarity percentage value,
more accurate the possibility of the keris recognizition. The
higher similarity percentage value will give more confident
result.

On the other hand, the result of similarity calculation
depends on the result of image segmentation. Better result of
image segmentation will bring better result to the calculation
for image similarity. Basic Morphological methods is one of
the suitable image segmentation method to Keris
segmentation. In the next research, it is suggested to use
another image segmentation to compare the result with Basic
Morphological Methods.

Some limitation in this study also need to be fixed. The
similarity percentage still lower than 90%. It is needed to be
higher than 90%. The other algorithm can be implemented to
test the Javanese Keris.

For further research, some improvement can be done. It is
better to test the image from the picture taken from the
original Keris. There are many museum that has Keris
collections, such as Museum Pusaka in Jakarta, Museum
Sonobudoyo in Yogyakarta, Keris Museum in Surakarta. The
algorithm can be tested to test the photograph taken from
those museum. It is suggested to combine with the mobile
application to recognize Javanese Keris. The reader can also
have the history of the Keris from those mobile application.

Indonesia has many traditional weapons. It is also
applicable that this algorithm can be test to recognize other
traditional weapons, such as Mandau from Borneo.
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Abstract—Cryptocurrency, a form of digital currency that
has an open and decentralized system and uses cryptography to
enhance security and control the creation of new units, is touted
to be the next step from conventional monetary transactions.
Many cryptocurrencies exist today, with Bitcoin being the most
prominent of them. Cryptocurrencies are generated by mining,
as a fee for validating any transaction. The rate of generating
hashes, which validate any transaction, has been increased by the
use of specialized machines such as FPGAs and ASICs, running
complex hashing algorithms like SHA-256 and Scrypt, thereby
leading to faster generation of cryptocurrencies. This arms race
for cheaper-yet-efficient machines has been on since the day the
first cryptocurrency, Bitcoin, was introduced in 2009. However,
with more people venturing into the world of virtual currency,
generating hashes for this validation has become far more
complex over the years, with miners having to invest huge sums
of money on employing multiple high performance ASICs. Thus
the value of the currency obtained for finding a hash did not
justify the amount of money spent on setting up the machines, the
cooling facilities to overcome the enormous amount of heat they
produce and electricity required to run them. The next logical
step in this is to utilize the power of cloud computing. Miners
leasing super computers that generate hashes at astonishing rates
that have a high probability of profits, with the same machine
being leased to more than one person on a time bound basis is a
win-win situation to both the miners, as well as the cloud service
providers. This paper throws light on the nuances of
cryptocurrency mining process, the traditional machines used for
mining, their limitations, about how cloud based mining is the
logical next step and the advantage that cloud platform offers
over the traditional machines.

Keywords—Cryptocurrency; Bitcoin mining; Cloud mining;
Double Spending; Profitability

. INTRODUCTION TO MINING

Mining is the integral process wherein generation,
transmission and validation of transactions of cryptocurrencies
is done. It ensures stable, secure and safe propagation of the
currency from the payer to payee. Unlike fiat currency, where
a centralized authority controls and regulates the transactions,
cryptocurrencies are decentralized and work on a peer-to-peer
system. Banks that generate physical currency and monitor the
transactions require huge infrastructure to function and
operate.  Cryptocurrencies overcome this need by
implementing a mining system where people in the network,
called 'miners' or 'nodes', monitor and validate transactions
which generates currency.

In cryptocurrency, a transaction is a transfer of coins from
one wallet to another. When a transaction is made, the details
of the transaction will be broadcast to every node in the
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network. The transactions made over a set period of time are
collected to form a 'Block'’. To incorporate transparency in the
system, it is designed in such a way that all the transactions
made from the inception of the currency are recorded and
maintained in a general ledger called the 'Block chain' which,
as the name suggests, is a list of blocks created from the
beginning.

Miners play a predominant role in mining. Miners process
transactions by verifying the ownership of the currency from
source to destination. Every transaction contains the hash of
the previous transaction made by the owner through which
authenticity of a present transaction is tested, thereby
validating it. Miners also inhibit double spending of the
currency through this validation process.

The main purpose of mining is to generate and release
coins into its coin economy. Whenever a transaction takes
place and is validated, miners collect these transactions and
include them into the block they are currently solving. Every
block has to be solved before being broadcasted and put in the
block chain. Solving of a block involves mathematical puzzles
which are difficult to unlock and crack provided there will be
some constraints on the output generated. Only on solving the
mathematical puzzle is one allowed to add the block to the
ledger and a reward of coins is given in return. Thus mining
eventually boils down to a competition of mathematical
puzzles to solve for the reward of coins. This mechanism
prevents miners from easily procuring coins and thus
maintains the fairness of the system. [1][2][3][4]

Il. MINING MACHINES

Mining of crypto currency is done through purpose
specific designed machines called as ‘Mining machines’. The
history of mining machines starts from CPU to the currently
widely used ASICs. The periodic growth of mining difficulty
led to evolution of new machines with higher efficiency than
previously designed machines. The cost and performance of
the mining machine determine its mining profitability, hence
the design and its implementation is very crucial in mining.
The various machines used in mining are:

A. CPU

During initial days of mining, CPU was used to mine the
coins effectively with hash rates less than or equal to
10MH/sec. A personal PC with mining software installed in it
was enough to cope with the mining process. But, due to the
constant increase of difficulty in mining, usage of CPU’s as
mining machine became irrelevant to the evolving machines
with higher hashing rates. A popular mining software for CPU
mining was cpuminer.

115|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

cpuminer is a simple client program that performs Pooled
Mining or solo mining. The program receives proposed block
data from the server, for which it tries to guess a nonce value
that will result in a valid block. If a block hash with at least 32
consecutive zero bits is found, the block data containing the
guessed nonce value is sent back to the server. If used in
Pooled Mining mode, this block is called a "share™ because
the server is supposed to credit the registered user's account,
according to the number of shares that user has contributed,
and eventually transfer an amount of Bitcoins to the registered
user's address.

B. GPU

As the power of CPU mining didn’t meet the growing
demands, CPU with Graphic cards are used to mine the coins.
Graphic cards contain Graphical Processing Units (GPU’s),
which are used to solve high mathematical calculation
functions and complex polygons used in gaming. Different
cryptocurrencies uses different hash-proof based algorithms to
solve transaction blocks which require high mathematical
lifting, hence GPU’s were seen as a credible alternative to the
CPU mining.

A CPU core can execute 4 32-bit instructions per clock
(using a 128-bit SSE instruction) or 8 via AVX (256-Bit),
whereas a GPU like the Radeon HD 5970 can execute 3200
32-bit instructions per clock (using its 3200 ALUs or shaders).
This is a difference of 800 (or 400 in case of AVX) times
more instructions per clock. As of now, the fastest CPUs have
up to 6, 8, or 12 cores and a somewhat higher frequency clock
(2000-3000 MHz vs. 725 MHz for the Radeon HD 5970), but
one HD5970 is still more than five times faster than four 12-
core CPUs at 2.3GHz (which is also costlier at $4700 when
compared to $350 for the HD5970).

In October 2010 an open-source OpenCL miner was
released on the web which was rapidly optimized and adapted
by miners. These miners would typically implement the SHA
protocol in languages such as Java or Python which was
compiled down by the hidden ISA of the GPU.

Since these rigs are left to mine for many months the users
aggressively tweak the voltages (to lower in order to reduce
mining costs, or higher, with frequency, to increase Gh/s) and
operating frequencies of video ram (lower to save energy,
since memory is unused) and the GPU core itself, as well as
parameters of the code such as the number of threads that are
enqueued at a given instance, so as to maximize throughput
within reasonable bounds of stability and temperature. Since
the Bitcoin computation does not exercise the memory system,
many of the critical paths and bottlenecks in the GPU are not
exercised, which means that the system can be pushed beyond
the normal bounds of reliability. Over time it often becomes
necessary to retune the parameters as fans and power delivery
system wear eventually causes the GPU core to run too
slowly.

GPUs tend to be much more accessible than FPGAs for
end users, requiring PC-building skills and avid forum reading
but no formal training in parallel programming or FPGA tools.
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The goal of scaling BTC hash rate through GPUs pushes the
limits of consumer computing in amazing and novel ways.
Despite such benef