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Editorial Preface 

From the Desk  of  Managing Editor… 

“The question of whether computers can think is like the question of whether submarines can swim.”  

― Edsger W. Dijkstra, the quote explains the power of Artificial Intelligence in computers with the changing 

landscape. The renaissance stimulated by the field of Artificial Intelligence is generating multiple formats 

and channels of creativity and innovation.  

This journal is a special track on Artificial Intelligence by The Science and Information Organization and aims 

to be a leading forum for engineers, researchers and practitioners throughout the world. 

As said by James F. Allen, Professor of Computer Science, University of Rochester, “Artificial Intelligence (AI) 

is not the science of building artificial people. It's not the science of understanding human intelligence. It's 

not even the science of trying to build artefacts that can imitate human behaviour well enough to fool 

someone that the machine is human, as proposed in the famous Turing test. AI is the science of making 

machines do tasks that humans can do or try to do. The field (of AI) focuses on the more complex things 

that people do.” 

The journal reports results achieved; proposals for new ways of looking at AI problems and include 

demonstrations of effectiveness. Papers describing existing technologies or algorithms integrating multiple 

systems are welcomed. IJARAI also invites papers on real life applications, which should describe the current 

scenarios, proposed solution, emphasize its novelty, and present an in-depth evaluation of the AI 

techniques being exploited. 

IJARAI focusses on quality and relevance in its publications. In addition, IJARAI recognizes the importance of 

international influences on Artificial Intelligence and seeks international input in all aspects of the journal, 

including content, authorship of papers, readership, paper reviewers, and Editorial Board membership 

The success of authors and the journal is interdependent. While the Journal is in its initial phase, it is not only 

the Editor whose work is crucial to producing the journal. The editorial board members , the peer reviewers, 

scholars around the world who assess submissions, students, and institutions who generously give their 

expertise in factors small and large— their constant encouragement has helped a lot in the progress of the 

journal and shall help in future to earn credibility amongst all the reader members.  

I add a personal thanks to the whole team that has catalysed so much, and I wish everyone who has been 

connected with the Journal the very best for the future. 

Thank you for Sharing Wisdom! 
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A Method for Chinese Short Text Classification 

Considering Effective Feature Expansion 
 

Mingxuan liu 1 

School of Computer Science and Technology 

Chongqing University of Posts and Telecommunications 

Chongqing 40065, China 

Xinghua Fan 2 

School of Computer Science and Technology 

Chongqing University of Posts and Telecommunications 

Chongqing 40065, China 

 

 
Abstract—This paper presents a Chinese short text classification 

method which considering extended semantic constraints and 

statistical constraints. This method uses “HowNet” tools to build 

the attribute set of concept. when coming to the part of feature 

expansion, we judge the collocation between the attribute words 

of original text and the characteristics before and after expansion 

as the semantic constraints, and calculate the ratio between the 

mutual information of the original contents and the features 

before expansion versus the mutual information of the original 

contents and the features after expansion as statistical 

constraints, so as to judge whether feature expansion is effective 

with this two constraints , then rationally use various semantic 

relation word-pairs in short text classification. Experiments show 

that this method can use semantic relations in Chinese short text 

classification effectively, and improve the classification 

performance. 

Keywords-component; short text; classification; semantic relations; 

semantic constraints; statistical constraints; HowNet. 

I. INTRODUCTION 

The short-text classification is an automatic classification 
for short texts (The text length is usually less than 160 
characters). It is required for filtering information such as 
mobile phone short message, web comments, network chat, etc. 
And it has very important application prospect. However, 
short-text has many inherent characteristics such as short 
length, weak signal of concept description, etc. Therefore, 
traditional text classification methods cannot be applied to 
short-text classification better. An effective way of short-text 
classification is to use some extra information to assist 
classification [1-2]. Some methods has already achieved certain 
effect, one of which is based on hyponymy relation and is 
proposed by Sheng Wang[3] and another one is  Agent and 
Patient Relation Acquisition for Short-text Classification which 
is  proposed by Dingbang Wei[4]. Theoretically, when 
combining the word-pairs sets extracted by the above different 
two semantic relationships into a bigger word-pairs extension 
set simply, the extension result of short text will be better. 
However, experimental results in this paper show: when doing 
feature extension for test text by using the word-pairs extension 
set directly[5-6], the classification performance of short text 
isn‟t improved, but is slightly reduced. Analyzing the results, 
the reason is that when introducing word-pairs of a variety of 
different semantic relations at the same time, it will be at the 
greatly increased risk of the introduction of noise. The 

classification performance is reduced, for the features 
expansion isn‟t effective. If we want to expand features for 
short-text effectively, the following two issues must be 

resolved:1、How to determine whether noise is introduced 

when expanded，2、How to apply different semantic relation 

word-pairs to classification of short text to improve the 
classification performance. For the above problems, this paper 
presents a classification method for short Chinese text 
considering effective feature expansion SCTCEFE(Short 
Chinese Text Classification Considering Effective Feature 
Expansion).  

II. A CLASSIFICATION METHOD OF SHORT CHINESE 

TEXT CONSIDERING EFFECTIVE FEATURE EXTENSION 

(SCTCEFE) 

The core idea of SCTCEFE is: through the constraint 
conditions, judge whether the knowledge expressed by the text 
before and after feature expansion changes, to ensure the 
availability of feature expansion and reduce the risk of noise 
introduction.  

For the problem determining whether noise is introduced 
when expanded, by judging whether the knowledge expressed 
by extended text information and the original text are unified, 
solve the problem. Semantic relationship reveals the hidden 
semantic knowledge in the knowledge expressed by texts. Thus 
the article uses the following two methods to deal with 
different semantic knowledge: 1. relationship of similar 
concepts (Hyponymy relationship), by replacement of the 
similar concepts strengthen the description of the short text.  

When using the concept information, we should determine 
whether the knowledge focus expressed by the original text is 
the similar concept between the relation word-pairs. for 

example, in the short text “宝马的外观非常重要”, “外观” is 

the attribute of “汽车”, we can determine the expansion is 

effective; But in the short text “我比较喜欢你那件宝马衣服
的衣领”, as “衣领” isn‟t the attribute of “汽车” , we can 

determine the expansion is invalid; 2. relationship of different 
concepts(agent-patient relationship), by introduction of new 
concept information mine the additional information of the 
short text[7].When using the information, we should judge 
whether there‟s strong correlation strength between new 
concept information and the other information of the original 
text. 
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For the problem of applying different semantic relation 
word-pairs to classification of short text to improve the 
classification performance, According to the different types of 
different relation word-pairs, the method establishes the 
semantic constraint for the similar concept relationship and the 
statistical constraint for the different concept relationship to 
judge whether feature expansion is effective. 

The specific thread of SCTCEFE is: Build the attribute sets 
as the semantic constraint for the word-pairs of similar concept 
relationship, and calculate the ratio between the mutual 
information of the original content and the original feature 
versus the mutual information of the original content and the 
extended feature as the statistical constraint for the different 
concept relationship word-pairs. Combine with semantic 
constraints and statistical constraints; expand features 
effectively for short text with the use of relation words. 

A. The standard of semantic constraint and statistical 

constraint 

In this paper, we propose a concept of information integrity 
to describe the contribution value of a single word to the 
information integrity of a document. For example, the 
information integrity of a word A in the document D is 

described as P (A|D) ： 

             )(

),(

)|( 0

mI

WAI

DAP mi

i


           

 (1) 

I(m) represents the amount of information contained in the 
document D after the removal of a word A, m is the number of 
words in the document D, and I(A, Wi) represents the relevant 
information between a word A and the information Wi of a 
certain word in the text D. In this paper, we suppose that every 
sentence is an independent knowledge-expressed document. By 

feature expansion, we use   DAAconsist |,  to express the 
consistency of text-expressed knowledge after expansion. 

When    0|, DAAconsist , there is a certain consistency between 
the knowledge of the extended text and the original text. 

Semantic constraint: used for judging whether the similar 
concept information of the similar relationship word-pair is the 
keystone in the text. When there appears an attribute word 
which can match the relation word-pair simultaneously in one 
text, we can suppose that the similar or identical concept 
information of the word-pairs is used in the text, which can be 
expressed as: 
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A  represents the relation word of concept information 
similar to the word A. When there is an attribute-host 
relationship between an attributive (or attributive value) word 

and the word A , then 1),( iWAI , otherwise it is 0. In this paper, 

when 

 mi

iWAI
0

),(

=0,   DAAconsist |, =0. 

statistical constraint: used for judging whether the word-
pair which has different concept information is the hidden 
information of the text, when the ratio between the mutual 
information of the introduced new concept information and the 
original text versus the mutual information of the original 
concept information and the original text is within a certain 
range, it‟s considered that the concept information hides in the 
original text, which can be expressed as: 
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）       A is a word set which includes the new concept 

information and is associated with the word A. 







iWAMI ,
 is the 

mutual information between the word A  and the word Wi, and 

  is an adjustable threshold. 

1) Establishing the attribute sets of concept information 
Understanding of attribute: Any object must carry a set of 

attributes. Similarities and differences between the objects are 
determined by the attributes they each carry. There will be no 
object without attributes. Human beings have natural attributes 
such as race, color, gender as well as social attributes such as 
nationality, class origin, job, wealth etc. Under specific 
conditions, it is true to say that the attached attributes are even 
more important than the host itself. This paper presents a 
method by extracting the co-occur word-pairs which can 
constitute the relationship of concept-attributes to establish the 
attribute sets of all concept information in the training set. 

A conventional method of Getting concept - attribute 
relations: HowNet determines all the hosts corresponding to 

attributes, and is signed with pointer &, for example: 外观: 

attribute|属性 ,appearance|外观 ,&physical|物质 ;This concept 

indicates that appearance belongs to the information of “属性”, 

it can be understood as "外观", relying on its host "物质". On 

the other hand, the hyponymy relation of words indicates the 
universality and individuality between words. On the basis of 
universality inherits from higher word, the lower word has part 
of its own characteristics. Therefore, to any word-pair (C1,C2), 
if the first semanteme of C1 is an attribute, and its host is C2 or 
the higher concept of C2 , then C1 and C2 constitute the 
concept-attribute relationship directly, and C1 exists as the 
attribute of C2. 

An improved method: because Chinese short texts often 
omit attribute words and adopt „concept + attribute value‟ 
expression in order to give the essentials in simple language. 
Through common methods we cannot affirm the concept-
attribute relationship between the two. However, in practice, 
attribute value embodies attribute, which should also be 
summed up in the attribute set of concept. This paper 
introduces an improved method to obtain concept-attribute 
relationship word-pairs: 

a) For any word-pair（C1,C2） , if it contains one 

attribute value word, execute step (2)， if it contains one 
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attribute word, execute step (3)， if it contains neither, the 

word-pair has no concept-attribute relationship； 

b) Find attribute words corresponding to the attribute 

value words, then execute step(3); 

Find the host of the attribute word, and judge whether the 
other word in the word-pair is the lower concept of the host, if 
yes, the word-pair has concept-attribute relationship, or else the 
word-pair has no concept-attribute relationship. 

2) Building characteristics word-pairs and the attribute 

sets of the word-pairs 
For feature word-pairs which have a similar concept 

relationship, in order to calculate its semantic constraint, we 
need to construct the attribute sets of the relationship, Take the 
hyponymy relations adopted by this paper for example. The 
feature of the attribute set applied to these feature word-pairs is 
constructing the concept-attribute relations with both the words 
in the same pair. 

c) according to the method of literature [3], obtain 

feature word-pairs set I of hyponymy relation, I1={(W1,W2) | 

(W1,W2) appearing in the word-pairs obtained from the 

training set, and constitute the hyponymy relationship }; 

d) To every word-pairs (W1, W2), according to the 

method mentioned in 1.1 in this chapter, obtain the attribute 

set of W1, I11= {(C1) | (W1,C1) appearing in the word-pairs 

obtained from the training set, and (W1,C1) constitute the 

concept-attribute relation}. Also the attribute set of W2, I12 = 

{(C2) | (W2,C2) appears in the word-pairs obtained from the 

training set, and (W2,C2 ） constitute the concept-attribute 

relations}; 

e) Construct attribute sets of every feature word-pairs 

(W1, W2), I2 = {(C) | C∈I11 且 C∈I12}. 

B. The Algorithm Description of Feature Expansion based on 

semantic relations 

Input: short-text for test, feature word-pairs sets, attributes 
sets of feature word-pairs, mutual information between the 
words. 

Output: Feature vector of the extended short-text. 

1) For any word of the short-text, inquire the word-pairs 

sets. if there exists a record of a similar concept relationship, 

go to step 5, else if there exists a record of different concept 

relationships, go to step 2, else go to step 9; 

2) If there is only one word-pair ti-tj, go to step 4, else if 

there are several word-pairs, go to step 3; 

3) Extract the right words of all the word-pairs related to 

ti and form into Tx, if эtj∈TX, and tj can be found in the 

vector space of this short-text, go to step 7, else extract tj , the 

right word of the word-pair with the highest strength, and go 

to step 4; 

4) Extract tj ,the right word of this word-pair, if tj cannot 

be found in the vector space of this short-text, go to step 6, 

else go to step 7; 

5) Extract the word set TY in the text, if there exist tk∈TY 

and tk∈TZ（attribute set of the word-pair（ti，tj））, go to 

step 8, else go to step 10; 

6) Calculate the mutual information between tj and other 

words in the text, and go to step 8 when meeting the 

requirements , else go to step 10; 

7) Calculate the mutual information between tj and other 

words in the text, and go to step 9 when meeting the 

requirements , else go to step 10; 

8) Insert tj into the vector space of this short-text; 

9) Raise the frequency of tj in the vector space of this 

short-text at λ. (0<λ<1); 

10) Don’t extend this word, and input and seek the next 

word. 

III. EXPERIMENT 

When using the STCEFE with the use of statistical 
constraints and semanteme constraints, the experiment to test 
the effect of the short-text classification uses two different 
semantic relations. 

Experiments dataset: The dataset used here is 4702052 
Chinese short-texts which compose of 12 categories, including 
finance, real estate, international news, national news, military, 
science and technology, women, cars, book reviews, sports, 
games, entertainment. All of short-texts are titles of the news or 
Netizen comments about topics from Sina website and Netease 
website. We divide texts of each category into four parts 
randomly and averagely, one part as testing data, the rest as 
training data. 

The Evaluation of Classification Performance: In this 
experiment, we use the following indexes in the evaluation of 
classification: Precision (P), Recall (R), F1-measure, and 

Macro-F1= 



n

i

iF
n 1

1
1

 

In experiments, we only adopt statistical constraint when 
selecting 4 kinds of features respectively. According to 
different thresholds, the revealed change trends of F1 are in 

nearly identical form, and when threshold   is set as 0.1, the 
classification result will work out for the best when Hyponymy 
Relationship word-pairs and Agent and Patient Relation word-
pairs are both used for text classification. However, the result is 
still not ideal, we can conclude that only by calculating mutual 
information the response to whether the introduced new 
information matches the other information in the original text is 
not so accurate, thus the method should be in conjunction with 
other methods. 

Experiment introduction: By taking sentences in the text as 
windows, extract the binary word-pairs in the training set and 
calculate all mutual information between every word-pair. 
Build the attribute set of concept according to the method in 1.1 
of this article, using the hyponymy word-pairs and agent-
patient word-pairs to build an attribute set of feature word-pairs 
by the method in 1.2 of this paper.  
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Figure 1. Curve of Macro-F1 by experiment

This experiment uses CHI feature selection, and takes the 
Naïve Bayes as the classifier. Then 5 groups of experiments for 
short-text classification are taken, and the sizes of the feature 
space are 200, 500, 1000, 1500, 2000. 

Method 1: According to the expansion method described in 
[5], expand test text set by hyponymy word-pairs and agent-
patient word-pairs. 

Method 2: According to the expansion method only by the 
statistical constraint in this article and threshold is set as 0.1, 
expand test text set by hyponymy word-pairs and agent-patient 
word-pairs. 

Method 3: According to the expansion method only by the 
semantic constraint in this article, expand test text set by 
hyponymy word-pairs and agent-patient word-pairs. 

Method 4: According to the expansion method both of the 
semantic constraint and the statistical constraint in this article 
and threshold is set as 0.1; expand test text set by hyponymy 
word-pairs and agent-patient word-pairs. 

The experimental results: 

The classification results are shown in the figure, and we 

can arrive at the following review: 

A. Method 2 and 3 are both superior to method 1, indicating 

that when many kinds of semantic relationship words are 

used at one time to assist in categorizing the text, the 

traditional classification performance is far from ideal. By 

the expansion strategy judging the consistency between the 

expanded contents and the original text to decide to do 

feature expansion or not, method 2 and 3 could bring a 

certain improvement on the categorizing performance. 

B. The result of method 3 is slightly superior to method 2, 

indicating the help of semantic constraint to the accuracy 

of text expansion is slightly superior to the help of 

statistical constraint. 

The result of method 4 is the best, indicating when using 
many semantic relationship words to assist in categorizing the 
text, a combination of semantic constraint and statistical 
constraint could be a bigger help to text categorizing. But the 
categorizing performance is still not high, indicating there is 

still a big part of hidden information to be mined in the short 
text. 

IV. CONCLUSION 

The paper proposes a short text classification method in 
consideration of characteristic effective extension, and 
constructs a concept of information completeness through 
semantic constraint and statistical constraint. Based on the 
concept when doing feature extension for the original text with 
the use of semantic relation word-pairs, judge whether the 
expansion is valid. Moreover, review the effectiveness of the 
classification method through experiments, and thus conclude 
that: 1) the short text classification method combining many 
semantic relationships and doing effective expansion with 
considered characteristics could enhance classification 
performance; 2) We can consider the combination of the other 
methods, to acquire more accurate constraint information 
judging the consistency of text contents. 
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Abstract—Face recognition is a popular topic in computer vision 

applications. Compressive sensing is a novel sampling technique 

for finding sparse solutions to underdetermined linear systems. 

Recently, a sparse representation-based classification (SRC) 

method based on compressive sensing is presented. It has been 

successfully applied in face recognition. In this paper, we 

proposed a maximum probability of partial ranking method 

based on the framework of SRC, called SRC-MP, for face 

recognition. Eigenfiaces, fisherfaces, 2DPCA and 2DLDA are 

used for feature extraction. Experiments are implemented on two 

public face databases, Entended Yale B and ORL. In order to 

show our proposed method is robust for face recognition in the 

real world, experiment is also implemented on a web female 

album (WFA) face database. We utilize AdaBoost method to 

automatically detect human face from web album images with 

complex background, illumination variation and image 

misalignment to construct WFA database. Furthermore, we 

compare our proposed method with the classical projection-based 

methods such as principal component analysis (PCA), linear 

discriminant analysis (LDA), 2DPCA and 2DLDA. The 

experimental results demonstrate our proposed method not only 

is robust for varied viewing angles, expressions, and illumination, 

but also has higher recognition rates than other methods. 

Keywords-Compressive sensing; Face recognition; Sparse 

representation classification; AdaBoost. 

I.  INTRODUCTION  

Face recognition is a hot research area in recent years. 
Although many papers reported face recognition methods, 
researchers have focused primarily on projection-based 
methods rather than other methods [1]. As to the advantages of 
the projection-based methods, face images are reconstructed 
promptly and image features are extracted instantly, such as 
Principal Component Analysis (PCA) [2] and Linear 
Discriminant Analysis (LDA) [3]. Besides, the projection-
based methods have achieved high recognition rates for several 
public face image databases. However, the disadvantage of the 
linear dimensionality reduction algorithms is that the 
projections are linear combination of all the original features. 
Meanwhile, all weighting coefficients in the linear combination 
are non-zero. Fortunately, compressive sensing theorem [4, 5, 
6], a novel sampling technique, is proved to overcome the 
drawback. According to sparsity principle of compressive 
sensing, it is possible to recover certain signals and images 
exactly from far fewer samples of measurements beyond 
Nyquist rates [7]. A sparse representation-based classification 

(SRC) method based on compressive sensing is presented [8, 
9]. It has been successfully applied in face recognition. In this 
paper, we propose a maximum probability of partial ranking 
method based on the framework of SRC, called SRC-MP, for 
face recognition. PCA (eigenfaces), LDA (fisherfaces), 2DPCA 
[10] and 2DLDA [11] are used for feature extraction. 
Experiments are implemented on three face databases: 
Extended Yale B, ORL, and web female album (WFA). The 
images on WFA database are obtained by using AdaBoost [12] 
to implement human face detection automatically from web 
album images in the real world. By applying our proposed 
method, it is robust for face recognition with varied faces in the 
real world, and we enable to gain the higher recognition rate 
than classical projection-based methods. 

The rest of this paper is organized as follows: Section 2 
briefly reviews SRC method [8]. Section 3 proposes our 
method based on the framework of SRC. Section 4 depicts 
experiment results and the conclusion is drawn in Section 5. 

II. SPARSE REPRESENTATION BASED CLASSIFICATION 

A. Compressive Sensing 

Compressive sensing is a sampling technique for finding 
sparse solutions to underdetermined linear systems [7, 8]. A K-
sparse signal is a signal that owns at most K nonzero 
coefficients where K << N, N is the size of signal. The 
compressive sensing theorem adopts the sparsity property, and 
is performed under the following optimization method based 
on l1-norm: 

    ̂     ‖ ̂‖                
  ̂                                   (1) 

Where 

Y: an observed M-dimensional signal (M-dimensional 
column vector, M < N); 

 ̂: an N-dimensional sparse signal (a column vector of N 
components); 

‖ ̂‖
 
: the l1-norm of  ̂; 

 : an N×M sensing matrix. 

B. Sparse Representatin-based Calssification 

An SRC method based on compressive sensing theorem is 
provided for face recognition [8]. The basic idea of SRC is to 
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represent a testing image as a sparse linear combination of all 
training images. In order to obtain a sparse solution, the feature 
dimensions must be much smaller than the number of all 
training images. 

Suppose there are K individuals in the face database, and let 
  ,          -  be the concatenation of the N training 
images from all of the K individuals, where N = n1+n2+…+nK. 

   [  
( )   

( )      
( )]         is the set of training images 

of the i
th
 individual, where   

( )
, j = 1, 2, …, ni, is an m-

dimensional vector stretched by the j
th
 image of the i

th
 

individual. A new testing image        of the i
th
 individual 

could be represented as a linear combination of the training 

images in     i.e.   ∑   
( )
  
( )
   

  
    ( )  where  ( )  

,  
( )   

( )      
( )
-      are weighting coefficients. Let 

     represent the testing image   by using  , where   = 

[ ( );  ( );…; ( )]. Due to   belongs to the i
th
 individual and 

     
( ), only the coefficients in  ( ) have significant values 

in a noiseless case to  , and all the coefficients in  ( ) , 
j=1,2,…,K and j≠i, are nearly zero. The SRC algorithm is 

listed as follows [8]. 

1) Normalize the columns of B to have unit l2-norm. 

2) Solve the following l1-norm minimization problem: 

 ̂         ‖ ‖              ‖    ‖              (2) 

3) Compute the residuals 

  ( )  ‖     ( ̂ )‖  for i = 1,…,K.                        (3) 

4) Get output result by identity( ) =    *     ( )+  

III. MAXIMUM PROBABILITY OF PARTIAL RANKING METHOD 

In the noiseless case, all the non-zero coefficients of  ̂  will 
completely be associated with the columns in   from a single 
individual. The testing image   can be easily assigned to the 
correct individual. As to the noise case, however, these non-
zero weighting coefficient are not concentrated on any one 
individual and instead spread widely across the entire training 
set.   is difficult to represented as which one individual. Some 
classifiers are used to solve this problem. An SRC method 
classifies   to one individual by minimizing the residuals.  

A simple, rapid method classifies   by using only the 
largest weighting coefficient value of  ̂ , called SRC-LV. 
However, such heuristics do not harness the subspace structure 
associated with images in face recognition. In this paper, we 
propose a maximum probability of partial ranking method as a 
classifier, called SRC-MP. It is found by experiments that the 
largest weighting coefficient may not belong to the correct 
individual, however, the first largest weighting coefficients 
concentrate mostly on the correct individual.  

Thus, we convert and normalize the weighting coefficient 

  
( )

 into the probability value   
( )  

  
( )

∑ ∑   
( )  

   
 
   

, where   
( )

 is 

the j
th
 non-zero coefficient greater than zero of the i

th 
individual 

of  ̂ . Then, we assign a partial ranking value   (first largest 
coefficients), and sum up these largest   coefficients to obtain a 
new probability value for each of the individuals, respectively. 
Moreover, we employed the new maximum probability as the 
classifier. Figure 1 shows the weighting coefficients of the 

testing image  . The green box represents the correct 
individual that   should be assigned, and the blue box 
represents the wrong individual.  

By using SRC-LV classifier, the testing image   is 
classified to the wrong individual due to the blue box has the 
largest weighting coefficient. SRC-MP uses the maximum 
probability of partial ranking as the new weighting value. The 
maximum probability value of the green box is larger than that 
of the blue box, and   is classified to the correct individual. 

 

Figure 1.  Weighting coefficients of the testing image  . The green box 

indicates the correct individual that   is assigned, and blue box indicates the 
wrong individual. 

The complete method we proposed is summarized as below, 

1) Set    [  
( )   

( )      
( )]        as a matrix of the 

training images for K individuals, and a testing image        , 

as input data. 

2) Solve the l1-norm minimization problem. 

 ̂        
 
‖ ‖              ‖    ‖     

3) Compute the probability value   
( )  

  
( )

∑ ∑   
( )  

   
 
   

 for all 

non-zero values greater than zero. 

4) Assign a partial ranking value   , and compute new 

probability value for each individual   ( ), respectively. 

for k <=  ,   ( ) =   ( ) +   
( )

 for i = 1, …, K,  where   
( )

 is 

the k
th

 largest probability value that belongs to the i
th 

individual. 

5) Label   by identity( ) =    *      ( )}. 

IV. EXPERIMENTAL RESULTS 

We evaluate the performance of our proposed method 
(SRC-MP) on Extended Yale B [13] and ORL [14] face 
databases, and PCA (eigenfaces), LDA (fisherfaces), 2DPCA 
and 2DLDA are used for feature extraction, respectively. We 
compare SRC-MP with classical projection-based methods 
such as PCA, LDA, 2DPCA and 2DLDA that adopt the nearest 
decision rule as the classifier. We also compare the recognition 
rates with different parameters   introduced in Section 3. In 
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order to show SRC-MP method is robust for face recognition in 
the real world, experiment is also implemented on WFA face 
database. 

A. Extended Yale B Face Image Database 

The Extended Yale B database has about 2,500 images of 
39 different individuals. We use 34 individuals because there 
are some images missing. Our database consists of 2,108 face 
cropped and normalized images of 192 rows and 168 columns 
in PGM file format. There are 34 persons individually 
contributed 62 frontal-images by capturing under various 
laboratory-controlled lighting conditions. The first 10 images 
of individual 1 are shown in Figure 2. As for each subject, 31 
images for training and the rest 31 images for testing are 
randomly selected. 

 

Figure 2.  The 10 face images of the 1th individual on the Extended Yale B 
face database. 

We compute the recognition rates with the feature space 
dimensions d = 20, 30, 60, 120, 150, respectively. For SRC-MP 
method, we assign the partial ranking value   = 10. Table I 
shows the recognition rates of all methods: (1) PCA, (2) Eigen 
+ SRC-LV, (3) Eigen + SRC-MP, (4) LDA, (5) Fisher + SRC-
LV and (6) Fisher + SRC-MP.  

The recognition rates of SRC-LV are higher than classical 
projection-based methods, and SRC-MP obtains higher 
recognition rates than SRC-LV. In particular, the bold values 
indicate the best recognition rate accomplished by our proposed 
method. The curves of recognition rate versus the dimension of 
features are illustrated in Figure3. 

TABLE I.  THE RECOGNITION RATES (%) OF ALL METHODS ON THE 

EXTENDED YALE B DATABASE VERSUS THE CORRESPONDING FEATURE 

DIMENSIONS 

 d = 20 d = 30 d = 60 d = 120 d = 150 

(1) 51.04 59.58 70.59 76.85 77.61 

(2) 79.13 89.47 93.26 94.97 95.73 

(3) 80.74 90.99 94.40 95.92 96.20 

(4) 92.60 94.59 92.88 88.99 89.66 

(5) 93.55 94.59 96.77 96.58 96.68 

(6) 94.59 95.16 97.25 97.25 97.34 

 

Figure 3.  Recognition rates of all methods versus feature dimension on 
Extended Yale B database. 

We also compare SRC-MP with 2DPCA and 2DLDA. Due 
to the feature dimension must be smaller than the number of 
training samples, we convert the images on Extended Yale B 
database into the size of 84x96. We compute the recognition 
rates with the feature space dimensions 96 d where d = 2, 3, 4, 
respectively. Table II shows the recognition rates of all 
methods: (1) 2DPCA, (2) 2DPCA + SRC-MP (  = 10), (3) 
2DLDA, (4) 2DLDA + SRC-MP (  = 10). The curves of 
recognition rate versus the feature dimensions are illustrated in 
Figure 4. 

TABLE II.  THE RECOGNITION RATES (%) OF ALL METHODS VERSUS THE 

CORRESPONDING FEATURE DIMENSIONS 

 d = 2 d = 3 d = 4 

(1) 59.01 64.52 66.89 

(2) 95.45 95.54 95.16 

(3) 83.02 81.97 81.02 

(4) 95.83 95.92 96.02 
 

 

Figure 4.  Recognition rates of all methods versus feature dimension on 

Extended Yale B database. 
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For SRC-MP method, a partial ranking value    needs to be 
assigned to compute the new maximum probability value. We 
compare the recognition rates with different parameter   
values. Table III shows the recognition rates of different   
values. The curves of recognition rate versus the different   
values are illustrated in Figure 5. It shows that the larger the 
parameter  , the higher the recognition rate when   is in a 
certain range. 

TABLE III.  THE RECOGNITION RATES (%) OF DIFFERENT   VALUES ON 

THE EXTENDED YALE B DATABASE VERSUS THE CORRESPONDING FEATURE 

DIMENSIONS 

 d = 20 d = 30 d = 60 d = 120 d = 150 

  = 0 79.13 89.46 93.26 94.97 95.73 

  = 5 80.27 90.89 94.21 95.64 96.20 

  = 10 80.74 90.99 94.40 95.92 96.20 

  = 20 80.65 90.99 94.50 96.02 96.77 

 

 

Figure 5.  Recognition rates with different parameters   on Extended Yale B 
database. 

B. ORL Face Image Database 

The ORL face database contains 400 8-bit gray level 
images of 112 rows and 92 columns in PGM file format. There 
are 40 persons individually contributed 10 images at different 
times, lightings, facial expressions, and some details on face. 
The 10 images of individual 17 are shown in Figure 6. As for 
each individual, the first 5 images for training and the next 5 
images for testing were selected. 

 

Figure 6.  The face images of the 17th individual on the ORL face database. 

We compute the recognition rates with the feature space 
dimensions d = 16, 30, 60, respectively. Table IV shows the 
recognition rates of all methods: (1) PCA, (2) Eigen + SRC-MP 

(  = 10), (3) LDA and (4) Fisher + SRC-MP (  = 10). The bold 
values indicate the best recognition rate accomplished by our 
proposed method. The curves of recognition rate versus the 
dimension of features are illustrated in Figure 7. 

TABLE IV.  THE RECOGNITION RATES (%) OF ALL METHODS ON ORL 

DATABASE VERSUS THE CORRESPONDING FEATURE DIMENSIONS 

 d = 16 d = 30 d = 60 

(1) 83.0 87.5 89.0 

(2) 87.0 89.0 90.0 

(3) 88.0 86.0 89.5 

(4) 90.0  91.5  90.0 
 

 

Figure 7.  Recognition rates of all methods versus feature dimension on ORL 
database.  

C. Web Female Album Face Image Database 

Face detection in the real world is a difficult problem 
because faces are non-rigid objects and the complex 
background. In this paper, we collect some web female albums 
images with complex background, illumination variation, and 
image misalignment. AdaBoost method [12] is adopted to 
automatically detect human face on these images to construct 
WFA face image database. Figure 8 shows the workflow of the 
WFA database construction. 

 

Figure 8.  Workflow of the WFA database construction. 
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The WFA database contains 1320 images of 192 rows and 
168 columns in JPEG file format. There are 33 persons 
individually contributed 40 images with varied viewing angles, 
expressions, and illumination. As for each individual, 20 
images for training and the rest 20 images for testing are 
randomly selected. We compute the recognition rates with the 
feature space dimensions d = 12, 16, 20, 30, 40, respectively. 
Table V shows the recognition rates of all methods: (1) Eigen + 
SRC-LV, (2) Eigen + SRC-MP (  = 10), (3) Fisher + SRC-LV 
and (4) Fisher + SRC-MP (  = 10). The bold values indicate 
the best recognition rate accomplished by our proposed 
method. The curves of recognition rate versus the dimension of 
features are illustrated in Figure 9. 

TABLE V.  THE RECOGNITION RATES (%) OF ALL METHODS ON WAF 

DATABASE VERSUS THE CORRESPONDING FEATURE DIMENSIONS 

 d = 12 d = 16 d = 20 d = 30 d = 40 

(1) 59.70 69.39 76.06 78.33 81.36 

(2) 60.91 73.18 78.48 80.15 84.24 

(3) 56.52 64.24 71.21 74.39 76.82 

(4) 59.24 68.64  75.00 80.45 81.67 
 

 

Figure 9.  Recognition rates by different methods versus feature dimension 
on WFA database. 

V. CONCLUSIONS 

In this paper, we presented a maximum probability of 
partial ranking method (SRC-MP) based on the framework of 
sparse representation-based classification (SRC) for face 
recognition. PCA (eigenfaces), LDA (fisherfaces), 2DPCA and 
2DLDA are utilized for feature extraction. We compared our 
proposed method with classical projection-based methodes 
such as PCA, LDA, 2DPCA and 2DLDA. Our experiments on 
Extended Yale B and ORL face databases demonstrated that 
our proposed method achieves higher recognition rate than 
classical projection-based methods under the same 

dimensionality. The experimental result showed that SRC-MP 
can obtain higher recognition rate than SRC-LV in all cases. It 
also demonstrated that the larger the parameter  , the higher the 
recognition rate when   is in a certain range. We also adopted 
AdaBoost method to automatically detect human face from 
web female album images in the real world to construct a web 
female album (WFA) face database. The experimental was 
implemented on WFA database for face recognition in the real 
world. The experimental result showed it was robust for varied 
viewing angles, expressions, and illumination, and enabled to 
achieve high recognition accuracy. 

REFERENCES 

[1] C.C. Chen, Y.S. Shieh, and H.T. Chu, “Face image retrieval by 
projection-based features,” The 3rd International Workshop on Image 
Media Quality and its Applications, pp. 138-144, 2008. 

[2] M. Turk and A. Pentland, “Eigenfaces for Recognition,” Journal of 
Cognitive Neuroscience, vol.3, no.1, pp. 71-86, 1991. 

[3] S. Mika, G. Ratsch, J. Weston, B. Scholkopf, and K.R. Mullers, “Fisher 
Discriminant Analysis with Kernels,” IEEE International Workshop on 
Neural Networks for Signal Processing, vol.9, pp. 41-48, 1999. 

[4] E.J. Candes and M.B. Wakin, “An Introduction to Compressive 
Sampling,” IEEE Signal Processing Magazine, vol.5, no.2, pp. 21-30, 
2008. 

[5] M. Stojnic, “L1 Optimization and its Various Thresholds in Compressed 
Sensing,” International Conference on Acoustics, Signal and Speech 
Processing, pp. 3910-3913, 2010. 

[6] Q. Zhang and B. Li, “Joint Sparsity Model with Matrix Completion for 
an Ensemble of Face Images,” IEEE International Conference on Image 
Processing, pp. 1665-1668. 2010. 

[7] C. Moler, “”Magic” reconstruction: compressive sensing,” Cleves 
Corner, Mathworks News&Notes, pp. 1-4, 2010, 
http://www.mathworks.com 

[8] J. Wright, A.Y. Yang, and A. Ganesh, “Robust Face Recognition via 
Sparse Representation,” IEEE Trans. On Pattern Analysis and Machine 
Intelligence, vol.31, no.2, pp. 210-227, 2009. 

[9] L. Zhang, M. Yang, Z. Feng, and D. Zhang, “On the Dimensionality 
Reduction for Sparse Representation based Face Recognition,” 
International Conference on Pattern Recognition, pp. 1237-1240, 2010. 

[10] J. Yang, D. Zhang, A.F. Frangi, and J.Y. Yang, “Two-dimensional PCA: 
a new approach to appearance-based face representation and 
recognition,” IEEE Trans. Pattern Analysis and Machine Intelligence, 
vol.26, no.1, pp. 131-137, 2004. 

[11] J. Yang, D. Zhang, and J.Y. Yang, “Two-dimensional discriminant 
transform for face recognition,” Pattern recognition, vol.38, pp. 1125-
1129, 2005.  

[12] L. Ming, and Y. Baozong, “2D-LDA: A Statistical Linear Discriminant 
Analysis for Image Matrix,” Pattern Recognition Letters, vol.26, pp.527-
532, 2005. 

[13] P. Viola, and M. J. Jones, “Robust Real-Time Face Detection. Internal,” 
Jour. Computer Vision, vol.57, no.2, pp. 137-154, 2004. 

[14] Entended Yale B face database: 
http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html, last 
access on Mar. 6, 2012. 

[15] ORL face database:  
http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html, last 
access on Mar. 6, 2012. 

 

http://www.mathworks.com/
http://vision.ucsd.edu/~leekc/ExtYaleDatabase/ExtYaleB.html
http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html


(IJARAI) International Journal of Advanced Research in Artificial Intelligence,  

Vol. 1, No. 1, 2012 

11 | P a g e  

www.ijarai.thesai.org 

Adaptive Neuro-Fuzzy Inference System for Dynamic 

Load Balancing in 3GPP LTE  
 

Aderemi A. Atayero and Matthew K. Luka 

Department of Electrical & Information Engineering 

Covenant University 

Ota, Nigeria 

 

 
Abstract—ANFIS is applicable in modeling of key parameters 

when investigating the performance and functionality of wireless 

networks. The need to save both capital and operational 

expenditure in the management of wireless networks cannot be 

over-emphasized. Automation of network operations is a 

veritable means of achieving the necessary reduction in CAPEX 

and OPEX. To this end, next generations networks such WiMAX 

and 3GPP LTE and LTE-Advanced provide support for self-

optimization, self-configuration and self-healing to minimize 

human-to-system interaction and hence reap the attendant 

benefits of automation. One of the most important optimization 

tasks is load balancing as it affects network operation right from 

planning through the lifespan of the network. Several methods 

for load balancing have been proposed. While some of them have 

a very buoyant theoretical basis, they are not practically 

implementable at the current state of technology. Furthermore, 

most of the techniques proposed employ iterative algorithm, 

which in itself is not computationally efficient. This paper 

proposes the use of soft computing, precisely adaptive neuro-

fuzzy inference system for dynamic QoS-aware load balancing in 

3GPP LTE. Three key performance indicators (i.e. number of 

satisfied user, virtual load and fairness distribution index) are 

used to adjust hysteresis task of load balancing. 

Keywords-ANFIS; 3GPP; LTE; Neural Network; Fuzzy Logic; 

Load balancing; Virtual load. 

I.  INTRODUCTION 

The third generation project (3GPP) Long Term Evolution 
(LTE) has the core objective of meeting the increasing 
performance needs of mobile broadband. Some of the key 
features of LTE include: high spectral efficiency, very low 
latency, support of variable bandwidth, simple protocol 
architecture, and support for Self-Organizing Networks (SON) 
operation. SON operation was introduced to improve overall 
system performance through efficient operations and 
maintenance. Load balancing belongs to SON’s self-optimizing 
functions, which are engineered towards reducing overall 
operational expenditures (OPEX) by minimizing workload for 
site survey, analysis of network performance and other 
operational and maintenance tasks that require human 
intervention. Generally, self-optimization involves the use of 
User Equipment (UE) and evolved Node B (eNB) 
measurements and performance measurements for network 
auto-tuning. The objective of load balancing is to ensure an 
equitable distribution of cell load among cells or to transfer part 
of the traffic from congested cells with the aim of improving 

the overall system capacity and network performance indices 
[1], [2]. 

The process of load balancing begins with detecting 
network load imbalance by periodically exchanging 
information between neighbouring eNBs (over the X2 
interface) to compare the cells load. To realize an efficient intra 
LTE based load balancing, the load information must consist of 
both radio resource usage, which corresponds to the uplink and 
downlink physical resource block (PRB) usage as well as 
generic measurements representing non-radio-related resource 
usage. The non-radio-related load parameters include: 
Transport Network Load (TNL) indicator, Hardware (HW) 
load indicator, and available capacity for load balancing as a 
percentage of total cell capacity. For inter-RAT (radio access 
technology) load information must include another parameter 
known as Cell Capacity Class Value (CCCV), which is a 
relative capacity indicator. An algorithm to distribute the loads 
towards neighboring cell(s) with minimum number of cell 
reselection or handover is then implemented to achieve load 
balancing.  

Several algorithms have been envisaged. In [3], a load 
balancing algorithm aimed at finding the optimum handover 
(HO) offset value between the overloaded cell and a possible 
target cell was implemented. Another paradigm to load 
balancing for LTE networks was investigated in [4]. The 
approach is based on a network formulation of heterogeneous 
services with different quality of service requirements. In [5], 
Wang et al. used a network utility-based load-balancing 
framework to develop an algorithm called Heaviest-First Load 
Balancing (HFLB). Another approach postulated in [6] 
involves the integration of another self-optimization function – 
handover parameter optimization to offset handover problems 
associated with load balancing. All of the aforementioned 
methods and algorithms are however based on iterative 
processes, which are computationally expensive. This is a 
serious limitation to a generalized load-balancing scheme.  

In addition, since load balancing using handover is a 
computationally demanding task, it is desirable to divide and 
allocate resources between users who have data to transmit. If 
the desired load balancing is not achieved, then a handover is 
enforced. Moreover, to realize a generic load balancing, both 
radio resource usage and non-radio resource parameters must 
be incorporated. These challenges point to the need for the 
development of a robust, computationally less expensive and as 
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a consequence cost effect approach. In this research work, an 
Adaptive Neuro-fuzzy Inference System (ANFIS) is proposed 
for the implementation of dynamic load balancing in LTE. 

II. SYSTEM MODELING AND LOAD METRIC 

DETERMINATION 

A. Introduction 

The proposed system consists of a five-layer ANFIS that 
takes three inputs viz.: a) SINR – the Signal to Interference 
Noise Ratio of the users; b) the virtual load of a cell and c) the 
load distribution index of the entire network. The output of the 
ANFIS system is a quality of service (QoS) indicator that is 
used to decide either scheduling or handover, in order to 
achieve load balancing. The Network model is based on a 
3GPP downlink multi-cell network serving users with 
homogenous QoS requirement. Specifically, constant bit error 
rate (CBR) users are taken into account. Other QoS 
requirements can be easily added. The SINR is used as a metric 
measuring the link quality of the link model [7]. Performance 
analysis is hinged on two factors, namely: fairness distribution 
of the virtual load and the link Block Error Ratio (LBER).  

B. Link Model 

The post-equalization symbol SINR was determined from 
three parts of the link measurement model. These constituent 
models include:  (i) shadow fading, (ii) macroscopic pathloss 
and (iii) small scale fading (for Multiple-Input-Multiple 
Output). The propagation pathloss due to distance and antenna 
gain can be modeled by the macroscopic pathloss between an 
eNodeB sector and a UE. The pathloss can be noted as 

          
 where    is the     transmitter (denoted as 0 for the 

attached eNodeB and       for the interfering eNodeBs.    is 

the     UE which is located at an       position. The pathloss 
was generated using a distance dependent pathloss of       
                 [8] and a                 antenna [9].  

Shadow fading occurs due to obstacles in the propagation 
path between the eNodeB and UE. Shadow fading can be seen 
as the changes in the geographical properties of the terrain 
associated with the mean pathloss derived from the 
macroscopic pathloss model. It is often approximated by a log-
normal distribution of standard deviation 10 dB and mean 0 
dB. A UE moving in the Region of Interest (ROI) will 
experience a slowly changing pathloss due to the shadow 
fading of the attached eNodeB being correlated with the 
shadow fading of the interfering eNodeBs. Shadow fading can 
be denoted by           

. The large scales fading (shadow fading 

and pathloss) are position dependent and time-invariant. 

Small-scale fading results primarily due to the presence of 
reflectors and signal scatter agents that cause multiple versions 
of the transmitted signal to arrive at receiver. The small scale 
fading is modeled as a time dependent process for different 
transmission modes. One of the MIMO transmission modes is 
the Open Loop Spatial Multiplexing. The MIMO OSLM 
channel can be modeled to obtain the per-layer SINR. This 
transmission mode consists of a precoding for Spatial 
Multiplexing (SM) with large-delay Cyclic Delay Diversity 
(CDD) [10]. The OLSM MIMO precoding is defined by: 

[

       

 
          

]                                    

Where,    – Number of transmit antennas;   – Number of 
layers (a layer is a mapping of symbols to the transmit 
antenna);           – precoding matrix; D, U –      
diagonal matrixes introducing the CDD.  

For the MIMO OLSM, the SINR for the UE can be 
expressed as:  

        
                    

        
  ∑     

    
            

           
  

       

 Where   and    model the channel estimation errors; 
         represents the homogenously distributed transmit 
power;    models a simple Zero Forcing (ZF) receiver noise 
enhancement    is the uncorrelated receiver noise and   
models the interference.            

               
   stand for the 

shadow fading and pathloss between the UE,   and its attached 
eNodeB   (for      ) and its interferers (for          ) 
respectively.  

A given MCS (Modulation Coding Scheme) requires a 
certain SINR (measured at the receiver of the UE) to operate 
with an acceptably low BER (Bit Error Rate) in the output data. 
An MCS with a higher throughput needs a higher SINR to 
operate [11]. We assume that the best modulation coding 
scheme (MCS) is used for a given SINR and the highest data 
rate         is achievable, this can be represented by Shannon 
formula as shown below:  

                                                  

For better approximation to realistic MCS, the mapping 
function is scaled by an attenuation factor (of say     ) and is 
bounded by the minimum required SINR of        and a 
maximum bitrate of           .  

C. Load Metric 

The amount of Physical Resource Blocks (PRBs) required 
by user   can be expressed as:  

   
  

           
                              

Where    – is required data rate; BW – is the transmission 
bandwidth of one resource block (180 kHz for LTE).  

The load of cell   is thus expressed as the ratio of the sum 
of the required resources of all users connected to cell   to the 
total number of resources   : 

      (
∑           

  
  )                           

If we chose the number of unsatisfied users as assessment 
and simulation metric, then we can focus on the CBR traffic 
rather than the network throughput. In this case, the UEs either 
get exactly the CBR or they totally unsatisfied. Equation (5) 
implies that the cell load parameter should not exceed 1 for all 
users to be satisfied. This can be extended to give a general 
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indication of how overloaded (or otherwise) a cell is, by 
defining a virtual load given by: 

  ̂  
∑           

  
                                   

Where   ̂    implies that all users in the cell are satisfied, 
  ̂    means     of the users are satisfied. The total number 
of unsatisfied users in the whole network (with a total number 
of    users in cell   ) is given by: 

  ∑   (     (  
 

  ̂
))

 

                      

For performance analysis, the use of a fairness distribution 
proposed in [12] is employed. Thus, the load distribution index 
measuring the degree of load balancing of the entire network is 
given as: 

     
 ∑         

| |   ∑         
                                   

Where | | is the number of cells in the network (used for 
simulation) and t is the simulation time. The load balance index 

     takes the value in the interval [
 

| |
  ]. A larger   indicates 

a more balanced load distribution among the cells. Thus, the 
load distribution index is 1 when the load is completely 
balanced. The aim of load balancing (for CBR users) is to 
maximize is to maximize      at each time  .  

In order to improve the load balancing performance among 
adjacent cells, it is necessary to find the optimum target cell. 
This can be achieved by adopting a two-layer inquiry scheme 
proposed in [13]. The source eNB (the cell requiring load 
balancing) request load state and environment state from all 
neighbouring eNBs (first layer cells).  The load state is the load 
of the first layer cell and the environment state is the average 
load of the first layer cell’s adjacent cells excluding the one to 
be adjusted (denoted as the second layer cells). The overall 
state of the first layer cell   is obtained by a weighted 
combination of the load state (   ) and environment state (   ) 
in one figure as follows: 

                                                 

Where the environmental state is given by: 

                      
∑   

 
   

 
              

       , the load of first layer cell    and   is a parameter 
that indicates the relative contribution of     and     to    . 

      gives a comprehensive load information of the first 
layer cell, thereby indicating whether the eNodeB can be a 
target cell. Taking the value of       equation (9) can be 
expressed as: 

                 (
∑   

 
   

 
)                      

III. ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM 

Adaptive Neuro-Fuzzy Inference System (ANFIS) 
otherwise referred to as Adaptive Network-based Fuzzy 
inference System was proposed in [14]. ANFIS is a blend of 
Fuzzy Logic (FL) and Artificial Neural Network (ANN) that 
captures the strengths and offsets the limitations of both 
techniques for building Inference Systems (IS) with 
improved results and enhanced intelligence. Fuzzy logic is 
associated with the theory of fuzzy set, which relates to 
classes of objects with rough boundaries in which 
membership is a matter of degree. It is an extensive 
multivalued logical system that departs in concept and 
substance from the traditional multivalued logical systems. 
Much of fuzzy logic may be viewed as a platform for 
computing with words rather than numbers. The use of 
words for computing is closer to human intuition and 
exploits the tolerance for imprecision, thereby lowering the 
cost of the solution [15]. However, there are no known 
appropriate or well-established methods of defining rules 
and membership functions based on human knowledge and 
experience. Artificial Neural Networks are made up of 
simple processing elements operating concurrently. These 
elements model the biological nervous system, with the 
network functions predominantly determined by the 
connections between the elements. Neural Networks have 
the ability to learn from data by adjusting the values of the 
connections (weights) between the elements. Merging 
these two artificial intelligence paradigms together offers 
the learning power of neural networks and the knowledge 
representation of fuzzy logic for making inferences from 
observations.  

A. Basic ANFIS Architecture 

The ANFIS architecture described here is based on type 
3 fuzzy inference system (other popular types are the type 
1 and type 2). In the type 3 inference system, the Takagi 
and Sugeno's (TKS) if-then rules are used [16]. The output 
of each rule is obtained by adding a constant term to the 
linear combination of the input variables. Final output is 
then computed by taking the weighted average of each 
rule's output. The type 3 ANFIS architecture with two 
inputs (x and y) and one output, z, is shown in figure1.  

 
  

 

Figure 1. Type 3 ANFIS Architecture 
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Assuming the rule base contains two first order TKS if-
then rules as follows: 

 

                                                  

                                                 

The ANFIS structure is the functional equivalent of a 
supervised, feed-forward neural network with one input 
layer, three hidden layers and one output layer, whose 
functionality are as described below: 

Layer 1: Every node in this layer is an adaptive layer 
that generates the membership grades of the input vectors. 
Usually, a bell-shaped (Gaussian) function with maximum 
equal to 1 and minimum equal to 0 is used for 
implementing the node function: 

  
     

    
 

  |         |
    

                     

Where   
  is the output of the     node in the first layer, 

   
    is the membership function of input   in the 

linguistic variable    . The parameter set            are 
responsible for are responsible for defining the shapes of 
the membership functions. These parameters are called 
premise parameters.  

Layer 2: Each mode in this layer determines the firing 
strength of a rule by multiplying the membership functions 
associated with the rules. The nodes in this layer are fixed 
in nature. The firing strength of a particular rule (the 
output of a node) is given by: 

    
     

       
                               

Any other T-norm operator that performs fuzzy AND 
operation can be used in this layer. 

Layer 3: This layer consists of fixed nodes that are used 
to compute the ratio of the     rule's firing strength to the 
total of all firing strengths: 

 ̅    
  

  

     
                                     

The outputs of this layer are otherwise known as 
normalized firing strength for convenience. 

Layer 4: This is an adaptive layer with node function 
given by: 

 ̅      
   ̅                                       

This layer essentially computes the contribution of each 
rule to the overall output. It is defuzzification layer and 
provides output values resulting from the inference of 
rules. The parameters in this layer            are known as 
consequent parameters. 

Layer 5: There is only one fixed node in this layer. It 
computes the overall output as the summation of 
contribution from each rule: 

∑ ̅   

 

   
  ∑

    

∑    
 

                               

B. Hybrid Learning Algorithm 

The objective of learning is to tune all the adjustable 
parameters to make the ANFIS output match the desired 
data. In order to improve the training efficiency, a 
combination of learning algorithms is adopted to adjust the 
parameters of the input and output membership functions. 
The consequent parameters are optimized using the least 
square method with the antecedent parameters fixed. After 
updating the consequent parameters, the gradient descent 
method using back-propagation training algorithm is used 
to fine-tune the premise parameters. Assuming the premise 
parameters are held fixed, then the overall output of the 
ANFIS will be a linear combination of the consequent 
outputs given by: 

   ̅     ̅    

  ̅               ̅             

   ̅        ̅        ̅       ̅        ̅     

                                                                                                    

IV. DESIGN OF LOAD BALANCING INFERENCE SCHEME 

In the first stage, the crisp variables, the virtual load of 
the source cell, the load fairness distribution index and 
number of unsatisfied users are converted into fuzzy 
(linguistic) variables in the fuzzification process. The 
fuzzification maps the three input variables to fuzzy labels 
of the fuzzy sets. Each linguistic variable has a 
corresponding membership function. A sigmoidal 
membership function (precisely, the product of two 
sigmoidal function) was used in this work. As there are 
three inputs and 4 fuzzified variables, the inference system 
has a set of 64 rules (figure 2).  

 
The neural network training helps select the appropriate 

rule to be fired.  

 
Figure 2. Rule Viewer for the inference system 
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Next, the rules are de-fuzzified to produce quantifiable 
results. Defuzzification can be achieved using several 
techniques such as maximum methods, center of gravity 

method, center of singleton method etc. The center of gravity 
method is adopted for this work. The defuzzified output is 
further is then used to schedule resources or handover users to 
achieve a dynamic load balancing. The structure of the Model 
used is depicted in figure 3.  

The model consists of 158 nodes, 64 rules, 256 linear 
parameters and 48 nonlinear parameters. The total number of 
parameter is very important in deciding the number of training 
data pairs required. In order to realize a good generalization 
capability, it is recommended to have the number of training 
data points to be many times larger than the number of 
parameters being evaluated [15]. 1326 input/output pairs of 
training data was used for training. Thus, the ratio between the 
data points and parameters is about four times (1326/304). 

For parameter optimization, hybrid training (which 
combines least mean squares and back-propagation) was used. 
To ascertain how well the training data models the load 
balancing system, model validation was incorporated. Model 
validation involves presenting input/output data sets on which 
the inference system not trained to the inference system to 
check the degree to which the inference system model predicts 
the corresponding data set outputs values. For this work, model 
validation was accomplished using a checking data set of 1326 
input/output pairs. The checking data helps prevent the 
potential of model over-fitting of the data. This is accomplished 
by selecting model parameters that correspond to the minimum 

checking data model error. Fig.4 show training data tested on 
the checking data.  

 

V. RESULTS AND DISCUSSION 

The ANFIS system uses the hysteresis value for a QoS 
aware dynamic load balancing. The inference system increases 
the hysteresis as the virtual load of the cell increases. The 
virtual load has an overriding effect over the fairness 
distribution index in determining the result of the inference. 
When these two factors are the predominant input metrics, the 
relationship is illustrated in figure 5.  

 
As the number of satisfied users increases, hysteresis value 

decreases (figure 6). Conversely, when the number of 
unsatisfied users in the network increases, the hysteresis value 
also increases to trigger. This results in sustaining or triggering 
load-balancing process.  

 
Figure 4. Checking data tested on training data 

 
Figure 5. Hysterisis as a function of Fairness Index and Virtual Load 

 
Figure 3. ANFIS structure for Proposed Dynamic Load Balancing 
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Figure 7 shows the effect of fairness index and the number 

of satisfied users in determining the value. The result reveals 
that the numbers of satisfied users have a more domineering 
effect over fairness index in determining load balancing.  

 

VI. CONCLUSION 

In summary, we have presented in this paper three key 
performance indicators for consideration in LTE dynamic load 
balancing i.e. the number of satisfied (dissatisfied) users, the 
fairness index and the virtual load of the source are three key 
performance indicators that can be used for dynamic load 
balancing in LTE and by extension to all SONs. This becomes 
especially important in the consideration of different network 
architectures [17]. As seen from the results, the number of 
satisfied (dissatisfied) users plays a more dominant role as the 
key performance indicator (KPI) especially where QoS is a 
major consideration. The virtual load of the cell is the next 
most important key performance indicator for fine-tuning the 

load balancing decision. Although the Fairness index did not 
reflect well in comparison to the other KPIs, it is also important 
especially where the load balancing in the network can be 
achieved by a more even (fairer) distribution of resource to 
users. In other words, the fairness index can be used as the KPI 
for deciding scheduling, while the virtual load and number of 
satisfied/unsatisfied users can be employed for handovers when 
and where necessary, thereby achieving a dynamic QoS-aware 
load balancing.    

REFERENCES 

[1] 3GPP TS 36.300 version, “LTE; Evolved Universal Terrestrial Radio 
Access (E-UTRA) and Evolved Universal Terrestrial Radio Access 
Network (E-UTRAN); Overall description; Stage 2”, Technical 
Specification, version 10.4.0 Release 10, June 2011 

[2] S. Sesia, I. Toufik and M. Baker, “LTE – The UMTS Long Term 
Evolution: From Theory to Practice”, 1st edition, John Wiley & Sons, 
Ltd. , West Sussex, UK, 2009 

[3] A. Lobinger et al.,  “Load Balancing in Downlink LTE Self-Optimizing 
Networks”, IEEE 71st VTC 2010, Taipei, Taiwan,  June 2010.  

[4] H. Wang et al, “Dynamic Load Balancing in 3GPP LTE Multi-Cell 
Networks with Heterogenous services”, ICST Conference, Beijing, 2010 

[5] H. Wang, “Dynamic Load Balancing and Throughput Optimization in 
3GPP LTE Networks”, IWCMC 2010, Caen, France, July, 2010 

[6] 3GPP TS 36.201 V9.1.0 (2010-03), “LTE Physical Layer: General 
Description.” 

[7] WINNER Technical Report, “Assessment of advanced beamforming and 
MIMO technologies,” WINNER, Tech. Rep. IST-2003-507581, 2005 

[8] Technical Specification Group RAN, “E-UTRA; LTE RF system 
scenarios,” 3rd Generation Partnership Project (3GPP), Tech. Rep. TS 
36.942, 2008-2009. 

[9] Technical Specification Group RAN, “Physical layer aspects for E-
UTRA,” 3rd Generation Partnership Project (3GPP), Tech. Rep. TS 
25.814, 2006. 

[10] Technical Specification Group RAN, “E-UTRA; physical channels and 
modulation,” 3rd Generation Partnership Project (3GPP), Tech. Rep. TS 
36.211 Version 8.7.0, May 2009. 

[11] 3GPP, 3rd Generation Partnership Project; Technical Specification 
Group Radio Access Network; Evolved Universal Terrestrial Radio 
Access (EUTRA), "Radio Frequency (RF) system scenarios" (Release 
8), Technical Report TR 36.942, available at http://www.3gpp.org. 

[12] R. Jain, D.M Chiu and W. Hawe, "A Quantitative Measure of Fairness 
and Discrimination for Resource Allocation in Shared Systems", 
Technical Report, Digital Equipment Corporation, DEC-TR-301, 1984. 

[13] L. Zhang, Y. Liu, M. Zhang, S. Jia, and X. Duan, " A Two-layer 
Mobility Load Balancing in LTE Self-Organization Networks"  IEEE 
Internal Conference on Communication Technology, Beijing, China, 
2011, pg. 925 – 929. 

[14] Jyh-Shing Roger Jang, "ANFIS: Adaptive Network-Based Fuzzy 
Inference System", IEEE trans., on Systems, Man and Cybernetics, Vol. 
23, No. 3, May-June, 1993, pg. 665-685. 

[15] Mathwork Inc., "Fuzzy Logic ToolboxTM  User Guide ", Ver., 2.2.14, 
Sep., 2011. Available from www.mathworks.com 

[16] T. Takagi and M. Sugeno, "Fuzzy Identification of Systems and its 
application to modelling and control," IEEE trans. on Systems, Man and 
Cybernetics, Vol. 15, pp.116-132, 1985 

[17] A.A. Atayero, M.K. Luka, M.K. Orya, J.O. Iruemi “3GPP Long Term 
Evolution: Architecture, Protocols and Interfaces”, International Journal 
of Information and Communication Technology Research (IJICTR), 
Vol.1, №7, pp. 306–310, Nov. 2011.  

 

 
Figure 6. Effect of using virtual load and number of satisfied users for 

ANFIS load balancing. 

 

 
Figure 7. Effect of using fairness index and number of satisfied users for 

ANFIS load balancing 

http://www.3gpp.org/
http://www.mathworks.com/


(IJARAI) International Journal of Advanced Research in Artificial Intelligence,  

Vol. 1, No. 1, 2012 

17 | P a g e  

www.ijarai.thesai.org 

Estimation of soil moisture in paddy field using 

Artificial Neural Networks  

Chusnul Arif 

Dept. of Civil and Environmental Engineering 

Bogor Agricultural University 

Bogor, Indonesia 

Budi Indra Setiawan 

Dept. of Civil and Environmental Engineering 

Bogor Agricultural University 

Bogor, Indonesia 

 

Masaru Mizoguchi 

Dept. of Global Agricultural Sciences 

The University of Tokyo 

Tokyo, Japan 

Ryoichi Doi 

Dept. of Global Agricultural Sciences 

The University of Tokyo 

Tokyo, Japan 

 
Abstract—In paddy field, monitoring soil moisture is required for 

irrigation scheduling and water resource allocation, management 

and planning. The current study proposes an Artificial Neural 

Networks (ANN) model to estimate soil moisture in paddy field 

with limited meteorological data. Dynamic of ANN model was 

adopted to estimate soil moisture with the inputs of reference 

evapotranspiration (ETo) and precipitation. ETo was firstly 

estimated using the maximum, average and minimum values of 

air temperature as the inputs of model. The models were 

performed under different weather conditions between the two 

paddy cultivation periods. Training process of model was carried 

out using the observation data in the first period, while validation 

process was conducted based on the observation data in the 

second period. Dynamic of ANN model estimated soil moisture 

with R2 values of 0.80 and 0.73 for training and validation 

processes, respectively, indicated that tight linear correlations 

between observed and estimated values of soil moisture were 

observed. Thus, the ANN model reliably estimates soil moisture 

with limited meteorological data.  

Keywords – soil moisture; paddy field; estimation method; artificial 

neural networks 

I.  INTRODUCTION  

In paddy field, soil moisture represents water availability 
for the plants and it is required for irrigation scheduling and 
water resource allocation, management and planning. Soil 
moisture variation affects the pattern of evapotranspiration, 
runoff and deep percolation in paddy field [1, 2, 3]. At the 
same time, soil moisture level is predominately influenced by 
water input through precipitation and irrigation.  

However, hydrological data such as crop 
evapotranspiration, deep percolation, runoff and irrigation are 
often limited because acquisition of measurements in the field 
is costly, complicated, and time consuming. In addition, the 
detailed meteorological data required to determine crop 
evapotranspiration are not often available especially in 
developing countries. Therefore, estimation of soil moisture is 
needed using limited meteorological data. 

Artificial Neural Networks (ANN) is suitable for use in 
dealing with complex system, such as agricultural system, than 

that mathematical method [4]. ANN has the capability to 
recognize and learn the underlying relations between input and 
output without explicit physical consideration [5]. The benefits 
of using ANN are its massively parallel distributed structure 
and the ability to learn and then generalize the problem [6]. In 
agricultural field, ANN has been applied to classify irrigation 
planning strategies [7] and to estimate subsurface wetting for 
drip irrigation [8]. 

The objective of this study was to estimate soil moisture 
from limited meteorological data using ANN model. Then, the 
proposed ANN model was validated by comparing observed 
and estimated values of soil moisture. 

II. MATERIALS AND METHODS 

A. Field Measurements 

The field experiments were conducted in the experimental 
paddy field in the Nusantara Organics SRI Center (NOSC), 
Sukabumi, West Java, Indonesia during two paddy cultivation 
periods. The SRI center is located at 06º50’43” S and 
106º48’20” E, at an altitude of 536 m above mean sea level. In 
both cultivation periods, meteorological data, consisted of air 
temperature and precipitation, were measured every 30 
minutes. For validation model, soil moisture was measured 
using 5-TE sensor (Decagon Devices, Inc., USA) every 30 
minutes.  

TABLE I.  PADDY CULTIVATIVATION PERIODS OF THE CURRENT STUDY 

Period Planting date Harvesting date Season 

First cultivation  14 October 2010 8 February 2011 Wet  

Second cultivation  20 August 2011 15 December 2011 Dry - Wet 

All data were sent automatically to the server through quasi 
real-time monitoring [9, 10]. Daily maximum, average and 
minimum values of air temperature were used to estimate 
reference evapotranspiration (ETo), then estimated ETo and 
precipitation were used to estimate soil moisture.  

B. Development of Artificial Neural Networks (ANN) models 

Two ANN models were developed consisted of three 
layers, i.e. input, hidden and output layers, respectively (Fig.1). 
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The first model was developed to estimate ETo according to 
maximum, average and minimum values of air temperature 
(Fig.1a). ETo is a key variable in hydrological studies 
especially to quantitative knowledge of water supply, loss, and 
consumption in paddy field. Commonly, minimum 
meteorological data are required to determine ETo consisted of 
solar radiation and air temperature data using Hargreaves 
model [11]. However, solar radiation data are not often 
available, thus we only used air temperature data for ETo 
estimation. For validation, the output of model was validated 
by comparing to ETo derived by Hargreaves model [12]. 

 

Figure 1. ANN models of the current study: a) ETo estimation, b) soil 

moisture estimation in paddy field. 

Then, estimated ETo and precipitation data were used to 
estimate soil moisture (Fig. 1b). Soil moisture is usually 
determined by performing water balance analysis [1, 13]. The 
inflow of water balance consisted of precipitation and 
irrigation, while outflow consisted of crop evapotranspiration, 
runoff and deep percolation.  

However, the variables such as irrigation, runoff and deep 
percolation were not available because the typical of 
measurements are complicated and expensive tools, heavy 
labor and time consumption. Meanwhile, crop 
evapotranspiration is derived by multiplying ETo to crop 
coefficient determined by the FAO procedure [14], thus crop 

coefficient was selected as the third inputs of ANN model 
(Fig.1b).  

For this estimation, dynamic of ANN, similar to an auto-
regressive moving average (ARMA) model procedure, was 
adopted by considering historical output data [15, 16].  All 
input parameters data were normalized between 0 and 1 by 
using fixed minimum and maximum values. Normalization of 
data is important to avoid larger numbers from overriding 
smaller ones and to prevent premature saturation of hidden 
nodes, which impedes the learning process [5]. For hidden 
layer, total nodes of 8 were selected as moderate number to 
prevent excessively time-consuming in training process and to 
avoid incapability in differentiating between complex patterns 
due to few number of node in hidden layer. 

Back propagation was selected as the learning method, 
which is composed of two phases; first, propagation (forward 
and backward propagation), and second, weight update. A 
sigmoid function was selected as the activation by the 
following equations: 
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where xi, wi, n, g are the inputs, weights, number of inputs 

and gain parameter, respectively.  

The gain parameters are usually set to 1.0 and not 

changed by the learning rule. However, this fixed value 

probably caused local minima problem. Therefore, the gain 

parameter should be adjusted according to the degree of 

approximation to the desired output of the output layer [17]. 

Here, gain parameter is adjusted based on the following 

condition: 

  {
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where Ap is degree of the output layer, ep is error for 
pattern p, tp and op are observed and estimated output for 
pattern p, respectively. 

The observed data were divided into two data sets. The 
observed data from first paddy cultivation period were used for 
training process, while data from the second period were used 
for validation process. This kind of validation is called as a 
cross validation method [18, 19]. Then, developed ANN model 
was evaluated by comparing observed and estimated values of 
soil moisture using the indicator of coefficient determination 
(R

2
). The value of R

2
 ranged from 0.0 to 1.0 with higher values 

indicating better agreement. 
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III. RESULTS AND DISCUSSION 

A. Weather conditions during paddy cultivation periods 

Meteorological conditions in the first and second paddy 
cultivation periods are shown in Fig. 2-3. In the first paddy 
cultivation period, the meteorological parameters were 
characterized by low air temperature and high precipitation 
compared to the second period. The monthly average air 
temperature changed during in the end of 2010 and 2011, 
where its value was highest on November 2010 for the first 
period, and then it occurred on December 2011 for the second 
period. The highest average air temperature values were 
23.87

o
C and 24.49

o
C for first and second periods, respectively. 

The same situation occurred to precipitation in which highest 
total precipitation was 400.8 mm on December 2010 for the 
first period and its value was 369.6 mm on November 2011 for 
the second period. 
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Figure 2. Monthly average air temperature during cultivation periods. 
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Figure 3. Total precipitation during cultivation periods. 

B. Estimation of reference evapotranspiration 

Training process should be carried out firstly by ANN 
model to learn the pattern of observation data between the input 
and the output. In this process, a thousand iterations were 
performed to minimize the error of estimation. As the result, 
ANN model estimated ETo with R

2
 of 0.96 as shown in Fig. 4a. 

Then, the weights, results of training process, were used to 
estimate ETo using the second period data with the result as 
shown in Fig. 4b. Underestimation was occurred when ETo 
value was higher than 4.5 mm.  

However, with R
2
 of 0.95, the estimated ETo showed good 

agreement to the Hargreaves model. Therefore, ANN model 

can be used to estimate ETo using the inputs of maximum, 
average and minimum values of air temperature.  
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Figure 4. Model evaluation of ANN model for ETo estimation: a) training 

process, b) validation process. 

C. Estimation of soil moisture 

Dynamic of ANN model estimated soil moisture with R
2
 of 

0.80 and 0.73 for both training and validation processes, 
respectively (Fig. 5). In the training process, tight linear 
correlations between observed and estimated values of soil 
moisture were observed (Fig. 5a), thus more than 80% of the 
changes in observed soil moisture were well described by the 
model. Therefore, the weights, representation of relationship 
between the input and the output model, can be used to 
estimate soil moisture in paddy field with limited 
meteorological data. 

Fig. 5b shows the correlation between observed and 
estimated values of soil moisture in the second cultivation 
period as the result of validation process. ANN model 
estimated soil moisture with R

2
 values of greater than 0.72 

indicate the model’s performance.  

Thus, tight linear correlations between observed and 
estimated values of soil moisture by the ANN model (Fig. 5b). 
Accordingly, the estimation results in this study showed good 
agreement to the observed data, thus the proposed method can 
be accepted as suggested by the previous study [1]. 
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Figure 5. Observed and estimated soil moisture during cultivation periods: a) 

first period, b) second period. 

IV. CONCLUSIONS 

The current study proposed Artificial Neural Networks 
(ANN) models to estimate soil moisture in paddy field with 
limited meteorological data. Two ANN models were proposed, 
first model was developed to estimate reference 
evapotranspiration (ETo) using the maximum, average and 
minimum values of air temperature as the inputs. Then, 
estimated ETo and precipitation were used to estimate soil 
moisture by adopting dynamic of ANN in the second model.  

The proposed models were performed under different 
weather conditions between the two paddy cultivation periods. 
In the first model, ETo was estimated accurately with R

2
 of 

0.96 and 0.95 for training and validation processes, 
respectively. Then, the second model estimated soil moisture 
with R

2
 values of greater than 0.72 for training and validation 

processes suggested that the ANN model was reliably to 
estimate soil moisture in paddy field with limited 
meteorological data and without complicated and expensive 
tools, heavy labor and time consumption. 
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Abstract—The improvement of medical care quality is a 

significant interest for the future years. The fight against 

nosocomial infections (NI) in the intensive care units (ICU) is a 

good example. We will focus on a set of observations which 

reflect the dynamic aspect of the decision, result of the 

application of a Medical Decision Support System (MDSS). This 

system has to make dynamic decision on temporal data. We use 

dynamic Bayesian network (DBN) to model this dynamic process. 

It is a temporal reasoning within a real-time environment; we are 

interested in the Dynamic Decision Support Systems in 

healthcare domain (MDDSS). 

Keywords- Dynamic Decision Support Systems; Nosocomial 

Infection; Bayesian Network. 

I. INTRODUCTION 

The questions that interest health scientists become 
increasingly complex. For many questions, we need much time 
of analysis to generate significant quantities of complex 
temporal data that describe the interrelated histories of people 
and groups of people [8]. In Intensive Care Units (ICUs), 
physicians focus on the continuously evolution of patients. The 
temporal dimension plays a critical role in understanding the 
patients’ state.  

The development of methods for the acquisition, modeling 
and reasoning is, therefore, useful to exploit the large amount 
of temporal data recorded daily in the ICU. In this context, a 
Medical Decision Support System (MDSS) can be developed 
to help physicians to better understand the patient's temporal 
evolution in the ICU and thus to take decisions. 

In many cases, the MDSS deals with the decision problem 
according to its knowledge; some of this knowledge can be 
extracted using a decision support tool which is the Knowledge 
Discovery from Databases (KDD) [10] [14]. The goal of the 
KDD is to extract knowledge and to interpret, evaluate and put 
it as a valid element of decision support. 

The MDSS is well applied particularly to the prediction and 
shows significantly positive results in practice [7]. The control 
of the Nosocomial1 infections (NI) is regarded as a promising 
research field in the ICU [16]. These infections are contracted 
during the hospitalization.  

                                                           
1

 The term "nosocomial" comes from the Greek word "nosokomeion" to 

indicate the hospital
 

From this point of view, a KDD-based MDSS aims at 
helping the physicians, users of the system, to especially 
understand and prevent the NI. The MDSS for the fight against 
NI require temporal data analysis. The dynamic aspect of the 
decisions is related to the measurements recorded periodically 
such as the infectious examinations, the antibiotic prescribed 
before admission, etc.  

The objective is to daily predict the probability of acquiring 
a NI in order to daily follow-up the patient state using a KDD 
technique. With this intention, the data base must be pre-treated 
and transformed for a temporal data mining. The data mining 
technique must take into account the dynamic aspect of the 
decision. For this reason, we choose the Dynamic Bayesian 
Network (DBN) [9] [35] which are models representing 
uncertain knowledge on complex phenomena within the 
framework of a dynamic process. It is a question of obtaining 
knowledge models which evolve with time.  

This article is organized into five sections. In the second, 
we will present the theoretical background of our decisional 
context. In section 3, we will concentrate on our problematic 
which is the fight against the nosocomial infections. We will 
also discuss the dynamic aspect of the decision. In section 4, 
we will describe, the use of the Dynamic Bayesian Networks as 
a KDD technique for supporting the dynamic medical decision-
making. Concerning section 5, we will expose some results 
obtained by the application of the DBN for fight against NI. 
Finally, a conclusion and several perspectives will be proposed. 

II. KDD-BASED MDSS: SOLUTION EXPLOITED FOR THE 

MEDICAL FIELD 

The decision is often regarded as a situation of choice 
where several solutions are possible; among them one is "the 
best" [34]. To decide is to choose in a reasonable way an 
appropriate alternative; it is a question of making a decision 
during a complete process [40]. Decision support systems play 
an increasingly significant role in medical practice. While 
helping the physicians or other professionals of the medical 
field to make clinical decisions, the MDSS exert a growing 
influence on the process of care for improved health care [30]. 
Their impact should be intensified because of our increasing 
capacity to treat more data effectively [21].  

The MDSS can help the physicians to organize, store, and 
extract medical knowledge in order to make decisions. This can 
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decrease the medical costs by providing a more specific and 
more rapid diagnosis, by a more effective treatment of the 
drugs prescriptions, and by reducing the need for specialists’ 
consultations [32]. Within this framework, we are interested in 
the MDSS allowing controlling the NI which constitute a 
significant challenge of modern medicine and which are 
considered as one of the most precise indicators of the care 
quality of the patients [11].  

In medical decision making, Knowledge Discovery from 
Databases (KDD) [10] [14] is critical. In fact, knowledge, 
which is hidden in patient records, is valuable to provide 
precise medical decisions such as the diagnosis and the 
treatments. Indeed, traditional tools of decision support 
(OLAP, Info-center, dashboard, ERP, etc.) leave the initiative 
to the user to choose the elements which he/she wants to 
observe or analyze. However, in the case of KDD, the system 
often takes the initiative to discover associations between data. 
It is then possible, in a certain manner, to predict the future, 
according to the past. 

The KDD is an interactive and iterative process aiming at 
extracting new, useful, and valid knowledge from a mass of 
data. It proceeds in four phases [10] [20] (Fig. 1):  

1) Selection of the data having a relationship with the 

analysis requested in the base;  

2) Cleaning of the data in order to correct the inaccuracies 

or data errors and transformation of the data into a format 

which prepares them for mining;  

3) The data mining, application of one or more techniques 

(neural networks, bayesian networks, decision tree, etc.) to 

extract the interesting patterns. A variety of KDD techniques 

were developed in the last few years and applied to the medical 

field; and 

4) Evaluation of the result allowing estimating the quality 

of the discovered model. Once knowledge is extracted, it is a 

question of integrating it by setting up the model or its results 

in the decisional system. 
 

 

Figure 1.  KDD process 

Various research tasks previously applied the assistance to 
the medical decision-making based on the KDD for the fight 
against NI [3] [4], there is no study (as far as we know) which 
addressed the dynamic aspect of the medical decision in this 
context. 

III. DBN-BASED MDDSS: SOLUTION EXPLOITED FOR 

THE NI CONTROL 

A. Dynamic context 

This article lies within the scope of a project aiming at 
fighting against NI2 in the Intensive Care Unit in the Teaching 
hospital Habib Bourguiba in Sfax, Tunisia [1] [23] [24] [27] 
[26] [41]. Some work proposed NI control systems based on 
the KDD techniques [3] [4]. This Work shows their 
effectiveness and their capacity to produce useful rules. But, 

                                                           
2 

An infection is typically regarded as nosocomial if it appears 48 hours or 

more after hospital admission
 

their direct use by doctors appears difficult to us. A study on a 
prevalence of NI occurrence in the Teaching hospital Habib 
Bourguiba in Sfax, Tunisia, showed that 17,9 % of the 
hospitalized patients were victims of a NI during 24 hours [16]. 

The decision problematic on the patient state must envisage 
and prevent the NI occurrence. The risks of this infection can 
weaken the patient or delay his cure. The risk of infection is 
mainly conditioned by the fragility of the patient and the ICU 
techniques used for its survival. Our objective is to predict the 
NI occurrence each day during the hospitalization period. 

The dynamic aspect is observed on various levels of 
decision-making [38]. It is indispensable to take into account a 
set of critical factors of decision which are identified by the 
assistance in particular interviews with some of the ICU 
physicians. The identification of the factors supporting the 
appearance of the infections is a very significant stage which 
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influences the results of the decision-making. These factors are 
classified into two categories: 

1) Static data: patient admission data (age, gender, weight, 

entry and exit dates, antecedents), the SAPS II3 score ([5] [31] 

proved that this score measured in the first 24 hours of the 

intensive care is an indicator of NI risk) and the Apache 

categorization 4  [18]. These data can help to determine the 

patients’ fragility to the nosocomial infections. 

2) Temporal data: control measurements to take each day 

(intubation, Central Venous Catheter (C.V.C.) [33], the urinary 

probe [13], Infectious examinations [16] [37] [42] and the 

catch of antibiotics. 

At each day i (1 i  hospitalization duration), the decision 
on the patient state depends on the NI probability pi and thus 
on the values of the factors (static and temporal data) described 
above to the current day but also to the previous days, as well 
as to all the knowledge obtained by learning in time and 
recording former events. In fact, a basic decision is taken at the 
admission of the patient (t0). The future decision refers to a 
decision to be made after the consequences of a basic decision 
become (partially) known. A future decision is linked to the 
basic decision because the alternatives that will be available in 
the future depend on the choice made in the current basic 
decision. As time moves on, the future decision at current stage 
(t) becomes the basic decision at the next decision stage (t+1), 
when a new knowledge extracted by data mining (probability 
of acquiring a NI) and future decision should be addressed. 
This link repeats itself as long as the patient is hospitalized (cf. 
Fig. 2). The learn-then-decide-then-learn pattern describes how 
the decision-maker responds to new knowledge gained during 
the decision-making process. The elements described above, 
especially the existence of linked decisions, clearly show that 
decision-making in NI control is a dynamic process. In this 
scope, the decision-making process requires the consideration 
in time of linked or interdependent decisions, or decisions that 
influence each other. This dynamic decision-making pattern is 
a chain of decide, then learn; decide, then learn more; and so 
on. Such a system is so called Medical Dynamic Decision 
Support System (MDDSS). 

 

Figure 2.  Temporal factors for the NI prevention 

The MDDSS aims at the daily estimation of the NI 
occurrence probability, in percentage, during the ICU patient 

                                                           
3 

Simplified Acute Physiology Score II:  is used to evaluate and compare the 

gravity of the patients to the intensive care. It is about a predictive model of 

mortality of the patients.
 

4 
classification of the previous patient state that is statistically related to the 

appearance of NI
 

hospitalization. This probability is calculated using a KDD 
technique. It is the content of the following section. 

B. Dynamic KDD technique 

Because of their capacity to represent uncertain knowledge, 
Bayesian networks (BN) play an increasingly important role in 
many medical applications. They have been introduced in the 
1980s as a formalism of representation and reasoning with 
models of problems involving uncertainty and adopting 
probability theory as a basic framework. Research to explore 
the use of this formalism in the context of medical decision 
making started in the 1990s [36] [29]. 

The medical literature contains many examples of the BN 
use. We can quote a BN model developed to assist clinicians in 
the diagnosis and selection of antibiotic treatment for patients 
with pneumonia in the ICU [28]. Burnside and al. [6] proposed 
the use of BN to predict Breast Cancer Risk. 

A BN is a Graphical model (marriage between probability 
theory and graph theory). It is a graph with probabilities for 
representing random variables and their dependencies. It 
efficiently encodes the joint probability distribution (JPD) of a 
set of variables. Its nodes represent random variables and its 
arcs represent dependencies between random variables with 
conditional probabilities. It is a directed acyclic graph (DAG) 
so that all edges are directed and there is no cycle when edge 
directions are followed [15] [19]. 

The joint probability distribution of random variables S = 
{X1, … , XN} in a Bayesian network is calculated by the 
multiplication of the local conditional probabilities of all the 
nodes. Let a node Xi in S denote the random variable Xi, and 
let Pa(Xi) denote the parent nodes of Xi. Then, the joint 
probability distribution of S = {X1, … , XN} is given by (1): 

P(X1, X2, …, XN} = 



N

i 1 p(Xi | Pa(Xi))                   

Unfortunately, a problem with the BN is that there is no 
mechanism for representing temporal relations between and 
within the random variables. For this reason, to represent 
variables that change over time, it is possible to use Dynamic 
Bayesian Networks (DBNs) [9] [35].  

DBN encodes the joint probability distribution of a time-
evolving set of variables X[t] = {X1[t],…, XN[t]}. If we 
consider T time slices of variables, the dynamic Bayesian 
network can be considered as a "static" Bayesian network with 

T  N variables. Using the factorization property of Bayesian 
networks [9] [35], the joint probability density of XT = 
{X[1],…, X[T]} can be written as (2): 

P(X[1], …, X[N]} = 



T

t 1




N

i 1 p(Xi[t] | Pa(Xi[t]))  Where 
Pa(Xi[t]) denotes the parents of Xi[t]  

DBNs are a generalization of Kalman Filter Models (KFM) 
and Hidden Markov Models (HMM). In the case of (HMM), 
the hidden state space can be represented in a factored form 

 

Time (in days) ICU Patient 
admission 

 1 day  2 days n-1 days 

P0= x% P1= x1% =                        
P (measures/x) 

P2= x2% =                              
P (measures/x1) 

Pn-1= x n-1% =                                
P (measures/xn-2) 

… n days 

Pn= xn% =                                
P (measures/xn-1) 

End of hospitalization 

Collected 
data 

Measures Measures Measures Measures 
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instead of a single discrete variable. Usually dynamic Bayesian 
networks are defined using the assumption that X[t] is a first 
order Markov process [35] [39]. 

In the context of the NI prevention, the DBN technique 
uses fixed and temporal variables presented in the following 
section. 

IV. DBN APPLICATION FOR THE DATA MINING 

A. DBN variables 

Our study concerns the application of the DBN technique 
on a temporal medical data base containing 280 patients’ data.  

The data acquisition and selection is the first KDD-based 
MDDSS phase. It concerns the implementation of the temporal 
data base that consists on a large collection of time series. It is 
a succession of couples < (v1,t1),(v2,t2)…,(vi,ti),…> where vi is 
a value or a vector of values taken at a moment ti. The values vi 
of a sequence are often real numbers [12]. In our context, the 
time series are a set of daily sequentially recorded values. The 
data pretreatment allows applying scripts to prepare useful 
variables for the knowledge extraction: (1) fixed data having 
only one value during the hospitalization period of a patient; 
and (2) temporal data having a value for each time serie (day) 
during the hospitalization period. 

The estimation of the NI occurrence probability of the 
patient is represented by the following variables (table 1): 

TABLE I.  VARIABLES OF BAYESIAN NETWORKS 

Fixed variables 

Code Wording 

Sex Patient gender 

age1 Patient age 

Periode_entr Indicates the entry season in ICU 

Orig  Origin 

Detorig Origin details 

priseAnti Antibiotic catch 

Knaus Apache categorization of the previous patient state. 

Cissue Issue : the patient is dead or survived 

Diag Diagnosis 

Ant Antecedent 

Result Static NI prediction probability 

Temporal variables 

Code Wording 

dsj Difference between ICU admission and exit dates  

acti Act carried out at the day i 

cissuei Issue 

examinfi Infectious examinations at the day i 

sensi 

Sensibility to the germ (causing the Infectious 

examinations at the day i) to the prescribed 

antibiotic 

resulti dynamic NI prediction probability at day i 

The theory of the Bayesian Networks allows us to represent 
relationships between these observed variables in a 

probabilistic way which is well adapted to the uncertainty 
inherent to medical questions. 

B. Construction of knowledge model on fixed data (Static BN) 

Causal links between the fixed variables are represented on 
figure 3. However observations made on a one static BN for a 
patient are not sufficient to estimate the NI occurrence 
probability. 

 

Figure 3.  Causal links in static Bayesian network (static extracted knowledge 

model) 

The extracted model could detect relations between logical 
variables like the relation between the age and the antecedent, 
between the age and cissue (the patient deceased or is 
survived). However obtained graph, contains "illogical" links 
between the nodes (for example, the age acts on the antibiotic 
catch). We also noted missing links which present interesting 
independence relations (For example, the relation between 
result and cissue). 

The probabilities are calculated using P(Vi|C) with: 

 Vi : the node (sex, age1, periode_entr… diag1) having 
discrete values, and  

 C: the class to be predicted (cissue and result) having 
Boolean values (yes/no): the patient catches a NI or not 

We obtain a static Bayesian Network: a causal graph with 
the probabilities associated to each node. The use of the 
probabilities and the causal graph provide knowledge models 
which are not very rich. So, experiments made with this BN 
showed that the prediction was instable and could produce false 
alerts. In order to represent the influence of past events over the 
present state of the patient, it is necessary to extend this model 
into a dynamic BN. 

C. Construction of knowledge model on temporal data (DBN) 

The Figure 4 shows a dynamic extracted model based on 
temporal variables. The causal graph represents the 
interdependence between the temporal variables. We used for 
this dynamic structure the values of each time serie (act1… 
act10, exinf1… exinf30)

5  connected directly with the two 
predictive nodes which are the result and issue.  

                                                           
5 

In our context, we have 10 acts and 30 infectious examinations carried out 

daily to the patients.
  

age 1 Periode_entr

detorig
act 1priseAnti

cat knaus

origsex

cissue act 1diag1 diag2 ant1

result
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Figure 4.  Causal links in Dynamic Bayesian Network (extracted model for 

t=n) 

The principle of our Dynamic Bayesian Network can be 
defined by: 

 At t=0, we use extracted static knowledge model 
(figure 3) 

 For 1  t  T (patient hospitalization duration): 
unrolling the extracted temporal knowledge models 
(figure 4). 

We obtain a final Dynamic Bayesian Network that has the 
following causal graph (figure 5). 

The distribution result of the joined probabilities is given by 
(3): 

P(         ) = ∏ ∏ P(       
  P ( 

          
 )) 

   

With:  

 T is the interval of hospitalization time,  

 N is the total number of the variables for each 
extracted model. 

The DBN application gives good prediction results 
presented in the next section. 

V. PREDICTION RESULTS 

This section presents the prediction results of an 
experimentation conducted over more than one year in the ICU 
of the teaching hospital Habib Bourguiba in Sfax, Tunisia.  

After having generated many bases of examples, we 
applied our algorithm to real data coming from the ICU. We 
could extract knowledge models and transform them 
automatically to obtain probabilistic, quantitative and 
qualitative prediction results. These prediction results of our 
system are reliable to 74%, which is very encouraging. 

Indeed, our study relates to the prediction of the patient 
state. This prediction is dynamic; it evolves throughout the 
patient hospitalization by new measurements. 

 

Figure 5.  The causal graph of the Dynamic Bayesian Network 

With each dayi of the patient hospitalization, we could 
envisage his state at the future by a probability, which will be 
used, in the prediction of the dayi+1, with these measured 
observations.  

We used a base of test which contains 58 cases (patients), 
for the performance evaluation of the system. We obtained the 
results given by the matrix of confusion6 represented by the 
table 2. 

                                                           
6  

Yes : to have a NI -  No : not to have a NI - Total : the total of the 
predictions 

TABLE II.  THE CONFUSION MATRIX OF THE RESULTS PROVIDED BY THE 

DYNAMIC BAYESIAN NETWORK 

 Predicted 

Negative Positive 

Actual 
Negative 34 7 

Positive 8 9 

We calculated the rates of evaluation starting from the 
prediction results obtained by our structure elaborated by the 
DBN. We found that the classification rate was correct to 0.74, 
the positive capacity of prediction = 0.56 and the negative 

result n cissue n

dsj act 1 act 2 act 10

examinf 1 examinf 2 examinf 30

…..

…..

Patient 

admission 

t0

Day 1

t1

Day n

T

TimeP0=x0% P1=P(result1/x0, measures)

= x1%
Pn=P(resultn/xn-1, measures)

= xn%

result 1 cissue 1

dsj act 1 act 2 act 10

examinf 1 examinf 2 examinf 30

…..

…..

result n cissue n

dsj act 1 act 2 act 10

examinf 1 examinf 2 examinf 30

…..

…..

…

age 

1

Periode_entr

detori

g

priseAnti
cat knaus

origsex

cissue act 

1

diag1 diag2 ant1

result
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capacity of prediction = 0.81. The generated observed vs. 
predicted results given by the table 2 are represented by the 
histogram (cf. Fig. 6).  

An extension of the prediction phase could then be 
improved. With our current system, the prediction is made 
offline i.e. daily after the acquisition of all the data collected 
during the last 24 hours of hospitalization for a patient. This 
prediction can be improved so that it is carried out at each 
observation detected by our system and at every moment. 

 

Figure 6.  Prediction results 

VI. CONCLUSION 

In this paper, we described an application of decision 
support system to the hospitalized patients in the ICU. This 
system aims at helping the physicians to estimate the NI 
appearance. The decision given by this system is dynamic 
because it is based on the patient state described in terms of a 
set of temporal factors of which the unit of time is the day. The 
dynamic decision system evolves and proceeds in several 
stages corresponding to the increasing levels of the patient 
situation comprehension (scale of time). On each level, a set of 
knowledge can be generated. 

In this study we used the KDD as a decisional tool. A data 
pre-treatment is used in order to transform medical data into 
standardized data usable by the system. The KDD technique 
used is the Dynamic Bayesian Networks (DBN). It is used for 
the modeling of complex systems when the situations are 
dubious and/or the data are of complex structure. In our case, 
the complexity of the data is due to the fact that they are 
temporal and not regular. 

We have implemented the dynamic BNs based on fixed (at 
t=0 that gives a static BN) and temporal data (daily taken 
measurements during the hospitalization stay). The application 
of the developed models for the NI prediction gives good 
results.  

VII. FUTURE WORK 

Under the angle of the Human-Computer Interaction (HCI) 
and basing on this experiment in the medical field, our research 
perspectives are related to the design and the evaluation of a 
MDDSS based on a KDD process. We are confronted to the 
need to develop a specific methodology for the design and the 
evaluation of DSS based on the KDD while taking starting 
point the criteria, methods and techniques resulting jointly from 
the HCI field [2] [22] and the visualization field [25]. This last 

technology makes it possible to present the data and knowledge 
in a visual form making it possible to the user to interpret the 
data, to draw the conclusions as well as to interact directly with 
these data. It is considered that the visualization techniques can 
improve the current KDD techniques by increasing the 
implication of the user and his confidence in connection with 
the observations discovered [17]. Such a methodology of 
evaluation must allow the study of cognitive and emotional 
experience of the DSS users for the fight against the 
nosocomial infections [43]. 
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Abstract—Location management refers to the problem of 

updating and searching the current location of mobile nodes in a 

wireless network. To make it efficient, the sum of update costs of 

location database must be minimized. Previous work relying on 

fixed location databases is unable to fully exploit the knowledge 

of user mobility patterns in the system so as to achieve this 

minimization. The study presents an intelligent location 

management approach which has interacts between intelligent 

information system and knowledge-base technologies, so we can 

dynamically change the user patterns and reduce the transition 

between the VLR and HLR. The study provides algorithms are 

ability to handle location registration and call delivery. 

Key words: Baste Station; MSC; HLR; VLR; IMEI; MT; Fuzzy 

Logic; Fuzzy databases. 

I. INTRODUCTION 

Recent advances in communication technology have 
created the opportunity for mobile terminals to receive many 
services that were, until not long ago, only available to tethered 
terminals. This system to support large scale mobility was the 
advanced mobile phone system. A new digital system, personal 
Communication System (PCS) provides voice as well as data 
services to wireless users. PCS works in the GSM 800/1900 
MHz spectrum. There are competitive standards for analog, 
digital, and PCS system throughout the world [1].   

One of the challenging tasks in a PCS environment is to 
efficiently maintain the location of the PCS subscribers in 
GSM who move around freely with their wireless unit. In India 
TRAI (Telephonic Regulatory Authority of India) is used for 
managing location information of the subscribers and enabling 
them to send and receive calls and other services such as 
messaging and data service.  

 

 

 

 

 

 

Figure 1. Sample Location Areas  

The cells are established as we have shown in figure 1, 
using which mobile subscribers move between them and he 

make calls for transmitting voice/data.  

The network reference model of a Personal Communication 
System in GSM network is shown in figure 2 we refined for 
supporting and understanding of my work .It consists of the 
following components [2]. 

Home Location Register (HLR): Maintains the profiles of 
the entire subscribers that are registered with the home 
network. When a mobile subscriber roams to another area, it 
has to register with the Visitor Location Register (VLR) of that 
area. The HLR maintains a pointer to the VLR which currently 
serve the mobile. 

Visitor Location Register (VLR): Supports registration, 
authentication, and call routing to/from a mobile while it is 
away from its home area. Each MSC has a VLR to holds the 
data relevant for handling calls from and to the MSs that are 
currently located in its area.   

The relevant data is downloaded from the home HLR when 
the mobile subscriber switches on the mobile handset in the 
area of the visited MSC thereby initiating the process of 
registration.  VLR holds the exact location of the MS and keeps 
on updating the location as the mobile move across its area. 

Figure 2. Network Reference Model 

Mobile Switching Center (MSC): Responsible for 
switching the voice/data connection to the mobile host.  

GMSC is Gate way Mobile Switching center which can 
route the calls from PSTN. 
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Base Station (BS): The base station is the gateway between 
the wireless network and wired network. It provides the 
wireless connection to the mobile subscribers within its 
coverage area (Cell). A set of base stations are connected to the 
MSC through a Base Station controller.  

Authenticating Center (AC or AuC): The Authentication 
Center is a workstation system, which authenticates 
subscribers. AuC needs to access user information for 
authentication process so it is co-located with HLR.   

Equipment Identify Register (EIR): It is a database which 
stores information for the identification of mobile units. 

Public Switched Telephone Network (PSTN): This 
component refers to the regular wired line telecommunication 
network which is commonly accessed by landline calls. 

Integrated Service Digital Network (ISDN): It is a wired 
line network which provides enhanced digital services to 
subscribers.  

For supporting our work, we studied Nellore District BSNL 
office functionality and we find the existing architecture for 
GSM network as shown in figure 3.   

Every subscriber is registered with a home network, the 
HLR of which maintains the subscriber‟s current physical 
location. This physical location is the LAI is the ID of the MSC 
currently serving the subscriber. If the subscriber has moved to 
another region then he/she has to register with the VLR that 
covers the new region. During registration, the VLR will 
contact the subscriber‟s HLR, and the HLR will update its 
database to reflect the new location of the subscriber. If the 
mobile has registered with some other VLR before, HLR will 
send a registration cancellation message to it.  

Present system is having the disadvantage in call setup and 
call delivery using the traditional centralized database system.  

One disadvantage is that since every location request as 
well as location registration are serviced through a HLR, in 
addition to the HLR being over loaded with database lookup 
operations [1] [3] [6]; the traffic on the links leading to the 
HLR is heavy. The other disadvantage is that any HLR to be 
unreachable even though mobiles may be roaming and away. 

 

In view of above disadvantages, we are proposing 
intelligent location management approaches for to overcome all 
the disadvantages faced by the system. This effort will reduce 
the transition time between the VLR and HLR databases when 
the common MS roams to that MSC services area  

In this paper, fuzzy logic concept is used for supporting 
proposed intelligent location management schemes, fuzzy logic 
deals with vague, doubtful and ambiguous data for giving 
better results for uncertain data in mobile networks. Vagueness 
or doubtfulness means that cannot be defined or determined 
data. In general, vagueness is as associated with the difficulty 
of making sharp or precise distinctions in the world. That is 
some domain of interest is vague if it cannot be delimited by 
sharp boundaries [14].  

Ambiguity is associated with one-to-many relations that are 
situations in which the choice between two or three more 
alternatives is left unspecified. In this is paper we are proposing 
the techniques that can work easily to see that the concept of a 
fuzzy sets provides a base mathematical framework for dealing 
with vagueness.  

Section 2 describes the existing databases system and 
approaches, section 3 describes the proposed intelligent system 
and concluding remarks is presented in section 4.  

II. BACKGROUND AND EXISTING SYSTEM 

Location management includes two major tasks: Location 
registration and call delivery. Location registration procedures 
update the location database (HLR and VLRs) when an MT 
moves into different location area. Call delivery procedure 
locate a Mobile Station (MS) based on the information 
available at HLR and VLRs when a call for the MS is initiated. 

In GSM network, there are two kinds of databases:  HLR 
and VLR are used to store the location information of MSs. 
The whole network coverage area is divided into cells as 
shown in figure 1.  

There is a base station installed in each cell and an MS 
within a cell communicates with the network through a base 
station. These cells are grouped together to from a larger area 
called a registration area (RA)/Location Area (LA).  

  

Figure 3. GSM Architecture for BSNL service provider  
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All the base stations belonging to one LA are wired to a 
mobile switching center (MSC) through BTS and BSC which 
serves as the interface between the wireless and the wired 
networks. In this paper, we assume that one VLR is associated 
with each MSC as we shown in figure3. 

A Location Area (LA) as shown in figure 3 is defined as a 
group of cells. Within the network, a subscriber location is 
known by the location area which they are in and is controlled 
by a Base Station Controller (BSC). The identification of a 
location area in which an MS is currently located is stored in 
the VLR. 

When a MS crosses a boundary from a cell belonging to 
one LA into a cell belonging to another LA, it must report its 
new location to the network. When a MS crosses a cell 
boundary within a location area, it does need to report its new 
location to the network. But when a MS leaves the MSC 
service area, the scenario changes and updating information is 
increased. The VLR is always integrated with the MSC as 
shown in figure 3 and there is one VLR for each MSC service 
area. 

The VLR can be regarded as a distributed HLR as it holds a 
copy of the HLR information stored about the subscriber [5]. 
The data stored includes: 

1) Mobile subscriber Roaming number (MSRN) 

2) Service type (services that the subscriber is allowed to 

access)  

3) Current location   

4) HLR address Ciphering keys  

5) Billing information  

6) International Mobile Subscriber Identity (IMSI) 

7) Subscribers phone number 

8) Access point subscribed (GPRS) 

9) Temporary Mobile Subscriber Identity (TMSI) 
When a subscriber roams into a new MSC service area, the 

following steps occur in figure 4 [5] 

                  

 

 

 

 

 

 

 

 

 

 

 

Step1: The VLR checks its database to determine whether 
or not it has a record for the MS. And this checking is based on 
the subscribers IMSI. 

Step2: VLR sends a request to the subscribers HLR for a 
copy of the MS„s subscription when it does not find any record 
for the corresponding MS 

Step3: the HLR passes the information to the VLR and 
updates its location information for the subscriber. 

Step4: the HLR instructs the old VLR to delete the 
information that was stored in the database. 

Step5: the VLR stores its subscription information for MS, 
including the latest location and status (idle). This maintains of 
two databases at HLR and VLR gives a flexible mechanism to 
support call routing and dialing in a roaming situation. 

Two major steps are involved in call delivery: determining 
the serving VLR of called MT, and locating the visiting cell of 
called MT. The following step occurs in call delivery shown in 
figure 5 [5] 

 

 

 

    

 

 

 

 

 

 

 

 

 

Step1: Calling MT sends call initiated signal to its serving 
MSC through the base station. 

Step2: MSC of calling MT, calling MSC, sends the location 
request message to HLR of called MT. 

Step3: HLR of called MT determines the current serving 
VLR of called MT and sends the route request message to the 
associated MSC, called MSC. 

Step4: Called MSC determines the cell location of called 
MT and assigns temporary location directory number (TLDN) 
to called MT. called MT MSC then sends this routing 
information (TLDN) to HLR 

Step5: HLR forwards TLDN to calling MSC 

Step6: calling MSC requests a call setup to called MSC 
through the SS7 network.  

In the existing system, when subscriber is moved from one 
base station to other base station, subscriber‟s details are 
transferred to another base station VLR (data is transferred 
from HLR). If call is disconnected the same record stored at 
VLR is deleted automatically. For solving above problem we 
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are proposing new approaches and these approaches are 
motivated from several works which were already done.  In 
past studies [6] they proposed a novel mechanism for the VLR 
interaction methods where it has been given the potential to be 
intelligent to find the common users for the MSC service area. 
This effort will reduce traffic load and also improve spectrum 
efficiency. Moreover they concluded that, it reduces transition 
between VLR and HLR Therefore, it can play a significant role 
to support large number of traffic in the future cellular 
networks. In work [7] similar to [6] but they proposed fVLR, 
registration procedure of a mobile station location is described 
and a call setup procedure. They said to store and manage 
subscriber visits in fVLR database of which a mobile user 
frequently visits location. And then when set up the call path 
between mobile users, the VLR of the caller queries callee‟s 
fVLR for searching the location of callee instead of requesting 
to HLR of the callee.  In this work fVLR can be well applied to 
the mobile users that live a well regulated life.  In another study 
[10] proposed intelligent approach by taking the User Profile 
History (UPH); to reduce the location update cost. They 
obtained results the efficiency of UPH in significantly reducing 
the costs of both location updates and call delivery. In another 
study [12] proposed fuzzy logic approaches for user location 
tracking which is highly motivated us to work on these 
approaches for location management. In this study [13] 
demonstrate the sum of update and lookup costs of the location 
database must be minimized. Along with these  

As per intelligent database system for location 
management, record will not be removed immediately from the 
VLR even subscribers is changed his/her MS. Proposed system 
will store for few days if any repetitions calls to the same base 
station occurs. Its means that system will act intelligently to 
take the decision, then removes the record from the VLR.  

III. PROPOSED SYSTEM 

Usually when the Mobile Station leaves one MSC service 
area to another, all the information related to the Mobile 
Station user is deleted (based on the subscribers IMSI or 
TMSI). Here in the proposed method deletion will be done 
depending on a decision that will be taken after doing some 
analysis during certain amount of time frame: 1) The VLR will 
have been observing the mobile station roaming habit for some 
days , for example  „n‟ days. 2) The VLR will also observe the 
time when the Mobile station roams into the MSC area. 
Depending on these data, a query will be done and the result of 
the query will help to decide that whether the information of 
mobile station will be stored inside the VLR or be dropped.  
The goal of the query is to find those mobile users who used to 
visit the MSC service area at least once regularly during the 
observation period. The found regularly visiting Mobile station 
will be termed as common mobile station. Some information 
like account balance, service validity and service that 
subscriber is allowed to access, is always needed to be updated. 

A. Proposed Model Scenario 

Let us consider a Mobile Station user travels 115 km daily. 
He lives at „Nellore‟ and goes to his office at „Rajampet‟ which 
is 115 km apart from his house. Since he is to drop his wife and 
daughter at „Podalakur‟ and „Rapur‟ respectively, he is to travel 
same path daily. Now the VLR1 will find that the person leaves 

this area at 8 am and returns at 8 pm. And the VLR2 of MSC 
service area will find that the person enters this service area at 
8.30 am and leaves at 8.40 am daily. Similarly we assume, the 
possible roaming time in different MSC service area (here in 
this kadapa area is come MSC1/VLR1 and Rajampet comes in 
MSC2/VLR2 area). The same information is used for call 
delivery strategy.   

In this paper, we are proposing intelligent location 
management scheme for finding the frequently visited mobile 
subscribers in particular location area, as we said above use 
fuzzy logic, the fuzzy sets within the field of decision making 
have for the most part consisted for extensions or 
“fuzzifications” of the classical theories of decision making.  

Classical decision making generally deals with a set of 
alternatives comprising the decision space, a set of states of 
nature comprising the state space, a relation indicating the state 
or outcome to be expected from each alternative action. 

B. Decision making of intelligent database VLR using Fuzzy 

Logic  

Now we consider during the „m‟ days of observation 
period, the number of roaming users is „N‟ on all (week) 
working days respectively in Mobile Switching Center service 
area.  Then, the observation set for each day can be considered 
as follows. For example, a mobile subscriber roams from LA1 
to LA2 frequently, intelligent system process the following: 

Subscriber moves from LA1 to LA2, subscriber profile reads 
from HLR and sends to existing VLR for subscriber identity to 
make a call. The subscriber moves from existing LA2 to LA3 
and then subscriber record will be deleted automatically and 
subscriber‟s identity will be send to LA3. Suppose, if 
Subscriber again visits LA2, subscriber profile reads from HLR 
and is send to VLR for identity, which we are presented in 
scenario model. But, here we have to remember one thing, that 
how many times the mobile subscriber visits or roams in one 
particular LA, this is called uncertainty. In this paper, we are 
presenting the fuzzy decision making for handling such 
uncertainties to retrieve subscribers records from VLR 
database.  The fuzzy model of decision making is proposed by 
Belleman and Zadesh [1970] [11], which we are illustrating by 
a simple example. Suppose we choose different LA and their 
VLR sets which are mentioned below in mobile switching 
center: 

 Fuzzy Set= {(LA1, VLR1), (LA2, VLR2)… (LAn, VLRn)} 

The characteristics function of a crisp set assigns a value of 
either 1 or 0 to each individual in the universal set, thereby 
discriminating members and nonmembers of the crisp set under 
consideration. This function can be generalized such that the 
value assigned to the elements of the universal set fall within a 
specific range and indicate the membership grade of these 
elements in the set in question. Larger values denote higher 
degree of set membership. Such a function is called a 
membership function and the set defined by it‟s a fuzzy set 
[11].  The range of values of membership functions is the unit 
interval [0, 1]. Here each membership function maps elements 
of a given universal set X, which is always a crisp set, into real 
numbers in [0,1] 

VLR database 

Table 1: Visiting Counts in VLR database: Regular visits in 7 days  
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The membership function of fuzzy set A is defined by a,  

A:     X [0, 1] 

Once a fuzzy decision has been arrived at, it may be 
necessary to choose the “best” single crisp alternative from 
this fuzzy set. A fuzzy set may be represented by a meaningful 
fuzzy label. A reasonable expression of these concepts by 
trapezoidal membership S1, S2, S3 these functions are defined 
on the interval [0, 20]. For example, “Low_visits”, 
“Medium_Visits”, “High_Visits” are linguistic variable for 
fuzzy set frequently visited locations maintained in mobile 
VLR databases. The linguistic representation is as follows:  

 

  

 

 

 

 

 

    

 
 

 

 

 

 

Suppose, if we assume three mobile subscribers they are 
visiting and registered at VLR1 database.  

Mobile-subscribers set = {(S1, 5), (S2, 12), (S3, 17)} as we 
shown in table 1. 

TABLE I. VISITORS INFO IN VLR DATABASE 

 

 

 

 

 

In this above table, if we observe S1 has visited 5 times on 
the days of 3, 5, and 6 in a 7 day format. That means he/she has 
visited more than one time in day. The decision making 
scenario using fuzzy logic is, so we can calculate maximum 
number of times visited to VLR1 in LA1, the membership 
degree is: 

Subscriber S1 visited to VLR1 5 times 

Subscriber S2 visited to VLR1 12 times 

Subscribers S3 Visited to VLR1 17 times  

Membership degree for subscriber S1 is 8-5/5 = 3/5 =0.6 

Membership degree of subscriber S2 is 14-12/5= 2/5=0.4 

Membership degree of subscriber S3 is 18-17/5=1/5=0.2 

The intersection for fuzzy set is  

μA∩B (x) = Min [μA(x), μB(x)]  

Therefore, to find the frequently visited subscriber is  

= Min [S1/0.6, S2/0.4, S3/0.2] or Min [0.6, 0.4, 0.2] 

= S3 (0.2)  

= Frequently visited Subscriber is S3            

This fuzziness allows the decision maker to frame the 
goals and constraints in vague, linguistic terms; which may 
more accurately reflect the actual state of knowledge. In this 
model, we have shown to stored the linguistic values in fuzzy 
VLR in figure 7. 

 

 

 

 

 

 

 

 

 

 

 

 

As we shown in figure 7 VLR database is divided into two 
tiers one is low-tier and second one is high-tier DBs. They are 
represented as V (Traditional VLR) and V1 (Fuzzy VLR). 
When the subscribers come into LA, MS functions checks in V 
and V will check at V1, if it found that there is no need to 
search the subscriber‟s profiles from the Home Location 
Register (HLR). i.e. there are two operations are performed in 
this system. They are VLR traditional (tier1)      VLR fuzzy (tier2).  
Immediately VLR fuzzy (tier 2)        VLR traditional (tier1) transfers the 
old record to VLR. In this scheme, VLR fuzzy is stores the 
information if subscribers are frequently visited subscribers in 
that location area. Record will be deleted after specified period 
automatically from both the VLRs.   In this case, the fuzzy 
constraints may be defined on the set V and fuzzy goals on the 
set V1 such that             

        μC: V        [0, 1] and μG:   V1        [0, 1]  

 function f can then the defined as a mapping from the ser 
of actions V to the set of outcomes V1   f: V      V1 such that a 
fuzzy goal G defined on set V induces a corresponding fuzzy  

 

 

goal G‟ on the set V, thus μG‟(x) = μC(x) a fuzzy decision D 
may them be defined as the choice that satisfies both the goals 
G and the Constraints C. if we interpret this as a logical, we 

ID 
Common 

Visits 

Current 

visits 

S1 3,5,6 5 

S2 2,3,4 12 

S3 3,4,5 17 

μD(x) = Min [μG(x), μC(x)] 
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1,    No_of_visits ≤ 4 

0,    No_of_visits ≥ 8 

Low_ Visits    = 

-paid(   = 

(8-No_of_visits)/5, 4< No_of_visits < 8 

(No_of_visits-12)/5, 9< No_of_visits < 12  

0,    No_of_visits ≤ 8  

1,     14 < No_of_visits ≥ 15 

Medium_Visits   =  
(14-No_of_visits/5, 12≤ No_of_visits < 14  

0,     No_of_visits <16  

1,     No_of_visits ≥ 18 

High_ Visits = (18-No_of_visits)/5, 16≤ No_of_visits < 18  

Figure 6. Triangular membership functions for Visits   
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can model it with the intersection of the fuzzy sets G and C         
D= G∩C the fuzzy decision D is the specified by the 
membership function  

C. Algorithm for Intelligent VLR  

The Location management algorithm makes use of the fact 
that an average mobile user has limited number of frequently 
visited locations. Usually a type of activity such as work, 
school, or shopping, occurring at a particular location. As an 
example, the shopping locations are located at specific sites, 
and for most users, the work, school, and home locations are 
fixed. We are considering „m‟ days of observation period for a 
VLR to find its common mobile station and the searching must 
be based on IMSI of the visited MS during that time frame. A 
possible algorithm is given below: 

Integer get_common_MS ()  

{  Integer i=0; k=0; m=0;  

            Interger array AA[m][]; 
           AA[m] AA[m] = days_IMSI_copy(1,2,3,4,5,6,7); 
         b_day = get_busiest_day_user(); 
        Max=max1=maximum_user_in_busy_day (); 
 // comparing to comparing to get common IMSI; 
         for ( ; i<=max; i is incremented by 1) 
        { 
     for (; j<=m; j is incremented by 1) 
              for (;k<max1;k is incremented by 1) 
                { 
    If AA[j][k]=b_day[i]) 
                         {   d is incremented by 1 
                          If (d==m) copy _IMSI (A[i]); 
                        } 
                 } } 

Figure 6:  Proposed Intelligent VLR algorithms 

D. Algorithm for Intelligent call delivery using fuzzy Logic  

Frequently visited locations of a user are not pre-defined in 
location management, since this information is not always 
collected from mobile subscriber. whenever a subscriber want 
to make a call, profile identification is required to check 
whether the subscriber identity is verified and accepted by 
HLR or not, but in our proposed system, if subscriber is a 
known visitor of that particular location, call will be registered 
in VLR and will not be deleted immediately by the VLR 
register after subscriber moves out of VLR, as we shown in 
figure 7, the visited records are saved in fuzzy VLR, we will fix 
up time to each and every subscriber for keeping his profiles in 
VLR database, if they do not visit that location within the 
specified time, the subscriber record then be deleted from VLR 
as well as Fuzzy VLR. Therefore, it is the responsibility of the 
location management algorithm to intelligently determine such 
information.  

The intelligent algorithm determines these frequently 
visited locations of a user at a given time of day based on the 
individual user profile. 

E. Proposed call delivery algorithm 

In this system, VLR maintains two entries for storing the 
data as we shown in figure 8. One is for the high-tier database 
is called VLR and another is for the low-tier database is called 

Fuzzy VLR for storing fuzzy related values.  Mobile subscriber 
roams in the same area frequently; it not required in retrieving 
the subscriber record from HLR for identity that record will be 
there in fuzzy VLR database up to some period. If the 
subscriber will not visit same location in specified period of 
time record then the record will be deleted automatically. Call 
delivery setup will have two Databases one as HLR and 
another as VLR, in our proposed system the VLR database will 
be divided into two tier architecture database which will have 
High tier database as VLR and Low Tier database as VLR 
Fuzzy. Subscribers make a call data transfer in the following 
way:   

 VLR         VLRFuzzy if subscribers profile is available call will 
be delivering without asking HLR because subscriber is visits 
the same location frequently. If subscriber is new for that 
location that means VLRfuzzy send signal VLR and VLR ask 
subscriber profile from HLR. (i.e. VLRfuzzy         VLR). These 
two tier system as we shown in figure 8 for call delivery 
process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

We present trapezoidal membership for mobile subscribers, 
who are visiting frequently on the interval                   [0, 7]. 
For example, “Low_visits”, “Medium_visits”, “High_Visits” 
are linguistic variable for fuzzy set frequently visited locations 
maintained in mobile VLR databases. The linguistic 
representation is as follows for identify the subscribers are 
visiting the same location area or not. 

By using fuzzy relations we tested for 7 days and stored it 
in and as we show the proposed fuzzy VLR database values in 
table 2. Intelligent call delivery algorithm is derived basing on 
the values shown in the Table 2. 

Call delivery setup and deletion of subscriber profile at 
VLR database will be depended upon the algorithm given 
through Fuzzy. For example S1 Subscriber visits are limited to 
1, S2 Subscriber visits are limited 0, in case of S2 Subscriber the 
VLR database will delete S2 profile immediately after 7 Days 
(we have considered 7 days for observation). Likewise 
subscriber frequency of visits is defined as Low, Medium and 
High as fuzzy linguistic variables. 
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Figure 9: Proposed Intelligent Call Delivery algorithm   

 

 

 

 

 

 

 

 

 

 

 

 

TABLE II. SUBSCRIBERS VISITING STATISTICS 

A possible algorithm is given below: 

               Integer get common_Call ()  

    { 
Integer i=0; k=0; n=0; 
Integer array hlr[n][] 

        ?? n =7  
        ?? ans = ??; 
        ?? Test =??; 
        ?? i = ??; 
        ?? k =??;  
        ??[][] hlr = new??[??][??]; 

Test = 1; 
While (test > n) 

       { 
ans = get???("specify that a Subscriber is 

arrived or not (0/1)"); 
hlr[i][k] = ans; 

           k = k + 1; 
Test = test + 1; 

        } 
    }  
 

 

We developed above algorithms by using Raptor, Raptor is 
a simple-to-use problem solving tool that enables the user to 
generate executable flowcharts and algorithm.   

IV. RESULTS 

We felt that we have the following Advantages with the 
proposed location management approaches: 

  As we understand that the proposed schemes are 
reduce the transition between VLR and HLR database 
because search/update/delete operations  of the 
subscriber profiles every time from the HLR database  
whenever the subscribers are reached to same location 
area or if it is already roamed by subscriber earlier. 
However, this proposed mechanism also reduces the 
transition between MS and MSC. 

 Call delivery algorithm, which can reduce the call 
delivery latency in the intelligent registration scheme 
because subscriber record is already available at  
VLRFuzzy database hierarchy. It is avoided multiple 
registrations for call delivery. 

 As we said earlier, fuzzy databases are more flexible 
than traditional database to querying the data from the 
databases. Hence, the proposed approaches will reduce 
the retrieval cost also.  

 Moreover, Fuzzy databases are support multi key file 
structures to retrieve the records very fast and 
accurately. 

V. CONCLUSIONS 

Mobile subscriber moves anywhere in mobile networks, 
and then location registration is need always for making calls. 
In this study, we noticed how these two databases Home 
Location Register (HLR) and Visitors Location Register (VLR) 
reflects when subscribers make call. When subscriber makes a 
call two basic operations are performed.  

In this paper, we proposed intelligent location management 
schemes; they can reduce the cost of maintaining location of 
mobile users by using Fuzzy Logic and Fuzzy databases for 
call registration and call delivery procedure of a mobile station 
for describing location and a call setup. We demonstrate the 
how to store and manage fuzzy data crisp values of which a 
mobile user frequently visits the location. Our proposed fuzzy 
based VLR can be well applied to the mobile subscribers that 
live a well regulated life. In the future we will further research 
improved on mobility management using fuzzy logic and fuzzy 
databases. 
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Abstract—Subset Sum Problem (SSP) is an NP Complete 

problem which finds its application in diverse fields. The work 

suggests the solution of above problem with the help of genetic 

Algorithms (GAs). The work also takes into consideration, the 

various attempts that have been made to solve this problem and 

other such problems. The intent is to develop a generic 

methodology to solve all NP Complete problems via GAs thus 

exploring their ability to find out the optimal solution from 

amongst huge set of solutions. The work has been implemented 

and analyzed with satisfactory results.   

Keywords-subset sum problem; genetic algorithms; NP complete; 

heuristic search. 

I.  INTRODUCTION  

Theoretical computer scientists are in an agreement on the 
issue that a minimum requirement of any efficient algorithm is 
that, it runs in polynomial time that is O (n

c
), for some constant 

c. But there are certain problems that cannot be solved in 
polynomial time. Cook, Karp, and others, defined such class of 
problems as NP-hard problems [1]. Some of the NP hard 
problems include Travelling Salesman Problem (TSP), Boolean 
Satisfiability problem, Subset Sum problem, Knapsack 
problem, Hamiltonian Path problem, Post Correspondence 
Problem (PCP) and Vertex Cover Problem (VCP). TSP and 
VCP have already been dealt with in the previous works [1], 
[2]. As regards PCP the solution that was proposed had some 
constraints but considering the fact that on analysis it gave 
acceptable results, it can be said that even PCP can be dealt 
with Genetic Algorithms (GAs) [3]. The problem that has been 
discussed in the following work is subset sum problem. A 
Genetic Algorithm based solution has been proposed and 
analyzed. If accepted, it will help in solving many other such 
problems via the concept of reducibility.    

II. LITERATURE REVIEW 

Many papers as regards NP Hard problems have been 
studied and analyzed. In the earlier works various NP Hard and 
NP Complete problems have been solved using GAs which has 
been explained below. 

A. Vertex Cover Problem 

A vertex cover of a graph G is a set of vertices such that 
each edge of G is incident to at least one vertex in the set. The 
resultant set is said to cover the edges of G. A minimum 
vertex cover is a vertex cover of smallest promising size. The 
vertex cover number is the size of a minimum vertex cover. 
This problem has been solved using GA [2], giving an 

effective and efficient solution. In the process, Initial 
population was generated and encoding was performed on it. 
An index has been assigned to each chromosome and its 
fitness value and threshold were calculated.  A mutation and 
crossover operator were also applied on above generated 
population and above process was repeated. Then reproduction 
was carried out giving the solution to vertex cover problem 
[2]. 

B. Post Correspondence Problem 

Given a collection of dominos each of the form [x/y], 
where x and y are strings the problem is to determine if there 
is a sequence of dominos that results in a match where the top 
string is the same as the bottom string [4]. An Artificial 
Intelligence based solution using GA has been used to solve 
the PCP problem [3]. Initial population was generated and 
divided into cells. Each cell was encoded and converted into 
1D array. After that, each part of row of 1D array is matched 
with every other part of the other rows. If strings match, 
solution is achieved. GA operators like crossover and mutation 
were applied to get the desired results [3]. 

C. Travelling Salesman Problem 

Given a list of cities and their pair wise distances, the 
mission is to find the shortest possible tour that visits each city 
exactly once still keeping the new cost minimum. TSP has 
been solved using randomness by applying Cellular Automata 
(CA) and heuristics by applying GAs. Elementary CA was 
generated and was reduced and analyzed, out of which some 
rules were considered and crossover and mutation operators 
were applied to reanalyze the rules giving the optimal solution 
to the TCP problem. From the selected rules, paths were 
generated and from them path with minimum cost was given 
as solution [1]. The solution to the above problem using GAs 
is also being developed in a related work. 

D. Subset sum Problem 

The previous attempts to solve subset sum problem have 
also been analyzed. In total 6 papers have been studied and 
analyzed. It was observed that all the implementations work 
well under certain constraints. The following work uses GAs 
based approach to find out the solution of Subset Sum 
Problem. 

III. NP COMPLETE  

The class P consists of those problems that are solvable in 
polynomial time. They are problems that can be solved in time 
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O(n
k
) for some constant k, where n is the size of the input to 

the problem [5]. 

The class NP consists of those problems that are 
"verifiable" in polynomial time. This means that if we were 
somehow given a "certificate" of a solution, then we could 
verify that the certificate is correct in time polynomial in the 
size of the input to the problem [6]. 

A problem in P is also in NP, since if a problem is in P then 
we can solve it in polynomial time without even being given a 
certificate [6]. P is subset of NP. 

A problem is in the class NP-Complete if it is in NP and it 
is as "hard" as any problem in NP. No polynomial-time 
algorithm has yet been discovered for an NP-complete 
problem, nor has anyone yet been able to prove that no 
polynomial-time algorithm can exists for any one of them [6]. 

A problem is in class NP-Hard if the problem is “at least as 
hard as the hardest problems in NP”. A problem H is said to be 
NP-hard if and only if there is a NP-complete problem L that is 
polynomial time Turing reducible to H. NP-hard problems can 
be of any type: decision problems, search problems and 
optimization problems [7]. Subset Sum Problem is an NP-
Complete problem.  

IV. GENETIC ALGORITHMS 

After Genetic Algorithms (GAs) are search algorithms 
based on the theory of natural selection with an innovative flair 
of human touch. The central idea of research on GAs has been 
robustness. This class not only takes into accounts the 
efficiency but also afficacy [8]. The implications of robustness 
are the elimination of costly resigns and higher level of 
adaptations. 

The depiction of a natural population is done using, what is 
called chromosomes which are nothing but a set of numbers, 
generally binary. Each number represents a cell and can be 
perceived as an affirmative or negative answer. For example, a 
chromosome 10110 if applied to knapsack problem can be 
assumed as selecting the first, third and fourth item from 
amongst a set of five items, as we have 1 at the first, third and 
fourth position. The initial population can be generated using 
any Pseudo Random Number Generator. Each chromosome is 
then assigned a fitness value. Based on this fitness value 
replication is done as explained in the following Table 1. 

TABLE I.  ROLLET WHEEL SELECTION IMPLENTATION 

Chromosomes Frequency Cumulative 

Frequency 

Chromosome 1 33 33 

Chromosome 2 24 57 

Chromosome 3 17 74 

Chromosome 4 10 84 

Chromosome 5 16 100 

Total 100  

 

Now generate a random number % 100. Let it be 63. Now 
Cumulative Frequency 63 lies in Chromosome 3. Therefore, 
Chromosome 3 is replicated. 

The above population is enhanced by using basic operations 
like crossover and mutation. 

A. Crossover 

Crossover operator has the significance as that of crossover 
in natural genetic process. In this operation two chromosomes 
are taken and a new is generated by taking some attributes of 
first chromosome and the rest from second chromosome. In 
GAs a crossover can be of following types 

1) Single Point Crossover: In this crossover, a random 

number is selected from 1 to n as the crossover point, where n 

being the number of chromosome. Any two chromosomes are 

taken and operator is applied. 

2) Two Point Crossover: In this type of crossover, two 

crossover points are selected and the crossover operator is 

applied. 

3) Uniform Crossover: In this type, bits are copied from 

both chromosomes uniformly. 

B. Mutation 

Mutation is a genetic operator used to maintain genetic 
diversity from one generation of population to the next. It is 
similar to biological mutation [9]. Mutation allows the 
algorithm to avoid local minima by preventing the population 
chromosomes from becoming too similar to each other [10]. 
GAs involves string-based modifications to the elements of a 
candidate solution. These include bit-reversal in bit-string GAs 
or shuffle and swap operators in permutation GAs [2], [3].  

C. Selection 

It is quantitative criterion based on fitness value to choose 
which chromosomes from population will go to reproduce. 
Intuitively the chromosome with more fitness value will be 
considered better and in order to implement proportionate 
random choice, Roulette wheel selection is used for selection 
[2], [3], [11]. 

GAs are different from the other search processes owing to 
the fact that they work on coding of the parameter set and not 
on the parameters [12]. It is also general belief that GAs use 
payoff and not auxiliary knowledge. Moreover, determinism is 
not needed in GAs. 

The initial population for GAs is generated by applying the 
following procedure. 

Initial population is stored in a 2D array, let it be called 
init_pop[][]. 

for i = 0 to n 

begin  

 for j = 0 to m 

 begin 

  Generate a random number x modulo 100 

  if(x <= 50) then init_pop[i][j] = 0 

  else init_pop[i][j] = 1 

 end 
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end 

V. PROPOSED WORK 

The proposed work is based on the premises that GAs 
imitates the process of natural selection in robust and efficient 
manner. In the work, the list of numbers on which subset sum 
is to be applied is told in the array A []. s denotes the expected 
sum.  

The array is sorted since sorting the array by quick sort has 
the complexity of O (nlogn). Even if this is taken into 
consideration then also the proposed solution gives the better 
result than the existing ones, since subset sum is an NP 
Complete problem. The various steps of the proposed 
algorithm have been explained below. 

A. Sorting 

The given array A[] is sorted. 

B. Calculating Limit Point 

The following procedure is applied to find out the limit 
point, where the limit point is defined as the point in the array 
after which the members need not to be considered. 

For i = 0 to n 

begin 

if(A[i] > s) then take i as the position of the limit point and 
break; 

end 

If no limit point is found then all the array elements need 
to be considered. 

C. Generating Initial Population 

Generate Genetic Population as explained in section IV. 

D. Mapping 

Mapping of genetic population to the array till the limit 
point is performed as follows 

Let A = {1, 3, 4, 5, 9, 10} 

 i =  0  1  2  3  4   5 

Let s = 6 

The limit point become i = 4 

Now/ the numbers {1, 3, 4, 5} needs to be considered. 
Let’s call this modified array. 

Let us assume that the chromosome of genetic population 
is 101101 

Now take that many cells that are equal to the length of 
modified array. 

i.e. 1011 is considered. 

Now, 1 denotes accepting the element and 0 denotes not 
accepting the element. 

As per the above chromosome items {1, 4, 5} are selected. 

E. Calculating the Sum 

Calculate the sum of selected items. For above 
chromosome, sum comes to be 10. 

F. Reducing the Population 

Accept or Reject the chromosome on the following basis. 

if(sum > s) then reject the chromosome 

else accept the chromosome. 

G. Crossover 

Crossover operator is applied on the above reduced 
population and step E. and F. are repeated. 

H. Mutation 

Mutation operator is applied on the population obtained 
above. 

I. Moderation 

The above process is used for small values of s. For large 
values moderation is used which is explained as follows: 

Initial Population generated in Step C. is considered and 
fitness value is calculated for each chromosome using the 
formula, 

Fitness = (1 / ( 1 + N1) ) * 100 

Where, N1 = Number of One’s in second half of 
chromosome. 

High fitness indicates that the chromosome is more 
relevant. Roulette Wheel Selection is applied on initial 
population based on the fitness value. 

The above process is explained in the figure 1. 

 
Figure 1.  Modified Genetic Algorithms Based Subset Sum Solution 

STEP 1 •Sorting 

STEP 2 •Calculating Limit Point 

STEP 3 •Generate Initial Population 

STEP 4 •Mapping 

STEP 5 •Calculating the Sum 

STEP 6 •Reducing the Population 

STEP 7 •Crossover 

STEP 8 •Mutation 

STEP 9 •Moderation 
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VI. CONCLUSION AND FUTURE SCOPE 

In the analysis, 30 items were considered and were 
randomly generated such that the maximum number generated 
was 100. Analysis was done for various values of the factor s. 
For small values of s, i.e. less than 30, limit is calculated i.e. 
items which can contribute to this sum were taken and rest 
were not. Genetic process was applied and results were 
analyzed. The results have been shown in Table 2 and Fig. 2 

In Fig. 2, a) Represents the percentage of sample runs 
which give the accurate result, b) represents the percentage of 
sample runs which give optimal solution and c) represents the 
cases where required sum is not possible, but gives the best 
possible result. 

If the value of sum is taken as 60 or greater in this 
experiment, then the results were not satisfactory. On analysis, 
it was found that this is due to fact that the number of one’s in 
the right half are more. So as to handle this situation, a process 
of moderation was applied. The results obtained have been 
listed in Table 3. 

The rate of replication was taken as 4% and Roulette Wheel 
Selection was applied which resulted in the replication of 
favorable data, thus making the population fitter. 

The overall results are encouraging. Some of them have 
also been shown in the following figures and tables.  

It must also be remembered that it is not always the case the 
a finite solution to subset sum problem can be found. Moreover 
GAs give best solutions but are not guaranteed to do so always.  

TABLE II.  DATA FOR ANALYSIS 1 

Number of items 30 

Required Sum  20 

 

 

Figure 2.  Analysis 1 

 

 

TABLE III.  RESULTS 

Fitness Value Number of 

chromosomes in initial 

population having this 

fitness value 

Number of 

chromosomes in 

replicated population 

having this fitness value 

25 2 9 

20 11 36 

16 16 44 

14 29 70 

12 42 96 

11 36 74 

10 36 60 

9 19 36 

8 5 8 

7 4 7 
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Abstract—In practice, a project usually involves cash in- and out-

flows associated with each activity. This paper aims to minimize 

the payment failure risk during the project execution for the 

resource-constrained project scheduling problem (RCPSP). In 

such models, the money-time value, which is the product of the 

net cash in-flow and the time length from the completion time of 

each activity to the project deadline, provides a financial 

evaluation of project cash availability. The cash availability of a 

project schedule is defined as the sum of these money-time values 

associated with all activities, which is mathematically equivalent 

to the minimization objective of total weighted completion time. 

This paper presents four memetic algorithms (MAs) which differ 

in the construction of initial population and restart strategy, and 

a double variable neighborhood search algorithm for solving the 

RCPSP problem. An experiment is conducted to evaluate the 

performance of these algorithms based on the same number of 

solutions calculated using ProGen generated benchmark 

instances. The results indicate that the MAs with regret biased 

sampling rule to generate initial and restart populations 

outperforms the other algorithms in terms of solution quality. 

Keywords-RCPSP; cash availability; memetic algorithms; variable 

neighborhood search. 

I.  INTRODUCTION 

Cash flow is critical to the success of executing a project. 
The term cash flow is used to describe the net difference, at any 
point in time, between income (revenue) and project 
expenditures; negative cash flow is outgoing (cash out-flow), 
while positive cash flow is income (cash in-flow). In practice, 
cash in-flows often arise from payments due to the completion 
of specified parts of the project. On the other hand, cash out-
flows are caused by the execution of activities, such as resource 
usage and necessity expenditure. Both cash in- and out- flows 
may occur at several points in time during execution of an 
activity. Usually, discount rates are taken into consideration. 
Some commonly used NPV maximization RCPSP models 
include progress payments, lump-sum payment at the pre-
specified project deadline, payments at activity completion 
times, etc. [1-4] carried out comparative studies on the above 
payment models. For an overview of RCPSP with objectives 
based on NPV, we refer to [5, 6]. 

This research presents a different financial model, which 
aims to minimize the risk of payment failure or maximize the 
cash availability during project execution. The goal is to 
provide a cautious and less complex model to minimize the 

payment failure risk during the project execution. To achieve 
this goal, the money-time value, which is the product of the 
cash in-flow and the length from the time the cash received to 
the project makespan, can provide a financial evaluation of 
project cash availability. The cash availability of a project 
schedule is defined as the total money-time values associated 
with all activities. This financial metric does not consider 
discount rate, and it will provide a conservative estimate of 
cash in-flows during the project execution, since cash on hand 
will grow in value over time. In the proposed model, the cash 
in-flows are assumed to occur at the completion time of each 
activity, and the cash amounts can be used during the rest of 
project execution time. Hereafter, we shall refer to this model 
as the project cash availability maximization problem 
(PCAMP) for the resource constrained project scheduling 
problem (RCPSP).  

The PCAMP is mathematically equivalent to the RCPSP 
with the objective of minimizing total weighted completion 
time (also known as total weighted flow time). This problem is 
strongly NP-hard since its sub-problem, single machine 
scheduling with total flow time minimization objective subject 
to precedence constraints, is strongly NP-hard [7]. Thus, the 
heuristic approach will be appropriate for solving the PCAMP 
for RCPSP of large size. As the objective function of the 
PCAMP for RCPSP is regular, the optimal solution must be an 
active schedule [8]. The serial SGS procedure will generate the 
active schedules, where each activity is scheduled as early as 
possible [9]. A regular objective function is a non-decreasing 
function of the activity start times or finish times. 

To solve the PCAMP for RCPSP, we propose several 
memetic algorithms (MAs) that differ in initial population and 
restart strategy. The performance of these MAs will be 
compared to each other, as well as a double variable 
neighborhood search (DVNS) [10]. MAs are a population-
based meta-heuristic that incorporates evolutionary algorithms 
with local search [11]. In MAs, the term “memes” refers to the 
strategies that are employed to improve individuals or 
solutions. The strategies involve local refinement, perturbation, 
constructive methods, restart policy, etc. Ong and Keane [12] 
discussed the importance of selecting local search methods in 
MAs. An appropriate local search method will significantly 
improve the efficiency of the solution search. Merz and 
Freisleben [13] presented an MA framework with a restart 
strategy, in which mutation operator is used to generate a new 
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and diverse population when the current population is judged to 
be convergent. 

Variable neighborhood search (VNS) was introduced by 
Mladenović and Hansen [14], and its principles and 
applications were further detailed in [15]. The basic idea of 
VNS is to perform a systematic change of neighborhood and to 
find a local optimal solution with respect to each neighborhood 
using a local search algorithm. This algorithm explores 
increasingly distant neighborhoods of the incumbent solution 
and jumps from there to a new one when an improvement has 
been made. 

The remainder of this paper is organized as follows: Section 
2 defines the problem; Section 3 illustrates the solution 
methods; Section 4 presents the numerical results; Section 5 
concludes this research. 

II. PROBLEM DESCRIPTION 

The RSPSP can be described as follows. A project consists 
of a set N = {0, 1,…, J+1} of activities (nodes), where 
activities 0 and J+1 are dummies, and respectively represent 
the start time and the completion time of the project. A set of 
precedence relationships between activity pairs must be 
specified for the project. An activity list (AL) is a sequence of 
activities that follows the precedence constraints. Activity 
preemption is not allowed. The duration of an activity j is 
denoted by dj, and its requirement for renewable resource type 
k is rjk, k = 1,…, K. The availability of a resource type k for 
each time period is Rk units.  

This model aims to minimize the risk of payment failure 
during project execution, which in turn to maximize the project 
cash availability. The following are notations and formulation 
of the PCAMP model. 

Notation 

j : Index of activity, j = 0, 1, 2,…, J + 1 

t : Index of time, t = 1,…, D 

D  : Project deadline 

k : Index of renewable resource type, k = 1,…, K 

dj  : Duration of activity j 

j  : Cash in-flow of executing activity j 

rjk  : Per period usage of resource k by activity j 

Rk  : Availability level of resource k per period 

DPj  : Direct predecessors of activity j 

fj  : completion time of activity j 

S(t) : Set of activities in progress at time t 

Mathematical model 

 Maximize  )(
1 j

J
j j fD 

  

Subject to  

 jij dff     for all i  DPj (2) 

  
)( ktSj jk Rr  

 k = 1,…, K; t=1,…, D (3) 

 0jf  and integers   j = 0, 1,…, J+1 

Equation (1) is the model objective that computes the cash 
availability during the project execution. Constraint set (2) 
describes the precedence relationships among activities. 
Constraint set (3) specifies the usage limit per period for each 
renewable resource type at any time during project execution. 

III. SOLUTION METHODS 

All algorithms presented in this research will employ local 
search to refine a newly produced solution. Three local search 
methods are used: (1) left move at random, (2) 2-swap, and (3) 
forward/backward improvement (FBI; also known as 
justification procedure [16]). This section first introduces the 
three local search methods, and then the proposed MAs and 
DVNS. These algorithms use activity list (AL) as the encoding 
scheme and forward serial list scheduling (F-SLS) as the 
decoding scheme. An AL offers the order to schedule the 
activities in the project. Fig. 1 displays a simple example with a 
single resource availability of 5 units, where activities 0 and 9 
are dummy and they represent the start and finish events of the 
project, respectively. Fig. 2 shows the encoding and decoding 
schemes through an AL = {1, 3, 4, 2, 6, 5, 8, 7}. 
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Figure 1.  Example of project network 
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Figure 2.  Example of decoding AL 

A.  Local Search methods 

In the left move method, a position is randomly selected 
from the AL, and the activity on that position is then randomly 
placed leftward into a position allowed by precedence relations.  
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In Fig. 2 example, if position 5 is selected, the 
corresponding activity 6 can be placed on either position 3 or 4, 
but not position 2 (i.e. activity 3). 

In the 2-swap method, an activity is randomly selected from 
the AL, and then the corresponding left- and right-move limits 
are determined. Then, within these two limits, a second activity 
is randomly selected for possible swapping. The procedure 
performs swapping when these two activities have different 
start times in the current schedule and the swap does not violate 
the precedence constraints. In Fig. 2 example, if activity 6 is 
selected, then it can swap with activities 4, 2, and 5. 

The FBI method consists of two steps: in the forward step, 
the activities are scheduled as late as possible according to the 
order of their finish times in the current schedule; then in the 
backward step, the activities are scheduled as early as possible 
based on the order of their start times in the schedule generated 
in the forward step. The FBI method has been proved very 
effective in improving solutions for RCPSP with the objective 
of minimizing makespan [17]. Fig. 3 shows the forward step 
(i.e. right justification) and Fig. 4 shows the backward step (left 
justification) using the schedule in Fig. 2. 
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Figure 3.  Forward step schedule 
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Figure 4.  Backward step schedule 

B. Memetic Algorithms 

Memetic algorithms (MAs) are sometimes referred to as 
genetic local search algorithms. In this research, we present a 
multi-start MA framework which employs the FBI to improve 
each newly produced individual. In each generation, a modified 
order based recombination operator is applied to produce 
offspring. The MA will restart with a new population when the 
current population contains at least 80% identical individuals. 
This situation is regarded as the population having entered into 
a convergence state, and continuing evolution will have little 
chance of making further improvement under the 
recombination operation. 

Our MA considers the following policies to produce 
individuals of the initial population and restart population: (1) 

randomly generated individuals followed by FBI for initial 
population, and a series of 2-swap followed by FBI for restart 
population; (2) regret biased sampling [18] followed by FBI for 
both initial and restart populations (also denoted as RBS + 
RBS); (3) regret biased sampling followed by FBI for initial 
population, and a series of 2-swap followed by FBI for restart 
population (also denoted as RBS + 2-swap); (4) randomly 
generated individuals followed by FBI for initial population 
and no restart. For any method, the best individual will be 
retained when generating a new population. We shall refer to 
the MA with policy k as MA

k
 for k = 1,…, 4. Fig. 5 describes 

the pseudo code of the MAs. 

When generating a population using the RBS rule, at each 
step an activity i is selected from current candidate list CL 
according to the following probability: 

 P(i) = 
                        

∑                           
 () 

 

Figure 5.  Framework of memetic algorithms 

The recombination is performed by a modified order-based 
procedure described as follows: Randomly select k positions 
and determine the set A(k) that contains the elements that 
correspond to those positions in parent b. Place the elements of 
A(k) one by one to the k positions according to their order in 
parent a. Fill out the remaining positions by the activities in 
parent b at the corresponding positions. Repair the offspring if 
it violates precedence relations of activities. Fig. 6 illustrates 
this operation via Fig. 1 network. Suppose k = 3 and the 
positions are 2, 4, and 7. The corresponding activities in parent 
b, A(k) = {1, 5, 6}. Since DP3 = 6, the child {2, 1, 4, 6, 7, 3, 5, 
8} violates the precedence order and the violation will be fixed 
by moving activity 3 to the left position of activity 6.  

C. Double variable neighborhood algorithm 

Similarly, the proposed VNS uses AL and serial F-SLS for 
the coding schemes. Hansen and Mladenović [15] mentioned 
that three problem-specific questions must be considered when 
designing a VNS: (a) What neighborhood structures should be 
used and how many of them? (b) What should be their local 
search? (c) What strategy should be used in changing 
neighborhoods? The proposed VNS consists of the following 
features: (1) The initial solution is constructed by a greedy 
heuristic using the objective function values. (2) Two 
fundamental generators are used to construct the variable 
neighborhoods: 2-swap and left move. The distance of the 
generated neighborhood to the current solution is evaluated by 
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the number of the operations performed. (3) An enhanced local 
search procedure named short-term or inner VNS is used. The 
inner VNS uses the efficient local search method FBI, and aims 
to seek the best solution in the nearby area. 

1 3 4 2 6 5 8 7

2 1 4 5 7 3 6 8

2 1 4 6 7 3 5 8

2 1 4 3 6 7 5 8

Parent a

Parent b

child

child
 

Figure 6.  Modified order-based recombination 

Fig. 7 describes the framework of the DVNS. The relevant 
parameters are explained as follows: Nk is the k-th 
neighborhood, k = 1,…, Kmax and s < K1 < Kmax, where 
{N1,…,Ns} are used for the inner VNS and the remaining 

{Ns+1,…, NKmax} are used for the outer VNS; each Nk  {N1,…, 
NK1} is generated by performing k times of two-swap 

operations, and each Nk  {NK1+1,…, NKmax} by performing k – 
K1 times of left-move operations. In general, a 2-swap 
operation takes a longer computational time than a left-move 
operation, but the former will make a bigger change on the 
current solution structure. Each Nk will generate m neighboring 
solutions, each of which will produce two additional solutions 
by FBI. The DVNS will continue to move ahead to next 
neighborhood regardless of whether or not the current 
neighborhood search has found a new best solution. In the 
DVNS, parameters are set to m = 20, s = 5, K1 = 20, Kmax = 
30. In the performance comparison study, each algorithm will 
calculate MaxSol solutions. The DVNS will return to Ns+1 if the 
number of solutions calculated after NKmax is smaller than 
MaxSol. 

 

Figure 7.  Framework of algorithm DVNS 

IV. NUMERICAL RESULTS 

This section presents the experimental results for the four 
MAs and DVNS. The test sets come from J.60 and J.120 of the 
PSPLIB [19]. Test set J.60 contains 480 instances, while the set 
J.120 has 600 instances. Each instance set is characterized by 
three factors: (1) Network complexity (NC) with three levels, 
1.5, 1.8, 2.1; (2) Resource factor (RF) with four levels, 0.25, 
0.50, 0.75, 1.0; (3) Resource strength (RS). The RS for J.60 has 

four levels: 0.2, 0.5, 0.7, 1.0, whereas the RS for J.120 has five 
levels: 0.1, 0.2, 0.3, 0.4, and 0.5. The factor NC is the average 
number of successors of each job, RF is the average number of 
resource types used by a job, and RS signifies the strength of 
resource availability. Each combination of factors has 10 
instances. The J.120 test instances are much more difficult than 
J.60, mainly due to larger problem size and lower resource 
strength. The test environment is as follows: CPU: Intel Core i5 
3G, RAM: 2G DDRIII, HD: 500G 7200 rpm, OS: Win7, 
Language: Visual C#.Net. 

A. Generation of activity profit 

The profit of each activity is assumed to be a function of the 
resources consumed. The following describes the method to 
generate the profit for activity j using rjk units of resource type 
k, k = 1,…, K. For each resource type k, we generate a value bk 
at random from (1,000, 1,300), and set the unit cost for 
resource type k to ck = bk/Rk. The larger the resource limit, the 
cheaper the unit cost. The cost of activity j is defined as Cj = 

∑   
 
      , and the profit j = j  Cj, where the multiplier j 

is randomly generated from the interval of [0.3, 0.5]. The 
project deadline of each instance is set to 1.5 multiples of the 
minimum makespan, which can be found in PSPLIB (URL: 
http://129.187.106.231/psplib/). The critical path method 
(CPM) based upper bound is used to compare the results of 
these algorithms. 

B. Computation results 

An experiment was conducted to compare the performance 
of the proposed algorithms based on 1000 and 5000 schedules 
for J.60 and J.120 test sets. Each test set has 10 repetitions on 
each instance. The performance of an algorithm on a test set is 
evaluated based on the average deviation from the CPM upper 
bound. The deviation (in percentage) of an algorithm A for 
solving an instance is defined as follows:  

{(CPM upper bound – best objective value found by A) / 

CPM upper bound}  100%.  

The 1000-schedule experiment evaluates short running time 
performance of an algorithm, whereas the 5000-schedule 
evaluates moderate running time performance of an algorithm. 
A small average deviation indicates that the algorithm is able to 
achieve a high quality performance. 

TABLE I displays the performance of the algorithms for 
J.60 based on 1000 and 5000 schedules. The “min” column 
shows the best performance among 10 runs, the “avg” column 
presents the average performance, and the “max” column gives 
the worst performance. The results indicate that MA

2
 (i.e. RBS 

+ RBS) and MA
3
 (RBS + 2-swap) produce the best results in 

short and moderate running times. The DVNS, which uses 
enhanced local search on each new neighboring solution, 
outperforms the MA with randomly generated initial 
population and 2-swap restart strategy (MA

1
), as well as the 

MA without restart strategy (MA
4
). It is also observed that 

DVNS improves its performance the most when increasing 
schedules from 1000 to 5000.. MA

2
 and MA

3
 are next in this 

respect, and MA
1
 and MA

4
 are least effective in calculating 

additional solutions. Similar results can be observed for J.120 
in TABLE II. The deviations grow significantly for all 
algorithms since the problem size of J.120 is much larger. 

http://129.187.106.231/psplib/
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TABLE I.  ALGORITHM PERFORMANCE ON J.60 

  1000 schedules 

 min avg max CPU 

DVNS 5.63% 5.98% 6.43% 0.11s 

MA
1
  5.85% 6.11% 6.39% 0.12s 

MA
2
 5.54% 5.76% 6.00% 0.18s 

MA
3
 5.52% 5.75% 6.01% 0.15s 

MA
4
 5.89% 6.13% 6.37% 0.21s 

 5000 schedules 

 min avg max CPU 

DVNS 5.46% 5.69% 5.96% 0.55s 

MA
1
  5.75% 6.01% 6.29% 0.36s 

MA
2
 5.39% 5.59% 5.84% 0.86s 

MA
3
 5.37% 5.58% 5.85% 0.76s 

MA
4
 5.78% 6.03% 6.31% 0.47s 

TABLE II.  ALGORITHM PERFORMANCE ON J.120 

  1000 schedules 

 min avg max CPU 

DVNS 14.68% 15.29% 15.94% 0.43s 

MA
1
  14.97% 15.41% 15.82% 0.50s 

MA
2
 14.38% 14.77% 15.16% 0.46s 

MA
3
 13.76% 14.76% 15.15% 0.45s 

MA
4
 15.08% 15.50% 15.91% 0.49s 

 5000 schedules 

 min avg max CPU 

DVNS 14.19% 14.65% 15.17% 2.02s 

MA
1
 14.51% 14.95% 15.40% 2.43s 

MA
2
 13.76% 14.16% 14.59% 2.11s 

MA
3
 13.73% 14.14% 14.60% 2.01s 

MA
4
 14.48% 15.04% 15.49% 2.07s 

 

TABLE III shows the performance of MA
3
 for J.120 based 

on the factor RF. Each instance contains four resource types. 
Thus an RF of 0.25 implies that each activity in the project 
consumes one of the four resource types, whereas an RF of 1.0 
indicates that each activity consumes all four resource types. 
The problem becomes more difficult when RF increases, and 
the computation time increases as well. TABLE IV shows the 
results of MA

3
 based on RS for J.120. The smaller the RS 

value, the more scarce the resource. When RS decreases, the 
problem becomes harder and the project completion time will 
be longer. TABLE V presents the results of MA

3
 on four 

hardest problems. The most difficult problem is (RF, RS) = 
(1.0, 0.1). In addition, the RS influences the problem difficulty 

more significantly than the RF. The average deviation for (1.0, 
0.1) is 30.48% and for (0.75, 0.1) is 29.46%, but for (1.0, 0.2) 
is 24.18% and for (0.75, 0.2) is 22.58%. 

TABLE III.  RESULTS OF MA3
 BASED ON RF FOR J.120 

RF min avg max  

0.25 6.40% 6.65% 6.95% 

0.5 13.35% 13.82% 14.34% 

0.75 16.74% 17.24% 17.77% 

1 18.42% 18.85% 19.32% 

TABLE IV.  RESULTS OF MA3
 BASED ON RS FOR J.120 

RS min avg max  

0.1 24.12% 24.76% 25.45% 

0.2 18.39% 18.91% 19.46% 

0.3 12.62% 13.02% 13.49% 

0.4 8.60% 8.91% 9.24% 

0.5 4.91% 5.11% 5.34% 

TABLE V.  RESULTS OF MA3
 FOR HARD INSTANCES OF J.120 

(RF,RS) min avg max  

(0.75,0.1) 28.74% 29.46% 30.22% 

(0.75,0.2) 21.99% 22.58% 23.25% 

(1,0.1) 29.87% 30.48% 31.10% 

(1,0.2) 23.69% 24.18% 24.72% 

V. CONCLUSIONS 

This research presents a new model to minimize the 
financial failure risk during the project execution. The model 
assumes that cash out-flows may occur at any times during 
activity execution, and all returns (in-flows) will be received 
upon activity completion times. In practice, the project owner 
would like to schedule activities to best prepare for cash out-
flows until project completion time from a simple and 
conservative financial viewpoint.  

The proposed project cash availability maximization model 
can be shown to be mathematically equivalent to the RCPSP 
with the objective of minimizing total weighted flow time, 
which is strongly NP-hard. Thus, the meta-heuristic approach is 
appropriate for solving this problem. Two solution approaches 
are presented: memetic algorithms (MAs) and a double 
variable neighborhood search termed DVNS. Our experimental 
results indicate that MA with good constructive heuristic for 
initial population and with restart strategy will produce high 
quality results. 
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Abstract—Human-induced land use changes are considered the 

prime agents of the global environmental changes. Urbanisation 

and associated growth patterns (urban sprawl) are characteristic 

of spatial temporal changes that take place at regional levels. 

Unplanned urbanization and consequent impacts on natural 

resources including basic amenities has necessitated the 

investigations of spatial patterns of urbanization. A 

comprehensive assessment using quantitative methods and 

methodological understanding using rigorous methods is 

required to understand the patterns of change that occur as 

human processes transform the landscapes to help regional land 

use planners to easily identify, understand the necessary 

requirement. Tier II cities in India are undergoing rapid changes 

in recent times and need to be planned to minimize the impacts of 

unplanned urbanisation. Mysore is one of the rapidly urbanizing 

traditional regions of Karnataka, India. In this study, an 

integrated approach of remote sensing and spatial metrics with 

gradient analysis was used to identify the trends of urban land 

changes. The spatial and temporal dynamic pattern of the 

urbanization process of the megalopolis region considering the 

spatial data for the five decades with 3 km buffer from the city 

boundary has been studied, which help in the implementation of 

location specific mitigation measures.   

The time series of gradient analysis through landscape metrics 

helped in describing, quantifying and monitoring the spatial 

configuration of urbanization at landscape levels. Results 

indicated a significant increase of urban built-up area during the 

last four decades. Landscape metrics indicates the coalescence of 

urban areas occurred during the rapid urban growth from 2000 

to 2009 indicating the clumped growth at the center with simple 

shapes and dispersed growth in the boundary region with 

convoluted shapes.  

Keywords-Landscape Metrics; Urbanisation; Urban Sprawl; 

Remote sensing;  Geoinformatics; Mysore City, India. 

I.  INTRODUCTION  

Patterns and processes of globalization and consequent 
urbanization are the factors influencing contemporary land use 
trends and also posing challenges for sustainable land uses [9]. 
Analysis of landscape patterns and dynamics has become the 
primary objectives of landscape, geographical and ecological 
studies in recent times.  Landscape changes involving large 

scale deforestation are the primary drivers of the climate 
change [52], [11] earth dynamics [51]. The spatial patterns of 
landscape transformation through time are undoubtedly related 
to changes in land uses [41].Landscape changes are diverse but 
very often influenced by regional policies [6]. The  main  
driving  factors  for global environmental changes are been  
identified  as  agriculture  intensification  [17], [19], 
urbanisation  [40] in  the  context  of  local  policies[24,30,34]. 
The socio-economic impacts are often determinants of the type 
of land use within a given region, which in turn affect 
environmental issues [32], [35]. In order to address these 
urbanization challenges without compromising the 
environment values and their local sustainance, land use 
planning and necessary supporting data are crucial, especially 
to developing countries under severe environmental and 
demographic strains [12]. 

Urbanization is a irreversible process involving changes in 
vast expanse of land cover with the progressive concentration 
of human population. Urbanising landscapes will invariably 
have high population density that might lead to lack of 
infrastructure and provision of basic facilities. The  urban 
population  in  India  is growing at about 2.3% per annum with  
the global urban population increasing from 13% (220 million 
in 1900) to 49% (3.2 billion, in 2005) and  is  projected  to  
escalate to 60%  (4.9 billion)  by  2030  [42]. Population of 
Mysore is 1 million as per census 2001 compared to 0.653 
million (1991). 

The increase in urban population  is in  response  to  the 
growth  in  urban  areas  due  to  migration from either rural 
area or other cities.  There  are  48  urban agglomerations 
(Mega cities, Tier I)  having  a  population  of more  than  one 
million  in  India  (in  2011). Tier 1 cities have reached the 
saturation level evident from lack of basic amenities, traffic 
bottlenecks, higher concentrations of pollutants, higher crime 
rates due to burgeoning population. In this context, well 
planned Tier 2 cities offer humongous potential with the scope 
for meeting the basic amenities required. This entails the 
provision of basic infrastructure (like roads, air and rail 
connectivity), adequate social infrastructure (such as 
educational institutions, hospitals, etc.) along with other 
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facilities. Modeling and visualization of urban growth based on 
the historical spatio-temporal data would help in identifying the 
probable regions of intense urbanization and sprawl.  

Urban sprawl implies a sharp imbalance between urban 
spatial expansion and the underlying population growth [5]. 
Sprawl  of  human  settlements   is  a  major  driving  force  of  
land  use  and  land  cover changes  [3], [16] with detrimental 
impacts on natural resources and local ecology. Sprawl process 
entails the growth of the urban area from the urban center 
towards the periphery of the city municipal jurisdiction. These 
small pockets in the outskirts lack basic amenities like supply 
of treated water, electricity and sanitation facilities. Sprawl is 
associated with high negative impacts and especially the 
increasing dependency for basic amenities [50], the need for 
more infrastructure [5], the loss of agricultural and natural land, 
higher energy consumption, the degradation of peri-urban 
ecosystems etc., [23], [25], [27]. Understanding the sprawl over 
past few decades is crucial for the regional administration to 
handle the population growth and provide basic amenities 
while ensuring the sustainable management of local natural 
resources.  

The information about the current and historical land 
cover/land use plays a major role for urban planning and 
management [54]. Mapping landscapes on temporal scale 
provide an opportunity to  monitor  the  changes,  which  is  
important  for  natural  resource  management  and sustainable  
planning  activities. In this context, “Density Gradient” with 
the time series spatial data analysis is potentially useful in 
measuring urban development [50]. This article presents the 
temporal land use analysis and adopts the density gradient 
approach to evaluate and monitor landscape dynamics and 
further explains the landscape pattern through use of landscape 
metrics.  

Knowledge of the spatio-temporal pattern of the 
urbanization is important to understand the size and functional 
changes in the landscape. Spatial metrics were computed to 
quantify the patterns of urban dynamics, that aid in 
understanding spatial patterns of various land cover features in 
the region [33]. Quantifying the landscape pattern and its 
change is essential for monitoring and assessing the 
urbanization process and its ecological consequences [31], 
[20], [27], [46]. Spatial metrics have been widely used to study 
the structure, dynamic pattern with the underlying social, 
economic and political processes of urbanization [21], [22], 
[45], [53]. This has provided useful information for 
implementing holistic approaches in the regional land-use 
planning [48]. [1] reviews the spatial characteristics of 
metropolitan growth including analysis [2], [4], [14], [28] the 
study of urban landscapes. Applications of landscape metrics 
include landscape ecology (number of patches, mean patch 
size, total edge, total edge and mean shape), geographical 
applications by taking advantage of the properties of these 
metrics [15], [39], [44] and measurement of ecological 
sustainability [43]. 

These studies also confirmed that Spatio-temporal data 
along with landscape metrics would help in understanding and 
evaluating the spatio temporal patterns of landscape dynamics 
required for appropriate management measures.  

According to  the  City  Development  Plan (CDP),  a  20-
year  vision  document for  Mysore,  there  has been  a  70%  
increase  in  the  city‟s spatial extent since  2001, resulting in 
the higher degree of sprawl at outskirts. Objectives of this 
study are to understand and interpret the evolving landscape 
dynamics through temporal analysis of land use land cover 
pattern taking 3km buffer, through spatial metrics. 

II. STUDY AREA 

Mysore city in Karnataka is one of the tier II cities and the 
cultural capital of India with a hub of industrial activities. It is 
designated as the 2nd capital of Karnataka. Mysore city is 128 
sq. km in area and is one of the most preferred destinations for 
industries including IT hubs other than Bangalore.It is a main 
trading centre of silk and sandalwood. Mysore district is 
bounded by Mandya to the northeast, Chamrajnagar to the 
southeast, Kerala state to the south, Kodagu to the west, and 
Hassan to the north. It has an area of 128.42 km² and a 
population of about 1 million (2001 census). The  district  lies  
in the  southern  Deccan  plateau,  within  the  watershed  
region of Kaveri  River,  which  flows  through  the  northern  
and  eastern  parts  of  the  district. 

 
Figure 1. Study Area: Mysore city and 3 km buffer 

III. MATERIALS USED 

DATA Year Purpose 

Landsat Series 

MSS(57.5m) 

1973 Landcover and Land 

use analysis 

Landsat Series TM 

(28.5m) and ETM 

1989, 

1999,  

Landcover and Land 

use analysis 

IRS p6: Liss-4 MX 

data (5.6m) 

2009 Landcover and Land 

use analysis  

Survey of India (SOI) 

toposheets of 1:50000 

and 1:250000 scales 

 To Generate 

boundary and Base 

layer maps. 

Field visit data –

captured using GPS 

 For geo-correcting 

and generating 

validation dataset 

TABLE I. MATERIALS USED IN ANALYSIS 

IV. METHOD 

A two-step approach was adopted to chart the direction of 
the City‟s development, which includes (i) a normative 
approach to understand the land use and (ii) a gradient 
approach of 1km radius to understand the pattern of growth 
during the past 4 decades. Various stages in the data analysis 
are: 
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Figure 2. Procedure followed to understand the spatial pattern of landscape 

change 

A. Preprocessing 

 The remote sensing data obtained were geo-referenced, 
rectified and cropped pertaining to the study area. The Landsat 
satellite 1973 images have a spatial resolution of 57.5 m x 57.5 
m (nominal resolution) and 1989 - 1999 data of 28.5 m x 28.5 
m (nominal resolution) were resampled to uniform 30 m for 
intra temporal comparisons. Latest data of IRS P6 of spatial 
resolution 5.6 m was procured from NRSC, Hyderabad 
(http://www.nrsc.gov.in).  

Vegetation Cover Analysis: Normalized Difference 
Vegetation index (NDVI) was computed to understand the 
temporal dynamics of the vegetation cover.  NDVI value 
ranges from values -1 to +1, where -0.1 and below indicate soil 
or barren areas of rock, sand, or urban buildup. NDVI of zero 
indicates the water cover. Moderate values represent low 
density vegetation (0.1 to 0.3) and higher values indicate thick 
canopy vegetation (0.6 to 0.8). 

B. Land use analysis 

Land use categories listed in Table 2 were classified with 
the training data (field data) using Gaussian maximum 
likelihood supervised classier.  The analysis included 
generation of False Color Composite (bands – green, red and 
NIR), which helped in identifying heterogeneous area. 
Polygons were digitized corresponding to the heterogeneous 
patches covering about 40% of the study region and uniformly 
distributed over the study region.  

These training polygons were loaded in pre-calbrated GPS 
(Global position System). Attribute data (land use types) were 
collected from the field with the help of GPS corresponding to 
these polygons. In addition to this, polygons were digitized 
from Google earth (www.googleearth.com) and Bhuvan 
(bhuvan.nrsc.gov.in), which were used for classifying latest 
IRS P6 data. These polygons were overlaid on FCC to 
supplement the training data for classifying landsat data.  

Gaussian maximum likelihood classifier (GMLC) is applied 
to classify the data using the training data. GMLC uses various 
classification decisions using probability and cost functions 
[10] and is proved superior compared to other techniques. 
Mean and covariance matrix are computed using estimate of 
maximum likelihood estimator. Estimations of temporal land 

uses were done through open source GIS (Geographic 
Information System) - GRASS (Geographic Resource Analysis 
Support System, http://ces.iisc.ernet.in/grass).   

70% of field data were used for classifying the satellite data 
and the balance 30% were used in validation and accuracy 
assessment.  Thematic layers were generated of classified data 
corresponding to four land use categories.  

Evaluation of the performance of classifiers [36], [37], [13] 
is done through accuracy assessment techniques of testing the 
statistical significance of a difference, comparison of kappa 
coefficients [8], [47] and proportion of correctly allocated 
classes [12] through computation of confusion matrix. These 
are most commonly used to demonstrate the effectiveness of 
the classifiers [8], [7], [29]. 

Further each zone was divided into concentric circle of 
incrementing radii of 1 km (figure 2) from the center of the city 
for visualising the changes at neighborhood levels.  This also 
helped in identifying the causal factors and the degree of 
urbanization (in response to the economic, social and political 
forces) at local levels and visualizing the forms of urban 
sprawl. The temporal built up density in each circle is 
monitored through time series analysis. 

TABLE I. a LAND USE CATEGORIES 

Land use Class Land uses included in the class 

Urban This category includes residential area, 

industrial area, and all paved surfaces and 

mixed pixels having built up area. 

Water bodies Tanks, Lakes, Reservoirs. 

Vegetation Forest, Cropland, nurseries. 

Others  Rocks, quarry pits, open ground at 

building sites, kaccha roads. 

 
Figure 3. Google earth representation of the study region 

C. Urban sprawl analysis 

Direction-wise Shannon‟s entropy (Hn) is computed 
(equation 1) to understand the extent of growth: compact or 
divergent [26], [49], [38]. This provides an insight into the 
development (clumped or disaggregated) with respect to the 
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geographical parameters across „n‟ concentric regions in the 
respective zones. 

                   ∑        
         …… (1) 

 
Where Pi is the proportion of the built-up in the ith 

concentric circle and n is the number of circles/local regions in 
the particular direction. Shannon‟s Entropy values ranges from 
zero (maximally concentrated) to log n (dispersed growth). 

D. Spatial pattern analysis 

Landscape metrics provide quantitative description of the 
composition and configuration of urban landscape.  These 
metrics were computed for each circle, zonewise using 
classified landuse data at the landscape level with the help of 
FRAGSTATS [34].  

Urban dynamics is characterised by 11 spatial metrics 
chosen based on complexity, centrality and density criteria. The 
metrics include the patch area, edge/border, shape, 
epoch/contagion/ dispersion and are listed in Table II.  

V. RESULTS & DISCUSSION 

1) Land use Land Cover analysis:  

a) Vegetation cover analysis: Vegetation cover of the 

study area assessed through NDVI (Figure 3), shows that area 

under vegetation has declined to 9.24% (2009) from 51.09% 

(1973). Temporal NDVI values are listed in Table III. 

b) Land use analysis: Land use assessed for the period 

1973 to 2009 using Gaussian maximum likelihood classifier is 

listed Table IV and the same is depicted in figure 4. The 

overall accuracy of the classification ranges from 75% (1973), 

79% (1989), 83% (1999) to 88% (2009) respectively. Kappa 

statistics and overall accuracy was calculated and is as listed in 

Table V.  

c) There has been a significant increase in built-up area 

during the last decade evident from 514% increase in urban 

area. Other category also had an enormous increase and covers 

166 % of the land use. Consequent to these, vegetation cover 

has declined drastically during the past four decades. The 

water spread area has increased  due to the commissioning of 

waste water treatment plants (ex. Vidyaranyapura, Rayankere, 

Kesare)  during late 90‟s and early 2000. 

 

Year 

Vegetation Non vegetation 

% Ha % Ha 

1973 51.09 10255.554 48.81 9583.83 

1989 57.58 34921.69 42.42 8529.8 

1999 44.65 8978.2 55.35 11129.77 

2009 09.24 1857.92 90.76 19625.41 

TABLE II. TEMPORAL LAND COVER DETAILS. 

 

Figure 4. Temporal Land cover changes during 1973 – 2009  

2) Built up Density Gradient Analysis: Built up density 

was minimal and the value ranges from 0.026 (considering 

3km buffer) to 0.036 (without considering 3km buffer) in the 

North east direction (in 1973). The federal government‟s policy 

in 1990‟s to develop tier 2 cities led to the increase in urban 

area. There was a sharp growth in the region in almost all 

direction from 1999 till 2009, maximum value reaching 0.216 

in the NE direction (considering 3km buffer) and 0.42 (without 

considering the buffer). This can be attributed to development 

of this region with the IT & BT industry which were earlier 

confined to Bangalore.  

 
Figure 5. Classification output of Mysore 

Land 

use 

 

Urban 

 

Vegetation  

 

Water 

 

Others 

Year 

1973 222.93 10705.68 124.47 9054.99 

1989 229.41 13242.51 78.75 6557.4 

1999 730.8 8360.1 117.9 10899.2 

2009 3757.489 1159.336 142.58 15050.5 

Total (Land in ha)                        20108.91 

TABLE III. TEMPORAL LAND USE DETAILS FOR MYSORE 
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 Indicators Formula Range 

Category : Patch area metrics 

1 Largest Patch 

Index(Percentage of 

landscape)(LPI) 
 

1 max( )
100

n

j ija
LPI

A


  

a ij = area (m2) of patch ij 

A= total landscape area 

0 ≤ LPI≤100 

 

2 Number of Urban 

Patches (NPU) 

 

NPU n  

NP equals the number of patches in the landscape. 

NPU>0, without limit. 

3 Patch density(PD) f(sample area) = (Patch Number/Area) * 1000000 PD>0 

4 Perimeter-Area 

Fractal Dimension 

(PAFRAC) 
1 1 1 1 1 1

2

1 1 1 1

2

(ln .ln ) ln ln

ln ln

m n m n m n

ij ij ij ij

i j i j i j

m n m n

ij ij

i j i j

N P a p a

N p p

     

   

     
     
      

   
   

   

  

 

Perimeter-Area Fractal Dimension 

aij = area (m2) of patch ij. 

pij=perimeter (m) of patch ij. 

N= total number of patches in the landscape 

1≤PAFRAC≤2 

 

Category : Shape metrics 

5  Normalized 

Landscape Shape Index 

(NLSI) 
1

i N
i

i i

p

s
NLSI

N







Where si and pi are the area and perimeter of patch i, and N is the total 

number of patches. 

0≤NLSI<1 

 

6 Landscape Shape Index 

(LSI) 
           ⁄   

ei =total length of edge (or perimeter) of class i in terms of number of cell surfaces; includes all 

landscape boundary and background edge segments involving class i. 

min ei=minimum total length of edge (or perimeter) of class i in terms of number of cell 

surfaces. 

LSI>1, Without 

Limit 

Category: Compactness/ contagion / dispersion metrics 

7 Clumpiness 
& 5,

1

i i
i i i

i

i i

i

G P
forG P P else

P
CLUMPY

G P

P

 
  

 
 
 

 

1

min

ii
i m

ik i

k

g
G

g e





 
 
 
  

  
  


gii =number of like adjacencies 

between pixels of patch type gik =number of adjacencies between pixels 

of patch types  i and k. 

Pi =proportion of the landscape occupied by patch type (class) i. 

-1≤ CLUMPY ≤1. 

8 Percentage of Like Adjacencies (PLADJ) 

 

gii =    number of like adjacencies (joins) between pixels of patch type  

gik =    number of adjacencies between pixels of patch types i and k  

  

0<=PLADJ<=100 

9 Cohesion 
          [  

∑    
 
   

∑    √   
  

   

] [  
 

√ 
 ]

  

     
0≤cohesion<100 
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10 Aggregation index(AI) 

1

(100)
max

m
ii

i

i ii

g
AI P

g

  
   

  
  

gii =number of like adjacencies between pixels of patch type  

Pi= proportion of landscape comprised of patch type. 

1≤AI≤100 

11 Interspersion and Juxtaposition(IJI) 

  

1 1

.ln

(100)
ln 0.5 ( 1)

m m
ik ik

i k i

e e

E E

IJI
m m

  

    
     

    




 
eik =  total length (m) 

of edge  between patch types  

E = total length (m) of edge in landscape, excluding background 

m = number of patch types (classes) present in the landscape. 

0≤ IJI ≤100 

TABLE IV. SPATIAL LANDSCAPE INDICES

TABLE V.  

Year Kappa 

coefficient 

Overall accuracy 

(%) 

1973 0.76 75.04 

1989 0.72 79.52 

1999 0.82 78.46 

2009 0.86 84.58 

TABLE VI. KAPPA STATISTICS AND OVERALL ACCURACY 

 

 
Figure 6. Urban density analysis of Mysore 

3) Urban sprawl analysis: Shannon entropy computed 

using temporal data are listed in Table VI. Mysore is 

experiencing the sprawl in all directions as entropy values are 

closer to the threshold value (log (8) = 0.9). Lower entropy 

values of 0.007 (NW), 0.008 (SW) during 70‟s shows an 

aggregated growth as most of urbanization were concentrated 

at city centre. However, the region experienced dispersed 

growth in 90‟s reaching higher values of 0.452 (NE), 0.441 

(NW) in 2009 during post 2000‟s.  

The entropy computed for the city (without buffer regions) 

shows the sprawl phenomenon at outskirts. However, entropy 

values are comparatively lower when buffer region is 

considered. Shannon's entropy values of recent time confirms 

of minimal fragmented dispersed urban growth in the city.  

This also illustrates and establishes the influence of drivers of 

urbanization in various directions. 

 NE  NW SE SW 

2009 0.452 0.441 0.346 0.305 

1999 0.139 0.043 0.0711 0.050 

1992 0.060 0.010 0.0292 0.007 

1973 0.067 0.007 0.0265 0.008 

TABLE VII. SHANNON ENTROPY INDEX 

4) Spatial patterns of urbanisation: In order to understand 

the spatial pattern of urbanization, eleven landscape level 

metrics were computed zonewise for each circle. These metrics 

are discussed below: Number of Urban Patch (Np) is a 

landscape metric indicates the level of fragmentation and 

ranges from 0 (fragment) to 100 (clumpiness).  

 

 

 

 

 

 

 

 

Figure 8.a Number of urban patches (zonewise, circlewise)  

Figure 8a illustrates that the city is becoming clumped 
patch at the center, while outskirts are relatively fragmented. 
Clumped patches are more prominent in NE and NW directions 
and patches is agglomerating to a single urban patch. Largest 
patch index (Fig 8b) highlights that the city‟s landscape is 
fragmented in all direction (in 1973) due to heterogeneous 
landscapes, transformed a homogeneous single patch in 
2009.The patch sizes given in figure 8c highlights that there 
were small urban patches in all directions (till 1999) and the 
increase in the LPI values implies increased urban patches 
during 2009 in the NE and SW. Higher values at the center 
indicates the aggregation at the center and in the verge of 
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forming a single urban patch largest patches were found in NE 
and SW direction (2009). 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.b Largest Patch – zonewise, circlewise 

 
Figure 8.c Patch density – zonewise, circle wise 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.d PAFRAC – zonewise, circle wise 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.e Zonewise and circle wise LSI  

The patch density (Fig 8c) is calculated on a raster map, 
using a 4 neighbor algorithm. Patch density increases with a 
greater number of patches within a reference area. Patch 

density was higher in 1973 as the number of patches is higher 
in all directions and gradients due to presence of diverse land 
use, which remarkably increased post 1989(NW) and 
subsequently reduced in 1999, indicating the sprawl in the 
region in in early 90‟s and started to clump during 2009, which 
was even confirmed by number of patches. 

PAFRAC approaches 1 for shapes with very simple 
perimeters such as squares (indicating clumping of specific 
classes), and approaches 2 for shapes with highly convoluted, 
perimeters. PAFRAC requires patches to vary in size. Results 
(Fig 8d) indicate of dispersed development during 70‟s and 
80‟s as PAFRAC highly convoluted. The value approaches 1 in 
1990‟s and 2000‟s indicating aggregation leading to clumped 
region of urban land use. 

Landscape Shape Index (LSI): LSI equals to 1 when the 
landscape consists of a single square or maximally compact 
(i.e., almost square) patch of the corresponding type and LSI 
increases without limit as the patch type becomes more 
disaggregated. Results (Fig 8e) indicate that there were low LSI 
values in 1973 as there was minimal urban areas which were 
aggregated at the centre.  Since 1990‟s the city has been 
experiencing dispersed growth in all direction and circles, 
towards 2009 it shows a aggregating trend as the value reaches 
1.Normalized Landscape Shape Index (NLSI): NLSI is 0 when 
the landscape consists of single square or maximally compact 
almost square, it increases as patch types becomes increasingly 
disaggregated and is 1 when the patch type is maximally 
disaggregated. Results (Fig 8f) indicates that the landscape had 
a highly fragmented urban class, which became further 
fragmented during 80‟s and started clumping to form a single 
square in late 90‟s especially in  NE and NW direction in all 
circle and few inner circles in SE and SW directions, 
conforming with the other landscape metrics. 

 
 

 

 

 

 

 

 

 

 

 

Figure 8.f Zone and circlewise NLSI 

Clumpiness index equals 0 when the patches are distributed 
randomly, and approaches 1 when the patch type is maximally 
aggregated. Aggregation index equals 0 when the patches are 
maximally disaggregated and equals 100 when the patches are 
maximally aggregated into a single compact patch. IJI 
approaches 0 when distribution of adjacencies among unique 
patch types becomes increasingly uneven; is equal to 100 when 
all patch types are equally adjacent to all other patch types.  

Clumpiness index, Aggregation index, Interspersion and 
Juxtaposition Index highlights that the center of the city is more 
compact in 2009 with more clumpiness and aggregation in NW 
and NE directions. In 1973 the results indicate that there were a 
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small number of urban patches existing in all direction and in 
every circle and due to which disaggregation is more. Post 
1999 and in 2009 it is observed that large urban patches are 
located closely almost forming a single patch especially at the 
center and in NW direction in different gradients (Fig 8g, Fig 
8h and Fig 8i).  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.g Clumpiness – zonewise, circle wise  

 

 

 

 

 

 

 

 

Figure 8.h Aggregation-zone and circle wise  

 

 

 

 

 

 

 

 

 

 

 

Figure 8.i Zone and circle wise - IJI  

Percentage of Like Adjacencies (Pladj) is the percentage of 
cell adjacencies involving the corresponding patch type those 
are like adjacent. Cell adjacencies are tallied using the double-
count method in which pixel order is preserved, at least for all 
internal adjacencies. This metrics also indicates the city center 
is getting more and more clumped with similar class (Urban) 
and outskirts are relatively sharing different internal 
adjacencies. 

Patch cohesion index measures the physical connectedness 
of the corresponding patch type. This is sensitive to the 
aggregation of the focal class below the percolation threshold. 
Patch cohesion increases as the patch type becomes more 
clumped or aggregated in its distribution; hence, more 
physically connected. Above the percolation threshold, patch 
cohesion is not sensitive to patch configuration [18]. Figure 8k 

indicate of physical connectedness of the urban patch with the 
higher cohesion value (in 2009). Lower values in 1973 
illustrate that the patches were rare in the landscape. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.j Zone and circlewise  Pladj  

 

 

 

 

 

 

 

 

 

 

Figure 8.k Cohesion Index 

VI. CONCLUSION 

Karnataka government‟s current focus to develop tier 2 
cities in order to decongest major cities, has posed  a  challenge  
as unplanned developmental activities is leading to urban 
sprawl impinging basic amenities to the common man in the 
outskirts. Availability of spatial data since 1970‟s has aided in 
the temporal land use dynamics. Spatial metrics in conjunction 
with the density gradient approach have been effective in 
capturing the patterns of urbanization at local levels.  The 
techniques would aid as decision-support tools for unraveling 
the impacts of classical urban sprawl patterns in Mysore. A set 
of spatial metrics describing the morphology of unplanned 
areas have been extracted along with temporal land uses. The 
extracted indices have indicated the areas of high likelihood of 
„unplannedness‟ considering the three dimensions 
(size/density/pattern).  

Land use assessed for the period 1973 to 2009 using 
Gaussian maximum likelihood classifier highlight that there 
has been a significant increase (514%) in urban area, with 
consequent reduction in vegetation cover. Built up density was 
minimal and the value ranges from 0.026 (considering 3km 
buffer) to 0.036 (without considering 3km buffer) in the North 
east direction (in 1973). Shannon entropy computed using 
temporal data illustrates that Mysore city is experiencing the 
sprawl in all directions as entropy values are closer to the 
threshold. Spatial metrics at landscape level reveal that the 
landscape had a highly fragmented urban class and started 
clumping to form a single square in late 90‟s especially in NE 
and NW direction in all circle and few inner circles in SE and 
SW directions, conforming to the other landscape metrics. 
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Local urban and rural planners need to put forward 
effective implementable adaptive plans to improve basic 
amenities in the sprawl localities. Temporal land use analysis 
along with urban density gradient across four directions has 
helped in visualizing the growth along with the cultural and 
industrial evolution. 
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Abstract—Application of Group Decision Support System 

(GDSS) can assist for delivering the decision of various opinions 

(preference) cancer detection based on the preferences of various 

expertise. In this paper we propose ELECTRE-Entropy for 

GDSS Modeling. We propose entropy weighting for each criteria 

under ELECTRE Method.ELECTRE is one method in Multi-

Attribute Decision Making (MADM). Modeling of Group 

Decision Support Sytemapplyfor multi-criteria  which the 

simulation data mutated genes that can cause cancer and solution 

recommended. 

Keywords-component; Group decision support system(GDSS); 

Multi Atributte Decision making(MADM); Electre-entropy; 

preference. 

I.  INTRODUCTION  

To Determine wheather a person  has abnormal gene of 
cancer-causing can be done from different areas of expertise in 
medical science, such as pathologist, oncology or other 
disciplines in medicine. The opinions   in various expert in   
medical science requires decision that could provide treatman 
provision against person alleged  having abnormal genes as the 
cause of cancer. Group Decision Support System is one of  
application in information technology that can assist in 
delivering the decision from various opinion (preferences) for 
detecting person having  mutated gene that causes cancer based 
on the preferences of various expertise. 

The decision making process requires the aggregation 
method to get  single value of each alternative from  variety of 
criteria. In the decision-making system, this problem can be 
solved by Multiple Criteria Decision Making (MCDM). The 
study of MCDM has begun to emerge in the late 19th century. 
But the very rapid development of new beginning to be felt 
since the 1970s, especially in the field of operations research 
(Suiran, et al; 2001; Sage, 1991). 

This study  establish  Clinical Model Group Decision 
Support System (CGDSS) where knowledge base is built based 
on preferences that differ from the experts of different expertise 

from  the classification  genes with SVM method uses the 
concept of multi-attribute decision making (MADM).   

II. BACKGROUND THEORIES 

A. Group decision support system (GDSS) 

Group decision support system (GDSS) is an interactive 
computer-based system that facilities the solution of 
semistructured or unstructured problems by a group of decision 
maker.[11] 

GDSS has several major characteristics,i.e.: 

 GDSS has goal  to support the process of group 
decision makers by providing automation of 
subprocesses, using information technology tools. 

 GDSS is specially designed information system, not 
merely a configuration of already existing system 
components. It can be designed tobe address one type 
of problem or a variety of group-level organizational 
decisions. 

 GDSS encourages generation of ideas, resolution of 
conflicts, and freedom of expression. It contains built-
in mechanismes that discourage development of 
negative group behaviors, such as destructive conflict, 
miscommunication, and groupthink.(Turban,2011) 

ELECTRE (Elimination EtChoixTraduisant la realite) is 
one method in MADM based on the concept of ranking 
through pairwise comparisons between alternatives on the 
appropriate criteria. An alternative is said to dominate another 
alternative if one or more of the criteria are exceeded 
(compared with the other criteria of alternative) and the same 
with the remaining criteria. The relationship between the two 
alternatives Ak ranking of the A1 (Roy, 1973)in [4] 

MADM is evaluated against the alternative m Ai (i = 
1.2,...., m) of a group of attributes or criteria c, (j = 1.2,..., n) 
where each of the attributes are not mutually dependent on one 
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other. Decision matrix of each alternative on each attribute, X 
is given as: 


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The Procedure  of using ELECTRE is shown as follows : 

1) In ELECTRE. First the weightted normalized impact 

matrix of vij is computed to provide a dimensionless 

environment. This step is the same as the first two steps 

describes in: 

ijjij xwV                                                         (2) 

2) The concordance set cij, is determined for each pair of 

alternatives j an j*i.e the setr of criteria for attributes in which 

the impact of alternative j is better than or equal to that of 

alternative j*. Similarly, a discordance set Dij is define which 

compares two alternatives in which alternative i perform worse 

tha alternative i: 

Ckl = { j |vkj >vij} untuk j = 1,2,...,n                           (3) 

And dkl = { j |vkj <vij} untuk j = 1,2,...,n 

Where vkj and vij  are impact values with the ith criterion 

and l is the set of atributes 

3) Once the concordance and disconcordance sets are 

found, concordonce (cij) and disconcordance (dij) indices can be 

calculated respectively. The concordance index is equal to the 

sum of the weights associated with the ith attribute which are 

contained in the concordance set. Hence, the formula is shown 

as follows : 





klcj

jkl wC                                                        (4) 

Where wi is the weight of the i
th
 attribute and 0<cij<1 .the 

concordance index reflects the relative importance of 

alternative j*. A higher value of cij, indicates that alternatives 

j is preferred to j* as far as the concordance  attributes are 

concerned. In addition, disconcordanceindex(dij)can be 

calculated such that: 
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Where vkj and vij are the data in normalized impact matrix 
and 1 is the set of attributes.[19] 

Concordance matrix calculated based on the dominant [10] 
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elements of the matrix F is determined as the dominant 
discordance: 


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Aggregation of the dominant matrix (E) showing a partial 
preference order of alternatives, obtained with the formula in 
mathlab: 

klklkl gfe . (8)[4] 

B. Entropy 

Entropymethodcan be usedtodeterminetheweights. 
Entropyconsistencyininvestigatingdiscriminationamonga set of 
data.Alternativeset of datavaluesoncertaincriteriadescribedin 
theDecisionMatrix(DM). Using theentropymethod, 
thevariationvaluecriterionwill be canhighestweights. [12] 

The measuresusedin this methodare asfollows: 

 Creating criterion data table 
The criteriacan beidentifiedqualitative 
andquantitativecriteria, but allmustbemeasurable.  

 Normalizationof datatableof criteria 

 

(9) 

After getting Entropy weighting for each criterion, if it has 
no initial weight or weight of a predetermined weight of 
Entropy then the truth to each criterion will be obtained with 
the following calculation 

                (10) 

C. Copeland score 

The Copeland Score is more likely to produce ties, since it 
does not take into account the margin of victory, or the 
magnitude of support. In some contests, a Copeland Score will 
not identify a clear winner and provide only a limited 
differentiation between the options. In a three-way contest with 
no Condorcet winner and no ties in the binary contests, all three 
candidates will have the same Copeland score (each will have 1 
win, 1 loss). In a four-way contest without a Condorcet winner, 
there will be at best a two-way tie (2 wins, 1 loss each). 
Consequently, many contests will need some secondary 
mechanism to resolve contests which end in a tie. [28] 

 

 

 

 

 
 

Figure 1. Copeland Score 
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III. ELECTRE-ENTROPY METHOD FOR GROUP DECISION 

SUPPORT SYSTEM MODEL GENE MUTATION DETECTION 

Process in group decision support system begins with this 
clinical classification process, the process of ranking the 
decision, then made a decision ranking of the ranking 
recommendations of each expert. This system has three engine 
block in the decision-making systems like the picture below 

Clasification

Decision making 

machine

Weight 

machine

Group Decision making

Cancer gene

Normal gene

preprocessin

g

 

Figure 2. Architecture model of GDSS (Group Decision Support System) for 

Decision Making. 

Materials are processed in the architecture of this system is 
the data model of cancer gene available on the Internet.  

The data that exists is shaped gene sequences that would 
later be classified into training data and testing data. 

Components in the engine builders are composed of: 

1) Classification engine. This component is assigned 
toperform the classification of the existing gene data. In 
thismachine used the method of classification with 
SupportVector Machine method. 

2) Machine Builders Decision. These components perform 
ranking and data processing as  preferences  given by the 
experts. The model built in the engine builders these 
decisions using Multi Attribute Decision Making with 
ELECTRE methods. 

3) Weighting machine. Decision builder method that does 
the determination of the ideal weight in development 
decisions. The resulting weights will be used in the 
ranking of each expert's decision. 

4) Decision maker. This component is the decision maker 
has been obtained from each expert. Recommendations in 
order to get better decisions. In this machine used method 
of Copeland score. 

 

 
Figure 3. CGDSS Model: Modeling Preferences and skills base on 

Classification as  Model in Group Decision Support System for Decision 
Making (adapted from Deng, 2008) 

A. Classification 

Protein sequence data from the example above would 
convert the system into the strands of the DNA sequence 
consisting of A, G, C and T. DNA strands will be made in two 
dimensions in the number of A and T  number of G and C. 
Then do the process of classification with Support Vector 
Machine method. The conversion process is done by creating a 
numerical code for each letter in the DNA sequence code. 
Values that have been in this conversion will be processed by 
the method of classification by support vector machine, getting 
class genes of normal and abnormal. 

In Support Vector Machine, best Hyperplane / clasifier  is 
located in the middle between the two groups of objects from 
two classes, namely class of normal genes and gene 
abnormalities. In the classification process to maximize this 
margin, the system will determine the class of data to be ranked 
in the training class, after being found clasifier. Performance is 
good, It will be set classroom testing. If the class already exists 
then this testing will be used other data to be processed 
classification. Looking for the best hyperplane is to maximize 
the margin or distance between the two groups of objects from 
different classes of genes. 

B. Model  

Group Decision Support System base with 
ELECTREmethod-Entropy Classification results will be 
analyzed by specialists. This analysis will refer to the provision 
of suitability rating on each criterion for the count with 
ELECTRE method. This modeling begins with the preparation 
component of alternatrive the situation in the identification. 
The objectives of  the component preparation is to construct a 
table of estimated components of the situation and 
identification of alternatives, specification of objectives, 
criteria and attributes. This model is used to evaluate 
alternative m Ai (i = 1,2 ,......, m) against a set of attributes or 
criteria Cj (j = 1,2 ,....., n) and attributes are not mutually 
dependent each other.  
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Decision matrix of is built each alternative on each 
attribute, X. Preparation of the components on this modeling is 
used to detect gene mutations in humans to determine whether 
there is through virus, nutrition or foreign object.  So, the 
model can detect whether a person is identified to have cancer 
cells or not. 

In this model simulation there are three alternatives that can 
be set to identify cancer cells in human genes, namely: 

A1 = mutation because the virus 

A2 = Mutations for Foreign Objects 

A3 = Mutations for Nutrition 

There are 3 that a reference in making decisions which are: 

C1 = protein bound to viral 

C2 = Expression HSP 

C3 = proteisn expression containing CH3 

 
Rating the suitability of each alternative on each criterion, 

the value of 1 to 5, namely:1 = very bad,2 = poor,3 = quite,4 = 
Good and 5 = Very good. 
Level of importance of each criterion in value by 1 to 5, 
namely: 
1 = very low,2 = Low,3 = quite,4 = High and 5 = very high 
The values given by experts in each alternative on each 
criterion is the value of a match. Suitability value is simulated 
as in the following table: 

Our model begins by establishing a paired comparison of 
each alternative on each criterion (xij) which are being 
formulated in a matrix X as a decision matrix. Xij is a 
performance rating of alternative i-th j-th attribute. Then we 
use Copeland score method in making final decision. 

Classification block. This component is assigned to perform 
the classification of the existing gene data. In this block we use 
Support Vector Machine method. The classification system 
machine data in the form of the gene will be read from the 
database. The data in the form of the gene sequences of DNA 
will be in the formula calculating the number of A and T, as 
well as the number of G and C. A and T will be in put in one 
dimension, then G and C are grouped in one dimension.  

Data in this dimension has been produced by the process of 
determining the classification engine to perform training 
classes. The process will continue until the ideal performance 
close to 100% using classification performance. If this figure is 
already approaching the ideal performance, then the testing 
class will be performed. Testing this class that will test the 
incoming data so it will be grouped into normal and abnormal 
classes. The figure above is result classification  of  SVM  

 

Figure 4. result classification in SVM method 

global data1 CP 

[a b c d]=mysql('select * from gen');f=[];e=[]; 

fori=1:length(b) 

e(i)=sum(ismember(c{i},'T'))+sum(ismember(c{i},'A')); 

f(i)=sum(ismember(c{i},'G'))+sum(ismember(c{i},'C')); 

end 

species=d;e=e';f=f'; 

data=[e f]; 

groups = ismember(species,'Y'); 

[train, test] = crossvalind('holdOut',groups); 

cp = classperf(groups); 

figure(1); 

svmStruct=svmtrain(data(train,:),groups(train),'showplot',true)

; 

gridon; 

classes = svmclassify(svmStruct,data(test,:),'showplot',true); 

classperf(cp,classes,test); 

CP=cp.CorrectRate; 

figure(cp1); 

data1=[b(test,:) c(test,:) d(test,:) num2cell(e(test,:)) 

num2cell(f(test,:))]; 

figure(lihat); 

Block Decision. These components perform ranking and 
processing of data is a preference that is given by the experts.  
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The model built in the engine builders these decisions using 
Multi Attribute Decision Making with ELECTRE methods. 
The system in this machine will accept input in the form of 
rating the suitability and weights based on the interests of the 
experts with an ordered vector format. Each expert provide the 
weight of each of the criteria based on interests. The ideal 
weight then calculated with entropy in ELECTRE method.  We 
then can obtain alternative ranking in table below: 

TABLE I. SUITABILITY OF EACH ALTERNATIVE ON EACH CRITERION 

Alternative criteria 

C1 C2  C3 

A1 4 4 5 

A2 4 5 4 

A3 4 3 5 

TABLE II. SUITABILITY OF EACH ALTERNATIVE ON EACH EXPERT 

Alternative criteria 

C1 C2  C3 

P1 4 1 1 

P2 3 1 1 

P3 1 3 3 

P4 1 1 1 

Result of calculation  data for normalization  is :  

    0.4575    0.6860    0.7071 

                  R=       0.7625    0.5145    0.5657 

    0.4575    0.5145    0.4243 

And result of entropy calculation is :  

    0.3734    0.3133    0.3133 

                     W=   0.3734    0.3133    0.3133 

    0.3734    0.3133    0.3133 

Implementation on matlab the method like follow :  

%matriks_c = matrix-c 

c_gabungan = c_gabungan.*w; 

c_gabungan = sum(c_gabungan'); 

c_gabungan = (reshape(c_gabungan,m,m))'; 

matriks_c = c_gabungan; 

rata_c = sum(sum(matriks_c)) / (m*(m-1)); 

rata_c = repmat(rata_c,m,m); 

matriks_fkl = matriks_c>= rata_c; 

 

%matriks_d 

matriks_d = zeros(m,m); 

[p,q] = size(d_gabungan); 

fori=1:p, 

    d = d_gabungan(i,:); 

pos_d = find(d==1); 

if (isempty(pos_d) == 0), 

        [r,s] = size(pos_d); 

pos_x = ceil(i./m); 

pos_y = mod(i,m); 

if (pos_y==0), 

pos_y = m; 

end; 

for j=1:r, 

            s = V(pos_x,pos_d(j,1)) - 

V(pos_y,pos_d(j)); 

            s = abs(s); 

matriks_d(pos_x,pos_y) = 

max([matriks_d(pos_x,pos_y) s]); 

end; 

        s = max(abs(V(pos_x,:)-

V(pos_y,:))); 

matriks_d(pos_x,pos_y) = 

matriks_d(pos_x,pos_y)./s; 

end; 

end; 

savedvfkl.matmatriks_dVmatriks_fkl 

%matriks_d 

rata_d = sum(sum(matriks_d)) / (m*(m-1)); 

rata_d = repmat(rata_d,m,m); 

matriks_gkl = matriks_d>= rata_d; 

matriks_e=matriks_fkl.*matriks_gkl; 

hasil = matriks_e; 

savegkl.matmatriks_gkl 

 

Result of calculation ELECTRE-Entropy method and 
voting in copeland score as follow: 

 
Figure 5. Result of  ELECTRE-entropy method and copeland score voting. 

The results of calculations with ELECTRE-Entropy 
modeling with voting Copeland scorec an result in a vote with 
a value of A1. Figure. 5 copeland score results show tha 
talternative 1 (A1) is dominant. The result show that the  
Alternative A1 is recommended as a result of group decisions 
and the solution recommended. 

IV. CONCLUSIONS 

ELECTRE-Entropy  modeling  method can be helpful in 
determining alternatives rank.. This modeling can be applied to 
several other conditions of a similar case. 

Calculation of weighting with Entropy method using the 
preference ofe ach expert  candetermine the ideal value of 
modeling so that can provide recommendations for producing 
better decisions. 
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Abstract—The solution of the Machines’ Time Scheduling 

Problem (MTSP) is a hot point of research that is not yet 

matured, and needs further work. This paper presents two 

algorithms for the solution of the Machines’ Time Scheduling 

Problem that leads to the best starting time for each machine in 

each cycle. The first algorithm is genetic-based (GA) (with non-

uniform mutation), and the second one is based on particle 

swarm optimization (PSO) (with constriction factor). A 

comparative analysis between both algorithms is carried out.  It 

was found that particle swarm optimization gives better penalty 

cost than GA algorithm and max-separable technique, regarding 

best starting time for each machine in each cycle. 

Keywords- Machine Time Scheduling; Particle swarm optimization; 

Genetic Algorithm; Time Window. 

I. INTRODUCTION 

A great deal of research has been focused on solving 
scheduling problems. One of the most important scheduling 
problems is the Machine Time Scheduling Problem (MTSP). 
This problem was investigated in [1] as a parameterized 
version of the MTSP, which was defined in [2], with penalized 
earliness in starting and lateness in the completion of the 
operation. The authors in [1] applied the optimal choice 
concept which is given in [3] and some theoretical results from 
[4] to obtain the optimal values of the given parameters.  

In [5] the authors investigated two cycles MTSP and 
introduced an algorithm to find the optimal choice of 
parameters, which represent the earliest possible starting time 
for the second cycle. In [6] an algorithm was developed (MTSP 
Algorithm (MTSPA)) for multi-cycle MTSP which found the 
starting time for each machine in each cycle by using the max-
separable technique.  

The processing times in the previous researches were 
deterministic. The authors in [7] discussed how to solve the 
MTSP when the processing time for each machine is 
stochastic. To solve this problem, the Monte Carlo simulation 

was suggested to handle the given stochastic processing times. 
A generalization was introduced in [8] to overstep the cases at 
which an empty feasible set of solutions is described by the 
system.  

This paper examines two approaches for solving the MTSP; 
PSO (with constriction factor), and GA (with non-uniform 
mutation). A comparative analysis between both algorithms is 
to be carried out for the solution that minimizes the penalty 
cost regarding the best starting time for each machine in each 
cycle.  

The paper is organized as follows. Part 2 formulates the 
problem. Part 3 introduces the proposed GA, as well as its 
implementation. Part 4 presents the PSO Algorithm, and its 
implementation. Both algorithms, in addition to the max-
separable technique,  are applied for a specific scenario. 
Obtained results are investigated in Part 5. The paper is 
terminated by conclusions and proposals for future work. 

II. PROBLEM FORMULATION  

In machines’ time scheduling problem there are n 
machines, each machine carries out one operation j with 

processing time pj for 
},...,1{ nNj 

and the machines work in 
k cycles.  

Let xjr represent starting time of the jth machine in cycle r 

for all
Nj

, 
},...,1{ kKr 

(k number of cycles). Machine j 
can start its work in cycle r only after the machines in a given 

set 
)()( , jj NN

N (
)( jN is the set of precedence machines) 

had finished their work in the (r-1)th cycle, so we can define the 
starting time in the (r+1)th cycle as follows: 

KrNipxx jrjr
i

Nj
ir 



 ,)(max
)(1  
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Assuming that the starting time xjr is constrained by a time 

interval [ljr, Ljr] for each
Nj

, 
Kr

 , then the set of feasible 
starting times xjr is described by the following system for each 

Kr
: 

)1(

,)(max 1)(

NjLxl

Nixpx

jrjrjr

irjrjr
Nj i



 


 

Assume also that for some echological reasons, there are a 

given recommended time interval [ajr, bjr], Ni , Kr  

such that: 

       )2(],,[],[ jrjrjjrjr bapxx   

The violation of (2) will be penalized by the following 
penalty function  

                     Krxfxf jrjr
Nj




min)(max)(  

where the penalty function in a certain cycle r is given by:   

Njpxfxfxf jrjrjrjrjrjrjr  }0),(),({max)( )2()1(
  

where )1(

jrf : R R is a decreasing continuous function such 

that )()1(

jrjr af =0,  

and )2(

jrf : R R is an increasing continuous function such that 

)()2(

jrjr bf =0  

To minimize the maximum penalty in each cycle r, we 
should solve the following problem:    

NjLxl

Nixpx

tosubject

xf

jrjrjr

irjrjr

Nj
i











)3()(max

: 

min)(

1
)(

 

III. PROPOSED APPROACHES FOR SOLVING THE MTSP 

A. Using Genetic Algorithm (GA): 

GA maintains a set of candidate solutions called population 
and repeatedly modifies them. At each step, the GA selects 
individuals from the current population to be parents and uses 
them to produce the children for the next generation. Candidate 
solutions are usually represented as strings of fixed length, 
called chromosomes. A fitness or objective function is used to 
reflect the goodness of each member of population [9]. The 
principle of genetic algorithms is simple [10]: 

 Encoding of the problem in a binary string. 

 Random generation of a population. This one includes 
a genetic pool representing a group of possible 
solutions. 

 Reckoning of a fitness value for each subject. It will 
directly depend on the distance to the optimum. 

 Selection of the subjects that will mate according to 
their share in the population global fitness. 

 Genomes crossover and mutations. 

 And then start again from point 3. 

This is repeated until some condition (for example number 
of populations or improvement of the best solution) is satisfied. 

Non-uniform mutation has been used to reduce the 
disadvantage of random mutation in the real-coded GA [11]. 
This new operator is defined as follows. For each individual 

t

iX
in a population of tth generation, create an offspring 

1t

iX

through non-uniform mutation as follows: if 

},...,,{ 21 m

t

i xxxX 
is a chromosome (t is the generation 

number) and the element xk is selected for this mutation, the 

result is a vector
},...,,{ 21

1

m

t

i xxxX 

 where 

(4)             
.1  ),(

.0  ),(










israndomaifLBxtx

israndomaifxUBtx
x

kk

kk

k



 

 
and LB and UB are the lower and upper bounds of the 

variables xk. The function 
),( yt

returns a value in the range 

[0,y] such that 
),( yt

 approaches to zero as t increases. This 
property causes this operator to search the space uniformly 
initially (when t is small), and very locally at later stages. This 
strategy increases the probability of generating a new number 
close to its successor than a random choice. We use the 
following function: 

(5) ).1.(),(
)1( b

T

t

ryyt


  

Where r is a uniform random number from [0, 1], T is the 
maximal generation number, and b is a system parameter 
determining the degree of dependency on the iteration number. 

 In [12], the authors introduced a new mutation operator 
characterized by its non-uniformness. The operator has been 
used in the parameter optimization of the controllers of a 
supply ship. Four different kinds of controllers have been 
considered and optimized, providing a wide range of 
optimization problems with their own unique search spaces to 
test the mutation operator.  

The main steps for solving the MTSP using GA are as 
follows: 

1) Reformulation: 
Each machine boundaries will be reformulated (calculate 

the new boundaries) based on its' successors machines 
boundaries. For each machine, the new lower boundary is 
called h and the new upper boundary is called H.  

2) Initial population: 
First, the chromosome is defined as a set of starting times 

for the machines in all cycles. So, S is the size of the 
chromosome is equal to n multiplied by k (n number of 
machines and k number of cycles). The gene xircp is the starting 
times for machine i in cycle r in chromosome c in population p 
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(Q number of chromosomes and W number of population) 
which satisfy the constraint in (Pr). The value of xircp is 

generated randomly where irir Hxh ircp 
. 

3) Other generation: 
The value of fitness for each chromosome in the previous 

population had been calculated. The next generation is created 
by selecting the best chromosomes which have the greatest 
value in the objective function. T is a percent of the previous 
population which determines the number of best chromosomes 
that transfer to the next generation. 

4) Crossover: 
The remaining chromosomes are divided as a pair. Each 

chromosome in each pair is divided in certain cycle v then 
swap between v to k cycle in first chromosome and v to k 
cycles in the second chromosome. 

5) Mutation: 
The chromosome will be mutated based on the non-uniform 

mutation; equation (4), and equation (5).  

The steps form 3 to 5 will be repeated until the last number 
of population. The solution is the first chromosome of the last 
population. 

6) GAnuM-MTSP Algorithm:  

 
 

GA1: Reformulate the boundaries for each machine in each cycle as 
follows:   

N
ikik

iLH Put , Nj
jr

jr lh  ,  

))min(,(min
1

j
irjUi

jrjr pHLH 


 

where 1,2,...,1}:{
)(

 krNjNiU
i

j  

GA2: Put p = 1. 
GA3: Put c = 1.   
GA4: Put r = 1. 
GA5: Put i = 1. 

GA6: If 1r then Nipxh jr
ircpi

Nj
ir 


 )(max

)(1   

GA7: Generate random number for xircp where 

irir Hxh ircp  . 

GA8: If i < n then i = i + 1 go to GA6. 
GA9: If r < k then r = r + 1 go to GA5. 
GA10: If c < Q then c = c + 1 go to GA4. 

GA11: .,,)1( Qckrnixircppircx     

GA12: Sort descending )( cpxcpf  if p = W then go to GA26. 

GA13: Put c = Q – (T*Q). 
GA14: Put r = v. 
GA15: Put i = 1. 
GA16: Swap between xircp and xir(c+1)p. 
GA17: If i < n then i = i + 1 go to GA16. 
GA18: If r < k then r = r + 1 go to GA15. 
GA19: If c < Q then c = c + 2 go to GA14. 
GA20: Put c = 1.   
GA21: Put r = 1. 
GA22: Put i = 1. 

GA23: Generate random number rand between 0 and 1.  

GA24: )1).((5.0
)1( b

w

p

irapirirapirap rxHxxthenrandif


  

GA25: )1).((then5.0if
)1( b

T

t

iriratiratirat rhxxxrand


  

GA26: If i < n then i = i + 1 go to GA23. 
GA27: If r < k then r = r + 1 go to GA22. 
GA28: If c < Q then c = c + 1 go to GA21. 
GA29: If p < W then p = p + 1 go to GA3. 

GA30: The solution is .,1 krnix pir   

 

7) Simulation Results: 

Consider the MTSP with the following parameters: 

 n = 5, i.e.  N = {1,2,3,4,5},  p = {2,4.5,6.25,4,5}, the 

machines boundaries are as shown in Table I, and the 

machines relations are as shown in Table II. Assume further 

that Njbpxxaxf jrjrjrjrjrjrjr  )0,,(max)(  

where aj, bj are for all Nj  given constants so that we have 

in our case for all Nj   

jrjrjrjrjrjrjrjrjrjr bpxpxfxaxf  )()( )2()1(  

Input values of air and bir for each cycle are as shown in 

Table I. 

TABLE I.  MACHINE BOUNDARIES 

Cycle (r) r = 1 r = 2 r = 3 

lir i=1,2,…,5 {1,0,0,3,1} {4,6,6,5,6} {10,11,12,9,11.5} 

Lir 

i=1,2,…,5 
{5,4,3,5,6} {6.5,7,7.5,7.25,6.5} {13,12,15,12,14} 

TABLE II.  MACHINE RELATIONS 

i 1 2 3 4 5 

N(i) {1,2,3} {2} {2,3} {1,4,5} {1,3,5} 

Uj {1,4,5} {1,2,3} {1,3,5} {4} {4,5} 

TABLE III.  MACHINES PENALTY BOUNDARIES 

Cycle (r) r=1 r=2 r=3 

air i=1,2,…,5 
{1,1,1,3,3} {5,7,6,5,7} {11,12,11,10,13} 

bir i=1,2,…,5 
{4,6,8,5,5} {8,9,8,6.5,8} {13,15,14,12,14} 

 

The GA-MTSP algorithm is implemented and run for 
solving the allocated problem on a computer with processor 
Intel Centrino 1.6 GHz with 215 MB RAM. The population 
size has been tested by 40, 60, 80 and 100 chromosomes. The 
result shows that, the best population size is 100 chromosome 
as shown in figure (1-a). The number of chromosomes that will 
be kept in the next population has been tested by 30%, 20%, 
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10%, 5%, 2.5% and 1.25% of population size. It was found 
that, the best number of chromosomes that will be kept in the 
next population equals 1.25% from population size as shown in 
figure (1-b). This means that the best chromosome, which has 
the best fitness function, will be transferred to the next 
population. The rest of chromosomes will be crossovered 
together to generate the rest of next population. It means that 
the probability of crossover is 98.75%, which is another 
parameter of GA. Using single point crossover, it was found 
that the best position of cutting point is 33% of the 
chromosome size as shown in figure (1-c). Finally, the Genetic 
algorithm parameters that give the best starting times have been 
determined: 

TABLE IV.  MACHINE STARTING TIME BY GANUM-MTSP 

 M1 M2 M3 M4 M5 

C1 1.18 0.85 0.07 3.1 1.36 

C2 6.49 6.07 6.67 7.3 6.48 

C3 13 11.27 13.13 11.5 13.3 
 

The best value for the objective function f is 35.26. 
Assuming that α is the cost, and then the penalty cost equals 
35.26 α  

B. Using Particle Swarm Optimization (PSO) 

The PSO method is a member of wide category of Swarm 
Intelligence methods for solving the optimization problems. It 
is a population based search algorithm where each individual is 
referred to as particle and represents a candidate solution. Each 
particle in PSO flies through the search space with an adaptable 
velocity that is dynamically modified according to its own 
flying experience and also the flying experience of the other 
particles. Further, each particle has a memory and hence it is 
capable of remembering the best position in the search space 
ever visited by it. The position corresponding to the best fitness 
is known as pbest and the overall best out of all the particles in 
the population is called gbest [9].  

The modified velocity and position of each particle can be 
calculated using the current velocity and the distance from the 
pbestj to gbest as shown in the following formulas: 

)(**)(*** )(

,,22

)(

,,11

)(

,

)1(

,

t

gjgj

t

gjgj

t

gj

t

gj xgbestrcxpbestrcvwv   

)1(

,

)(

,

)1(

,

  t

gj

t

gj

t

gj vxx  

With j=1, 2, …,n and g=1, 2, …, m 

n =number of particles in a group; 

m = number of members in a particle; 

t = number of iterations (generations); 
)(

,

t

gjv =velocity of particle j at iteration t, 

w = inertia weight factor; 

c1, c2 = cognitive and social acceleration factors, respectively; 

r1, r2 = random numbers uniformly distributed in the range (0, 

1); 
)(

,

t

gjx = current position of j at iteration t; 

pbestj = pbest of particle j; 

gbest = gbest of the group. 

 

a) Population size 

 

b) No. of chromosomes kept in next generation 

 

c) Position of the cutting point crossover 

Figure 1.   Genetic algorithm parameters 

The index of best particle among all of the particles in the 
group is represented by the gbest. In PSO, each particle moves 
in the search space with a velocity according to its own 
previous best solution and its group’s previous best solution. 
The velocity update in a PSO consists of three parts; namely 
momentum, cognitive and social parts.  

The balance among these parts determines the performance 
of a PSO algorithm. The parameters c1 & c2 determine the 
relative pull of pbest and gbest and the parameters r1 & r2 help 
in stochastically varying these pulls [9]. [13] Showed that 

combining them by setting the inertia weight,


, to the 
constriction factor, v, improved performance across a wide 
range of problems as follows: 
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

 

In [14] PSO is combined with the Lagrangian Relaxation 
(LR) framework to solve a power-generator scheduling 
problem known as the unit commitment problem (UCP). In 
terms of the solution quality, the PSO-LR provided a “best 
solution” with a lower cost than GA for problem sizes larger 
than 20 units, and than LR for problem sizes 20 and 80 units. 
PSO-LR also provided a “best solution”, for the problem size 
of 10 units, with a much lower cost than using PSO alone. 

A novel approach based on Particle Swarm Optimization 
(PSO) for scheduling jobs on computational grids is introduced 
in [15]. The proposed approach is to dynamically generate an 
optimal schedule so as to complete the tasks within a minimum 
period of time as well as utilizing the resources in an efficient 
way. When compared to genetic algorithm (GA) and 
simulating Annealing (SA), an important advantage of the PSO 
algorithm is its speed of convergence and the ability to obtain 
faster and feasible schedules. 

Application and performance comparison of PSO and GA 
optimization techniques were presented in [9], for Thyristor 
Controlled Series Compensator (TCSC)-based controller 
design. Results indicate that in terms of computational time, the 
GA approach is faster. The computational time increases 
linearly with the number of generations for GA, whereas for 
PSO the computational time increases almost exponentially 
with the number of generations. The higher computational time 
for PSO is due to the communication between the particles 
after each generation. However, the PSO seems to arrive at its 
final parameter values in fewer generations than the GA. 

The main steps for solving the MTSP by PSO are as 
follows: 

1) Reformulation: 
Each machine boundaries will be reformulated (calculate 

the new boundaries) based on its' successors machines 
boundaries. For each machine the new lower boundary is called 
h and the new upper boundary is called H.  

2) Initial iteration: 
First, the particle is defined as a set of starting times for the 

machines in all cycles. The particle is represented by D-
dimensional, where D is equal to N multiplied by K (where N 
number of machines and K number of cycles). The xirpt is the 

starting time for machine i in cycle r in particle p, Qp ,..,2,1  

in iteration t, Tt ,..,2,1  (where Q is number of particles in 

the SWARM and T is number of iterations) which satisfy the 
constraints in (P). The value of xirpt is generated randomly 

where irir Hxh irpt  .  

The xirpt must satisfy the second constrain which is

)(max
)1()(

j
ptrji

Nj
irpt pxx 




. Determine the pbestp which 

is the best position of particle p that makes the best value of the 
objective function. Then determine the gbest which is the best 
particle that make the best value of the objective function in all 
iterations. 

3) Other generation: 
The next iteration created by modifying the velocity of each 

particle by the following equation: 

)}(**)(***{ 2211)1( irptirirptirpirpttirp xgbestrcxpbestrcvwv  

 
Then the particle position will be update by the following 

equation: 

 )1()1(   tirpirpttirp vxx  

The new iteration has been created with new position of 
SWARM. Calculate the objective function then find the pbestp 
and gbest. Repeat this step until last iterations. The solution is 
the gbest in the last iteration. 

4)  PSOc-MTSP Algorithm:  
 

 

A1: Reformulate the boundaries for each machine in each cycle 

as follows:   

N
ikik

iLH Put , Nj
jr

jr lh  ,  

))min(,(min
1

j
irjUi

jrjr pHLH 


 Where 

1,2,...,1}:{
)(

 krNjNiU
i

j  

A2: Put t = 1. 

A3: Put p = 1.   

A4: Put r = 1. 

A5: Put i = 1. 

A6: If 1r  then )(max
)1()(

j
ptrji

Nj
ir pxh 



. 

A7: Generate random number for xircp where

irir Hxh ircp  . 

A8: If i < n then i = i + 1 go to A6. 

A9: If r < k then r = r + 1 go to A5. 

A10: pbestp = f (xirpt) pt KrNi ,..,1,,..,1  . 

A11: If p < Q then p = p + 1 go to A4. 

A12: find max (f (pbestp) pt) .,..,1 Qp   

A13: 
maxppbestgbest   

A14: t = t + 1. 

A15: Put p = 1. 

A16: 

)}(

**)(***{

)1(

22)1(11)1(






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tirp

tirpptirpirpt

xgbest

rcxpbestrcvwv 

. 

A17: irpttirpirpt vxx   )1( . 

A18: if xirpt is not feasible then go to A20. 

A19: if f (xirpt) pt > f (xirpt) p(t-1) then pbestp = xirpt 

A20: 
maxppbestgbest  . 

A21: If p < Q then p = p + 1 go to A16. 

A22: If t < T then go to A15. 

A23: The solution is gbest.  
 

5) Simulation Results 

The PSOc-MTSP algorithm has been implemented and run 
for the same scenario used in Part 3.1.2. The program is run 
100 times for determining the suitable parameters. Using test 
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sizes of 5, 20, 40 and 50 particle in the swarm, we found that, 
the best swarm size equals 20 as show in figure (2-a). After 
testing the w value by 0.1, 0.5, 0.9 and 0.9→ 0.1 (decreasing 
value) we found that the best value of w equals 0.5 as show in 
figure (2-b). The last parameters, we need to determine, are c1, 
c2. Using the values 0.5, 1, 1.5, 1.7, 1.9 and 2, for c1 and c2 we 
found that the best value for c1, c2 equal 1.5 as shown in figure 
(2-c). Finally, the swarm parameters that give the best starting 
times have been determined is shown below. 

TABLE V.  MACHINE STARTING TIME BY PSOC-MTSP 

 M1 M2 M3 M4 M5 

C1 1.95 1.25 0.0 3 1.26 

C2 6.24 6 6.26 7 6.23 

C3 12.5 11.26 12.5 11.27 12.5 

 
The best value for the objective function f equals 32.9. 

Assuming that the cost equal α. Then the penalty cost equals 
32.9 α. 

C. Discussion  

From previous experimental results we found that, solving 
the MTSP using particle swarm optimization algorithm (PSOc-
MTSP), leads to 32.9α penalty cost in 420 iterations that took 
11 seconds. When solving the MTSP using genetic algorithm 
(GAnuM-MTSP), the penalty cost was 35.25 α, reached in 
generation 41 that took 2 seconds. But when the MTSP was 
solved using max-separable algorithm in [2], the penalty cost 
was 35.75 α in less than 0.5 seconds, (Figure 3). 

 
a) swarm size 

 
b) w value 

 
c) c1, c2 value 

Figure 2.  Determination of the swarm parameters  

 

Figure 3.  The result of solving MTSP problem by SWARM, GA and Max-

separable 

D.  Conclusion 

The machine time scheduling problem (MTSP) was solved 
using particle swarm optimization (with constriction factor), 
genetic algorithm (GA) (with non-uniform mutation), and max-
separable technique. We found that, particle SWARM 
optimization gives the lowest penalty cost of the MTSP 
problem, followed by GA algorithm. The max-separable 
technique gives the highest penalty cost. That means that 
particle swarm optimization algorithm is the most suitable for 
solving the MTSP problem, giving the best starting time for 
each machine in each cycle. 
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Abstract—The field of decision making can be loosely divided into 

two parts: the study of prescriptive models and the study of 

descriptive models. Prescriptive decision scientists are concerned 

with prescribing methods for making optimal decisions. 

Descriptive decision researchers are concerned with the bounded 

way in which the decisions are actually made. 

The statistics courses treat risk from a prescriptive, by suggesting 

rational methods. This paper brings out the work done by many 

researchers by examining the psychological factors that explain 

how managers deviate from rationality in responding to 

uncertainty. 

Keywords- Expected Value; Prospect; expected-value rule; risk-

averse. 

I. INTRODUCTION 

Most management students are formally taught the concept 
of risk and uncertainty (or probability) in microeconomics and 
for statistics courses. These courses typically treat risk by 
describing rational methods for making decisions involving 
risk i. e. probability of gain. This paper extends this perspective 
by examining the psychological factors that tell us how 
managers deviate from rationality in responding to uncertainty. 
Max Bazerman has examined how subtle aspects in the 
presentation of information, called as the “framing” of 
information, can significantly impact decision making [1]. 
Throughout the literature on decision making, it is many times 
suggested that intuitions about risk routinely take over the 
minds of decision-makers, leading to decisions which deviate 
from rationality. This is because managers do not understand 
the nature of uncertainty and the effects of framing. However, 
uncertainty is a managerial fact of life.  

Let us consider two situations which are very common and 
representative of managers’ dilemma.  

A. Situation 1: 

A company is faced with a suit from a hostile social group 
of consumers. The organization believes that it is innocent but 
it also realizes that the court may not have the same opinion.  

1) Option A: Settle out of the court and accept a sure loss 

of Rupees 25,000,000  

2) Option B: Go to the court expecting a fifty percent 

probability of a Rs. 50,000,000 loss.    Alternatively, the same 

situation can be defined or framed in this way.      

3) Option C: Settle out of court and save Rs. 25,000,000 

that could be lost in court, or 

4) Option D: Go to court expecting a fifty percent 

probability of saving Rs.50, 000,000. 

5) Options A&B are framed negatively- that is, in terms of 

possible losses. Option C&D are framed positively that is, in 

term of possible gains. 
A is equivalent to C, and B is equivalent to D. A consistent 

decision maker would choose A&C, or B&D. choosing A&D, 
or B&C would be inconsistent.  

B. Situation 2 : 

When a test was conducted on MBA students, surprisingly, 
over eighty percent selected option B in the first situations, and 
option C in the second situations [1]. Research has shown that 
individuals tend to take risks concerning choices framed in 
terms of possible losses- even though both sets of choice are 
objectively the same. Thus, decision makers are systematically 
affected by the way in which information is presented. Dawes 
argues that humans want to “know now” in situations 
containing inherent uncertainty [2]. He claims that the need to 
do away with uncertainty frequently leads people to take too 
much credit for successes and too much blame for failures. 

In real world, most people are not consistent in their 
approach to risk. When Slavic compared the scores of eighty-
two people on nine different measures of risk taking, he found 
no evidence to suggest that a generalizable risk taking trait 
exits [3]. People who are aggressive in one situation may be 
conservative in another. The conservative financial analyst may 
let himself break loose on weekends. The habitual gambler 
may be conservative in caring for his health or making rules for 
his children. Slovic found that intelligence was not related to a 
risk – taking level [3]. 

When a test was conducted on MBA students, surprisingly, 
over eighty percent selected option B in the first situations, and 
option C in the second situations [1]. Research has shown that 
individuals tend to take risks concerning choices framed in 
terms of possible losses- even though both sets of choice are 
objectively the same. Thus, decision makers are systematically 
affected by the way in which information is presented. Dawes 
argues that humans want to “know now” in situations 
containing inherent uncertainty [2]. He claims that the need to 
do away with uncertainty frequently leads people to take too 
much credit for successes and too much blame for failures. 
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In real world, most people are not consistent in their 
approach to risk. When Slavic compared the scores of eighty-
two people on nine different measures of risk taking, he found 
no evidence to suggest that a generalizable risk taking trait 
exits [3]. People who are aggressive in one situation may be 
conservative in another. The conservative financial analyst may 
let himself break loose on weekends. The habitual gambler 
may be conservative in caring for his health or making rules for 
his children. Slovic found that intelligence was not related to a 
risk – taking level [3]. 

As managers, we are constantly faced with decisions that 
will lead to uncertain outcomes [4]. Many of this risky decision 
are crucial, involving issues like jobs, safety, product 
reliability, and sometimes organizational existence. As such, 
managers should understand risk, which will enhance their 
ability to make and evaluate decision in uncertain situations. 
Managers will make better decisions by accepting that 
uncertainty exists and learning how to think systematically in 
risky situations. Dawes describes, 

“Imagine a life without uncertainty - - - - - - - -Imagine how 
dull life would be if everything can be predicted with great 
accuracy. Life would be intolerable - - - - - - No hope no 
challenge!” [5]. 

We know that the individuals are typically neither rational 
nor consistent in making judgments under uncertainty. We all 
know that the rational decision-making process includes  

 Specifying the problem. 

 Identifying all factors. 

 Weighting Factors. 

 Identifying all alternatives. 

 Rating alternatives on each factor. 

 Choosing the optimal alternative. 

The rational model does not tell us how to rate alternatives 
when the outcome on a particular factor is uncertain. 

Let us understand two concepts: Probability and Expected 
value.   

A. Probability: 

The concept of probability tells us the likelihood that any 
particular outcome will occur. A probability of 1.0 represents 
certainty that an event will occur. A probability of zero 
represents certainty that an event will not occur. 

B. Expected Value:   

Calculating the expected value of any alternative involves 
weighting all potential outcomes associated with that 
alternative by their probabilities and summing them. One 
simple rule for making decision is to always select the 
alternative with the highest expected value. Consider following 
scenarios:  

You can 

a) Have Rs. 10,000,000 for sure (expected value = Rs. 

10,000,000) or   

b) Flip an honest coin where you get Rs. 24,000,000, if a 

heads occurs but get nothing if a tail occurs (expected value = 

Rs. 12,000,000).  

An expected value decision rule would pick. (b)  

What would you do? 

You are being sued for Rs. 100,000 and estimate a 50 % 
chance of losing the case (expected value = Rs. - 50,000). 

However, the other side is willing to accept an out-of-court 
settlement of Rs. 40,000 (expected value = - 40,000), ignoring 
attorney fees, court costs, and so on. 

a) Would you fight the case? 

b) Settle out of court? 

An expected value decision rule would tell you to settle out 
of court. Most people would take a) in both cases. This clearly 
indicates that a number of situations exist in which people do 
not follow an expected-value rule. 

II. RISK CONSIDERATIONS 

Let us try to understand the concept of a “certainty 
equivalent”. A certainty equivalent establishes the certain value 
that would make a decision maker indifferent between an 
uncertain event and that certain value. For example if you had 
an opportunity to accept a 50 % chance of obtaining Rs. 
100,000, what would be the certain amount that would make 
you indifferent between the 50 % chance of Rs. 100,000 and 
that amount. Rs. 10,000? Rs. 40,000? This is your certainty 
equivalent to a 50 % chance of Rs. 100,000. For most people, 
this amount is far less than the expected value of the bet of Rs. 
50,000. 

An individual who has a certainty equivalent for an 
uncertain event that is equal to the expected value of the 
uncertain payoff is “risk neutral”, with regard to that decision. 

For example, if your certainty equivalent in the previous 
paragraph was Rs. 50,000, you would be risk neutral, 
concerning that choice thus, risk neutrality is synonymous with 
using an expected –value decision rule. An individual with a 
certainty equivalent for an uncertain event that is less than the 
expected value of that uncertain payoff is “risk averse”, with 
regard to that decision. If your certainty equivalent in the 
previous paragraph was Rs. 40,000, then you are risk averse, 
since you are willing to take an expected value reduction of Rs. 
10,000 to avoid the risk associated the uncertain event. 
Although it is unlikely in the situation described in the previous 
paragraph, an individual with a certainty equivalent for an 
uncertain event that is more than the expected value for that 
uncertain payoff is “risk seeking” with regard to that decision. 
If your certainty equivalent was Rs. 70,000, you are “risk 
seeking”, since you are demanding extra expected value of Rs. 
20,000 to forego the risk. Thus you seek risk, holding the 
expected value constant. 

When decision makes act in a risk-averse or risk seeking 
manner, they make decisions that often exclude the maximizing 
of expected value. To explain departures from the expected 
value decision rule, Daniel Bernoulli first suggested replacing 
the criterion of expected monetary value with the criterion of 
expected utility [1]. Expected utility theory suggests that an 
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each level of an outcome is associated with some degree of 
pleasure, or net benefit, called utility. The expected utility of an 
uncertain choice is the weighted sum of the utilities of its 
outcomes, each multiplied by its probability while an expected 
value approach to decision-making would treat Rs. 100,000 as 
being worth twice as much as Rs. 50,000, a gain of Rs. 100,000 
does not always create twice as much expected utility as a gain 
of Rs. 50,000. Most individuals do not obtain as much utility 
from the second Rs. 50,000 as they did from the first Rs. 
50,000. Thus under expected utility theory, the decision maker 
is predicted to select the option with the highest expected 
utility, regardless of whether that choice has the highest 
expected value. 

Further, according to expected- utility theory, individuals 
identity outcomes in terms their overall wealth and the 
additional wealth they would have as a result of each 
alternative outcome. Kahneman and Tversky’s prospect theory 
refutes this aspect of expected-utility theory [6]. They argue 
that each decision is approached independently. 

III. THE FRAMING OF INFORMATION   

Consider the following problem [7]. 

A large car manufacturer has recently been hit with a 
number of economic difficulties, and it appears as if three 
plants need to be closed and 6000 employees laid off. The vice 
president of production has been exploring alternative ways to 
avoid this crisis. He has developed two plans: 

A. Plan A:  

This plan will save one of the three plants, and 2000 jobs. 

B. Plan B:  

This plan has a 1/3 probability of saving all three plants and 
all 6000 jobs, but has a 2/3 probability of saving no plants and 
no jobs. 

Which plan would you select? 

There are number of things which we might consider in 
evaluating these options like impact on union, moral of retained 
employees, and the values of the corporation. While all these 
questions are important, a more fundamental question underlies 
the subjective situation and the resulting decision.  

Now consider this problem, replacing the choices with the 
following choices: 

C. Plan C:  

This plan will result in the loss of two of three plants and 
4000 jobs.  

D. Plan D: 

This plan has a 2/3 probability of resulting in the loss of all 
three plants and all 6000 jobs, but has a 1/3 probability of 
loosing no plants and no jobs. 

Which plan would you select? 

Close examination of the two sets of alternative plans finds 
them to be objectively the same. Plan A and Plan C offer the 
same objective outcome. Plans B and D are objectively 
identical. 

However, the investigation demonstrates that most 
management graduates choose Plan A in the first set and Plan 
D in the second set [7]. Changing the description of the 
outcomes from jobs and plants saved to jobs and plants lost is 
responsible to shift choice from risk-averse to risk seeking 
behavior. 

This shift is consistent with the available literature that 
show that individuals treat risks concerning perceived gains 
(saving plants, jobs) differently from risks concerning 
perceived losses (loosing plants, jobs) [8][9][10]. In an attempt 
to explain these common and systematic deviations from 
rationality, Kahneman and Tversky developed “Prospect 
Theory” [8]. This theory suggests the following: 

1) Rewards and losses are evaluated relative to a neutral 

reference point. 

2) Potential outcomes are expressed as gains (such as jobs 

and plants saved) or losses (jobs and plants lost) relative to 

this fixed, neutral reference point. 

3) The choices that people make are formed based on the 

resulting change in asset position as assessed by S – shaped 

value function. (See Fig. 1). 

 
Figure 1.  Hypothetical Value function 

On this graph, the X – axis represents the nominal units 
gained or lost, and the Y – axis represents the units of utility 
associated with varying levels of gain or loss. This figure 
shows that decision makers tends to avoid risk concerning 
gains and seek risk concerning losses. For example, the S – 
shaped value function implies that most individuals would 
choose a Rs. 10,000,000 sure gain over a 50% chance of 
getting a Rs. 20,000,000 gain, since the utility placed on Rs. 
20.000,000 is not twice as great as the value placed on Rs. 
10,000,000, but that most individuals would choose a 50% 
chance of a Rs. 20,000,000 loss over a sure loss of Rs. 
10,000,000, since the negative value placed on Rs. 20,000,000 
is not twice as great as the negative value placed on Rs. 
10,000,000. 
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IV. CONCLUSION 

An important outcome of this theory is that the way in 
which the problem is “framed” or presented, can dramatically 
change the perceived neutral point of the question. In the above 
problem, if the problem is framed in terms of losing jobs and 
plants (Plan C and Plan D), the current position of having three 
plants open forms the neutral reference point, and risk – 
seeking behavior results. The negative value placed on the loss 
of three plants and 6000 jobs is usually perceived as not being 
three times as negative as losing one plant and 2000 jobs. 
However, if the problem is framed in terms of saving jobs and 
plants (Plan A and Plan B) the potential disaster of losing 
everything becomes the neutral reference point, leading to risk-
averse behavior.  

A second characteristic of our decision making processes 
identified by prospect theory is that our response to loss is 
more extreme than our response to gain. According to Fig. 1, 
the pain associated with loosing Rs. X is generally greater than 
the pleasure associated with winning the same amount. 

Prospect theory identifies a third way in which our decision 
making processes deviate from expected utility theory. It states 
that we tend to overweight the probability of two probability 
events and underweight the probability of moderate and high 
probability events.   

Prospect theory represents the most important advance in 
our understanding of behavioral decision-making processes. 
Apart from “framing” gains and losses, the context in which 
outcomes occur also affects our consistencies in interpreting 
outcomes. Similarly, the summing, or aggregation, of a number 
of outcomes evokes different responses.  

We put a higher value on loosing personal time than we do 
on gaining more personal time. We want good outcomes now, 
but bad outcomes later. Postponing a good outcome results in a 
greater loss of perceived utility than not postponing an 
equivalent bad outcome. 

We should now be able to identify situations in which we 
currently adopt a particular frame. If we understand and apply 
this knowledge, the consistency and quality of our decision will 
improve. 
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