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Editorial Preface 

From the Desk  of  Managing Editor… 

“The question of whether computers can think is like the question of whether submarines can swim.”  

― Edsger W. Dijkstra, the quote explains the power of Artificial Intelligence in computers with the changing 

landscape. The renaissance stimulated by the field of Artificial Intelligence is generating multiple formats 

and channels of creativity and innovation. 

This journal is a special track on Artificial Intelligence by The Science and Information Organization and aims 

to be a leading forum for engineers, researchers and practitioners throughout the world. 

The journal reports results achieved; proposals for new ways of looking at AI problems and include 

demonstrations of effectiveness. Papers describing existing technologies or algorithms integrating multiple 

systems are welcomed. IJARAI also invites papers on real life applications, which should describe the current 

scenarios, proposed solution, emphasize its novelty, and present an in-depth evaluation of the AI 

techniques being exploited. IJARAI focusses on quality and relevance in its publications.  

In addition, IJARAI recognizes the importance of international influences on Artificial Intelligence and seeks 

international input in all aspects of the journal, including content, authorship of papers, readership, paper 

reviewers, and Editorial Board membership. 

The success of authors and the journal is interdependent. While the Journal is in its initial phase, it is not only 

the Editor whose work is crucial to producing the journal. The editorial board members , the peer reviewers, 

scholars around the world who assess submissions, students, and institutions who generously give their 

expertise in factors small and large— their constant encouragement has helped a lot in the progress of the 

journal and shall help in future to earn credibility amongst all the reader members.  

I add a personal thanks to the whole team that has catalysed so much, and I wish everyone who has been 

connected with the Journal the very best for the future. 

 

Thank you for Sharing Wisdom! 
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Abstract—Available approaches for Association Rule Mining 

(ARM) generates a large number of association rules, these rules 

may be trivial and redundant and also such rules are difficult to 

manage and understand for the users. If we consider their 

complexity, then it consumes lots of time and memory. 

Sometimes decision making is impossible for such kinds of 

association rules. An inference approach is required to resolve 

this kind of problem and to produce an interesting knowledge for 

the user. In this paper, we present an inference mechanism 

framework for ARM, which would be capable enough for 

resolving such problems, it would also predict future possibilities 

using Markov predictor by analyzing available fact and inference 

rules. 

Keywords—Inference rules; ARM; Knowledgebase; Expert 

System 

I. INTRODUCTION 

Association rule mining (ARM) is the well-researched data 
mining technique [7, 9]. Most popular ARM application are 
market basket analysis, which uses a rule based knowledge 
representation which refer to the relationship between objects, 
it was first introduced in 1993 [2], in 1994 R. Agrawal and R. 
Srikant provided a candidate generation based technique 
formally Apriori algorithm [1] to generate rules, it 
outperforms when support count is high and number of items 
are less. The second approach for ARM is Frequent Pattern 
growth mining formally FP- Growth approach [10] proposed 
by J. Han, J. Pei and Y.  

In 2000, it is two pass technique where in first pass it 
counts the number of occurrences of objects and second pass 
generates the Frequent Pattern tree (FP-tree), FP-Growth 
outperform when support count is low, but it requires much 
storage to design and store a tree structure space in case large 
transaction set is given. Other approaches are matrix based 
approaches which use Boolean logical and arithmetic 
operations to generate association rules [18, 11, 23, 8, 19, 16, 
4, 24] the pros of Boolean matrix based approaches are - It 
consumes less memory due to their bit data format and makes 
possible to access and process the huge Boolean relational 
database to generate frequent patterns. ARM algorithm uses 
interesting measures like support, confidence and additional 
measures are Lift and Conviction. 

The major problem with association rule mining approach 
is that, it generates a huge number of rules that may be 
redundant and insignificant; here the decision making process 
is complex due to these useless rules so there is a need of an 

approach which is capable to find interesting rules to take 
inference decision. In this paper, we propose an inference 
mechanism framework for association rule mining, which 
analyzes the association rules and generate inference rules as 
well as future possibilities [5] using the Markov predictor. 

The rest of this paper is organized as follows: Section 2 
discusses the discovery of strong association rules, section 3 
gives a brief overview of the inference mechanism in rule 
based systems, section 4 discusses related work and literature 
review, section 5 presents a detailed description of the 
proposed inference framework for ARM, section 6 explains 
problem with a real time example of medical database, section 
7 discusses about obtaining results and section 8 finally 
concluded the paper. 

II. DISCOVERY OF STRONG ASSOCIATION RULES 

Definition 1: Let I is a set of items which contains different 

items I1, I2, I3,………., In which may occur in different 

transactions, I= {I1, I2, I3,………., In}. 

Definition 2: Let T is set of transactions contains different 

transactions t1, t2, t3,…., tm: T= {t1, t2, t3,…., tm} where T ⊆ I in 

transactional data base D. 

Definition 3: An association rule represented in the form of 

implication of X → Y where X, Y ⊂ I, X ∩ Y = ∅, I is set of 

items, X is called the antecedent and Y is called consequent. 

Definition 4: Let S is the support and C is confidence, then 

X→Y is said to be an association rule, if the minimum support 

count S (X → Y) ≥ Min (S) and minimum confidence C 

(X→Y) ≥ Min (C).  

Definition 5: Support (S) and Confidence (C) are two 

important measures of Association rule mining for finding 

interesting and useful items from user concern, user predefines 

the thresholds (Minimum support and Minimum confidence) 

to drop un-useful and uninteresting rules. 

 Definition 6: Support (S) of an association rule is defined as 

the percentage of records that contain X∪Y to the total 

number of records in the database. Suppose the support of an 

item is 20%, it means only 20 percent of the transaction 

contains purchasing of this item. 

https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&sqi=2&ved=0CCkQFjAA&url=http%3A%2F%2Fwww.rgpv.ac.in%2F&ei=UMESU8_dEMy0kQeHrICwCA&usg=AFQjCNFjbo4QawvMOQwFcU3Fl8SymCYrAA&sig2=TQqC8R0gYNTecG9MJaZihA&bvm=bv.62286460,d.eW0
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&sqi=2&ved=0CCkQFjAA&url=http%3A%2F%2Fwww.rgpv.ac.in%2F&ei=UMESU8_dEMy0kQeHrICwCA&usg=AFQjCNFjbo4QawvMOQwFcU3Fl8SymCYrAA&sig2=TQqC8R0gYNTecG9MJaZihA&bvm=bv.62286460,d.eW0
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&sqi=2&ved=0CCkQFjAA&url=http%3A%2F%2Fwww.rgpv.ac.in%2F&ei=UMESU8_dEMy0kQeHrICwCA&usg=AFQjCNFjbo4QawvMOQwFcU3Fl8SymCYrAA&sig2=TQqC8R0gYNTecG9MJaZihA&bvm=bv.62286460,d.eW0
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&sqi=2&ved=0CCkQFjAA&url=http%3A%2F%2Fwww.rgpv.ac.in%2F&ei=UMESU8_dEMy0kQeHrICwCA&usg=AFQjCNFjbo4QawvMOQwFcU3Fl8SymCYrAA&sig2=TQqC8R0gYNTecG9MJaZihA&bvm=bv.62286460,d.eW0
https://www.google.co.in/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&ved=0CDYQFjAA&url=http%3A%2F%2Fwww.vns.ac.in%2F&ei=hMASU5XSMcWDkQeYtoEI&usg=AFQjCNF8LvNxuHdMTZ3iOHAwS0PjcjAERg&sig2=QW9yQkrArGLMBzryi433mA&bvm=bv.62286460,d.eW0
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Support is the probability of occurrence of X∪Y in the total 

number of transactions 

Support, S (X→Y) = Prob (X∪Y) 

Definition 7: Confidence of an association rule is defined as 

the percentage of the number of transactions that contain 

X∪Y to the total number of records that contain X. 

Confidence is a measure of strength of the association rules, 

suppose the confidence of the association rule X→Y is 80%, it 

means that 80% of the transactions that contain X also 

contains Y together. 

Confidence, 

C (X → Y) = [Prob (X∪Y) /Prob (X)] 

To find frequent patterns and discover interesting rule also 
uses some additional measure like Lift and conviction. 

Definition 8: Lift is defined as ―ratio of the observed support 

to that expected (if A & B were independent)‖ 

Lift(X → Y) = Prob(X ∪ Y)/Prob(X) × Prob(Y) 

Lift (X → Y) > 1: So that X and Y are positively correlated, 
i.e. the occurrence of one implies the occurrence of the other. 

Lift (X → Y) < 1:  So that the occurrence of X is 
negatively correlated (or discourages) with the occurrence of 
Y. 

Lift (X → Y) = 1:  So that X and Y are independent and 
there is no correlation between them. 

Definition 9: Conviction is the ratio of the expected frequency 

of occurrence of X without Y, that means ―the frequency that 

the rule makes an incorrect prediction (if X & Y were 

independent)‖  

Conviction(X → Y) = 1 − Supp(X)/[1 − Conf(X → Y)] 

Properties of a good measure. 

1) P (X⋀Y) = P (X) × P (Y) − Statistically Independent 

2)  P (X⋀Y) > P (X) × P (Y) − Statistical Correlated 

3)  P (X⋀Y) < P (X) × P (Y) − Negatively Correlated 

III. INFERENCE MECHANISM IN RULE BASED SYSTEMS 

A. Inference Mechanism 

In the branch of knowledge engineering and artificial 
intelligence an inference mechanism is an approach that helps 
to drive answer from the knowledge base [6]; An inference 
mechanism works as a control strategy in decision making 
system, it processes the knowledge base by applying given 
facts to derive new knowledge, it uses reasoning by matching 
and unification of similarity between the objects. An inference 
rule has two parts, an ―IF‖ closure and a ―THEN‖ closure, for 
example, if a patient has symptoms S1, S2, S3 then he/she has 
the Disease1 

i. e. X (S1) ⋀X (S2) ⋀X (S3) → X (Disease1) 

 

Fig. 1. Traditional inference approach 

 Forward Chaining - It compares each rule stored in the 
knowledge base with the given facts stored in the 
database. When the IF part or antecedents of the rule 
matches the fact then the rule is fixed and its fact part is 
executed. 

e.g.  Rule -1: If D and E Then F  

 Rule -2: If A and B and C Then D  

 

Fig. 2. Search strategy of forward chaining system 

Data driven reasoning 

1) Start with known data (fact). 

2) Fires the rule that has an antecedent that matches the 

facts in the database and add any reasoning facts to the 

database 
Each rule can fire only once. 

When no more rules can fire, then stop. 

 Backward Chaining – The inference engine works 
backward from a conclusion to be proven to determine 
if there is data in the workspace to prove the truth of 
the conclusion. 

e.g. Rule - 1: If D and E Then C 

 Rule - 2: If D   Then B 

 Rule - 3: If B and C  Then A 

  

Fig. 3. Search strategy of backward chaining system 

Facts 

Rules 

Match Execute Rule 

D 

E 

A 

B 

C 

F 

R3 
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R2 
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E C 
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http://en.wikipedia.org/wiki/Independence_(probability_theory)
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IV. LITERATURE REVIEW 

Many approaches are well investigated in the literature for 
Association Rule Mining, these approaches are based on 
candidate generation [1], tree based approaches [10] and 
matrix based approaches [8, 11, 19, 24]. But the limitation 
with ARM algorithms is that it produces a huge number of 
rules that might be superfluous, dead and also useless to 
overcome this problem some innovative approaches are well 
investigated in the literature as a rule based inference 
mechanisms these are as follows.     

Chang-Hung Lee at al. proposed an algorithm PPM 
(Progressive-Partition-Miner) for mining general temporal 
association rules in publication databases [17], in this they 
first partitioned the publication database on the basis of 
exhibition periods of items, in first scan it produces candidate 
2-itemset which are used to generates K-temporal item sets 
and K-sub items set, in second scan it generates frequent K-
temporal item sets and K-sub items set this algorithm 
employed  scan reduction technique to effectively reduce the 
number of database scans.  

In [22] Jian-Bo Yang at al. proposed an approach generic 
rule-base inference methodology using the evidential 
reasoning (RIMER) in this they proposed a new knowledge 
representation scheme in a rule base by analyzing existing 
knowledge base structure using a belief structure. In [21] S. 
Venus proposed a rule based backward chaining inference 
engine which is an Arabic expert system based approach on 
natural language for diagnosing diseases.  

Some built in rule based inference tools are as follows:  

A. JESS (Java Expert System Shell) – 

 Jess is a Rule based inference engine which developed in 
a scripting language environment written in Oracle‘s Java 
language by Ernest Friedman-Hill [14] at Sandia National 
Laboratories in Livermore, CA, it uses a rule based reasoning 
algorithm to find inference, user can use it by just adding Jess 
package in java library and can use its feature by adding java‘s 
APIs in there java implementation, it is a light weighted and 
faster rule based engine. 

B. Apache Jena –  

Jena is an open source semantic web framework [12] for 
java, it provides inference java API to use in configuring own 
inference rules, it facilitate to work with models like RDFS 
(Resource Description Framework) and OWL (Web Ontology 
Language) to add extra semantics to users resource description 
framework data.  

C. BaseVisor –  

 BaseVisor is a closed source rule based forward Chaining 
inference engine[15], it handles fact in the form of resource 
description framework (RDF) that triples with support for web 
ontology language(OWL) and XML schema data types, 
BaseVisor provides java API to add new features. It requires 
JRE 1.5. BaseVisor2.0 has following features OWL 2 RL 
processing, rule and query support, user defined function, user 
friendly syntax, inclusion mechanism.   

D. SweetRules –  

Semantic web forward Channing is an open source 
inference engine[13] which uses rule based reasoning 
algorithm  for SWRL  and ontology. It has  reason of 
SWRL(semantic web rules Language) and RuleML (Rule 
Markup/Modeling Language) and It is a tool for reasoning 

E. OWLIM – 

 OWLIM is the most efficient semantic repository [13] or a 
robust inference engine implemented in java with advanced 
features which is able to load huge number of Resource 
Description Framework (RDF) statements,  it is packaged as 
SAIL (storage and inference layer), available in two additions 
BigOWLIM, SwiftOWLIM(free to download and use). 
Basically it is a RDF database management system which has 
high scalability, loading and query evaluation performance so 
it is used  in research projects and software tools. 

V. PROPOSED FRAMEWORK FOR INFERENCE MECHANISM 

In this approach we are proposing an association rule 
based inference mechanism framework, it works in five 
phases as shown in figure-4. 

A. Data pre-processing & Featuress extraction –  

This model first preprocess the dataset to map data in the 
required format by mapping objects/items with appropriate 
index values for further smooth processing and then  examine 
the existing dataset and extract the features of dataset to 
decide which ARM approach/algorithm would be most 
suitable for performing association rule mining to discover 
frequent patterns. Features like predefined support count, type 
of dataset, the size of the dataset (Either it has less number of 
items or high) etc. 

 

Backward Chaining 

Fact 

Rule deduction Inference 

Signifies AND 

 

http://www.sandia.gov/
http://www.sandia.gov/
http://www.ruleml.org/
http://www.ontotext.com/owlim/benchmark-results
http://www.ontotext.com/owlim/usage
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Fig. 4. Inference Mechanism Framework 

B. Selection of ARM Approach based on features of data: 

 According to the analysis of first phase it selects the most 
appropriate approach for efficiently performing association 
rule mining, these selection criteria are as follows: Apriori 
Algorithm - Outperform when predefined support count is 
high and number of items are less (If size of dataset is low).  
FP Growth – outperform when the low support count is given 
and fast results are needed. It requires much storage space in 
case large transaction set is given to design and store a tree 
structure. Discovered rules are stored in rule base which 
further filters in next step by applying filtering and strength 
checking techniques. The procedure is as follows:   

If (Is High (Support)  &&  Is High (Confidence) && Is 

Large (DB_ Size)) Then 

RB =  Apriori (Dataset) 

Else  

RB = FP_Growth (Dataset) 

C.  Rule filtering & strength checking:  

Phase 2 generates a huge number of generalized 
association rules stored in the rule base. In this phase the rule 
filtering and strength checking techniques have been adopted 
to find interesting rules, the process of rule filtering is as 
follows: 

Let K_Rule is a knowledge base and Rule [i] is an array of 

rules where N is the number of rules then. 

For (j=1 to Count)         

RI = Calculate Relate Intensity (K_Base (FRule [j])) 

If (RI [j] >= Required Intensity) Then 

FR[j] = FRule[i] //Where FR is final rules 

Else 

Discard (FRule[j]) 

Frequent 

Pattern base 

Rule Filtering- 

Strong and interesting patterns 

extraction 

Fact Database 

Repository 

 

Fact matcher 

(Execution of Rules) 

Markob model predictor 

Extracted inference rules 

and inference knowledge 

Knowledge representation & Prediction 

 

 

Filtered rules 

Dataset / Database User demand Thresholds 

Data selection, Pre-processing & Features extraction 

Apriori FP-Growth 
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End if 

Next 

D. Fact matching & generating inference rules: 

 In the fourth phase, we adopt forward chaining technique 
to discover inference rules. In this inference function process 
the filtered rule base by matching rules to the given facts (fact 
repository) to derive new knowledge (inference rules), it uses 
reasoning by matching and unification of similarity between 
the objects. In the process the pattern matcher matches the 
filtered rules with the available facts in fact database 
repository, if the rule matches with the fact then rule will be 
selected as inference rule and consequent part of the fact will 
be fetched from the respective fact and will store in inference 
rule database. The procedure is as follows:   

For (Each Fact Domain Knowledge) 

If ( Matches(FR[i], Domain Knowledge)) Then 

Infr_Rule=FR[i] +"-"+ Fact[i] 

End If 

Next 

E. Results & prediction: 

This phase adopted the Markov Model predictor to predict 
what will happen in the future using the inference rules.  The 
Markov theory was first introduced by a Russian 
mathematician Andrey Markov [3] and gave the concept of 
Discrete Time Markov Chain (DTMC) [3, 20], Markov chain 
term refer to the sequence of linked random objects 
(represented in the form of states) with respective probability 
of occurred events over each other, where the prediction of 
next happening depends on the current state of the system.  
Formally, it often represented as the form of directed graph 
where each event is represented as a state and weight of edges 
are represented as occurred probability of states as shown in 
Figure 5. 

Let S be the set of distinct states S= {S1, S2, S3…….. Sn} and  
P is the set of distinct probabilities when the state takes moves 
from one state to other P= {P1, P2, P3…… Pn}, Here state (S) 
denoted as ST at different time slot T.  

P(S|A, π) = P(S1)  P(S2|S1) P(S3|S2 S1)…P(ST|S1…..ST-1) 

P(S | A, π) = P(S1)  P(S2|S1) P(S3|S2)..…. P(ST|.ST-1) 

Each state of hidden Markov model is associated with 
probabilistic function so if Ot is the observation at time‗t‘ 
generated by probabilistic function F Then Fi=P(Ot|St=i). 

If N states S1, S2, S3…… SN are involved in the process, 
then the Markov chain would be represented as follows. 

 

 

Fig. 5. Markov Chain for ‗N‘ distinct states 

Above transitions diagram can be represented in the form 
of following transition probability matrix.  
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If we consider IP1, IP2, IP3……. IPN are the initial 
probabilities and the initial state transition matrix is S0 then  











N
IPIPIPIPiS ......

321
Where transition 

probability matrix is 
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So by multiplying identity matrix with probability matrix 
for Markov prediction, equation will be as follows 

PiSiS 1 Here maximum outstanding probability in 

between 









N
IPIPIPIPiS ......

321
 will be 

responsible for next most probable event. 
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Algorithm: Association Inference Rule Miner (abbreviated as 

AIRM) 

Abbreviations Used: 

FR Final Rule 

FRule    Filtered Rule 

EF   Extracted Features 

RI   Related Intensity 

RB   Rule Base 

Infr_Rule    Inference Rule Predictor 

IR  Inference Rule Prediction  

TM Transition matrix 

INPUT : Min_Support(S), Min_Confidence(C) 
(Thresholds), User_Demand(If Any), Dataset Data Base.   

OUTPUT: Inference Rules, Results & Future Prediction 

Begin: 

1) EF = Extract Features(DataSet) 

2) If (Is High(EF(Support))  && Is Large(DB_ Size)) Then 

a) RB =  Apriori(Dataset)  

// Agrawal R. and Srikant R [1] 

Else  

b) RB = FP_Growth(Dataset) 

 // Han J., Pei  J.,and, Yin Y [10] 

3) End If 

4) For (j=1 to Count)         

5) RI = Calculate Relate Intensity (K_Base(FRule[j])) 

6) If (RI[j] >= Required Intensity) Then 

a) FR[j] = FRule[i]  

7) Else 

b) Discard (FRule[j]) 

8) End if 

9) Next 

10) For (Each Fact Domain Knowledge) 

a) If ( Matches(FR[i], Domain Knowledge)) Then 

i. Infr_Rule[i]=FR[i] +"-"+ Fact[i] 

b) End If 

11) Next 

12) Markov Inference Predictor (Infr_Rule[i]) 

13) End 

End 

Function: Markov Inference Predictor (Infr_Rule[i]) 

1) N = Count number of  inference rules 

2) For j=1 to N  

a) P[i]=Calculate Probability of Facts[i]  

//Add P[i] in transition probability matrix 

b) TM= Matrix (P[i]) 

3) Next 

4) Count=Cont_Column(TM) 

5) S[0]=[Identity Matrix of Size (1× Count)] 

6) While (S[i]! = S[i+1]) 

a) S[i+1]=s[i]*TM 

b) i++ 

End do 

VI. AN EXAMPLE 

For example, we use a medical dataset (patient‘s 
symptoms information) of a city to predict which disease 
commonly affects a city. For this purpose, we propose an 
inference mechanism framework for association rule mining in 
this, firstly it identifies most suited ARM algorithm on the 
basis of features (thresholds, object‘s type and size of the 
dataset) of giving data set in Table-1 to find association rules. 

TABLE I.  PATIENT‘S DATASET 

Patients Symptoms 

1 Fever Chills Headache - 

2 Fever Joint pain Headache - 

3 Fever Chills Headache - 

4 Fever Chills Headache - 

5 Fever Joint pain Headache - 

6 Fever Chills Sweats - 

7 Fever Joint pain Headache - 

8 Fever Chills Headache - 

9 Fever Joint pain Headache - 

10 Fever Muscle Headache joint pains 

11 Fever Chills Headache - 

12 Fever Joint pain Headache - 

13 Fever Chills Headache  

14 Fever Muscle Headache joint pains 

15 Fever Muscle Headache joint pains 

Table-2 shows resulting non redundant high intensity 
association rules generated by ARM algorithm are stored in 
knowledge. 

TABLE II.  RESULTING ASSOCIATION RULES 

Patients Symptoms 

1, 3, 4, 8, 11, 13 Fever Chills Headache - 

2, 5, 7,9 12 Fever Joint pain Headache - 

10, 14, 15 Fever Chills Headache joint pains 

Fact repository shown in Table-3, if the antecedent 
matches with rules of Table-2 then rule are fixed and its fact is 
executed and commit as inference process is shown in Table-
3. In the early stages of Malaria, Viral fever, Chikungunya and 
Dengue fever symptoms are sometimes similar to these. 

TABLE III.  FACT DATABASE 

ID Antecedents Fact 

1 Fever, Chills, Headache Malaria 

2 Fever, Joint pain, Headache Viral fever 

3 
Headache, Nausea, vomiting, Conjunctivitis, 

Maculopapular rash 
Chikungunya 

http://en.wikipedia.org/wiki/Myalgia
http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Myalgia
http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Myalgia
http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Headache
http://en.wikipedia.org/wiki/Nausea
http://en.wikipedia.org/wiki/Vomitting
http://en.wikipedia.org/wiki/Conjunctivitis
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In this step inference function perform the backward 
chaining on the rules stored in the knowledge base and 
compare each resulting rule with fact stored in fact data base 
process is shown Table-4. 

TABLE IV.  MATCH RULES WITH FACTS 

Pati

ents 
Symptoms 

1, 

3,4, 

8, 

11, 

13 

Fe

ve

r 

Ch

ills 

Head

ache 

- 

2, 

5, 

7,9 

12 

Fe

ve

r 

Joi

nt 

pai

n 

Head

ache 

- 

10, 

14, 

15 

Fe

ve

r 

Ch

ills 

Head

ache 

Jo

int 

pa

in

s 
 

 

I

D 
Antecedents Fact 

1 
Fever, Chills, 

Headache 

Malari

a 

2 
Fever, Joint 

pain, Headache 

Viral 

fever 

3 

headache, naus

ea, vomiting, 

conjunctivitis 

Chiku

nguny

a 
 

TABLE V.  RESULTING INFERENCE RULES 

Patients Symptoms Fact 

1, 3,4, 8, 11, 13 Fever, Chills, Headache Malaria 

2, 5, 7,9 12 
Fever, Joint pain, Headache Viral 

fever 

As per above calculation the probability of Malaria and 
Viral fever over each other is as follows:  

TABLE VI.  PROBABILITY CALCULATION 

Fact Support Count 
Probability 

Malaria Viral fever 

Malaria (M) 40% 0.55 0.45 

Viral fever (V) 33% 0.45 0.55 

Figure -6 shown the Markov chain, according to above 
given probabilities. Where Malaria (M) and Viral fever (V) are 
the states. 

Fig. 6. Transition diagram (Markov Chain) 

Figure-6‘s Markov chain can be represented in the form of 
the transition matrix (TM) as follows 

  

                     

















55.045.0

45.055.0
M

V
TM  

Where the Identity Matrix is 

 01)0( S  

From TMnSnS 1  

   45.055.0
55.045.0

45.055.0
011 

















S  

Now by multiplying S1 with transition probability matrix.   

   4950.05050.0
55.045.0

45.055.0
45.055.02 

















S  

So in next month the probability of Malaria or Viral fever 
is 0.5050  and 0.4950 respectively. 

   4995.05005.0
55.045.0

45.055.0
4950.05050.03 

















S  

Aftere two month the probability of Malaria or Viral fever 
is 0.5005 and 0.4995 respectively. 

   5000.05001.0
55.045.0

45.055.0
4995.05005.04 

















S  

Aftere three month the probability of Malaria or Viral 
fever is 0.5001 and 0.5000 respectively. 

   50.050.0
55.045.0

45.055.0
5000.05001.05 

















S  

Aftere four month the probability of Malaria or Viral fever 
is 0.50 and 0.50 respectively. 

   50.050.0
55.045.0

45.055.0
5000.05000.06 

















S  

Aftere five  month the probability of Malaria or Viral fever 
is 0.50 and 0.50 respectively. 

Therefore, it would appear that after 4 months, 
approximately 50% of patients in the city are more likely to 
get prone to viral disease. On the other hand, approximately 
50% of patients may get prone to Malaria. 

VII. RESULT AND DISCUSSION 

In this inference approach we are examining a sample 
database of a city hospital, it contains patients' symptoms 
information as shown in figure-7, where a MATLAB based 
Inference System is used to match facts with inference rule to 
identify disease. 

 

Fig. 7. Inference System in MATLAB 

0.45 

0.55 

0.45 

0.55 

M V 

http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Arthralgia
http://en.wikipedia.org/wiki/Headache
http://en.wikipedia.org/wiki/Nausea
http://en.wikipedia.org/wiki/Nausea
http://en.wikipedia.org/wiki/Vomitting
http://en.wikipedia.org/wiki/Conjunctivitis
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Algorithm AIRM accept this data as input and analyzes, 
after association inference rule mining it provides some 
inference knowledge as a result, which is represented in the 
figure-7, histogram shows that, according to the observations, 
after 4  months the disease probability does not change over 
time, it becomes steady. Eventually, continuing to multiply 
our answer by the transition matrix again and again, has no 
effect. So we can infer that the data can be used full for 
prediction up to 4 months. In Figure-8 Y-axis and X-axis have 
shown the probability and months respectively. 

 
 

Fig. 8. Probability comparative study 

VIII. CONCLUSION 

In this paper, we have proposed Markov model based 
inference framework for association rule mining, in first tier 
we adopted most suitable ARM techniques to find the frequent 
and interesting patterns. In second tier it checks the strongest 
rules as well as removes redundant and trivial rules in order to 
increase efficiency, and find the inference rules by applying 
forward chaining inference technique.  

In tier-3 Markov predictor accepts these inference rules 
with their respective probabilities to predict about future 
possibilities. This approach would work as pave for future 
research because that approach can be used in weather 
forecasting, medical disease prediction and stock market 
prediction etc. 
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Abstract—With the acceptance of artificial intelligence 

paradigm, a number of successful artificial intelligence systems 

were created. Fault diagnosis in microprocessor based  boards 

needs lot of empirical knowledge and expertise and is a true 

artificial intelligence problem. Research on fault diagnosis in 

microprocessor based system boards using new fuzzy-object 

oriented approach is presented in this paper. There are many 

uncertain situations  observed during fault diagnosis. These 

uncertain situations  were handled using fuzzy mathematics 

properties. Fuzzy inference mechanism is demonstrated using 

one case study. Some typical faults in 8085 microprocessor board 

and diagnostic procedures used is presented in this paper. 

Keywords—Expert Systems; fuzzy; Inference; Knowledge base 

I. INTRODUCTION 

The goal of Artificial Intelligence (AI) is to design and 
generate computer programs which exhibit some features of 
human intelligence. Artificial intelligence is defined as the 
ability to acquire, understand and apply knowledge. AI has 
number of important sub areas like expert systems, natural 
language processing, computer vision, theorem proving, game 
playing, robotics etc. The most successful area of artificial 
intelligence is expert systems. Expert systems are used for 
complex problem solving and are having number of successful 
applications in industries. One of the important unattempted 
application is fault diagnosis in electronic circuits. Fault 
diagnosis methodology operates on observed erroneous 
behavior and hardware structure of the unit under test. The 
erroneous behavior consists of responses of different 
components on the output lines on specific input values. 
Present research work relates to artificial intelligence systems 
and more particularly to fault diagnostic expert system using 
fuzzy object oriented approach. The basic components of 
expert systems are knowledge base, inference engine and user 
interface. The paper discusses the implementation of 
knowledge base, inference mechanism and user interface and 
also  explores an innovative strategy  developed for fault 
diagnosis. 

II. LITERATURE REVIEW 

Yan Qu et al. [11] discussed fuzzy diagnostic expert system 
for electric control engine. Commix fuzzy reasoning method is 
used in inference engine. Proposed expert system includes 
knowledge base, reasoning machine, explain system, 

management system and human machine interface modules. 
An intelligent fault diagnosis framework based on fuzzy 
integrals is built by M. Karakose et al. [12]. The method 
consists of two frameworks. The first framework is used to 
identify the relation between features and a specified fault and 
the second framework integrates different diagnostic 
algorithms to improve the accuracy rate. Approach is 
experimented on 0.37 KW induction motor, where broken rotor 
bar and stator faults were evaluated to validate the model. 

Liang Xiao-lin, et al. [13] introduced fuzzy set theory into 
electronic fault tree analysis and scientifically analyzed the 
various kinds of fuzzy information confronted by the failure of 
the electronic equipment. The authors stated that the method 
can analyze and process random uncertainty and fuzzy 
uncertainty failure simultaneously and can efficiently solve the 
problem of electronic equipment fault diagnosis. 

Zhang Chao Jie, et al. [14] has suggested an ant colony 
algorithm for test point selection of analog circuits based on 
fuzzy theory. Authors discussed use of this algorithm for fault 
diagnosis in time delay circuit boards used in marine engine. 

Zhiyong Wang, et al. [15] presents a rough set based fuzzy 
logic technique which diagnoses multiple faults in a 
transformer by applying rough fuzzy set theory to the 
International Electro technical Commission (IEC) codes. By 
using fuzzy method, the fuzzy membership functions of every 
fault diagnosis decision rules are displayed and finally the fault 
type of the transformer is diagnosed. 

Jiang-Liang Chen, et al. [16] built a fuzzy expert system for 
fault diagnosis in electric distribution system. Based on the 
symptoms description derived from customers and historical 
trouble tickets information the system determines the 
membership grade. The membership grade indicates the degree 
to which specific component might be faulty on prioritized 
basis. To demonstrate the effectiveness of the approach, the 
system is applied to practical data which includes 3067 trouble 
tickets. 

Qu Yan[11] developed a fuzzy expert system framework 
using object oriented technique. Knowledge base is developed 
by organizing rules and facts in to different object groups 
respectively. Facts objects uses object oriented concepts like 
inheritance, encapsulation & polymorphism. The rule objects 
contain several specific components to process fuzzy 
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information .Fuzzy set approach is only used in rule base for 
organizing the rule base. The traditional backward chaining 
inference engine is implemented by authors.  

From the literature survey it is observed that, many 
strategies developed uses rule based approach for fault 
diagnosis. Fuzzy object oriented approach is unattempted for 
fault diagnosis in processor based system boards. There are 
many drawbacks of rule based approach as per literature 
survey.  The problems associated with rule based approaches 
may be solved using object oriented paradigm. In object 
oriented design classes form hierarchical structures and hence  
may encapsulate the items easily. Since objects can 
communicate with each other by message passing, the search 
in large databases may become easy. At the run time the 
member functions associated with the classes can store the 
arguments. This may reduce the need for a working memory. 
Concurrency in testing digital  components can be achieved 
using multithreading. All these issues are discussed following 
subsections. 

III. ARCHITECTURE OF FUZZY OBJECT ORIENTED SYSTEM 

The architecture of the new approach is shown in Figure1. 
It consists of fuzzy object oriented knowledge base, fuzzy 
inference mechanism using message passing, user interface and 
working memory to store facts. 

 

Fig. 1. Architecture of Fuzzy Object Oriented System 

As shown in Figure 1, the main controller module controls 
entire system. Fault diagnostic knowledge is stored in 
knowledge base. Fuzzy properties  are incorporated in 
knowledge representation, inference mechanism in order to 
complete fault diagnosis process more naturally. The fuzzy 
object diagnostic model is formed by interconnection of 
objects in the object space. The object space is the part of the 
working memory where objects are fired at run time. Every 
object is associated with fuzzy membership values. The 
knowledge base consists of procedural knowledge and 
declarative knowledge. Procedural knowledge is implemented 
using   fault diagnostic procedures for different faults in 8085 
microprocessor board. Procedural knowledge is acquired from 
domain experts and by actual working on board and  is 
represented using fuzzy-object-rules. Declarative knowledge 
consists of knowledge about component connectivity on 8085 
microprocessor board and  is represented using frame 
structures. Inference mechanism is implemented using new 
message passing algorithm with forward chaining. In 

knowledge base and inference mechanism inexactness is 
handled by using  fuzzy membership values. These values are 
assigned by domain experts and used as heuristic functions for 
guiding search process. For interaction with maintenance 
technician graphical user interface is developed. The responses 
of components for different test cases are stored temporary in 
working memory. The detailed implementation of knowledge 
base and inference mechanism is explained in next subsection. 

A. Fuzzy Knowledge Base 

The procedural knowledge is  categorized as fault isolation 
knowledge and check knowledge. Fault isolation knowledge is 
used to isolate the fault area. Classes and methods are used to 
represent this type of knowledge. Fault isolation knowledge is 
implemented using Fault isolate method which is invoked by 
CFault_diagnose_fuzzyq classs constructor at run time. The 
fuzzyq represents fuzzy quantification value for specified 
constructor. The  fault isolate method returns suspected faulty 
component with fuzzy quantification values. The procedural 
knowledge is implemented using diagnose method under 
different component classes. The Ccomponent  class is used for 
writing diagnostic  procedures for specific component on 
board. Each component class is associated with fuzzy 
membership value. compare( ) method is implemented to 
compares the fuzzy confidence value of the faulty components 
with threshold value. The membership value 0.9 means most 
confident  while membership value  0.1 means less confident. 
“Is_Ok” and “Number_methods” flags  are  implemented to 
count the diagnosed faulty components on board and number 
of methods invoked.  

The typical class diagram for procedural knowledge 
representation is shown in Figure 2. CFault_diagnose_fuzzyq 
class contains Ccomp_ fuzzyq object as a data member 
(composition /relation). Ccomp_fuzzy is a base class for all 
specific components like Ccomp_8085_fuzzyq, 
Ccomp_8255_fuzzyq etc. The concrete classes overrides the 
diagnose method from different component classes. 

Similarly, procedural knowledge is represented for all the 
components available on the board. The declarative knowledge 
is used to describe the interconnections of components and is 
implemented using frame structures as discussed in the 
previous chapter. This knowledge is used in inference process 
as well as to train the maintenance technician by providing 
guidance on component connectivity on board. Concurrency is 
handled using multithreading class. 

 

Fig. 2. Implementation of Knowledge Base 
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B. Fuzzy Inference Mechanism 

Inference mechanism module works under main controller. 
The basic goal of this module is, to search optimistically in 
knowledge base for deciding diagnostic strategy for specified 
fault. For search in knowledge base it uses message passing 
mechanism modified with fuzzy quantifiers.To handle 
uncertainty in fault diagnosis and to implement expert 
judgments fuzzy quantification values are used. The fuzzy 
inference mechanism computes the degree of confidence in the 
conclusion that specified component is faulty. This confidence 
value lies in the range 0.1 to 0.9. The system adjust the most 
promising faulty component by providing confidence value 
close to 0.9. Every diagnosed faulty component is associated 
with confidence value. The fuzzy inference forward chaining 
algorithm computes the confidence value by taking minimum 
of all fuzzy quantifiers associated with methods connected by 
AND operator ( intersection property) under one component 
class and multiplying it with fuzzy quantifier value of 
respective component class. 

As the inference mechanism works using message passing 
it tries to get all possible faulty components for the specified 
fault from the object tree. To limit the list of suspected faulty 
components a threshold is used. Threshold value is decided by 
the maintenance technician as per the complexity of the fault 
and obtains most promising faulty components. 

IV. STRATEGY FOR FAULT DIAGNOSIS 

Figure 3 illustrates the fault diagnostic strategy using 
sequence diagram. Fault diagnosis is carried out in two phases. 
In the first phase the maintenance technician selects the fault 
query from the list. After the fault is identified an object 
instance is created and controller invokes 
CFault_diagnose_fuzzyq constructor class. It initializes all 
flags and invokes the primary check methods. The methods 
pass arguments to the maintenance technician and get values in 
Boolean form and return the suspected faulty component to the 
constructor with fuzzy quantifications and thus isolate the fault 
area. Constructor updates the member variable associated with 
it. 

In the second phase, diagnose method invokes identified 
component subclass having fuzzyq value close to 0.9. The 
specified component concrete class calls diagnostic methods 
and carry out tests by passing arguments to the maintenance 
technician. He responds by providing status of IC pins. In 
many cases in the present system, an apparent problem in one 
part of the circuit is actually caused by a fault in the related 
part of the circuit. As a result, when trying to diagnose the 
cause of set of symptoms for one component, the system search 
for related symptoms and faults with other components by 
message passing. Thus systems give all possible faulty 
components having common symptoms with fuzzy confidence 
values. Here to get most promising faulty component value 
fuzzy confidence value is used. The component having more 
confidence value i.e. closer to 0.9 is considered as most 
promising faulty component. The output of the second phase is 
a list of most likely faulty components derived by the system. 
As per the threshold value selected by technician the faulty 
components are displayed in diagnosed fault list with fuzzy 

confidence values. The technician can get remaining less 
probable faulty components by selecting lower threshold value. 

Concurrency in fault diagnosis is implemented using 
multithreading approach. 

 

Fig. 3. Fault Diagnosis Strategy 

V. FAULT DIAGNOSIS IN 8085 MICROPROCESSOR BASED 

SYSTEM BOARD 

The 8085 microprocessor  board is taken as a unit under 
test for fault diagnosis. About 65 different faults were 
identified and diagnosed using this new fuzzy object oriented 
fault diagnostic system. One fault and the diagnostic strategy 
applied by new approach is discussed in next subsections. 

Experiment 1 : Fault Query: No data get written form C100 
H onwards. 

On selection of this fault query from the menu, system 
generates an object instance. After pressing start diagnosis 
button from the menu the controller calls the fault diagnose 
class. For initialization and primary checks constructor is used. 
The constructor calls diagnose method form the generated 
object instance. Since there is possibility that, IC 8085 is faulty 
or may be IC_6116_U4 faulty. The diagnose method passes 
arguments  Does pin 20 U1 high? and Does clock present 
between pin 1_2of_U4? to the controller both are uncertain for 
this particular fault. Which is to be tested first is decided by 
controller based on fuzzyq value. In the present approach the 
controller based on fuzzy quantification value passes diagnose 
method to check clock between pin 1 & 2 of 8085 processor as 
a first check. The technician responds “yes” to first arguments 
and also “yes” to second argument. The diagnose methods 
returns U6_74ls138 and U1_8085 to  fault diagnose class as 
suspected faulty components with fuzzy quantification value. 
For the present fault fuzzy quantification value is more for 
U1_8085. The fault diagnose class invokes CComp8085fuzzyq 
class.The CComp_8085_fuzzyq class calls diagnose method 
under this class. The diagnose method passes Does pin 
20_U1_6264 low? and receives “y” response from user and 
stores in memory. The next argument Does 
Pin_37_U4_is_low?  Is passed to user and also  receives “y” 
response. After getting both responses and stored  responses 
under different classses the component class 
Ccomp_8085_fuzzyq returns 8085_U4 component as faulty 
component to fault diagnoses class with confidence value. The 
strategy is illustrated using class diagram in Figure 4. Here P 
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indicates test pass and F indicates test failed. Similarly all 60 
faults were diagnosed and the results are shown in Table 1. 

 

Fig. 4. Diagnosing Memory related fault 

VI. RESULTS OBTAINED DURING FAULT DIAGNOSIS IN 

8085MICROPROCESSOR BASED SYSTEM 

After  interacting with laboratory technicians and different 
industrial persons 60  commonly occurring faults for 8085 
Microprocessor board are  considered.  Table1.shows the list of 
10 typical  faults and their diagnosis with confidence values 
obtained using   fuzzy inference mechanism with number of 
methods required. Here threshold selected by the technician is 
0.6, hence faults with confidence value more than 0.6 are  
displayed. 

TABLE I.  RESULTS OBTAINED DURING FAULT DIAGNOSIS IN 8085 

MICROPROCESSOR BOARD. 

 

 

VII. CONCLUSION 

The fuzzy concurrent object oriented system diagnoses 
faults correctly. The use of fuzzy quantification in reasoning 
has provided inferencing in natural way. As compared with 
previous approach by incorporating fuzzy logic in knowledge 
base and in inference engine 60% faults were diagnosed using 
one method and 33.33% faults were diagnosed using two 
methods as compared with non fuzzy approach. From the 
results obtained it is concluded that, Fuzzy concurrent object 
oriented approach is superior than object oriented and rule 
based approach. The use of fuzzy set theory in reasoning has 
improved diagnostic efficiency by 30% using one method as 
against concurrent object oriented approach. By selecting 
threshold the most promising faults are only displayed to 
technicians and hence system diagnoses the faults more 
accurately and confidently than  non fuzzy approach. The 
results are validated by industrial experts and are found  
correct. 
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Abstract—Rough set theory, developed by Z. Pawlak, is a  

powerful soft computing tool for extracting meaningful patterns 

from vague, imprecise, inconsistent and large chunk of data. It 

classifies the given knowledge base approximately into suitable 

decision classes by removing irrelevant and redundant data using 

attribute reduction algorithm.  Conventional Rough set 

information processing like discovering data dependencies, data 

reduction, and approximate set classification involves the use of 

software running on general purpose processor. Since last 

decade, researchers have started exploring the feasibility of these 

algorithms on FPGA. The algorithms implemented on a 

conventional processor using any standard software routine 

offers high flexibility but the performance deteriorates while 

handling larger real time databases. With the tremendous 

growth in FPGA, a new area of research has boomed up. FPGA 

offers a promising solution in terms of speed, power and cost and 

researchers have proved the benefits of mapping rough set 

algorithms on FGPA. In this paper, a survey on hardware 

implementation of rough set algorithms by various researchers is 

elaborated.  

Keywords—Rough set theory; Discernibility matrix; reduct; 

Core; FPGA; classification 

I. INTRODUCTION 

Rough set theory(RST), by Zdzisław Pawlak, is a powerful 
mathematical tool, for discovering data dependencies by  
reducing the number of attributes contained in a data set using 
the data alone, without requiring any further additional 
information like degree of membership, probability etc. as 
required in fuzzy or in probability theory[1]. It is not an 
alternative to classical set theory but rather embedded in it. It 
provides efficient algorithms for finding hidden patterns in 
data, minimal sets of data (data reduction), evaluating 
significance of data, and generating sets of decision rules from 
data. The rough set approach is easy to understand, offers 
straightforward interpretation of obtained results, most of its 
algorithms are particularly suited for parallel processing.  It is 
considered as one of the first non-statistical approach in data 
analysis [2]. Its methodology is concerned with the 
classification and analysis of imprecise, uncertain, vague or 
incomplete information and knowledge. The conceptual 
foundation of rough set data analysis is the consideration that 
all perception is subject to granularity and the ability to 
classify is at the root of human intelligence [3]. 

RST has been widely used in machine learning, data 
mining, and artificial intelligence successfully. Various 
software tools like ROSE, RSES, and ROSETTA [4-6] etc. are 

used for generating reduct, cores, and meaningful rules. These 
purely software program offer users a relatively high level of 
versatility and can handle any type of algorithm but the 
biggest and important issue is deterioration in  the 
performance as the size of datasets increases. The software 
execution time becomes relatively slow while handling large 
real time datasets since the processor is not specially 
optimized for it. With the advent of digital technologies, 
Internet of Things, social media, etc. online storage of data has 
increased exponentially. It’s need of the hour to process data 
in real time and at a faster rate. Recently, there has been a 
growing interest amongst researchers in developing a 
dedicated hardware for RST using FPGAs. The advantage of 
using a dedicated hardware is huge acceleration in terms of 
speed as they relieve main processor from the computational 
overheads. There are several such accelerators already 
available commercially in markets like Graphics Processing 
Units (GPUs), Digital Signal Processor (DSP), Fuzzy 
Processor. A dedicated hardware of rough set modules tends 
to be much faster than their software counterpart. The growth 
of VLSI industries had led to significant improvement in 
FPGAs in terms of resources available, speed, cost, and re-
programmability etc. motivating researchers to choose it as 
one of the most viable solution. 

In this paper in section 2, the basics of rough set theory are 
presented.  In Section 3, need for hardware accelerator is 
discussed while section 4 covers the current status of art in the 
design of Rough Set Processor (RSP) by various authors 
followed by conclusion in section 5. 

II. ROUGH SET PRELIMINARIES 

The information in the world surrounding us is often 
imprecise, incomplete and uncertain. The human’s ability of 
thinking and concluding widely depends on this information. 
In order to draw conclusion, one has to process this 
incomplete and imprecise data [7]. 

A soft computing tool mimics human decision making 
system and hence gives more promising results while handling 
such data. The various soft computing tools are fuzzy theory, 
neural network, genetic algorithms, rough set theory, etc. 
Rough set and fuzzy set theory are complementary to each 
other.  RST is an effective tool for mining deterministic rules 
from a database. The rough set philosophy is founded on the 
assumption that with every object of the universe of discourse 
we associate some information i.e., knowledge is associated, 
through which classification can be achieved. It is based on 
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the idea that lowering the degree of precision in the data 
makes data pattern more perceptible [7]. The main motto of 
Rough Set theory is “Let the Data Speak for themselves”. RST 
gives more formal framework for discovering facts from 
imperfect data. It gives results in the form of classification or 
decision rules derived from a set of examples. 

Objects characterized by the same information are 
indiscernible (similar) in view of the available information 
about them. The indiscernibility relation generated in this way 
is the mathematical basis of rough set theory. Any set of all 
indiscernible (similar) objects is called an elementary set 
(neighborhood), and forms a basic granule (atom) of 
knowledge about the universe (fig.1). Any union of 
elementary sets is referred to as crisp (precise) set - otherwise 
the set is rough (imprecise, vague). Some of the Rough set 
related terms are presented below [7][8]: 

A. Information System 

The basic vehicle for data representation in the rough set 
framework is an information system (IS). An IS is a table, 
listing attributes of objects. Each row represents objects while 
each column specifies its attributes or features. Formally IS 
can be defined as IS = (U, A) where U is finite set of objects, 
U={x1, x2, x3, …, xn}; and A is a finite set of attributes 
(features, variables), the attributes in A are further classified 
as condition attributes C and decision attribute D, such that 
A=C∪D and C∩D=∅ (empty). Table 1 shows an example of a 
typical information system. 

TABLE I.  AN INFORMATION SYSTEM 

Objects. c1 c2 c3 c4 c5 c6 c7 c8 d 

x1 1 1 0 0 1 1 0 0 1 

x2 0 0 1 1 1 1 1 0 2 

x3 1 0 1 1 1 1 0 0 3 

x4 1 0 0 0 1 1 1 1 4 

x5 1 1 1 1 0 0 0 1 2 

x6 1 0 1 0 0 1 1 1 3 

x7 1 1 1 0 0 0 1 1 4 

x8 0 0 0 1 0 1 0 0 1 

B. Decision Attributes 

These are those attributes, which absolutely decide to 
which class the object belongs. In an IS shown in Table 1, d 
column is decision attribute column. The value of d, in it 
ranges from 1 through 4. Hence above IS is a 4 class system. 

C. Condition Attributes 

These are those attributes which do not absolutely decide 
the class to which the object belongs, but helps to decide. IS 
with distinguished decision and condition attributes are called 
decision tables. In Table 1, c1, c2, c3---c8 are condition 
attributes of 8 objects. 

D. Upper Approximation (A(x)) 

Upper Approximation is a description of the objects that 
possibly belong to the subset of interest. 

E. Lower Approximation (A(x)) 

It consists of those objects that can be with certainty 
classified as belonging to X. It is also known as POS(X). 

F. Boundary Region 

A set is said to be rough if its boundary region is non-
empty, otherwise the set is crisp. It is also known as BR(X) 

Whereas U -A(x) is known as NEG(X). If the boundary 
region is a set X = ∅ (empty), then the set is considered 
"Crisp", otherwise, if the boundary region is a set X ≠ ∅ the 
set X "rough" is considered. 

G. Indiscernibility relation 

Indiscernibility relation is a central concept in RST and is 
considered as a relation between two objects or more, where 
all the values are identical in relation to a subset of considered 
attributes. Indiscernibility relation is an equivalence relation, 
where all identical objects of set are considered as elementary. 

H. Discernibility Matrix 

An information system can also be presented in terms of a 
discernibility matrix. A discernibility matrix is a square matrix 
in which rows and columns are objects, and cells are attribute 
sets that discern objects. Two objects are considered 
discernible if and only if they have different values for at least 
one attribute. The discernibility matrix, denoted by M, for a 
decision table DT, of an IS is given as – 

           {
                  

                                  
         

 A discernibility function can be constructed from 
discernibility matrix by OR-ing all attributes in cij and then 
AND-ing all of them together. After simplifying the 
discernibility function using absorption law, the set of all 
prime implicants determines the set of all reducts of the 
information system. However, simplifying discernibility 
function for reducts is a NP-hard problem. In Table 2 partial 
discernibility matrix for IS shown in Table 1 is tabulated. 

 

       

       

       

       

       

       

Fig. 1. Rough Set Concept Illusttration. 
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TABLE II.  PARTIAL BINARY DISCERNIBILITY MATRIX 

Objects. c1 c2 c3 c4 c5 c6 c7 c8 

x12 1 1 1 1 0 0 1 0 

x13 0 1 1 1 0 0 0 0 

x14 0 1 0 0 0 0 1 1 

x15 0 0 1 1 1 1 0 1 

x16 0 1 1 0 1 0 1 1 

x17 0 0 1 0 1 1 1 1 

I. Reduct and Core 

The reduct and the core are important concepts in rough 
sets theory. A reduct is any minimal subset of condition 
features, which discerns all pairs with different decision 
values and is complete if the deletion of any attribute of a 
reduct will make at least one pair of objects with different 
decision attribute values indiscernible. The intersection of all 
reducts is called the core of the decision table. Discernibility 
matrix and Positive region based methods are more popular 
for computation of reducts in RST. Reducts can be of dynamic 
types too. Dynamic reducts are just a subset of all reducts 
which are derivable both from the original decision table and 
from the majority of randomly chosen decision sub-tables. 
Dynamic reducts gives dynamic rules. 

J.  Inconsistent Decision Table: 

A decision table is inconsistent if for a given pair of object, 
all condition attributes are same but differ in decision attribute 
i.e. belong to two different classes. A medical database of 6 
patients having symptoms of flu is shown in Table 3. The 
symptoms of flu are conditions attributes, which includes 
headache, muscle-pain, and temperature etc. while whether the 
patient is suffering from flu or not (1 or 0) is indicated by last 
column, also called as decision attribute. In Table 3, object 2 
and 5 makes database inconsistent. 

TABLE III.  INCONSISTENT DECISION TABLE 

Patients Attributes Decision 

Headache Muscle-

pain 

Temperature Flu 

P1 No Yes High No 

P2 Yes No High Yes 

P3 Yes Yes Very High Yes 

P4 No Yes Normal No 

P5 Yes No High No 

P6 No Yes Very High Yes 

III. NEED OF HARDWARE ACCELERATORS 

In data mining, processing of large volumes of data using 
complex algorithms is increasingly common. There are 
numerous applications like image processing, speech 
processing, artificial intelligence, analyzing experimental data 
etc. which demands fast processing of high volumes of data.  

Computers are able to handle a wide variety of 
applications. Since the design and development of computers 
from 1940, there has been exponential growth in its 
performance for decades. This growth has been further 
complemented by a combination of improvements in 
implementation technology, architectural innovations, and 
compiler optimizations. However, as computers becomes even 
faster, new applications empowered by technology arise, 
which demands development of new technologies [9]. In 
addition to those continuous improvements, designers have 
relied on solutions based on special architectures to accelerate 
the performance of these applications, with processing units 
exploiting their common features such as parallelism, 
repetitive tasks or intensive mathematical processing. 
Traditionally, these solutions have been of two types: 

A. Parallel Processing Computers With Parallel Processors  

During the last few decades, traditional general-purpose 
single-core CPUs has shown a remarkable growth due to the 
multiple improvements in VLSI technologies. This growth 
was marked by the reduction in size of transistors, increase in 
the frequency of processor as per Moore’s law and hence 
software performance also improved continuously for 
decades. However, the gain in the performance of 
conventional single core CPU has diminished as the VLSI 
system performance hit the memory wall, power wall [10] and 
instruction-level parallelism (ILP) wall. The memory wall 
refers to the increasing gap between processor and memory 
speeds. This demanded increase in size of cache for hiding 
memory access latencies [11]; thus making memory 
bandwidth a bottleneck in performance. The power wall refers 
to power supply limitations and thermal dissipation limitation. 
For the silicon lithography below 90nm, the static power from 
leakage current surpass dynamic power from circuit switching. 
Power density has become the dominant constraint in chip 
design, and limits the clock frequency growth [12]. The 
performance, cost, and reliability of modern computer systems 
and data centers are dictated by the management of their 
limited energy and thermal budgets [13]. The ILP wall refers 
to the rising difficulty in finding enough parallelism in the 
existing instructions stream of a single process. Increasing 
cache size or introducing more ILP yields too little 
performance gain compared to the development cost [14]. 
Together, these three walls reduce the performance gains 
expected for single-core general-purpose processors. 

With current technology, even though the number of 
transistors is increasing, but the clock speeds are flattening as 
shown in fig.2. In order to overcome the problems posed by 
power and ILP wall, the computer industry shifted from single 
core processors to multiple parallel processing units. This 
showed the beginning of a paradigm shift towards parallel 
hardware architectures. CPU manufacturers used the improved 
processes to fit more and more CPU cores onto each device, 
producing generations of many-core processors, each running 
at about the same clock frequency as their predecessors. 
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Fig. 2. Moore’s Law- The number of transistors and power consumption is 

constantly increasing, while the frequency is flattening. (Source- Taken from 

Kunle Olukotun and Herb Sutter) 

However, conventional computer programs are described 
as sequentially executed instructions and cannot easily be 
adapted for a multi-processor environment. This condition 
prevents a potential speed-up due to the problem of finding 
enough parallelism in the software. The speedup S from using 
N parallel processing units is calculated using Amdahl’s law 
[15] as  

                                       
 

       
 

 

                                       

where p is the fraction of the sequential program that can 
be parallelized.  

If one assumes that 50% of the sequential code can be 
executed on parallel processors, then speedup will still be 
limited to a modest factor of 2, no matter how many parallel 
processors are used. Parallel architectures have a promising 
future, but will require new design approaches and 
programming methodologies to enable high system utilization. 
This means that for faster execution, one must actively seek 
alternative ways to speed up the software. 

B. Accelerators  

 In order to exploit the parallelism and distribute the 
computation amongst several processing cores, software 
execution style should change from sequential to parallel. This 
opens up the playfield for new types of processing resources 
to complement the traditional CPU architecture. Recently, 
market is dominated by cost-efficient accelerators available 
from several vendors as common off the-shelf (COTS) 
products [16]. Accelerators are specialized processors that can 
be used to speed up specific processing tasks and they 
complement conventional architectures. Accelerators with 
CPUs, forms a hybrid computing system or Multi-Processor 
Systems-on-Chip (MPSoCs), where each processing resource 
executes the parts of the software for which it delivers the best 
performance. Currently, heterogeneous MPSoCs are becoming 
the de-facto standard for embedded system design. Such 
system usually is composed of several general purpose 
processors, digital signal processor and hardware accelerators 
interconnected through various communication mechanisms 

for accelerating specific part of an application. This results in 
greatly increased system performance. 

The main competitors for the COTS accelerator market are 
Field Programmable Gate Arrays (FPGAs) and Graphics 
Processors (GPUs). These devices have strong mass markets 
in the high performance computing fields. Acceleration 
continues to be a great necessity in this new scenario 
dominated by multicore processors and clusters built with 
them, because of the following reasons: 

 Optimum performance for all types of applications is 
not given by General Purpose Processors, even if 
multicore technology is used. 

 There are certain applications like single thread 
applications, embedded systems, etc., where significant 
acceleration is not achieved by using conventional 
multicore technology. 

 The complexity and huge size of digital circuit causes 
the run time of software to become unreasonably large 
as these problems are NP-hard. 

 To reduce execution time. 

 To offload the general purpose CPU. 

 To offer special features for easy use. 

Therefore, while the use of specific parallel processors 
computing has declined, new solutions continue to appear in 
the field of hardware accelerators. Accelerators can be 
realized using different technologies like DSP, GPGPU, 
ASIC, FPGA.  

They all differ in architectures and are suited for different 
applications. 

1) Digital Signal Processor (DSP) 

 A DSP is a processor system optimized to implement 
signal processing at very high speed. 

 DSP's include a specialized architecture which allows 
parallel processing at the instruction level; this is called 
SIMD (Single Instruction Multiple Data). 

 There are fixed and floating point DSP’s available in 
market. 

 Parallel instructions are used with special assembler 
instructions included in C program.  

 The DSP Blackfin 609 is a fixed point DSP based in a 
Dual-Core processor working up to 1GHz. The 
Blackfin arithmetic unit allows the execution of 
multiple operations in parallel: up to four 8-bit video 
ALUs or two multiplications and 2 accumulations of 
32/40-bits. 

2) Application Specific Integrated Circuit (ASICs). 

 ASIC is basically a circuit designed for a specific use 
rather than a circuit designed for general purposes 

 ASIC designs offer a very attractive solution for many 
high volume applications.  
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 The design using ASIC offers better performance, 
density and power consumption when compared to an 
FPGA.  

 ASIC prototyping can be done using FPGAs, which 
allows taking advantage of FPGAs re-programmability. 

  However, the cost of prototyping is quite high 
increasing the Nonrecurring Engineering (NRE) costs 
depending upon the design, complexity and method of 
implementation. 

  Also, they do not offer any flexibility, as the task they 
perform cannot be modified.  

 Hence, their use for acceleration purpose is quite 
limited. 

3) General Purpose Graphical Processing Units 

(GPGPUs). 

 Graphics Processors are highly parallel processors 
capable of running thousands of threads 
simultaneously. Threading is handled automatically by 
the hardware thread manager. The programmer does 
not have direct control of the processors of the GPU; 
everything is done through Application Programming 
Interfaces (API). 

 They are special types of processor dedicated for 
graphics operation in game consoles and computers. 

 They are an order of magnitude faster on floating point 
operations. 

  Recently GPGPUs have been specifically developed 
with the computational precision required for finite 
element analysis solutions as well as the computational 
power to effectively complement the performance of 
the latest CPUs. 

  With hundreds of low-power cores on a single socket, 
they have the potential to dramatically increase 
computing capacity, provided that the compute 
workload will fit in the available memory of the 
GPGPUs. 

  However, the applications with complex feedback 
loop, and control or extensive bit handling is not 
suitable for GPGPUs implementation. The high power 
consumption of GPGPUs restricts their usage to certain 
applications.  

 GPGPUs are difficult to program for general-purpose 
uses. 

 In the current market there are three principal GPU 
providers: NVidia, Intel, and AMD. 

4) Field Programmable Gate Arrays (FPGAs) 

 FPGA is semiconductor device, invented by Xilinx co-
founder, Ross Freeman, in 1984. 

 FPGAs generally consist of sets of flexible gates, 
registers, and memories whose function and 
interconnection are controlled through the loading of 
SRAMs (Static Random Access Memory).  

 FPGA can be programmed either statically (between 
applications) or dynamically (during an application) 
without the addition of physical hardware elements.  

 It is intended to fill the gap between the hardware 
(ASICs) and software (General Purpose (GP) 
Processors), achieving potentially much higher 
performance than software, while maintaining a higher 
level of flexibility than hardware  

 The main resources available in the current FPGAs are 
hard Processors, RAM memory, Slices, DSP Slices, 
Multipliers, Gigabit transceivers, Triple-Speed 
Ethernet MAC, PCI express, Phase Locked Loop 
(PLL), etc.  

 FPGAs tend to operate at relatively modest clock rates 
measured in a few hundreds of MHz, but they can 
perform sometimes tens of thousands of calculations 
per clock cycle while operating in the low “tens of 
watts” range of power. 

 Improvements in FPGAs have driven a huge increase 
in their use in space, weight and power (SWaP) 
constrained embedded computing systems for military 
and aerospace applications. They are ideal for 
addressing many classes of military applications, such 
as Radar, SIGINT, image processing and signal 
processing where high-performance DSP and other 
vector or matrix processing is required. 

 FPGAs seem to gives an unbeatable edge over a 
microprocessor as they can provide 50 to 100 times the 
performance per watt of power consumed than a 
microprocessor.  

 FPGA offers field reprogrammability. A new bit 
stream file can be uploaded remotely. 

The advantages and disadvantages of FPGA with respect 
to other available technologies are presented in table 4. In case 
of the ASIC, the fabrication cost is reduced if chip is produced 
in mass; however for unit production ASIC design is 
expensive. FPGA combines many benefits of both software 
and ASIC implementations. Like software, the mapped circuit 
is flexible, and can be reconfigured over the lifetime of the 
system. FPGAs therefore have the potential to achieve far 
greater performance than software as a result of bypassing the 
fetch-decode-execute operations of traditional processors, and 
possibly exploiting a greater level of parallelism. Creating 
parallel programs implemented in FPGAs is not trivial. Fig. 3 
[17] summarizes the application fitness categorization. Hence 
it is concluded that FPGA is best choice for implementation of 
rough set algorithms as it out performs with respect to other 
available technologies. 
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Fig. 3. Application Characteristic Fitness Categorization 

TABLE IV.  TECHNOLOGY COMPARISON 

Features Platforms 

DSP GPU ASIC FPGA GPP 

Size Medium - High High Medium 

Power Medium - High Low Medium 

Flexibility High High - High High 

Reliability Low Low High Medium Low 

Parallelism Low Medium High High Low 

Operation 

Frequency 

Medium High High Low-

Medium 

High 

Design 

complexity 

Medium Low - - High 

Cost Medium Low High Low High 

IV. CURRENT STATE OF ART 

A. Z. Pawlak Concept of Rough Set Processor 

The concept of Rough Set Processor (RSP) is put forth by 
Z. Pawlak (RSP) in [18]. He stated that RSP can be used as an 
additional fast classification unit in ordinary computers or as 
an autonomous learning machine. In latter case, RSP can 
replace neural networks. He stated that each row of a decision 
table induces a rule, which specifies the actions if some 
conditions are satisfied. If a decision rule uniquely determines 
a decision in terms of condition attributes then that rule is 
certain otherwise it is uncertain. According to him, decision 
rules are closely associated with concept of approximation in 
rough set theory. Lower approximation are described by 
certain decision rules while upper approximation by uncertain 
decision rules. He associated the two conditional probabilities 
called, uncertainty and coverage coefficient with each decision 
rule. The certainty coefficient expresses the probability that an 

object belongs to the decision class specified by the decision 
rule, if it satisfies the condition of the rules. The coverage 
coefficient gives the conditional probability of the reasons for 
a given decision. He proved that the certainty and coverage 
coefficient satisfy Bayes’ theorem and it can be used for 
drawing conclusion from data. This idea is used as a 
foundation for RSP. The computation of certainty and 
coverage factors of decision rules is dependent on strength of 
decision rules. The strength can be computed from data or can 
be a subjective assessment. The concept of flow graph i.e. a 
directed acyclic graph is associated with decision table. In that 
graph, to every decision rule, a directed branch connecting 
input node with output node is assigned. The strength of the 
decision rule represents a throughflow of the corresponding 
branch. The classification of objects is done by finding the 
maximal output flow in the flow graph whereas, the 
explanation of the decisions is connected to the maximal input 
flow associated with the given decision. He proposed 
requirement of a special microprocessor for doing all above 
mentioned computation. According to him, RSP should 
perform operations pointed out by the flow graph of a decision 
table i.e. first computation of strengths from the support of 
decision rules, and then certainty and coverage factors of all 
rules should be computed. All these parameters are stored and 
computed subsequently in a format of word structure as shown 
in Fig. 4. Decision table will store condition and decision 
attributes of objects, Decision rule register will compute 
meaningful rules from data while arithmetic block will 
perform arithmetic operation of computing strength, coverage 
and certainty factors as shown in Fig. 5. This idea, however, is 
not realized on programmable logic devices. 

 

Fig. 4. Word structure. 
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device for parallel processing of rough set algorithms and 
called it as Parallel Rough Set Computer (PRSComp). Cellular 
network is a matrix of interconnected elements of the same 
type, wherein each cell is treated as a single processor and a 
set of control registers. The cellular network based on rough 
sets transforms the input data set to the matrix and performs 
basics operation of rough sets using matrix notations. In [19] 
authors have used all basic notions of rough set 
(indiscernibility relation, upper and lower approximation, 
reducts and core calculations) for implementation of 
PRSComp. Authors have given pseudo code for all basic 
routines also. 

C. Lewis T. Idea as Learning Machine 

Authors in [20] built a Universal Logic Machine (ULM) 
based on the principles of constructive induction and RST. It 
is a self-learning rough set model based on the concept of 
cellular networks by [19]. It is thought of an early prototype of 
data mining machine which will not only be able to collect 
data from online databases, but also from industries, military 
and other real time applications. The authors presented a 
preliminary work on design and implementation of a single 
instruction multiple data (SIMD) computer to implement RST 
operations. RST can be effectively used in logic minimization 
and data mining. They identified that some subsets of RST are 
isomorphic with some subsets of logic synthesis and 
decomposition theories; hence their mutual relationship can be 
investigated, leading to synergies of concepts. For example the 
powerful logic concepts of rough set theory can be linked with 
efficient algorithms and data structures developed in logic 
synthesis for EDA. According to them the RST algorithms 
have a natural high parallelism and high possible speed-ups. 
Using a fast prototyping tool, the DEC-PERLE-1 board based 
on an array of Xilinx FPGAs, a virtual SIMD processor that 
accelerates the learning (design) of optimized multi-valued 
logic nets using the concept of cellular networks has been 
developed. They have proposed the principles of learning 
hardware that will use previous human problem-solving 
experience and apply mathematical algorithms, problem-
solving strategies rather than relying only on neural network 
and genetic algorithm. 

A solution to a given problem is achieved by partitioning it 
in two phases: the phase of learning and the phase of using the 
knowledge. The hardware processor (parallel rough set 
computer) is responsible for creation of logic network 
description using logic or mathematical algorithms. The 
optimally constructed network is mapped on FPGA using 
EDA tool. The knowledge of machine is stored in memory. 
While solving the new problem under the supervision of 
software program in the main processor, the hardware 
switches between various learned nets, depending on rules. 
Since network has to solve new problems, hence new datasets 
and training decisions are accumulated and the network is 
repetitively automatically redesigned. The old network can 
serve as a platform for redesigning of new network or new 
network can start from scratch to avoid any bias. 

Lewis implemented basic rough set operation of basic 
category, upper approximation, and lower approximation, 
indispensable and external comparison. Authors demonstrated 
the working of all above mentioned algorithms on a learning 

machine called as parallel rough set computer (PRSComp) and 
its architecture is shown above in Fig. 6. In Fig. 6 E is word 
selection register, C is comparand register and CM is column 
mask register. He proposed a machine consisting of m by n 
primitive processor, in which each of the processors is 
connected to its neighboring four processors as well as to 
global control signals. Each processor performs the same 
operation defined by the instruction at that time. PRSComp 
operates as SIMD (single input multiple data). The input data 
is mapped on these processors as a binary matrix of size m*n 
wherein each processor operates on one bit of it at a time. 
They utilized various registers for doing all these operations. 
In this paper, there is no discussion on time complexity, space 
complexity.  The author however has put forth the problems 
posed by purely genetic and artificial neural network and 
justified that rough set theory is an appropriate solution for 
handling those problems. 

 

Fig. 6. PRScomputer architecture. 

 

D. Kanasugi Discernibility Matrix approach 

Authors in [21] presented a design of architecture of rough 
set processor in 2001 (shown in fig.7). It is used for solving 
large-scale problem in real time. The main blocks in their 
architecture are discernibility matrix maker, core selector, 
covering unit, reconstruction unit, registers, cache memory, 
controller and bus interface. The execution process is divided 
into two parts: pre-process and main process. In pre-process, 
some sparse terms are selected as cores and then implying 
relation reduces the input logic functions. In the main process, 
input logic function is converted into the sum of products 
form. 

The block of discernibility matrix maker is not dealt in this 
proposed work. The core selector unit selects data whose sum 
is minimum and transfers its row number to core number 
register unit. Core unit reduces data using implying function. 
Reconstruction unit searches for dominant variables from 
input logic function and then reconstructs the important rules 
from it. Memory interface is identified as a potential 
bottleneck in the design. The work of [22] is an extension of 
[21]. In [21], only design has been proposed whereas in [22], 
synthesis, simulation and implementation on SPARTAN 3E 
board of Xilinx is presented. They minimized the 
discernibility matrix by obtaining a reduced discernibility 
function. The outputs of system are small logical functions 
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representing important decision rules. Authors have developed 
a co- processor, which will be interacting with memory for 
data retrieval and storage purpose. The system depends on 
external data source for creation of large logical functions 
from data base for correct operation and algorithm is based on 
approximation technique. Their co-processor is capable of 
dealing with objects of size 1000,000 and 2032 attributes. 
They have dealt with binary attributes, leaving discretization 
process, a task for future development. They have shown that 
their proposed processor is ten times faster than PC, though 
the clock frequency is about 70 times slower. There is no 
discussion on time complexity and space complexity. 
However, their algorithm is based on computing discernibility 
matrix and discernibility function, whose time complexity will 
no longer be less than O (|U|2|A|2). 

E. G. Sun’s FPGA implementation of RST 

G. Sun in his paper [23] has implemented Rough set 
theory algorithms on FPGA in 2011. Author has provided a 
new and effective method for hardware fault diagnosis and 
verified the effectiveness of method through simulation. He  
has made use of genetic algorithm along with rough set theory 
and presented a case study of nonlinear aircraft model. He 
implemented discretization block, based on dependency 
degree. The breakpoints are deleted based on dependency 
degree. The reducts are calculated using genetic algorithm. 
The simulation results using Modelsim for discretization and 
attribute reduction has been presented. The algorithms are not 
purely based on RST; rather it is hybridization of rough set 
with genetic algorithms. 

F. Maciej Kopczynski  ´s et al. computation of reduct and 

core on FPGA 

Maciej Kopczynski et al. in their paper [24 - 26] presented 

reduct and core generation algorithm based on discernibility 
matrix. They have presented hardware solution architecture 
for binary decision table. They have discussed architecture of 
discernibility and reduct block. They used VHDL simulator 
and the development board equipped with an Altera FPGA 
during the research. The reduct generation algorithm is simple 
and based on attribute count frequency [25]. The algorithm 
gives super reduct, however it does not discusses the case of 
breaking tie between two attributes having the same count 
value.  They have also compared the time required for 
execution of reduct and core generation on software and 
hardware for varying size of database. They have randomly 
generated the binary database. Their results show a significant 
increase in the speed of data processing. In [26], they have 
shown three variants of discernibility matrix implementation. 
Authors have shown time required for computing reducts and 
cores for all three methods. The issue of dealing with larger 
databases is not handled. 

G. K.S.Tiwari’s et.al. Hardware Implementation 

Tiwari et.al in their work [27] presented architecture for 
computing reduct using binary discernibility matrix. They 
have used Xilinx software and Spartan 3 FPGA. They have 
proposed a Rough Set Machine which generates rules for 
classification applications. The classification task concentrates 
on predicting the value of the decision class for an object 
among a predefined set of classes’ values. This rough set 
machine uses the concept of discernibility matrix for 
calculating the reduct, and using these reduct it generates the 
rules which are used for classifying the objects. The Reduct 
block is synthesized and downloaded on FPGA in [28]. The 
architecture of binary discernibility matrix is shown in fig.8. 
In [29]; Quick reduct algorithm is used for computation of 
reduct for a medical database. 

 

Fig. 7. Kanasugi’s Proposed Block Diagram of Rough Set Processor. 
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Fig. 8. Binary discernibility Matrix 

TABLE V.  SUMMARY 

Sr.No. Authors Year Brief Summary 

1 

Mieczyslaw 
Muraszkiewicz,
 and  Henryk 
Rybinski 

1994 
Concept is based on Indiscernibility 
relation, Lower and upper approximation 

2 Lewis et.al 1999 
Self-learning hardware model based on 
cellular concept, Implementation done 
Xilinx board. 

3 Kanasugi 2001 
Algorithm is based on Discernibility 
matrix 

4 Z.Pawlak 2004 

 
Decision Flow graph used for representing 
tables. 

 

5 
Kanasugi and 
Mitsuhiro 
Matsumoto 

2007 
Discernibility matrix based algorithm 
proposed and implemented on Spartan 3E 
Board. 

6 G Sun et. al 2011 
Genetic based attribute reduction system; 
discretization is based on dependency 
approach of RST. 

7 K.S.Tiwari et.al 

2011 
Concept of discernibility matrix used for 
generation of reducts and rules. 

2012 
Pipelining and use of Dual port RAM as a 
part of extension. 

2013 
Quick Reduct algorithm based on 
dependency function is implemented and 
simulated using ISIM. 

8 
Maciej 
Kopczynski et.
al 

2013 
Computation of short reduct and core 
based on discernibility matrix. Huge 
acceleration achieved. 

2014 
Discernibility  matrix built using three 
different methods 

V. CONCLUSION 

In this paper a survey on hardware implementations of 
Rough set algorithm is presented. It is summarized in brief in 
table 5. A lot of research work is carried out on rough set 
theory using software; however hardware implementation is 
still not much explored. With exponential growth in quantity 
of data collected, its need of hour to process data fast, and 
extract meaningful rules from it. FPGA offers a promising 
solution to deal with such kind of problems as rough set 
algorithms are inherently parallel. Thus these algorithms can 
be effectively mapped on FPGA. 
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Abstract—Vietnamese word segmentation is an important 

step in Vietnamese natural language processing such as text 

categorization, text summary, and automated machine 

translation. The problem with Vietnamese word segmentation is 

complicated because Vietnamese words are not always separated 

by a space.  One word can include one or more syllables 

depending on the context. This paper proposes a method for 

Vietnamese word segmentation based on the mutual information 

among the syllables combined with dynamic programming. With 

this method, we can achieve an accuracy rate of about 90% with 

a raw text corpus. 

Keywords—Vietnamese word segmentation; dynamic 
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I. INTRODUCTION 

Word segmentation is the process to determine the 
boundaries between words in sentences. Words in the 
Vietnamese language are not always separated by blank spaces. 
A word may contain several syllables.  The syllables are 
combined to form different words depending on the context of 
the text. Therefore, it is difficult to solve this problem 
automatically. Example 1: The sentence written in Vietnamese 
"Học sinh học sinh học" - in English "The pupils study 
biology". This sentence is composed of two Vietnamese 
syllables "học ~ study" and "sinh ~ biology" which form 
different words in the sentence. The correct solution should be 
"học sinh | học | sinh học" ~"The pupils | study | biology". One 
of the most difficult tasks in Vietnamese word segmentation is 
to determine the ambiguities of the sentence.  

The same sentence may have different word segmentation 
solutions if it is in a different context. Example 2: The sentence 
written in Vietnamese "Ông già đi nhanh quá" may have two 
different meanings. One is "The old man goes too fast", the 
other one is "Grandfather gets old too fast". It results in two 
word segmentation solutions:  Ông già| đi |nhanh quá and Ông| 
già đi| nhanh quá. In this case, it is needed to consider the 
context of this sentence in order to select the best solution. 

Mutual information (MI) between the syllables presents the 
correlation of syllables to be combined as a word. The greater 
MI value will show the higher probability of words 
combination of syllables. The MI theory will be presented in 
more details in section 3.a.  

The dynamic programming technique is used to reduce the 
complexity of the computation. This method will be presented 
in section 3.b. 

The rest of the paper is organized as follows. Section 2 
reviews related works. Section 3 describes the proposed 
method. Section 4 provides the experimental results. Finally, 
section 5 summarizes the work of this paper. 

II. RELATED WORKS 

This section presents the previous works in Vietnamese 
word segmentation. 

A. Maximum Matching Method 

Maximum matching algorithm is commonly used to word 
segmentation problem. The idea of this method is to start at the 
first syllable in a text and attempt to find the longest word 
starting with that syllabus  in the dictionary. If a word is found, 
the maximum matching algorithm marks a boundary at the end 
of the longest word, then begins the same longest match search 
starting at the syllable following the match. Whereas, that 
syllable is segmented as a word, and begins the search starting 
at the next syllable [Wong et al, 1996] [1]. Dinh et al, 2001 
used Maximum Matching method to segment Vietnamese 
word [2]. However, the accuracy of word segmentation is not 
high. 

B. Transition Graph Method 

In this method, each syllable is represented by a vertex. The 
edge represents weight of connection between two syllables 
which is calculated based on the data training process. The 
transition graph will show the probability among syllables to 
form the words in a specific text. Nguyen et al, 2003; Pham et 
al, 2009 used this method to segment Vietnamese word [3,4]. 

C. Support Vector Machine Method(SVM) 

Point-wise machine learning method (SVM) is used to 
mark two kinds of symbols: space (word segment symbols) 
and underscore (linking two syllables symbol) (Luu et al, 
2012) [5]. There are three basic features in point-wise methods: 
n-grams of syllables, n-gram types of syllables, and featured 
dictionary. Vietnamese language has  about 70% of the words 
with 2 syllables, and 14% words with 3 syllables, therefore the 
point-wise window was set as w = 3. The author defines four 
types of syllables: uppercase syllables (U): Vietnamese 
syllables begin with capital letters. lower syllables (L): the 
Vietnamese syllable contains only lowercase letters. Numerical 
syllables (N) only consists of the digits. The other type (O): the 
syllables belongs to a foreign language. This research achieved 
98.2% accuracy rate. However, this method needs a good 
featured dictionary. 
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D. Combination Method 

Le et al, 2008 [6] combines a finite state machine, 
canonical form analysis, maximum matching method to 
segment Vietnamese word.  Minimal finite-state automaton is 
used to present the Vietnamese lexicon. A text to be tokenized 
is first parsed into lexical phrases and other patterns using pre-
defined regular expressions. The automaton is then deployed to 
build linear graphs corresponding to the phrases to be 
segmented. A tool named  vnTokenizer is then created to show 
the effectiveness of this method. 

III. PROPOSED METHOD 

For Vietnamese, there is a lack of large lexicographic 
resources, and annotated corpora are also rare, therefore we 
will develop a method that only rely on raw corpus. The 
mutual information (MI) is a statistical score which helps to 
segment the words. The mutual information is calculated based 
on the frequency of the syllables in a raw corpus. The main 
ideal of our method is to maximize the MI-score of the chunk, 
using different segmentations. We will calculate all the 
possibilities of segmentations for a given sentence. Which 
possibility has the highest MI-score, becomes the final solution. 
There are some difficulties in the calculation. First, the 
segmentation possibility is an exponential function of the 
length of the sentence. A long sentence will cause a large 
number of ways of segmentation. Other problems consist of the 
difficulty of calculating MI-score, and sparse data. In order to 
overcome those difficulties, the dynamic programming is 
utilized. In following sub-section, MI-score and dynamic 
program applied in word segmentation are presented in detail. 

A. Corpus and MI-Score 

We build a corpus by collecting text from many 
Vietnamese websites and online news papers. Our raw corpus 
contains about 41 million syllables. 

Mutual information is an important factor to identify the 
correlation between syllables in a corpus. The equation to 
calculate MI value is presented as below (Ong & Chen, 1999). 

       
     

                 
 (1) 

Where: 

- cw is a chunk containing n syllables.           . 

- lw is a chunk containing n-1 syllables            - . 

- rw is a chunk containing n-1 syllables           .  

The higher MI(cw) value shows a higher probability of lw 
and rw appearing in the corpus. It means cw has high 
probability to be a compound word. 

Based on equation 1, we elaborate the way to calculate MI-
score for certain segmentation. 

Given a sentence            with    is a syllable. 

 N: total number of syllables in the corpus. 

        frequency of chunk w in the corpus. 

       Probability of chunk w in the corpus. 

     
      

 
 (2) 

           : Mutual Information value of two syllables 
     . 

          
       

                   
 (3) 

              : Mutual Information value of n 
syllables           . 

            
          

                                   
 (4) 

Given a sentence with certain segmentation as belows. 

                

 Then, the MI-score of this segmentation is calculated 
as below.  

                               (5) 

B. Dynamic Programming 

A given  sentence consists of n syllables            

Normally, the longest Vietnamese word contains four 
syllables. The dynamic programming method is described in 
the following steps: 

Step 1: Separate sentence C into combinations of one, two, 
three and four syllables.  

Step 2: Calculate MI value for each combination of 
syllables. 

Step 3: Calculate MI-score of final solution by following 
sub-steps: 

1) Assume x is a chunk of syllables. f(x)=-100 if x is not in 

dictionary; whereas f(x)=MI(x). We select a value of -100 or 

lower in order to eliminate the solution that contains word 

outside dictionary.  

2) Then calculate highest MI-score D[n] of final solution 

as following: 

 [ ]    

 [ ]      ) 

 [ ]          [ ]           [ ]           

 [ ]         [ ]           [ ]           [             

D[j] = max {D[j-1] + f(cj), D[j-2] + f(cj-1cj), D[j-3] + f(cj-2cj-

1cj),D[j-4] + f(cj-3c j-2cj-1cj)} 

With j = 4, 5, ..., n.  

Step 4: After computing MI-score, the final segmentation is 
found by following sub-steps. 

1) Set K[j] = t  

and D[j] = max {D[j-1] + f(cj), D[j-2] + f(cj-1cj), D[j-3] + f(cj-

2cj-1cj),D[j-4] + f(cj-3cj-2cj-1cj)}= D[j-t] + f(cj-t+1…cj) 
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Where j-t is an index which maximizes the MI-score; and t 
value shows the best separated points in chunk of         ) 

    ...     |           ~     ...     [ ]|    [ ]       

The segmentation solution is 
    ...     [ ]     [ ]      

2) Set j = n-K[n]. The next segmentation is 

    ...     [ ]       [ ]      
Step 5: Loop step 4 until reach the first syllable in the 

sentence. 

The actual calculation using dynamic programming method 
is following: 

for (int i = 4; i <= n; i++) 

{ 

    t1 = tudon[i - 2] + " " + tudon[i - 1]; 

    t2 = tudon[i - 3] + " " + tudon[i - 2] + " " + tudon[i-1]; 

    t3 = tudon[i - 4] + " " + tudon[i - 3] + " " + tudon[i - 2] + 

" " + tudon[i-1]; 

    D[i] = max4(D[i - 1] + f[tudon[i-1]], D[i - 2] + f[t1], D[i - 

3] + f[t2], D[i - 4] + f[t3]); 

    maxMI = D[i]; 

    if (maxMI == (D[i - 1] + f[tudon[i - 1]])) 

      { 

          K[i] = i - 1; 

        } 

        else 

                { 

                    if (maxMI == (D[i - 2] + f[t1])) 

                    { 

                        K[i] = i - 2; 

                    } 

                    else 

                    { 

                        if (maxMI == (D[i - 3] + f[t2])) 

                        { 

                            K[i] = i - 3; 

                        } 

                        else 

                        { 

                            K[i] = i - 4; 

                        } 

                    } 

                } 

            } 
This method will be demonstrated by an example shown 

below: 

Given a sentence in Vietnamese:  tôi lao động chăm chỉ. (I 
word hard). The combinations of syllable: one-syllable- (tôi), 
(đi), (học), (chăm), (chỉ); two-syllables - (tôi lao), (lao động), 
(động chăm), (chăm chỉ); three-syllables - (tôi lao động), (lao 
động chăm), (động chăm chỉ); four-syllables - (tôi lao động 
chăm), (lao động chăm chỉ).  

Using the proposed method, we can compute the highest 
MI-score and then get the separated points to segment the 
sentence. Figure 1 shows the programming results: 

 
Fig. 1. Experiment with Vietnamese Sentence. 

IV. EXPERIMENTAL RESULTS 

We extracted randomly 100 sentences from the corpus and 
asked 20 native Vietnamese speakers to make the word 
segmentation manually. For each sentence, we choose a 
solution which is selected by the most native speakers. The 
evaluation process is then taken by computing the rate as 
follows: 

R= A/B 
where: 

A. Number of correct words which segmented by proposed 

method 

B. Total number of words segmented by native speakers. 

The rate is about 90%. This result is not very disappointing 
because we used only the raw corpus without lexicon nor 
annotation. We did not extend our experiment because we 
realized that we were not able to get better results with this 
method alone. However, the results show that the method 
works. 

V. CONCLUSION 

The proposed method has produced a promising results in 
the case of using un-annotated corpus for word segmentation. 
The mutual information is a key value to select the final 
segmented solution. The dynamic programming method is 
proposed to reduce the complexity of the problem. The 
advantage of our proposed method is that we do not need an 
annotation corpus. Therefore, the arbitrary text on the internet 
can be used as a corpus for natural language processing.  
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