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Editorial Preface
G tho itk 5 Wlonaping Cilior...

Artificial Intelligence is hardly a new idea. Human likenesses, with the ability to act as human, dates back to
Geek mythology with Pygmalion’s ivory statue or the bronze robot of Hephaestus. However, with innovations
in the technological world, Al is undergoing a renaissance that is giving way to new channels of creativity.

The study and pursuit of creating artificial intelligence is more than designing a system that can beat grand
masters at chess or win endless rounds of Jeopardy!. Instead, the journey of discovery has more real-life
applications than could be expected. While it may seem like it is out of a science fiction novel, work in the
field of Al can be used to perfect face recognition software or be used to design a fully functioning neural
network.

At the International Journal of Advanced Research in Arfificial Intelligence, we strive to disseminate
proposals for new ways of looking at problems related to Al. This includes being able to provide
demonstrations of effectiveness in this field. We also look for papers that have real-life applications
complete with descriptions of scenarios, solutions, and in-depth evaluations of the techniques being utilized.

Our mission is to be one of the most respected publications in the field and engage in the ubiquitous spread
of knowledge with effectiveness to a wide audience. It is why all of articles are open access and available
view at any fime.

IJARAI strives to include articles of both research and innovative applications of Al from all over the world. It
is our goal to bring together researchers, professors, and students to share ideas, problems, and solution
relating to artificial intelligence and application with its convergence strategies. We would like to express
our gratitude to all authors, whose research results have been published in our journal, as well as our
referees for their in-depth evaluations.

We hope that this journal will inspire and educate. For those who may be enticed to submit papers, thank
you for sharing your wisdom.

Editor-in-Chief
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Semantic Image Retrieval: An Ontology Based
Approach

Umar Manzoor!, Mohammed A. Balubaid?

! Faculty of Computing and Information Technology
2 Industrial Engineering Department, Engineering Faculty,
King Abdulaziz University,
Jeddah, Saudi Arabia

Abstract—Images / Videos are major source of content on the
internet and the content is increasing rapidly due to the
advancement in this area. Image analysis and retrieval is one of
the active research field and researchers from the last decade
have proposed many efficient approaches for the same. Semantic
technologies like ontology offers promising approach to image
retrieval as it tries to map the low level image features to high
level ontology concepts. In this paper, we have proposed
Semantic Image Retrieval: An Ontology based Approach which
uses domain specific ontology for image retrieval relevant to the
user query. The user can give concept / keyword as text input or
can input the image itself. Semantic Image Retrieval is based on
hybrid approach and uses shape, color and texture based
approaches for classification purpose. Mammals domain is used
as a test case and its ontology is developed. The proposed system
is trained on Mammals dataset and tested on large number of
test cases related to this domain. Experimental results show the
efficiency / accuracy of the proposed system and support the
implementation of the same.

Keywords—Image Retrieval; Ontology; Semantic Image; Image
Understanding; Semantic Retrieval

. INTRODUCTION

Images / Videos are major source of content on the internet
and the content is increasing rapidly due to the advancement in
this area [10, 12, 13]. Digital Image processing / retrieval is
one of the hottest research field and researchers from the last
decade have proposed many efficient approaches for image
analysis such as [6, 7, 14, 15] and retrieval [9, 11, 16, 17].
Image retrieval systems are usually based on keywords or text
meta-data based [4, 18, 19] where the retrieval is done based
on the textual description of the images. The description about
the image is usually provided by the user. Most common
search engines such as Google and Bing used keyword based
search techniques; this approach is fast and effective; however
it still has some disadvantages. In this approach, the image is
described by a set of keywords or text-metadata and usually
this information is provided by the user.

The keyword based image retrieval system matches user
text query to the textual description of the images and return all
the images whose description is the possible match. However,
it is quite possible that the results returned contain irrelevant
images. For example, you may find a dog picture while you are
searching for human. This usually happens because the
description of the irrelevant image contains that specific
keyword. So, the major disadvantage of text-based image

Bassam Zafar!, Hafsa Umar®, M. Shoaib Khan®

'Faculty of Computing and Information Technology
King Abdulaziz University, Jeddah, Saudi Arabia
*National University of Computer and Emerging Sciences,
Islamabad, Pakistan

retrieval system is that it may return redundant or irrelevant
images in the result [13, 4].

The accuracy of keyword based image retrieval systems is
far from perfect because of the following reasons:

1) If the user made spell mistake while describing the
image, this image will never be listed in the result because of
this mistake.

2) Sometimes the user has to specify the image description
/ keywords in natural language which makes it difficult to
describe the image as the user has little knowledge about the
natural language.

3) It is very difficult to find appropriate keywords for
image description (i.e. synonym plays important role in image
retrieval).

In conclusion, keyword approach ignores the image
features which sometimes results in irrelevant image retrieval
[23, 24].

Content based Image retrieval (CBIR) has been studied for
many years which focuses on extracting and comparing
features from the images [20, 21, 22]. Image Features are
usually extracted using dominant color, dominant texture, or
shape (i.e. this technique focuses on the visual features of the
image). Researchers in the last decade have demonstrated the
efficiency and accuracy of CBIR based techniques, however,
CBIR still lacks to understand the semantic analysis of the
image. For example, if the user wants to search “Loin” images,
CBIR system will not be able to map human concept into
image feature (i.e. creating a semantic gap between the low-
level image features and high-level human understandable
concepts). Therefore, semantic analysis needs to be
incorporated in content based image retrieval to reduce this

gap.

Semantic technologies like ontology offers promising
approach to image retrieval as it tries to map the low level
image features to high level ontology concepts. Compared to
the existing approaches (i.e. text / keyword based and content
based image retrieval), Ontology based image retrieval focuses
more on capturing semantic content (i.e. mapping image
features to concepts), because this can help in satisfying user
requirements in much better way.In this paper, we have
proposed Semantic Image Retrieval: An Ontology based
Approach which uses domain specific ontology for image
retrieval relevant to the user query.

1|Page
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Cheetah

Fig. 1. Zero Level Architecture of Semantic Image Retrieval: An Ontology based Approach

The user can give concept / keyword as text input or can input
the image itself. Mammals domain is used as a test case and its
ontology is developed. The proposed system is trained on
Mammals dataset and tested on large number of test cases
related to this domain. Experimental results show the efficiency
and accuracy of the proposed system.

The remainder of this paper is organized as follows. In
Section 2, we present brief overview of ontology and image
analysis, this section is followed by the discussion of literature
survey. In Section 4, the proposed Semantic Image Retrieval:
An Ontology based Approach architecture and classification
mechanism is discussed. In Section 5, the experimental analysis
of proposed solution is presented. Finally, the conclusion is
drawn in Section 6.

II.  ONTOLOGY AND IMAGE ANALYSIS

The word ontology refers to the science of metaphysics
which defines the nature with its properties and relations [8]. In
Computer Science, ontology is a systematic arrangement of
concepts, their properties and relations which exist in domain
[25]. Common components of ontology includes Individuals,
Classes, Attributes, Relations, Function terms, Restrictions,
Rules, and Axioms; for more details related to these concepts
please see [3, 5]. Ontology can be domain-specific or generic;
the former means ontology concepts are defined with reference
to the specific domain whereas the later means the concepts are
defined in general (i.e. the meaning / relationship of these
concepts are already defined by English language) [26].

The implementation of ontology is generally a hierarchal
representation defining concepts and their relationships. Three
kind of relationships namely is-a, instance-of and part-of are
generally used in the ontology; for more information please see
[27, 28]. Ontology are usually develop to share common

understanding of information among entities or softwares
where each node in the ontology is a concept containing set of
attributes and relationships.

In the last decade, Ontologies have been widely used for
knowledge representation and sharing. Ontology-based systems
have been used in diverse areas such as software maintenance,
Business Process Management, Biomedical Informatics,
Knowledge Sharing, Knowledge Integration, Semantic Web,
Fuzzy Systems, Supply chain management, Healthcare, Text
Classification, Medical Domain, Robotics, Autonomic
Computing, System Modelling, etc.

The idea of using the ontologies in Image processing for
content used retrieval is not new; in the last decade, researchers
have proposed many efficient solutions using Ontologies for
content based Image processing and retrieval such as [29-34].
The existing approaches can broadly be categorized into three
types namely 1) Color based techniques 2) Shape based
technique and 3) Texture based technique. The color based
approaches proposed calculate the color histogram of the image
and use the same for classification, shape based approaches
identify the shape(s) in the image and use it for classification
whereas the texture based approaches identify the texture in the
image and use it for classification purpose.

Each of the approaches discussed above have some
limitation, for example the color based technique will work
effectively on the color-dominant image dataset whereas it will
be outperformed by other technique on non-color-dominant
image dataset. Similarly shape detection in complex images are
hard and texture based approaches will be outperformed on
non-texture-based image dataset. In this paper, we have
proposed a hybrid technique which uses color, shape and
texture feature of the image and use these features for
classification.

2|Page
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Fig. 2. System Architecture of Semantic Image Retrieval: An Ontology based Approach

IIl.  LITERATURE REVIEW

A lot of research has been conducted on Image Retrieval
(IR) on the basis of content similarity. Many techniques have
been used to enhance the results of image search. These
approaches include hierarchical knowledge-based systems for
Image Retrieval as researched by Kurtz, Camille, et al [40] in
2014. The semantic gap between the low-level image features
and their high level semantics has always ruined the retrieval
quality. So to cope up with this problem, Fernandez Miriam et
al. [36] used an ontology based approach for the enhancements
of the image semantics. This research aimed to solve the
restriction of the keyword based searching to support the
semantic based Image Retrieval. The concept of semantic
indexing has also been studied in the field of ontology based
retrieval systems. The literature review on Image Retreival
based on semantic concepts by Riad Alaa et al. [38] had a great

impact on the Image Retrieval field as it was very helpful for
improving the semantic image retrieval systems accuracy. In
this research various image search techniques are described for
reduction of semantic gap. Furthermore, based on existing
methods and application requirements author have suggested
few future assessments. Another important survey was
conducted by Liu Ying et al. [39] in 2007 about the recent
technical achievements on semantic based Image Retrieval;
majority of the recent publications were included as the test
data for the survey covering diverse amount of aspects in this
area. Similar work has also been conducted on medical images
by Xu J et al. in [41], the authors focused on the key features
of the image (e.g., shape, texture) in this research. The authors
concluded that the performance of most CBIR systems is
forced by these features because they cannot efficiently model
the expectations of the user. All of existing studies helped in
improving the results of content based images retrieval and

3|Page
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lowering down the semantic gap between the user requirements
and the search results.

IV. SYSTEM ARCHITECTURE

Semantic Image Retrieval (SIR): An Ontology based
Approach system architecture describes the working of the
various components / modules of the system and their
interaction with each other. Figure 2 shows the detail system
architecture of SIR and consists of the following modules:

Vol. 4, No.4, 2015

e Query Engine

e Matching Module

e Ontology Manager
A. Query Engine

Query Engine is responsible to take input from the user
using the web interface; the input contains the content which
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Fig. 3. Partial Ontology Knowledgebase

the user wants to search. The input can be provided in two
ways by the user.

1) Text Input: The first method of providing the input to
the SIR is text based. In this approach the user is required to
enter the text containing the information about the thing that
he / she wants to search. This approach is commonly used in
the current search engines, e.g. Google, Bing, AltaVista etc.
The main focus of incorporating this approach in SIR is to
provide ease to the users as they do not have to learn the new
way of interacting with the SIR. The user has to simply write
down the text query (e.g. Cheetah, Elephant, Horse etc and the
same is passed to Text based Query module.

2) Image Input: The second method of providing the
input to the SIR is image based. In this approach the user is
required to provide the image of the object(s) which he/she
wants to search. The input image can contain a single object or
multiple objects. The user is also provided some options
(optional) to describe the input image. This approach is
feasible when the user wants to search related objects / images

similar to the one he / she has. Furthermore, this method
provides flexibility in the input method, as it gives new
dimension to the searching. After taking input from the user,
Query Engine built the query for the input. As Ontology based
Knowledge base is used, the query is built in SPARQL
language. The query building process consists of the following
two components.

a) Text based Query: This module is responsible for
building the query for the text based input. In Step 1, all
standard stop-list / stemmer words like (“is”, “the”, “on”,
“and”...) are removed from the input text. In Step 2, SPARQL
query is generated with all possible “AND” and “OR”. The
generated query is then passed to the Matching Module for the
further processing.

b) Image based Query: This module is responsible for
building the query for image based input. In Step 1, object(s) in
the image are detected using shape based feature extraction as
described in [2]. After object detection, two sub-steps are
performed: In the first step, the detected objects are passed to

4|Page
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Color based Feature Extraction technique which uses MTH
algorithm proposed by Guang-Hai Liu et al in [1] to calculate
the color value and pixel color of the objects; In the second
step, the detected objects are passed to texture classification
technique proposed by Mohsen Zand et al in [35] to identify
texture / pattern (if any) in the detected objects. In Step 3, the
low level features extracted using the previous two steps are
converted into high level ontology concepts; the image
description if provided in search by the user are also converted
into ontology concepts, after completing this step SPARQL
query is generated using these parameters.

Vol. 4, No.4, 2015

B. Matching Module

Matching Module takes SPARQL query as input from the
Query Engine and executes the same on the Ontology
Knowledge Base to retrieve the most related images. If the
query results in successful search, the output images are passed
to ranking module for result ranking. If the search is
unsuccessful (i.e. relevant images are not found in our
knowledge base), matching module performs the following
three steps:

Image Search: Matching Module searches the internet for
relevant images by querying existing search engine (i.e.

Image

Ontology

Classifier

— - Output

fj Texture

Query Matching

Fig. 4. Query Matching

Google or Bing). The results returned by search engine are
passed to Image Processing Module for content verification.

1) Image Processing: The images returned by search
engine may not be relevant to the user query; therefore the
content of each image needs to be verified. This module is
responsible to check the images for the compliance with the
input query. The objects in each image are detected using
shape based feature extraction and these objects are passed to
1) Color based Feature Extraction technique which uses MTH
algorithm proposed by Guang-Hai Liu et al in [1] to calculate
the pixel color and color value of the objects and 2) texture
classification technique proposed by Mohsen Zand et al in [35]
to identify texture / pattern (if any) in the objects. In the next
step, the low level features extracted in the previous step are
converted into high level ontology concepts; afterwards
SPARQL query is generated using these concepts and
executed on the ontology knowledgebase. If the result
class(es) matches user search query, the image is included in
the resultant set otherwise it is discarded. As a result only the
related images remains and the non-relevant images are
discarded in this step.

2) Ontology Manager: Ontology Manager is responsible
to insert the new relevant images features and concepts

(gathered from the web and filtered in the previous step) in the
ontology knowledge base.

C. Ranking Module

Ranking module is responsible to rank the images according
to relevance with the user query. The resultant image set
passed by Query Matching Module contains image and
matching value (which is calculated as a sum of matched
ontology concepts with reference to user query); the result set
is sorted in descending order according to the matching value.
After sorting, top ten images are displayed to the user (i.e.
most matched images are showed first) and the remaining are
displayed on user request in the decreasing order.

V. SIMULATION

Initially for the experimentation, we trained Semantic
Image Retrieval (SIR) and built the ontology concepts using
900 images which contain pictures of 20 different mammals.
Partial training dataset is shown in figure 5. We have evaluated
SIR on large number of test cases; results were promising and
showed the efficiency of the proposed system. In this section,
few of the test cases are presented and discussed in detail.

5|Page
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Fig. 5. Partial Training set
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reference to four different test cases. As depicted by figure 6,
our proposed hybrid approach outperforms these approaches
with reference to accuracy.

Figure 7 shows the percentage improvement of proposed
hybrid technique over number of test cases; as shown in figure
7 the proposed solution improvement percentage varies over
number of test cases; this is because the content of images
present in each test case plays an important role.
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Fig. 8. False Positive Percentage vs Test Cases

Figure 8 shows false positive percentage over number of
test cases, the proposed solution false positive percentage
ranges from 0.60 to 2 percent in the test cases which shows the
result accuracy of the proposed solution.
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Fig. 7. Percentage Improvement vs Test Cases

Figure 6 shows the accuracy comparison of color based
shape based, texture based and our proposed approach with

Fig. 9. TestCase 1

In figure 9, the user used cheetah image as input; Query
Engine generates the query for the same and executes it on
ontology knowledge base. The resultant images are found in
the knowledge base, therefore web image search, image
filtration and ontology updation steps are skipped in this test
case.
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Fig. 10. Test Case 2

The results are passed to Ranking Module which ranks the
results and displayed it to the user as shown in Figure 9. Figure
10 and 11 are similar to the first test case (figure 9) where the
user enters an image and relevant images are returned to the
user.
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Fig. 11. Test Case 3

In test case 4, the user used text input feature of the SIR
system and provided the input as text. SIR generates the
corresponding query for the same and executes it on the
knowledge base. The related images are displayed to the user
as shown in figure 12.

Fig. 12. Test Case 4

VI. CONCLUSION

Image retrieval systems are usually based on keywords or
text meta-data based. Most common search engines such as
Google and Bing are based on keyword based search
techniques. This approach is fast and effective; however it still
has some disadvantages. Content based Image retrieval (CBIR)
has been studied for many years which focuses on extracting
and comparing features from the images. Researchers in the
last decade have demonstrated the efficiency and accuracy of
CBIR based techniques, however, CBIR still lacks to
understand the semantic analysis of the image. Semantic
technologies like ontology offers promising approach to image
retrieval as it tries to map the low level image features to high
level ontology concepts. In this paper, we have proposed
Semantic Image Retrieval: An Ontology based Approach
which uses domain specific ontology for image retrieval
relevant to the user query. The proposed system has been tested
on large number of test cases; experimental results shows the
efficiency and effectiveness of the proposed technique.
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Abstract—A review of some latest achievements in the area of
military robotics is given, with main demands to management of
advanced unmanned systems formulated. The developed Spatial
Grasp Technology, SGT, capable of satisfying these demands will
be briefed. Directly operating with physical, virtual, and
executive spaces, as well as their combinations, SGT uses high-
level holistic mission scenarios that self-navigate and cover the
whole systems in a super-virus mode. This brings top operations,
data, decision logic, and overall command and control to the
distributed resources at run time, providing flexibility, ubiquity,
and capability of self-recovery in solving complex problems,
especially those requiring quick reaction on unpredictable
situations. Exemplary scenarios of tasking and managing robotic
collectives at different conceptual levels in a special language will
be presented. SGT can effectively support gradual transition to
automated up to fully robotic systems under the unified
command and control.

Keywords—military robots; unmanned systems; Spatial Grasp
Technology; holistic scenarios; self-navigation; collective behavior;
self-recovery

. INTRODUCTION

Today, many military organizations take the help of
military robots for risky jobs. The robots used in military are
usually employed within integrated systems that include video
screens, sensors, grippers, and cameras. Military robots also
have different shapes and sizes according to their purposes,
and they may be autonomous machines or remote-controlled
devices. There is a belief that the future of modern warfare
will be fought by automated weapons systems.

The U.S. Military is investing heavily in research and
development towards testing and deploying increasingly
automated systems. For example, the U.S. Army is looking to
slim down its personnel numbers and adopt more robots over
the coming years [1, 2]. The Army is expected to shrink from
540,000 people down to 420,000 by 2019. To keep things just
as effective while reducing manpower, the Army will bring in
more unmanned power, in the form of robots. The fact is that
people are the major cost, and first of all their life. Also,
training, feeding, and supplying them while at war is pricey,
and after the soldiers leave the service, there's a lifetime of
medical care to cover.

Military robots are usually associated with the following
categories: ground, aerial, and maritime, with some of the
latest works in all three discussed in the paper, including those
oriented on collective use of robots.

Most military robots are still pretty dumb, and almost all
current unmanned systems involve humans in practically
every aspect of their operations. The Spatial Grasp ideology
and technology described in the rest of this paper can enhance
individual and collective intelligence of robotic systems,
especially distributed ones. It can also pave the real way to
massive use of advanced mobile robotics in human societies,
military systems including and particularly.

Il.  SOME LATEST DEVELOPMENTS AND DEMANDS TO
MILITARY ROBOTICS

A. Ground Robots

The ability of robots to save lives has secured future path
for ground robotics alongside the warfighter. Ground robotics
can be engaged in different missions including Explosive
Ordnance  Disposal (EOD), Combat  Engineering,
Reconnaissance, and many others. The US Army plans to
refurbish 1,477 of its ground robots, which is about 60 percent
of the total fleet [3]. The following may be named among the
latest developments in ground robotics.

Boston Dynamics designed the LS3 "robot mules" to help
soldiers carry heavy loads [4], see Fig. 1a-c. LS3 is a rough-
terrain robot designed to go anywhere Marines and Soldiers
go on foot, helping carry their load. Each LS3 carries up to
400 Ibs of gear and enough fuel for a 20-mile mission lasting
24 hours. LS3 automatically follows its leader using computer
vision, so it does not need a dedicated driver. It also travels to
designated locations using terrain sensing and GPS.

l._.,-’“ b l'%ma
s

a) b) c)
Fig. 1. Boston Dynamics robot mules: a) Carrying heavy loads; b)
Following soldiers; ¢) Moving through complex terrains

The Boston Dynamics' Cheetah robot (Fig. 2a-b) is the
fastest legged robot in the World, surpassing 29 mph, a new
land speed record for legged robots [5]. The Cheetah robot has
an articulated back that flexes back and forth on each step,
increasing its stride and running speed, much like the animal
does. The current version of the Cheetah robot runs on a high-
speed treadmill in the laboratory where it is powered by an
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off-board hydraulic pump and uses a boom-like device to keep
it running in the center of the treadmill.

Fig. 2. Boston Dynamics robots: a) The Cheetah concept; b) Cheetah on a
high-speed treadmill; ¢) Cheetah becoming Wild Cat running untethered

The next generation Cheetah robot, WildCat, Fig. 2c, is
designed to operate untethered. WildCat is an early model for
field testing. It sports a noisy combustion onboard engine.
Named the WildCat, the outdoor runner is funded by the
Defense Advanced Research Projects Agency (DARPA), and
is being developed for military use. With a large motor
attached, WildCat isn't as fast as its 28mph-plus cousin, being
currently limited to around 16mph on flat terrain.

New military technology 2014 supersoldier robot has been
developed [6]: all-terrain, highly mobile, and with high
precision shooting (Fig. 3a-c). It is logical to assume that
killer robots are already here, and the new science discoveries
of 2014 may be used to create real terminators.

b) All terrain chassis

a) Ammunition

¢) Field trials
Fig. 3. Supersoldier robot

B. Aerial Robotics

The US Army, Air Force, and Navy have developed a
variety of robotic aircraft known as unmanned flying vehicles
(UAVs). Like the ground vehicles, these robots have dual
applications: they can be used for reconnaissance without
endangering human pilots, and they can carry missiles and
other weapons [7].

The best known armed UAVs are the semi-autonomous
Predator Unmanned Combat Air Vehicles (UCAV) built by
General Atomics which can be equipped with Hellfire
missiles. The military services are also developing very small
aircraft, sometimes called Micro Air Vehicles (MAV) capable
of carrying a camera and sending images back to their base.
Some newest UCAV developments are mentioned below.

The Northrop Grumman X-47B is a demonstration
unmanned combat air vehicle (UCAV) designed for carrier-
based operations [8], see Fig. 4a-c. Developed by the
American defense technology company Northrop Grumman,
the X-47 project began as part of DARPA's J-UCAS program,
and is now part of the United States Navy's Unmanned
Combat Air System Demonstration (UCAS-D) program.

Vol. 4, No.4, 2015

Fig. 4. Northrop Grumman X-47B: a) Front view; b) Land-launched; c)
Carrier-launched

The X-47B first flew in 2011, and as of 2014, it is
undergoing flight and operational integration testing, having
successfully performed a series of land- and carrier-based
demonstrations. In August 2014, the US Navy announced that
it had integrated the X-47B into carrier operations alongside
manned aircraft. Northrop Grumman intends to develop the
prototype X-47B into a battlefield-ready aircraft, the
Unmanned Carrier-Launched Surveillance and  Strike
(UCLASS) system, which will enter service around 2019. X-
47B can stay in the air for 50 hrs, carry 2 tons of weaponry,
and be refuelled in the air.

Doubling the Threat: Drones + Lasers. The research and
development arm of the US Department of Defense plans to
establish drone-mounted laser weapons, a scheme referred to
as ‘Project Endurance’ in the agency’s 2014 budget request
[9], see Fig. 5a-c. The Pentagon edged closer to mounting
missile-destroying lasers on unmanned and manned aircraft,
awarding $26 million to defense contractors to develop the
technology.

h_-.-‘

a)
Fig. 5. Drones with lasers: a) HELLADS mounted on a drone, b-c) Drone
laser in operation

General Atomics is getting increasingly excited by the
HELLADS— the High-Energy Liquid Laser Defense System.
It is designed to shrink a flying laser into a package small
enough to cram into an aircraft. This will give a potentially
unlimited shooting magazine to the drone.

Hypersonic aircraft. The SR-72 [10] could fly as fast as
Mach 6, will have the ability to gather intelligence, conduct
surveillance and reconnaissance, and launch combat strikes at
an unprecedented speed, see Fig. 6a. SR-72 could be
operational by 2030. At this speed the aircraft would be so fast
that adversary would have no time to react or hide.

Fig. 6. Hypersonic vehicles: a) SR-72 with Mach 6; b) DARPA HTV-2 with
Mach 20
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DARPA rocket-launched HTV-2, 13,000 mph Hypersonic
Glider [11] (see Fig. 6b), was designed to collect data on three
technical challenges of hypersonic flight: aerodynamics,
aerothermal effects, and guidance, navigation and control. A
technology demonstration and data-gathering platform, the
HTV-2’s second test flight was conducted to validate current
models and increase technical understanding of the hypersonic
regime. The flight successfully demonstrated stable
aerodynamically-controlled flight at speeds up to Mach 20.

C. Maritime Robotics

Sea-based robots—unmanned maritime systems, or UMSs,
can be either free-swimming or tethered to a surface vessel, a
submarine, or a larger robot [12], see examples in Fig. 7.
Tethers simplify providing power, control, and data
transmission, but limit maneuverability and range. Recently
developers have built highly autonomous systems that can
navigate, maneuver, and carry out surprisingly complex tasks.
UMSs can operate on the ocean’s surface, at or just below the
surface, or entirely underwater. Operating above or near the
surface simplifies the power and control, but compromises
stealth. The U.S. Navy has devoted particular attention to
unmanned underwater vehicles (UUSs) during the past 10-15
years. Its unmanned surface vehicles (USVs) are much less
far along (Fig. 7a); the Navy has put a higher priority on using
automation to reduce crew size in U.S. warships. Some latest
works on UUSs follow.

Large Displacement Unmanned Undersea Vehicle
(LDUUV) [13], see Fig. 7b, is to conduct missions longer than
70 days in open ocean and littoral seas, being fully
autonomous, long-endurance, land-launched, with advanced
sensing for littoral environments. The vehicle's manufacturing
and development phase will begin in 2015 with testing
planned for 2018. According to the Navy's ISR Capabilities
Division, LDUUV will reach initial operating capability as a
squadron by 2020 and full rate production by 2025.

e
Fig. 7. a) Unmanned surface vehicle; b) Large Displacement Unmanned
Undersea Vehicle, LDUUV; c¢) Underwater glider

Underwater gliders [14], see Fig. 7c, will not require fuel
but will instead use a process called “hydraulic buoyancy,”
which allows the drone to move up and down and in and out
of underwater currents that will help it move at a speed of
about one mile per hour. Carrying a wide variety of sensors,
they can be programmed to patrol for weeks at a time,
surfacing to transmit their data to shore while downloading
new instructions at regular intervals.

D. Collectively Behaving Robots

To be of real help in complex military applications, robots
should be integral part of manned systems, they should also be
capable of being used massively, in robotic collectives. The
tests on Virginia's James River represented the first large-scale
military demonstration of a swarm of autonomous boats
designed to overwhelm enemies [15], see Fig. 8a. The boats

Vol. 4, No.4, 2015

operated without any direct human control: they acted as a
robot boat swarm. This capability points to a future where the
U.S. Navy and other militaries may deploy multiple
underwater, surface, and flying robotic vehicles to defend
themselves or attack a hostile force.

Fig. 8. a) Swarm of autonomous boats; b) Harvard University multiple
robots operating without central intelligence; c) Sci-fi image of future robotic
armies

Harvard University scientists have devised a swarm of
1,024 tiny robots that can work together without any guiding
central intelligence [16], see Fig. 8b. Like a mechanical flash
mob, these robots can assemble themselves into five-pointed
stars, letters of the alphabet and other complex designs.
Swarm scientists are inspired by nature's team players—social
insects like bees, ants and termites; schools of fish; and flocks
of birds. These creatures collaborate in vast numbers to
perform complicated tasks, even though no single individual is
actually in charge. These results are believed to be useful for
the development of advanced robotic teams even armies, (with
futuristic image in Fig. 8c).

E. General Demands to Military Robotic Systems

A thorough analysis of aims and results of the
development and implementation of military robots, including
the ones briefed above, helps us formulate general demands
with regard to their overall management and control, which
may be as follows.

o Despite the diversity of sizes, shapes, and orientations,
they should all be capable of operating in distributed,
often large, physical spaces, thus falling into the
category of distributed systems.

e Their activity is to include navigation, movement,
observation, gathering data, carrying loads which may
include ammunitions or weapons, and making impact
on other manned on unmanned units and the
environment.

e They should have certain, often high, degree of
autonomy and capability of automatic decision making
to be really useful in situations where human access
and activity are restricted.

e They should effectively interact with manned
components of the systems and operate within existing
command and control infrastructures, to be integral
parts of the system.

e They should be capable of effective swarming for
massive use, and this swarming should be strongly
controlled from outside -- from manned parts of the
system or from other, higher-level, unmanned units.

e Their tasking and retasking (including that of swarms)
should be flexible and convenient to humans to
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guarantee runtime reaction on changing goals and
environments, especially on battlefields.

e The use of unmanned units should be safe enough to
humans and systems they are engaged in.

e Their behaviour should satisfy ethical and international
norms, especially in life-death situations.

I1l.  SPATIAL GRASP TECHNOLOGY FOR MANAGEMENT OF
ROBOTIC SYSTEMS

The developed high-level Spatial Grasp ideology and
Technology, SGT, for coordination and management of large
distributed systems [17] allows us to investigate, develop,
simulate, and implement manned-unmanned systems in their
integrity and entirety. Also gradually move to fully unmanned
systems with dynamic tasking and managing individual robots
and their groups, regardless of the group’s size. SGT can
believably satisfy most of the demands to military robotic
systems formulated above.

A. SGT General Issues

SGT is based on coordinated integral, seamless, vision &
navigation & coverage & surveillance & conquest of physical,
virtual, or execution spaces, as shown in Fig. 9a-b.

a)

Fig. 9. SGT basics: a) Controlled parallel and incremental space grasp;  b)
Symbolic physical analogy

It has a strong psychological and philosophical
background reflecting how humans, especially top
commanders, mentally plan, comprehend and control

operations in complex and distributed environments. SGT
pursues holistic, gestalt [18], or over-operability [19] ideas
rather than traditional multi-agent philosophy [20], with
multiple agents and their interactions appearing and
disappearing dynamically, on the implementation level, and
only if and when needed in particular places and moments of
time.

SGT can be practically implemented in distributed systems
by a network of universal control modules embedded into key
system points (humans, robots, sensors, mobile phones, any
electronic devices, etc.), which altogether, collectively,
understand and interpret mission scenarios written in a special
high-level Spatial Grasp Language, SGL [17], see Fig. 10.
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Fig. 10. Collective spatial interpretation of SGL scenarios

Capable of representing any parallel and distributed
algorithms, these scenarios can start from an arbitrary node,
covering at runtime the whole system or its parts needed with
operations, data, and control, as shown in Fig. 11. Different
scenarios can intersect in the networked space while
cooperating or competing (Fig. 11).
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Fig. 11. Spreading scenarios intersection & cooperation,

They can establish distributed runtime information and
control infrastructures that can support distributed databases,
command and control, situation awareness, autonomous

decisions, also any other existing or hypothetical
computational and/or control models (Fig. 12).
. m Universal
Virtual D=L
e s R
O N
s T~
C I. /‘3\ \\
s I \\‘
Virtual r—y
nodes

Fig. 12. Creating spatial infrastructures

B. Spatial Grasp Language, SGL

SGL allows us to directly move through, observe, and
make any actions and decisions in fully distributed
environments. SGL scenario develops as parallel transition
between sets of progress points (or props) reflecting
progressive spatial-temporal-logical stages of the scenario
development, which may be associated with different
physical, virtual or execution locations in distributed worlds.
Any sequential or parallel, centralized or distributed,
stationary or mobile algorithm operating with information
and/or physical matter can be written in SGL at any levels.
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SGL directly operates with the following worlds:

e Physical World (PW), infinite and continuous, where
each point can be identified and accessed by physical
coordinates, with certain precision.

e Virtual World (VW), which is finite and discrete,
consisting of nodes and semantic links between them.

e Executive world (EW) consisting of active doers which
may be humans, robots, sensors or any intelligent
machines capable of operations on matter, information,
or both, i.e. on the previous two worlds.

Directly working with different worlds, SGL can provide
high flexibility, convenience, and compactness in expressing
complex scenarios within the same formalism. From one side,
it can support high level, semantic descriptions abstracting
from physical resources which can vary and be assigned at
runtime, and from the other side, detailing some or all such
resources, and to the full depth, if necessary.

For example, working directly with PW, like moving
through and impacting it, can be free from naming physical
devices which can do this (e.g. humans, robots), the latter
engaged and disengaged automatically upon necessity,
availability, or uselessness. Directly working with VW, like
creating knowledge, operational, or C2 infrastructures, can
also abstract away from physical resources (humans or
computing facilities) which can be assigned or reassigned at
runtime. Working directly with EW, can bring any necessary
details for execution of missions, like particular human,
robotic or sensor wunits and their interactions and
subordination. Any combination and integration of these three
worlds can be possible, with direct management of the mixture
in SGL too. Integration between PW and VW can be named as
PVW, with other cases presented as PVW, PEW, VEW, and
all three together as PVEW.

SGL has universal recursive syntactic structure shown in
Fig. 13 capable of representing any parallel, distributed and
spatial algorithm working with arbitrary complex data. This
structure, following the spatial grasp ideology of SGT
mentioned above, also allows any language obeying it to be
arbitrarily extended with new operations, data and control.

Ly !

rule ({ grasp,})

movement
creation
echoing
verification
assignment
modification
advancing
branching
fransference
timing
granting
type

usage
application

{ grasp_}

L |

constant variable

information heritable
matfter frontal
custom environmental
{ grasp_} nodal

1

PITITITITTIT

Fig. 13. Universal recursive structure of SGL
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Mentioning some SGL details may be helpful for
understanding the rest of this paper, as follows. The basic
language construct, rule, can represent, for example, the
following categories (this list being far from complete):

e Elementary arithmetic, string or logic operation.

e Hop or move in a physical, virtual, or combined space.
e Hierarchical fusion and return of local or remote data.
o Distributed control, both sequential and parallel.

e A variety of special contexts for navigation in space
(influencing embraced operations and decisions).

e Type or sense of a value or its chosen usage, assisting
automatic interpretation.

e Creation or removal of nodes and links in distributed
knowledge infrastructures.

e Composition of other rules.

Working in fully distributed physical, virtual, executive or
combined environments, SGL has different types of variables,
called spatial, effectively serving multiple cooperative
processes. They belong to the following four categories:

e Heritable variables — starting in a prop and serving all
subsequent props which can share them in read & write
operations.

e Frontal variables — individual and exclusive prop’s
property (not shared with other props), being
transferred between consecutive props and replicated if
from a single prop a number of other props emerge —
thus propagating together with the evolving spatial
control.

e Environmental variables — accessing different elements
of the physical and virtual words when navigating
them, also basic parameters of the internal world of
SGL interpreter.

e Nodal variables — adding individual temporary
property to VW, PW, EW or combined nodes; they can
be accessed and shared by all activities currently
associated with these nodes.

For simplifying and shortening complex scenarios (say,
reducing nested parentheses in them), SGL programs can
additionally use syntactic constructs common for traditional
languages, as will be seen from the forthcoming examples of
this paper, always remaining, however, within the general
structure depicted in Fig. 13.

C. Elementary Examples in SGL

Let us consider some elementary scenarios from the
mentioned three worlds (PW, VW, and EW), as shown in Fig.
14a-f.
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Fig. 14. Some elementary scenarios for programming in SGL

They all can be expressed within the same spatial grasp
ideology and unified SGL syntax, as follows.

e Assignment (Fig.14a):
assign (Result, add (27, 33, 55.6)) Or
Result = 27+33+55.6

e Moves in physical space to coordinates (x1, y3), and
(x5, y8) independently or in parallel (Fig.14b):

move (location(x1l,y3), location(x5,y8))
e Creation of a virtual node (Fig.14c):
create (‘Peter’)

e Extending virtual network with a new link-node pair
(Fig.14d):
advance (hop (‘Peter’),
create (+‘fatherof’, ‘Alex’)) Or

hop (‘Peter’); create(+‘fatherof’, ‘Alex’)

e Giving direct command to robot Shooter to fire at
coordinates (x, y) (Fig. 14e):

hop (robot (Shooter)); fire(location(x,V)

e Order soldier John to fire at coordinates (X, y) by using
robot Shooter and confirm robot’s action in case of its
success (Fig. 14f):

hop (soldier:John) ;
if ((hop(robot:Shooter) ;
fire(location:x,vy)),
report:done)

D. SGL Interpreter Architecture

SGL interpreter consists of specialized modules handling
& sharing specific data structures, as shown in Fig. 15.
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Fig. 15. SGL interpreter architecture

The network of the interpreters can be mobile and open,
runtime changing the number of nodes and communication
structure between them. The SGL interpreters can be
concealed if to operate in hostile environments.

The dynamically networked SGL interpreters are
effectively forming a sort of a universal parallel spatial
machine capable of solving any problems in a fully distributed
mode, without any special central resources. “Machine” rather
than a computer or “brain” because it can operate with
physical matter too, and can move partially or as a whole in
physical environment, possibly, changing its distributed shape
and the space coverage. This machine can operate
simultaneously on many mission scenarios which can be
injected at any time from its arbitrary nodes/interpreters.

Tracks-Based Automatic Command & Control. The
backbone and “nerve system” of the distributed interpreter is
its spatial track system covering the spaces navigated and
providing overall awareness, ad hoc automatic command and
control of multiple distributed processes, access to and life of
different types of spatial variables, as well as self-optimization
and self-recovery from damages. Different stages of its
operation during parallel space navigation are shown in Fig.
16a-d.
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Fig. 16. The evolving track-based automatic command and control
infrastructure
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The symbols in Fig. 16 have the following meanings: O
— nodal variables, O — frontal variables, C — heritable

variables, ‘k — track nodes, and —» — track links.

E. Integration with Robotic Functionalities

By embedding SGL interpreters into robotic vehicles, as in
Fig. 17, we can provide any needed behavior of them, on any
levels, from top semantic to detailed implementation. The
technology can be used to task and control single robots as
well as their arbitrary groups, with potentially unlimited
number and diversity of individual robots (some hypothetic
group scenarios shown in Fig. 17). For the robotic teams (or
even possible future armies) it can describe and organize any
collective behavior needed — from semantic task definition of
just what to do in a distributed environment — to loose
swarming — to a strongly controlled integral unit strictly
obeying external orders. Any mixture of different behaviors
within the same scenario can be guaranteed too.

Scenario 1 <——>

Scenario 2

Fig. 17. Embedding SGL interpreters into robotic units and examples of
collective scenarios

IV. APPLICATION OF SGT TO ROBOTICS

A. Collective Spatial Task Execution, Purely Semantic Level

At the semantic level we can describe in SGL only what to
do in a distributed space and the top decisions needed,
regardless of a possible hardware or even system organization
to accomplish this — these can be effectively shifted to
intelligent automatic networked interpretation of the language.
Let us consider the following task:

Go to physical locations of the disaster zone with
coordinates:

(50.433, 30.633), (50.417, 30.490), and (50.467, 30.517).

Evaluate damage in each location and return the
maximum damage value on all locations.

Vol. 4, No.4, 2015

The corresponding SGL program will be as follows:

maximum (
move ( (50.433, 30.633),
(50.417, 30.490),
(50.467, 30.517));
evaluate (damage))

This task can be executed by different number of available
mobile robots (actually from one to four, using more robots
will have no much sense), and let three robots be available in
the area of interest for our case, as in Fig. 18. The semantic
level scenario can be initially injected into any robot (like R1),
Fig. 18a, and then the distributed networked SGL interpreter
installed in all robots automatically takes full care of the
distributed task solution, with different stages depicted in Fig.
18b-d.
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