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Editorial Preface 

From the Desk  of  Managing Editor… 

Artificial Intelligence is hardly a new idea. Human likenesses, with the ability to act as human, dates back to 

Geek mythology with Pygmalion’s ivory statue or the bronze robot of Hephaestus. However, with innovations 

in the technological world, AI is undergoing a renaissance that is giving way to new channels of creativity. 

The study and pursuit of creating artificial intelligence is more than designing a system that can beat grand 

masters at chess or win endless rounds of Jeopardy!. Instead, the journey of discovery has more real-life 

applications than could be expected. While it may seem like it is out of a science fiction novel, work in the 

field of AI can be used to perfect face recognition software or be used to design a fully functioning neural 

network. 

At the International Journal of Advanced Research in Artificial Intelligence, we strive to disseminate 

proposals for new ways of looking at problems related to AI. This includes being able to provide 

demonstrations of effectiveness in this field. We also look for papers that have real-life applications 

complete with descriptions of scenarios, solutions, and in-depth evaluations of the techniques being utilized. 

Our mission is to be one of the most respected publications in the field and engage in the ubiquitous spread 

of knowledge with effectiveness to a wide audience. It is why all of articles are open access and available 

view at any time. 

IJARAI strives to include articles of both research and innovative applications of AI from all over the world. It 

is our goal to bring together researchers, professors, and students to share ideas, problems, and solution 

relating to artificial intelligence and application with its convergence strategies. We would like to express 

our gratitude to all authors, whose research results have been published in our journal, as well as our 

referees for their in-depth evaluations.  

We hope that this journal will inspire and educate. For those who may be enticed to submit papers, thank 

you for sharing your wisdom.  
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Size Distribution Estimation Method using Reflected 

Laser Light Angle Dependency by Rain Droplets

Kohei Arai
1
 

1
Graduate School of Science and Engineering 

Saga University 

Saga City, Japan

 

 
Abstract—Methods for size distribution estimation and 

rainfall type discrimination with estimated phase function using 

measured reflected laser light by rain droplet are proposed. 

Preliminary experiments are conducted with Laser ranging 

instrument and spectral radiometer for estimation of size 

distribution and rainfall type discrimination as well as phase 

function of scattering by rain drops. Through the experiments, it 

is found that rainfall type can be discriminated together with 

rain droplet size distribution estimation. 

Keywords—Rainfall; Laser ranging; Marshall Palmer 

distribution; Rayleigh scattering; Mie scattering; Phase function; 

Rain drpolet size distribution 

I. INTRODUCTION 

Land slide detection and prediction due to heavy rain is 
important. Therefore, not so small number of systems are 
proposed so far. It requires quit high sensitivity of a tiny slide 
(mm order) has to be detected for prediction. The proposed 
method ensures that such high sensitivity of a slide in the 
order of mm. Landslide is one of severe disaster. In order to 
monitor landslides, several methods have been proposed so far. 
One of the conventional land slide monitoring systems is to 
measure the resistance of the wire which is set at potential 
landslide steeply slopes. Although it is simple and cheap 
system, measurement accuracy is not so good in terms of the 
distance between two ends of the wire which depends on 
resistance. Therefore, it cannot be used for making caution for 
evacuation from the potential landslide area. Other wide 
variety of commercial off-the-shelf electronic and/or 
mechanical geotechnical and hydrologic sensors exist [1],[2]. 
Meanwhile, satellite remote sensing imagery data is used for 
disaster relief due to landslide. It cannot be used for landslide 
warning system. There are so many previously proposed 
methods for detection of landslide areas such as differentiation 
with edge enhancing filters [3], texture feature extraction [4], 
vegetation index utilized land cover change detection method 
[5], 3D stereo pair of images utilized change detection method 
[6], etc. Also, satellite remote sensing based rainfall rate 
estimation methods are proposed and discussed [7]-[10]. 

It is well known that laser ranging instrument allows mm 
order of movement from several 10m far from the target. It, 
however, is affected by rainfall. Rain droplet reflect and 
scattered the laser light. Therefore, previous system utilized 

time diversity method. Namely, if rain droplets are situated in 
between laser ranging instrument and the target, received 
signal returned faster than that without rain droplet. Therefore, 
the longest time duration between laser light emission and 
receiving the return signal from the target corresponds to the 
distance between laser ranging instrument and the target. Thus, 
influence due to rain droplets can be reduced. Although the 
sensor network for landslide monitoring with laser ranging 
system avoiding rainfall influence on laser ranging by means 
of time diversity and satellite imagery data based landslide 
disaster relief is proposed already, rainfall rate estimation 
accuracy is not good enough. Another demand for land slide 
monitoring is that rain type discrimination and rain droplet 
size distribution estimation. Droplet size and rainfall rate can 
be estimated.  Thus, land slide detection and prediction can be 
done accurately. 

The proposed methods for size distribution estimation and 
rainfall type discrimination using measured phase function 
make land slide detection and prediction accurately. If not 
only distance measurements but also observation angle 
dependency on the measured scattered laser light due to rain 
droplets is measured, then optical property, scattering 
characteristics of the rain droplets is estimated together with 
rain droplet size. Thus rain type can be estimated together 
with rainfall rate. The method proposed here is to estimate for 
both rain type and rainfall rate. 

The next section describes the proposed system followed 
by experiment. The experiments can be divided into two are 
intended to show the sensitivity of solar direct and diffuse 
pointing angle on the aerosol parameter estimations. Then 
concluding remarks are described with some discussions. 

II. PROPOSED METHOD 

A. Research Background 

F.Yoshino [11], Christian Matzler [12], and the others 
estimate parameters of droplet size distributions, stratiform 
(Marshall and Palmer), drizzling (Joss-Drizzle), thunderstorm 
(Joss-Thunderstorm) and realistic rainfall (Laws-Persons) by 
using Normalized distribution (Marshall-Palmer: MP, 
JossDrizzle: JD, Joss-Thunderstorm: JT and LP distributions).  
Typical parameters of these different types of rainfall are 
shown in Table 1. Droplet size distribution, on the other hand, 
is shown in Fig.1. 
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TABLE I. PARAMETERS FOR LP, MP, JD, JT DISTRIBUTIONS 

Distribution N(R) ^R μ Z-R Rain_type 

LP 1.98E-5R^(-0.384) 5.38R^(-0.186) 2.93 378R^1.43 Realistic 

MP 8.0E-06 4.1R^(-0.21) 0 298R^1.50 Stratiform 

JD 3.0E-05 5.7R^(-0.21) 0 120R^1.49 Drizzle 

JT 1.4E-06 3.0R^(-0.21) 0 536R^1.48 
Thunderstor

m 

 

Fig. 1. Droplet size distribution of four typical rainfall models 

N(D) denotes droplet size distribution and is represented as 
equation (1)  of gamma distribution function proposed by 
Ulbrich [13]. 

N(D)=N0exp(-ΛD
μ
)    (1) 

where N0 denotes N axis cross section of droplet size 
distribution while D denotes the factorial of power law of rain 
droplet size distribution. Meanwhile, μ denotes slope droplet 
size distribution in logarithmic-logarithmic expression. When 
μ=0, then D

μ
=1. On the other hand, Λ defines exponential 

function based droplet size distribution, 

Λ=αR
β
 .  

Furthermore, 

Λ = 4.1 × R−0.21 (mm−1)     (2) 

N0 = 8 × 103 (mm−1m−3)     (3) 
The parameters shown in Table 1 are estimated based on 

Rayleigh scattering assumption. Thunderstorm is 
characterized as relatively large “a” and comparatively small 
“b” while stratiform is characterized as relatively small “a” 
and comparatively large “b”. These estimated results are 
coincident to Z-R Relation

1
 which is estimated by Remko 

Uijlenhoet et al. [14].  If we assume a certain drop size 
distribution (e.g., Marshall Palmer), the Z-R relation is for rain 
assuming a Marshal Palmer drop size distribution: 

Λ= 200R
1.6

     (4) 
Next Mie scattering based Z-R Relation is estimated. In 

general, the number of droplets is decreasing in accordance 
with decreasing of droplet size [15]. From Fig.2, it is set that 
droplet size ranges from 1 to 6.4 mm while air temperature is 
assumed to be 20 degrees centigrade under the standard 
atmospheric pressure. 

                                                           
1
 

http://apollo.lsc.vsc.edu/classes/remote/lecture_notes/radar/conventional/ZR_r
elations.html 

 

Fig. 2. Mie scattering based backscattering coefficient and its approximated 

coefficient 

B. Optical Property 

Optical property of scattered laser light by rain droplet 
depends on droplet size. If the droplet size is smaller than 
Rayleigh limitation (λ/10 where λ denotes observation 
wavelength), the optical property can be described by 
Rayleigh scattering theory. As shown in Fig.3, forward and 
backward scattering components are almost same. 

 

Fig. 3. Rayleigh scattering property 

Therefore, phase function Pm  ( )  of scattering property 
can be described as equation (5). 

  ( )  (
 

 
) (       )    (5) 

The Rayleigh scattering of phase function is illustrated in 
Fig.4. On the other hand, if the droplet size is greater than 
Rayleigh limitation, the optical property can be described by 
Mie scattering theory. As shown in Fig.5, forward scattering is 
dominant. 

Mie scattering intensity is expressed as equation (6). 

  ( )  
  

  
∫ *  (     ̃
    
    

)    (     ̃)+ ( )   (6) 

where i1, i2 denotes Mie scattering intensity function as the 
function of x of size parameter,  , and  ̃  of rain droplet 
refractive index. On the other hand, n(r) denotes the number 
of droplets of which the radius is r and is called as number of 
droplet particle size distribution in unit of 1/cm

2
/μm. 
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Fig. 4. Phase function of Rayleigh scattering property 

 

Fig. 5. Mie scattering property 

 ( )    ( )        (7) 
The size parameter can be represented as follows, 

  (
  

 
)       (8) 

The Mie scattering of phase function is illustrated in Fig.6. 

 

Fig. 6. Phase function of Mie scattering property 

C. Simulation 

For the proposed method, observation wavelength of laser 
light is much smaller than rain droplet size. Therefore, rain 
droplet scattering property can be described by Mie scattering 
theory. Using MODTRAN

2
 of software code of radiative 

transfer model, phase function can be calculated. Fig.7 shows 
the phase function for rainfall rate of 1, 5, 10 and 15 mm/hour. 

 

Fig. 7. Phase function of rain droplets 

Therefore, it is possible to estimate rainfall rate using 
measured phase function. The phase function can be measured 
with reflected laser light intensity with the different 
observation angles. 

III. EXPERIMENTS 

A. Preliminary Experiment 

The configuration of the preliminary experiment is 
illustrated in Fig.8. 

 

Fig. 8. Configuration of preliminary experiment 

Outlook of the laser ranging instrument used is shown in 
Fig.9 (a) while that of the spectral radiometer is shown in 
Fig.10, respectively. Meanwhile, major specifications of the 
laser ranging instrument LEICA DISTO A6

3
 and the spectral 

radiometer MS-720
4
 are shown in Table 2 and 3, respectively. 

TABLE II. MAJOR SPECIFICATION OF LASER RANGING INSTRUMENT OF 

LEICA DISTO A6 

Measurable_range 0.05m~200m 

Accuracy ±1.5mm 

Laser_color Red 

Laser_wavelength 620-750nm 

                                                           
2
 https://en.wikipedia.org/wiki/MODTRAN 

3
 http://distagage.us/distoa6.html 

4
 http://eko.co.jp/meteorology/met_products/0015.html 
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TABLE III. MAJOR SPECIFICATION OF MS-720 

Wavelength_Coverage 350～1,050nm 

Wavelength_Interval 3.3nm 

Wavelength_Resolution 10nm 

Wavelength_Accuracy <0.3nm 

Full_Aparture 180° 

StrayLight <0.15% 

Temperature_Dependency ±5% 

Output_Unit W/m2/µm_or_µmol/m2/s/µm 

Measuring_Interval 0.005～5sec(Automatic adjustment) 

 
(a) Laser ranging instrument 

 
(b) Spectral radiometer 

Fig. 9. Outlook of laser ranging instrument and spectral radiometer used for 

the preliminary experiment 

Fig.10 (a) shows spectral response measured with the 
spectral radiometer under the rainy condition. The wavelength 
of the laser ranging instrument is 630 nm. 

 
(a) Rainy condition in the nature 

 
(b) Artificial rainy condition (0,2.3,4.5,9, 18, 27 mm/houor) 

Fig. 10. Spectral response of the laser ranging instrument 

The preliminary experiment is conducted for no rainfall 
condition on January 14 and 20 in 2012. Meanwhile, Fig.10 
(b) shows the spectral radiometer responses for artificial rainy 
condition of rainfall rate of 0, 2.3, 4.5, 9, 18, and 27 mm/hour. 

Therefore, there is peak at the laser wavelength. 

On the other hand, Fig.11 shows the measured phase 
function. By changing the angle between laser light directions 
and pointing angle of the spectral radiometer, phase function 
can be measured as shown in Fig.12. 
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Fig. 11. Measured phase function 

 
Fig. 12. Configuration of preliminary experiment (Phase function) 

B. Experiment for the Different Rainfall Conditions 

Experimental configuration is shown in Fig.13. 

 

Fig. 13. Configuration of preliminary experiment 

Fig.14 shows the measured spectral radiant flux of the 
scattered laser light from the back for no rainfall condition. 
Red line shows the radiant flux without laser light (noise 
component). Therefore, it is found that MS-720 of spectral 
radiometer is so noisy for the wavelength is over 900 nm. On 
the other hand, blue and green lines show laser repetition 
cycle 1 and 3 seconds, respectively. There are some water 
vapor and O2 absorption lines in the Fig.14 of spectral radiant 
flux. Also, red laser light is not so dominant for the scattered 
light. Furthermore, 3 seconds repetition cycle response is a 
little bit greater than that for 1 second repetition cycle. 

 

Fig. 14. Spectral radiant flux of the scattered laser light from the back for no 

rainfall condition 

Fig.15 (a) shows the measured spectral radiant flux of the 
scattered laser light from the back for rainy condition. Rainfall 
rate for this case is 9 mm/hour. Red and green lines show laser 
repetition cycle 1 and 3 seconds, respectively. Through the 
comparison between Fig.14, it is found that the response for 
the 9mm/hour of the rainfall rate is a little bit lower than that 
for no rainfall condition obviously. Meanwhile, Fig.15 (b) and 
(c) shows the measured spectral radiant flux of the scattered 
laser light from the back for rainy condition. Rainfall rate for 
this case is 18 and 27 mm/hour, respectively.. Red and green 
lines show laser repetition cycle 1 and 3 seconds, respectively. 
Through the comparison between Fig.14, it is found that the 
response for the 18 and 27 mm/hour of the rainfall rate is a 
little bit lower than that for no rainfall condition obviously. 

 
(a) (9 mm/hour) 
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(b) 18 mm/hour 

 
(c) 27 mm/hour 

Fig. 15. Spectral radiant flux of the scattered laser light from the back for 

rainy condition 

On the other hand, Fig.16 (a) and (b) shows the measured 
spectral radiant flux of the scattered laser light from the back 
for no rainy and rainy conditions. Laser repetition cycle is set 
at 1 second for Fig.16 (a) while that for Fig.16 (b) is set at 3 
seconds, respectively. Red, green, blue and violet lines in 
Fig.16 show the cases of rainfall rate of 0, 9, 18, and 27 
mm/hour, respectively. 

 
(a) 1 second 

 
(b) 3 seconds 

Fig. 16. Spectral radiant flux of the scattered laser light from the back for no 

rainfall and rainy conditions 

It is confirmed that the repetition cycle of 3 seconds would 
be better to get much high sensitivity of the scattered laser 
light from rain droplets. 

IV. CONCLUSION 

Methods for size distribution estimation and rainfall type 
discrimination with estimated phase function using measured 
reflected laser light by rain droplet are proposed. Preliminary 
experiments are conducted with Laser ranging instrument and 
spectral radiometer for estimation of size distribution and 
rainfall type discrimination as well as phase function of 
scattering by rain drops. 

Through the experiments, it is found that rainfall type can 
be discriminated with the measured phase function using laser 
light scattered by rain droplets. Also, it is found that rain 
droplet size distribution can be estimated with the same 
measured phase function. Furthermore, rainfall rate is also 
estimated with the response of the scattered laser light by rain 
droplets. 

Further investigation is highly required for the experiments 
in real situations. Also, relation between rainfall rate and land 
slide has to be clarified. Although the sensor network for 
landslide monitoring with laser ranging system avoiding 
rainfall influence on laser ranging by means of time diversity 
and satellite imagery data based landslide disaster relief is 
proposed already, rainfall rate estimation accuracy is not good 
enough. 
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Abstract—Data hiding method based on steganography 

improving secret image invisibility through replacing Least 

Significant Bit: LSB with run-length coded Image is proposed. 

Although, the proposed method is based on Discrete Wavelet 

Transformation: DWT, run-length coded secrete image is 

embedded in the LSB of the high frequency component before 

reconstruction of the image for opening to the public for 

improvement of the secrete image invisibility. Before embedding 

the coded secret image, the coded secret image bits are 

rearranged the order by using random number. Therefore, secret 

image invisibility is much improved. Through experiments, it is 

confirmed that secret images are almost invisible in distribute 

images. Data hiding performance in terms of invisibility of secret 

images which are embedded in distribute images is evaluated 

with the Peak Signal to Noise Ratio: PSNR and the Root Mean 

Square: RMS difference between the original secret image and 

extracted one from the distribute images. Meanwhile the 

conventional Multi-Resolution Analysis: MRA based data hiding 

is attempted with a variety of parameters, level of MRA and the 

frequency component location of which secret image is replaced 

to it and is compared to the proposed method. It is found that the 

proposed data hiding method is superior to the conventional 

method. 

Keywords—Wavelet; DWT; Steganography; Random number 

based Permutation; Data hiding; Data compression 

I. INTRODUCTION 

Wavelet analysis applications are getting more popular in 
time series analysis, image analysis, information security area, 
etc.[1],[2]. Data hiding is important for information contents 
security, in particular, for protection of copy right. Using data 
hiding methods, some important information such as copyright, 
signature, etc. can be embedded. Data hiding based on wavelet 
analysis, in particular, Multi-Resolution Analysis: MRA is 
widely used. One of the problems on data hiding methods is 
visibility of the embedded information on the available 
distribute images [3]-[7]. The other problem is robustness 
against image processing which is applied to the distribute 
images including data compressions. It sometime occurs that 
small amount of information on the embedded image appears 
on the distribute images slightly due to the embedding 
mechanism of the data hiding. 

In order to improve invisibility of the secret images in the 
distribute images, run-length coded binarized secret images 

are used. The locations of the codes after the data compression 
in one of the frequency component images after the dyadic 
wavelet transformation [8] are determined with random 
numbers generated by Mersenne Twister of random number 
generator. After all, reconstructed image (inverse dyadic 
wavelet transformation) is used for distribute images. The 
original secret images are almost invisible in the distribute 
images. Although the method for data hiding based on Legall 
5/2 (Cohen-Daubechies-Feauveau: CDF 5/3) wavelet with 
data compression and random scanning of secret imagery data 
is proposed [9], invisibility of the secret image is not good 
enough. Therefore, improvement of the invisibility is still 
required. 

This paper deals with the current problems on the widely 
used MRA based data hiding method (Conventional data 
hiding method). One of the problems is visibility of secret 
image in the distribute images followed by robustness against 
distribute image manipulations including image deformation, 
geometric conversion, data compression, etc. In order to 
overcome the aforementioned problems, a method for data 
hiding based on lifting dyadic wavelet transformation with 
run-length coding of data compression which is applied to 
secret image together with pixel order exchange is proposed. 
This is well reported in the previously published paper [10]. 
The method proposed is to improve the invisibility of the 
secret images by using the process of which the run-length 
coded secret image is replaced to several bits from the Least 
Significant Bit: LSB of one of the decomposed images. It is 
called as “Steganography” that the coded secret image is 
embedded in the LSB. LSB is not so visible. Therefore, 
embedding the coded secret image in the LSB implies 
improvement of secret image invisibility. Before replace the 
secret image to one of the decomposed components of the 
original image, secret image is encoded by run-length coding 
with Modified Huffman code. Then the coded image is 
scanned with the random numbers generated with Mersenne 
Twister and is replaced to the one decomposed components 
with the information of compressed image size, initial value of 
the random number and the parameters of wavelet 
transformation based on lifting dyadic wavelet. Thus the 
secret image becomes invisible. 

First, the aforementioned problems of the conventional 
MRA based data hiding method are described followed by the 
proposed method. Then it is enhanced that the proposed 
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method achieved significantly improvement of invisibility of 
the secret images through experiments with the standard 
image database for data compression performance evaluations. 

II. PROPOSED METHOD 

A. Conventional Data Hiding Method Based on Discrete 

Wavelet Transform 

Wavelet utilized MRA allows decompose the image with 
wavelet coefficients (high and low frequency components) 
and also the original image can be reconstructed with the 
decomposed wavelet coefficients perfectly. If the high 
frequency component is replaced with secret image to be 
hidden, and if the reconstructed image is distributed to public, 
then secret image can be extracted from the distributed image 
if receiver knows which component is replaced with secret 
image. In this case, secret image has to be invisible in the 
distributed image. Also even if image processing including 
geometric conversion (linear transformation) and data 
compression (nonlinear transformation) is applied to the 
distributed image, secret image has to be extracted. The 
aforementioned “invisibility” and “robustness against image 
processing” are very important for data hiding. 

The proposed method for data hiding is based on dyadic 
wavelet transformation. Dyadic wavelet allows to separate 
frequency components keeping image size with that of 
original image. Dyadic wavelet is called as a binary wavelet 
and has high pass and low pass filter components, {h[k], g[k]} 
and reconstruction filter {h[k], g[k]}. Low and high frequency 
components, cn and dn are expressed as follows, 

cn [i]=Σk h[k ]Cn−1 [i + k2n−1 ]    (1) 

dn [i]=Σk g [k ]Cn−1 [i + k2n−1 ]    (2) 
Then original image is also reconstructed with the low and 

high frequency components as follows, 

cn−1 [i ]=1/2Σkh[k ]cn[i−k2
n−1

]+Σkg[k ]dn [i−k2
n−1 

]           (3) 
If a new parameter s[m] is employed, then lifting dyadic 

wavelet is defined as follows, 

h
new

[k ]=h
old

 [k ]     (4) 

h
new

[k ]=h
old

 [ k ] + Σm s[−m] g 
old

 [k−m]   (5) 

g
new

[k ]=g
old

 [ k ] − Σm s[m] h
old

 [ k−m]   (6) 

g
new

[k ]=g 
old

 [k ]     (7) 
In Fig.1, the secret binary image of Mandrill [11] with a 

certain threshold is embedded in the HL component of the 
dyadic wavelet transformed images derived from the original 
image of Lenna [11] with dyadic wavelet transformation. At 
the left bottom corner of Fig.1, a reconstructed image (image 
for circulation) is shown. The secret image can be 
recognizable in the circulation image, unfortunately. In these 
cases, Daubechies wavelet base function (support length=2) 
[12] is used. On the other hand, Fig.1 (b),(c),(d) shows 
reconstructed images of Mandrill of secret image (a) 
embedded Lenna of original images of which the secret image 
is embedded at the LH, HH, and HL of frequency components, 
respectively. Image size is not changed for original and dyadic 
wavelet transformed images. 

B. Problem Description 

Fig.2 shows a schematic process flow of the proposed 
data hiding based on lifting dyadic wavelet transformation. It 
is possible to hide the embedded image at the certain location 
of wavelet transformation images then distribute images 
containing the embedded image can be reconstructed through 
inverse wavelet transformation. In this case, although binary 
secret images are assumed, half tone, colored images are also 
available for secret images. 

 
(a)   (b) 

 
(c)    (d) 

Fig. 1. (a) The binalized secret image of Mandrill, (b) Reconstructed image 

of Mandrill image embedded (LH) Lenna image for circulation, (c) 

Reconstructed image of Mandrill image embedded (HH) Lenna image for 
circulation, (d) Reconstructed image of Mandrill image embedded (HL) 

Lenna image for distribution (Image size of the secret and the reconstructed 

images are 128 by 128 pixels and quantization bit.is 8 for both images) 

 
Fig. 2. Schematic process flow of the proposed data hiding 
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Root Mean Square: RMS difference between original and 
the reconstructed images is used for the evaluation of data 
hiding performance. The parameters of the wavelet 
transformation are (1) Basis function, (2) Frequency 
component in which the secret image is replaced, (3) Level of 
the wavelet transformation (wavelet transformation can be 
applied recursively. The number of recursive corresponds to 
filter bank frequency) and (4) Downsizing parameter (Dyadic 
wavelet transformation makes downsizing parameter is one 
while downsizing parameter of the ordinal wavelet 
transformation is used to be 1/2). Fig.3 shows RMS difference 
of a variety of parameters of wavelet transformation based 
data hiding. Fig.3 (a) shows one of examples of reconstructed 
image of the data hiding method with dyadic wavelet 
transformation while Fig.3 (c) shows another example of the 
reconstructed image of the data hiding method with the 
conventional Daubechies wavelet transformation. Meanwhile, 
RMS difference between the original image and the 
reconstructed images for the dyadic wavelet transformation 
based data hiding is shown in Table 1 while that for the 
conventional Daubechies wavelet transformation is shown in 
Table 2. In Fig.3, Lv1 denotes level 1 while Dbx denote 
Daubechies base function with support length of x. 

 
(a) Dyadic Wavelet 

  
(b) Daubechies wavelet 

Fig. 3. RMS difference of a variety of parameters of wavelet transformation 

based data hiding 

TABLE I. RMS DIFFERENCE FOR DYADIC WAVELET BASED DATA 

HIDING 

Lv1 Db1 Db2 Db4 

LH 22.93 22.54 22.32 

HH 20.5 20.38 20.3 

HL 23.66 22.86 22.56 

TABLE II. RMS DIFFERENCE FOR DAUBECIES WAVELET BASED DATA 

HIDING 

Lv1 Db1 Db2 Db4 

LH 80.2 79.37 79.59 

HH 80.22 79.51 79.74 

HL 80.89 79.87 80.12 

It is quite obvious that the dyadic wavelet transformation 
based data hiding method is superior to the conventional 
Daubechies wavelet based data hiding method. 

C. Previously Proposed Data Hiding Method 

First, secret image is binarized. It is usual that secret 
images are used to be authorization images for protection of 
original image content (copyright). Before binarized secret 
images are replaced to one of the high frequency component 
images, run-length coding is applied to secret images in order 
to improve an invisibility of the secret images in the distribute 
images. Fig.4 shows schematic process flow of the run-length 
coding method. The number of pixels in the original binary 
image is 27 while the number of pixels in the compressed 
image is just 6 (quantization level is variable). 

 

Fig. 4. Schematic process flow of run-length coding 

Then run-length coded data are replaced to one of the high 
frequency components with the pixel order exchanges based 
on generated random numbers which are generated by 
Mersenne Twister. Only if the receiver who knows the initial 
value of random number of Mersenne Twister and how to 
decode run-length coding, then such the receiver can extract 
the secret images. Thus the copyright holders can assert their 
copy right through extraction of secret images. It, however, is 
not enough in terms of invisibility of the secret image. 

D. Proposed Data Hiding Method 

Fig.5 shows the process flow of the proposed data hiding 
(hide the secret image into the original image and create 
distribute image embedded the secret image then extract the 
secret image from the distribute image) 

 
Fig. 5. Process flow of the proposed method 

The method proposed is to improve the invisibility of the 
secret images by using the process of which the run-length 
coded secret image is replaced to several bits from the Least 
Significant Bit: LSB of one of the decomposed images derived 
from DWT. Several bits from LSB is almost invisible in the 
one of the high frequency components in the decomposed 
images based on DWT of wavelet transformation. Before 
replace the secret image to one of the decomposed 
components of the original image, secret image is encoded by 
run-length coding with Modified Huffman code which is 
shown in Fig.6. 

Modified Huffman code consists of terminating code and 
make-up code and End of Line: EOL. An example is shown in 
the bottom of Fig.6. 

Original 
Image 

LL HL 
LH HH 

Secret 
Image 

Run-
length 
Coding 

Permutation 
with random 

number 

Embedding permutation 
data to several bits from 

LBS of HH image 

Distribu-
tion image 
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Fig. 6. Modified Huffman coding 

Then the coded image is scanned with the random 
numbers generated with Mersenne Twister and is replaced to 
the one decomposed components with the information of 
compressed image size, initial value of the random number 
and the parameters of wavelet transformation based on lifting 
dyadic wavelet. All the required information for 
reconstruction of the secret image, such as wavelet 
transformation parameters, compressed image data size and 
the initial value of the random number generator are stored in 
several bits from the LSB of the one of the decomposed image 
of high frequency component of the secret image. Thus the 
secret image becomes much invisible in comparison to the 
previously proposed method. 

III. EXPERIMENTS 

A. Data Used 

“Lenna” in the SIDBA image database is used for the 
original image while “Shuttle cock” and “Mandrill” in the 
SIDBA image database is used for the secret images. Fig.7 
shows the original and the secret images. The 8-bits secret 
image is represented as 8 bit-plane (binary data). Each bit-
plane can be encoded with run-length coding. The coded data 
is embedded in several bits of HH component image derived 
from DWT. In this process, pixel order is permutated with 
random number derived from Merssene Twister. 

 

Fig. 7. Original (Top) and secret images (Bottom) used for the experiments 

Not only RMS difference, but also the following Peak 
Signal to Noise Ratio: PSNR in unit of dB is evaluated in the 
experiments. 

PSNR=20log10(Max/RMSE)   (8) 

where Max=255 (8-bit quantization) and RMSE denote 
RMS difference between the original and the reconstructed 
images. 

B. Preliminary Experimental Results 

Level 1 of wavelet transformation is applied to the original 
image with dyadic and the conventional Daubechies based 
wavelet transformations. The secret images are replaced to the 
high frequency components, LH, HL, and HH after the 
wavelet transformation. Then the image is reconstructed for 
evaluation of PSNR. Fig.8 shows the evaluation results of 
PSNR and data size as a function of the number of pixels of 
the secret image size ranged from 4 to 256. 

PSNR shows a peak at the secret image size of 8. Then the 
evaluated PSNR decreases in accordance with the increasing 
of the secret image size. Also it is found that HH component is 
most appropriate component in which the encoded secret 
image inserted to LSB of the HH component. Furthermore, it 
is found that dyadic wavelet transformation based data hiding 
is superior to the conventional Daubechies wavelet 
transformation based data hiding. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Fig. 8. Evaluation results of PSNR and data size as a function of the number 

of pixels ranged from 4 to 256 

C. Influence Due to Threshold 

The secret image of “Mandrill” is 8-bit quantized image. 
Therefore, data hiding performance, in terms of invisibility of 
the secret image depends on the threshold used for generation 
of the secret image. 

Fig.9 shows the HH component image (on the left) and the 
reconstructed image (on the right). PSNR for the threshold= 
255 is 36.90 dB while that for the threshold=15 is 45.16 dB. 
Meanwhile, the number of data for the threshold=255 is 133 
while that for the threshold=15 is 1140. Therefore, it is better 
to select the most appropriate threshold before applying data 
hiding. 

D. Comparison Between with and without LSB Insertion 

There are two different proposed data hiding methods, 
with and without LSB insertion. Namely, the proposed method 
seems to be worked without LSB insertion. The data hiding 

method without LSB insertion is called standard method 
(STD) while that with LSB insertion is called LSB insertion 
method (LSB). “Shuttle cock” and “Mandrill” of the secret 
images are quantized with quantization bit ranged from 4 to 32. 

 
(a)Threshold=255 

 
(b)Threshold=15 

Fig. 9. Influence due to the threshold 

Then the quantized secret images are encoded with run-
length coding. After that the proposed data hiding methods 
with and without LSB insertion is applied. PSNR is evaluated 
for the proposed methods, with and without LSB insertion. 
Fig.10 shows the secret images. Table 3, 4 shows the 
evaluated PSNR for the secret image of Shuttle cock and 
Mandrill, respectively. In accordance with increasing of the 
number quantization bit, the number of hidden data is 
decreased obviously. Also, PSNR decreases in accordance 
with increasing of the quantization bit for the proposed data 
hiding method with LSB insertion while PSNR does not 
depend on the data hiding method without LSB insertion. 
Furthermore, PSNR of the data hiding method with LSB 
insertion is superior to the data hiding method without LSB 
insertion. Therefore, it is better to select the data hiding 
method with LSB insertion with a small quantization bit. 

 
(a) Shuttle cock 

 
(b) Mandrill 

Fig. 10. Secret images 
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TABLE III. PSNR FOR THE PROPOSED DATA HIDING METHODS, WITH AND 

WITHOUT LSB INSERTION (SHUTTLE COCK) 

Type#1 Hidden_Data STD LSB 

4bir 1395 38.59 52.12 

8bit 608 41.16 48.19 

16bit 306 40.7 44.4 

32bit 158 38.82 40.65 

TABLE IV. PSNR FOR THE PROPOSED DATA HIDING METHODS, WITH AND 

WITHOUT LSB INSERTION (MANDRILL) 

Type#2 Hidden_Data STD LSB 

4bit 2085 36.85 52.14 

8bit 1378 38.43 49.0 

16bit 1169 38.71 45.33 

32bit 1147 38.63 42.84 

E. Evaluation of the Proposed Method 

Another dataset is prepared as shown in Fig.11. The 
original images, “Lenna” and “Bridge” are 128 by 128 pixels 
of 8-bit quantized greyscale images while the secret images, 
“Barbra” and “SIDBA Title” are 32 by 32 pixels of 8-bit 
quantized greyscale images. 

 

Fig. 11. Original and secret images used for the experiments 

In accordance with the procedure of the proposed data 
hiding method, the secret images, Barbra and SIDBA-Title are 
embedded in the original image, Lenna and Bridge. In case of 
Barbra is embedded in the original images, data compression 
ratio is 71.76% (Fig.12 (a)) while SIDBA-Title is embedded 
in the original images, data compression ratio is 65.92% 
(Fig.12 (b)). 

PSNR for these cases are shown in Table 5. 

TABLE V. PSNR FOR THE PROPOSED DATA HIDING METHOD 

PSNR Lenna Bridge 

Barbra 46.83 47.21 

SIDBA-Title 46.90 47.40 

PSNR for all the cases are over 46 dB and are beyond the 
preliminary case studies. Therefore, it may conclude that the 
secret images are almost invisible. 

 
(a)”Barbra” 

 
(b)”Sidba-Title 

Fig. 12. Distribution images for the cases that Barbra and SIDBA-Title is 

embedded in the original images 

IV. CONCLUSION 

Data hiding method based on steganography improving 
secret image invisibility through replacing Least Significant 
Bit: LSB with run-length coded Image is proposed. Lifting 
dyadic wavelet is used for fundamental data hiding. Although, 
the proposed method is based on Discrete Wavelet 
Transformation: DWT, run-length coded secrete image is 
embedded in the LSB of the high frequency component before 
reconstruction of the image for opening to the public for 
improvement of the secrete image invisibility. Before 
embedding the coded secret image, the coded secret image bits 
are rearranged the order by using random number. Therefore, 
secret image invisibility is much improved. 

Through experiments, it is confirmed that secret images 
are almost invisible in distribute images. Data hiding 
performance in terms of invisibility of secret images which are 
embedded in distribute images is evaluated with the Peak 
Signal to Noise Ratio: PSNR and the Root Mean Square: RMS 
difference between the original secret image and extracted one 
from the distribute images. Meanwhile the conventional 
Multi-Resolution Analysis (MRA) based data hiding is 
attempted with a variety of parameters, level of MRA and the 
frequency component location of which secret image is 
replaced to it and is compared to the proposed method. 

It is found that the PSNR shows a peak at the secret image 
size of 8. Then the evaluated PSNR decreases in accordance 
with the increasing of the secret image size. Also it is found 
that HH component is most appropriate component in which 
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the encoded secret image inserted to LSB of the HH 
component. Furthermore, it is found that dyadic wavelet 
transformation based data hiding is superior to the 
conventional Daubechies wavelet transformation based data 
hiding. PSNR for all the cases of the experiment conducted for 
the proposed data hiding method are over 46 dB and are 
beyond the preliminary case studies. Therefore, it may 
conclude that the secret images are almost invisible. 

Further investigations are required for utilization of 
relational information, shape information, and so on. Also, it 
is desirable to conduct a research on image retrieval based on 
deep learning. On the evaluation of the image quality, not only 
PSNR but also other measures have to be created in an 
realistic manner. 
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Abstract—The development of information technology is able 

to solve problems in various areas of life, including education. 

Some examples of the application of information technology in 

education, among others: e-learning, e-library, e-module, 

blended learning, and more. One school in Bali that also apply 

information technology in the learning process, namely SMK TI 

Udayana. Application forms of information technology in the 

learning process at SMK TI Udayana have the shape of 

utilization of blended learning. There are several platforms 

options can be used for blended learning in the learning process 

at SMK TI Udayana, including: Edmodo, Quipper School, 

Moodle, Kelase, and others. Facts show that the number of 

platforms that can be used for blended learning, sometimes 

making teachers and students get confused to choose the most 

suitable, especially in the process of mathematics and ICT 

learning at SMK TI Udayana. Based on these problems, then 

created of the decision support system to be able to choose a 

blended learning platforms that is suitable for mathematics and 

ICT learning at SMK TI Udayana. The methods used in this 

decision support system is weighted product, because it can 

determine blended learning platforms for mathematics and ICT 

learning based on the highest value obtained from the calculation 

of several criteria. 

Keywords—Blended Learning; Decision Support System; 

Weighted Product; Mathematics and ICT Learning 

I. INTRODUCTION 

The development of information technology is able to 
solve problems in various areas of life, such as agriculture, 
medicine, pharmacy, economics, and including also the field 
of education. Some examples of the application of information 
technology in education, among others: e-learning, e-library, 
e-module, blended learning, and more. One school in Bali that 
also apply information technology in the learning process, 
namely SMK TI Udayana. Application forms of information 
technology in the learning process at SMK TI Udayana have 
the shape of utilization of blended learning. There are several 
platforms options can be used for blended learning in the 
learning process at SMK TI Udayana, including: Edmodo, 
Quipper School, Moodle, Kelase, and others. Facts show that 
the number of platforms that can be used for blended learning, 
sometimes making teachers and students get confused to 
choose the most suitable, especially in the learning process of 
Mathematics and ICT learning at SMK TI Udayana. That is 
because the characteristics of mathematics and ICT different 

from other subjects. Math and ICT are more likely to sample 
questions that require a lot of facilities quiz, while the other 
subjects may be a lot of explaining concepts, thus requiring 
more space to display material. 

Based on these problems, then made a decision support 
system to be able to choose a blended learning platforms that 
is suitable for the Mathematics and ICT learning at SMK TI 
Udayana. 

II. LITERATURE REVIEW 

A. Decision Support System 

In [1], Decision Support System is an interactive 
computer-based system that helps decision makers to utilize 
data and models to solve unstructured problems. 

In [2], Decision Support System is an interactive, flexible, 
and adaptable computer-based information system, especially 
developed for supporting the solution of a non-structured 
management problem for improved decision making. 

In [3], Decision Support System is a computer-based 
system that aids the process of decision making. 

In [4], Decision support systems can aid human cognitive 
deficiencies by integrating various sources of information, 
providing intelligent access to relevant knowledge, and aiding 
the process of structuring decisions. 

Based on some views above, a synthesis can be generally 
made that decision support systems is computer-based system 
used to solve unstructured problems based on specific criteria 
and integrated with a variety of resources so as to produce the 
optimal decision. 

B. Blended Learning 

In [5], Blended learning is a student-centered approach to 
creating a learning experience whereby the learner interacts 
with other students, with the instructor, and with content 
through thoughtful integration of online and face-to-face 
environments. 

In [6], Blended learning is a strategic and systematic 
approach to combining times and modes of learning, 
integrating the best aspects of face-to-face and online 
interactions for each discipline, using appropriate ICTs. 
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In [7], Definitions of blended learning range from the very 
broad where practically any learning experience that integrates 
some use of ICTs qualifies, to others that focus on specific 
percentages of online curriculum and face to face instruction. 
Most people agree that blended learning combines teaching 
and learning methods from face to face, mobile and online 
learning and that it includes elements of both synchronous and 
asynchronous online learning options. 

In [8], blended learning is a formal education program in 
which a student learns: (1) at least in part through online 
learning, with some element of student control over time, 
place, path, and/or pace; (2) at least in part in a supervised 
brick-and-mortar location away from home; (3) and the 
modalities along each student’s learning path within a course 
or subject are connected to provide an integrated learning 
experience. 

In [9], blended learning is the interdependent combination 
of face-to-face and online education. It involves combining 
the better of these two modes of learning in such a way that 
they complement and supplement each other. Effective 
blended learning occurs when online and face-to-face 
modalities are used to their full advantage for optimal 
interaction and when there is capacity for student-paced and 
student-directed learning. 

In [10], blended Learning has been defined in a variety of 
ways in the current specialized literature. The most common 
and current definition states that blended learning combine 
face-to-face instruction with distance education delivery 
systems. 

Based on some views above, a synthesis can be generally 
made that Blended Learning is a student-centered learning 
using a systematic approach that combines face-to-face 
learning and online learning aided by ICTs. 

C. Weighted Product 

In [11], one way of partially avoiding the influence of the 
normalization procedure on the final result is to use the 
weighted product method, whose principle is close to that of 
the weighted sum. Values are multiplied instead of added, and 
each alternative being evaluated as follows: 

……..…….(1) 
In [12], Weighted Product Method use multiplication to 

connect the attribute ratings, where the ratings of each 
attribute must be raised first with the relevant attribute 
weights. This process is similar to the process of 
normalization. Preferences for alternative Ai is given as 
follows: 

 

 with i = 1,2, ..., n  and wj = 1 ………(2) 

wj is the power of positive value to attribute profits, and is 
negative for the cost attribute. Relative preference of each 
alternative, given as: 

 

         with i = 1, 2, ..., n  ……….....……(3) 
 

 

V : Preferences alternatives considered as a vector V 

x : Value of Criteria 

w : Weight of Criteria / Sub-criteria 

i : Alternative 

j :  Criteria 

n :  number of criteria 

III. METHODOLOGY 

A. Object and locations of the study 

1) The object of the study was platforms of blended 

learning. 

2) The locations were SMK TI Udayana in Mengwi, Bali. 

B. Subject of the Study 

The subjects of the study were 10 teachers in SMK TI 
Udayana. 

C. Type of Data 

The data in this study were quantitative data. 

D. Technique of data collection 

The data were collected through observation and 
questionnaire. 

E. Technique of Data Analysis 

The data of the study were analyzed descriptively. 

IV. RESULT AND DISCUSSION 

A. Result 

1) Blended Learning Platform 
Some choice for blended learning platform that can be 

used in the process of mathematics and ICT learning at SMK 
TI Udayana, among others: 

a) Edmodo 

In [13], Edmodo is a global education network that helps 
connect all learners with the people and resources needed to 
reach their full potential. Edmodo can be seen at 
https://www.edmodo.com/ 

 
Fig. 1. Edmodo Platform 

b) Quipper School 

In [14], Quipper School is a FREE online platform for 
teachers and students. Quipper School consists of two parts: 
LINK for teachers, and LEARN for students. Quipper School 


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https://www.edmodo.com/
http://link.quipperschool.com/
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Link is where teachers manage their classes online and check 
students' progress. Quipper School Learn is where students 
study. It's packed with features that make learning safe and 
fun. Quipper School can be seen at 
https://school.quipper.com/en-PH/ 

 
Fig. 2. Quipper School Platform 

c) Moodle 

In [15], Moodle is a learning platform designed to provide 
educators, administrators and learners with a single robust, 
secure and integrated system to create personalized learning 
environments. Moodle can be seen at https://moodle.org/ 

 
Fig. 3. Moodle Platform 

d) Kelase 

In [16], Indonesia’s online education space just got another 
boost of confidence today as Kelase, a private social network 
for education, received an undisclosed amount seed funding 
from PT Insights Investments, a financial and investment firm 
in Indonesia. The money will be used for Kelase’s product 
development, recruitment, and system maintenance. Kelase 
rolled out its trial version on June 2014. The startup allows 
education institutions to have their own social networks. 
Teachers and students can store and share numerous files on 
Kelase including education videos, e-books, and academic 
calendars some of which Kelase itself provides. Kelase can be 
seen at http://www.kelase.com/ 

 
Fig. 4. Kelase Platform 

2) Results of selection the Blended Learning Platform 

through calculation Weighted Product Method 
Results of selection the Blended Learning Platform for 

Mathematics and ICT learning at SMK TI Udayana through 
calculation Weighted Product methods can be seen in Table I 
below. 

TABLE I. RESULTS OF SELECTION THE BLENDED LEARNING PLATFORM 

FOR MATHEMATICS AND ICT LEARNING AT SMK TI UDAYANA 

Platforms 
Criterion 

C1 C2 C3 C4 

Edmodo 84 85 86 84 

Quipper School 85 86 80 84 

Moodle 82 81 86 85 

Kelase 85 84 83 84 

Note: 

C1: easy to used 

C2: attractive display 

C3: large data capacity 

C4: completed facilities 
The weight for making a decision for each criterion is as 

follows. 

C1: 5 

C2 :4 

C3: 4 

C4: 4 
The complete weighted product calculation  to obtain  the 

decision result can be explained as follows. 

First  a correction of weight is done such as w = 1. Thus, 
it is obtained that w1 = 0.2941; w2 = 0.2353; w3 = 0.2353; and 
w4 = 0.2353. 

Category of each criteria: 

 Criterion C1 is an advantage criterion. 

 Criterion C2  is an advantage criterion. 

 Criterion C3  is an advantage criterion. 

 Criterion C4 is an advantage criterion. 

Then vector S can be calculated as folows: 

 
 

     702.8484868584 2353.02353.02353.00.2941

1 S

     793.8384808685 2353.02353.02353.00.2941

2 S

http://link.quipperschool.com/
http://learn.quipperschool.com/
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The value of vector V to be used for ranking can be 
calculated as follows. 

  

   
 
 
 
 
 

Based on the calculation of the vector V obtained the 
greatest value that is at V1 by 0.252. The visualization of 
calculation can also be demonstrated by the following 
application program. 

 
Fig. 5. DSS For Blended Learning Platform at SMK TI Udayana 

B. Discussion 

Based on the results of the study there were four blended 
learning platform that is offered for use in the process of 
mathematics and ICT learning at SMK TI Udayana, among 
others: Edmodo, Quipper School, Moodle and Kelase. 

Calculation of the weighted product method based on 
inputted values into the four criteria. The calculations show 
the results of the largest-value vector V = 0.252, located at V1, 
so Edmodo chosen as the blended learning platforms in 
mathematics and ICT learning at SMK TI Udayana. 

Development of decision support system to selection the 
blended learning platforms for Mathematics and ICT Learning 
at SMK TI Udayana visualized using the Java programming 
language and MySQL database. 

V. CONCLUSIONS 

Based on the results of research and discussion, we can 
conclude that the blended learning platforms that is selected to 
facilitate the learning process of Mathematics and ICT at 
SMK TI Udayana is Edmodo, because it is based on the 
calculation of Weighted Product got the highest achievement 
when compared to other platforms. 
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Abstract—This paper presents the development of a 

nutritional system using Backpropagation neural network, that is 

able to provide a clear and simple prediction problems of obesity 

in children up to twelve years, based on your eating habits during 

the day. For the development of this project has taken into 

account various factors, which are vital for the proper 

development of infants. A prediction system can offer a solution 

to several factors, which are not easily determined by 

convectional means. 

Keywords—prediction system; Nutrition; Backpropagation 

Neural Network; Obesity 

I. INTRODUCTION 

The ENSANUT 2006 warning about the risk in which there 
are more than 4 million children enter between 5 to 11 years, as 
the combined prevalence of overweight and obesity occurs in 
one out of four children [6, 7], also revealing that on weight 
and obesity has continued to increase in all ages, regions and 
socioeconomic groups, which has led our country to take first 
place in the world in obesity. 

In Mexico, based on information from two national 
sources, it was find one built in 1999 and another one in 2006, 
it is known that the combined prevalence of overweight and 
obesity has increased across the population, but particularly in 
the school-age population. During this period, obsesity in 
children increased 33% and 53% children [7]. 

The adverse effect and risks to health obesity early in life 
include both short-term physical and psychosocial problems. 

Longitudinal studies that childhood obesity suggest, after 3 
years of age, long-term is associated with an increased risk of 
obesity in adulthood and with increased morbidity, persistence 
of associated metabolic disorders [6]. 

School age and adolescence are a crucial configuration 
steps eating habits and other lifestyles that persist in later, with 
repercussions not only at this stages as to the possible impact 
as a risk factor, but aslo in the even in adulthood and old age. 

Although there is little information regarding eating habits 
at school age, there are reports that report that between 7-34% 
of children do not eat breakfast at home before going to school 
[7]. 

Except in some private schools, public are not places where 
you can buy food or have spaces where they can taste. 
However, playtime can buy food that sells school cooperative. 
This name is known to the members organizations of teachers 
and students, staff or parents, as allowed by the regulations in 
force, whose role is that student’s appended process of 
production and consumption. These cooperative are not new 
amd the first regulation dates from 1934, the following was 
issued in 1937, in 1962 appears a new, updated in 1982, which 
is theoretically valid. It should be mentioned that the purpose 
of the cooperatives are esentialy related to educational and 
learning teamwork, assimilation processes of production and 
consumption, the possibility that the products are sold at a 
lower price that prevails in the promotes the marked and that 
earnings will be used to improve the school. 

Nutrition is a vital issue, as vital body processes require the 
supply of materials and energy to provide the necessary 
elements for increase and repair of body tissues [8]. 

One should be aware that food is one of the pillars on 
which health is based. For better or worse, food is the mainstay 
of the formation and prevention of future disease and could be 
atherosclerosis, hypertension, mainly diabetic and different 
degress of obesity that plague our society. Therefore, we must 
start from small, balanced meals, so our body will be healthy at 
the same time avoiding any childhood diseases [11, 12]. 

There are an important aspect to consider about the power 
system is that this can not be generalized since each individual 
has different nutritional needs, that is why the alimentation 
depend on the activities performed by an individual throughout 
the day, i.e., it has to be directly proportional to their activities 
pied otherwise fall into malnutrition. 
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In nowadays society, the objectives of the child 
alimentation have expanded and now not only aims to achieve 
optimal growth and prevent malnutrition and disease 
occurrence caracals, but also, through the same, optimizer 
maturational development, establish healthy habits to prevent 
the onset of nutritional base diseases affecting adults, trying to 
get  better quality of life and longevity. 

As will be seen later, to secure as soon raised, we will use 
the Backpropagation neural network [1-4] that has some 
differences from traditional logic as it defines the training and 
classification of data, if the theory of neural networks to predict 
as a data set to obtain a desired output approach, particularly 
the prediction data. 

The structure of the article is in section 2 history of the 
work of research, mathematical basis, neuronal structure. In 
stage 3 the results of the simulations of the neural system for 
the study of obesity with the defined variables. Section 4 is the 
discussion of the system compared to conventional system; 
Finally, section 5 shows the conclusions of the research. 

II. DATA COLLECTION (BACKGROUND) 

A. Problem Statement 

In Mexico, the overweigth and obesity is a serious public 
health affecting school children because of all socioeconomic 
classes. 

He believies that schools primaries National System of 
Educatio, which have registered more than 95% of school-age 
children, are a plataform that can help reverse the serious 
problem of overweight if it is recognized that, for now, the 
school is closer to being an genetic obesity environment 
healthy, and that part of its mission is to promote, in various 
educational activities, the acquisition of styles of healthy eating 
and physical activity. While the building has to be animed 
primarily at children, aslo has to involve all social actors of 
change factors, such as parents, family, educational 
institutions, community authorities and, in particular, industry 
producing food and beverage processing, and by advertising 
industry print and online [14]. 

B. Justification 

This research grew out of the need to consider one of the 
possible factors that cause overweight and obesity in children, 
and the relationship of these with the consumptionof foods that 
are sold within the shool cooperatives, hygiene, food handly, 
prepare hygienic measures, proper sanitation requirements and 
frequency of food consumption. 

C. Hypothesis 

The cooperative school meets the hygenic-Nutrient, where 
the food consumed within the school are a determining factor 
in the nutritional status of children, and applying neural 
network techniques can predict the behavior of infant obesity 
[9, 10, 13, 15]. 

D. Theoretical framework 

We assesed the nutrional status of students using the 
criteria of the Official Mexican Standard NOM-008-SSA2-
1993, Control Nutrition, Growth and Development of Children 
and Adolescents and evaluation form containing: Name, Grade 

and Group age, weigth, height, Hips (centimeters) Waist 
(centimeters), BMI and food intaje [6, 7]. 

We evaluated the school cooperative consider through a 
direct observation assessment tool designed to evaluate the 
conditions of this, both hygenically and nutritionally about te 
products that are sold at recess. 

Also we identified the relationship between the 
consumption of foods that is sold in the Cooperative School 
with nutritional status of students, as it is a very impactor factor 
for the primary students. Finally, we developed a numerical 
prediction system with neural network artificial 
Backpropagation for prediction and reinforcement of the 
theoretical data acquired on the job, obtained comparative test 
with the results of observations made, based on a sheet of data 
and theory a biological neuron [13, 15], and subsequently 
implement the system of artificial neural network with 
Bakcpropagation  learning algorithms characterized by the 
equation [1, 2]: 

 a
4
f 

4
(w 

4
f 

3
(w 

3
f 

2
(w 

2
f 

1
(w

1
p+b

1
)+b

2
)+b

3
)+b

4
) 

E. Neural network [1-4] 

Neural nerwork consist of a simulation of the observed 
properties of the biological diversity of neural systems throgh 
mathematical models recreated through artificial mechanisms 
(an integrated circuit or a computer). The aim is to ensure that 
the mechanies give similar answer to which are able to give to 
the brain. 

A neural network consists of units called neurons, and each 
neuron receives a set of inputs through interconnections and 
makes an exit. This output is given by three functions: 

 A propagation function, which generally consists of the 
sum of each input multiplied by but their 
interconnection. If we weight is positive, the connection 
is called excitatory, if negative, is called inhibitor. 

 An activation function that modifies the former can not 
exist, being here the diffusion of the same function. 

 A transfer function, which applies to the value returned 
by the ouput function of the neuron and generally is 
given by the understanding that we can give to the 
outputs. 

F. Structure 

Most scientist agree that an artificial neural network ANN 
[3] is very different in terms of structure of an animal brain. As 
brain, an ANN consist of a set of simple units massively 
parallel processing and connections between these units where 
the network intelligence. 

Biologically the brain learns through the reorganization of 
synaptic connections between individual neurons. Similarly, 
RNA having a large number of virtual processors 
inteconnected in a simplified manner to simulate the 
functionality of biological neurons Figure 1. In this simulation 
[4], the mechanism reorganization synaptic connections 
biological models with weights that are adjusted during the 
learning phase. An ANN trained, the weights determined set of 
knowledge of RNA and is capable of solving a problem. 
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Fig. 1. A schematic drawing of biological neurons 

Furthermore, each neuron is associated with a mathematical 
functions called transfer function. This function generatest the 
sugnal output from the neuron input signals. The entry of the 
function is the sum of all input signals but by the connection 
associated with that signal (Figure 2). 

 
Fig. 2. Entrace of a single neuron 

G. The multilayer perceptron [1-4] 

It basically consists of a layer of neurons with weights and 
adjustable threshold; this neural system may be called a neural 
network because the connections exist in its entirety the 
Perceptron training is to determine the adjustment to be 
performed each neuron weight to the output error is zero. 

Backpropagation algorithm is a generalization of the LMS 
algorithm; both algorithms perform its task of updating weights 
and profits based on the means square error. The network 
works under supervised learning and therefore requires an 
array of workout that will describe each output and expected 
output value. The structure Backpropagation neural network 
was shown in Figure 3. 

 
Fig. 3. Architecture Multilayer Perceptron with Backpropagation Algorithm 

III. RESULTS 

Data from the savanah of data (Table 1) should be reads as 
described promptly: results output with a neural network [10, 
13, 15] on equal 1.9119 and 0.9326 for girl children; regarding 
this outcome data savannah Girls has a degree 3 of obesity and 
the child would have an obesity grade 2; dependent on the age, 
BMI, ICC and food intake [11, 12, 13]. 

TABLE I. DATA FROM THE SAVANNAH OF DATA 

Ages 

children 

Prediction 

Girl Boy Observations 

6 1.8056a 0.8640 Obese / moderately obese 

7 0.1258 0.8645 
Not Obese / moderately 
obese 

8 0.8229 0.8647 
Moderately obese / 

moderately obese 

9 0.5027 0.8641 
Not Obese / moderately 
obese 

10 2.2126 0.8641 Obese / moderately obese 

11 1.7740 0.8641 Obese / moderately obese 
a. Data Savannah of data obtained in the field. 

The following figures show numerical results of the 
prediction system used. 

 

Fig. 4. Prediction for women with different age, BMI, WHR and food intake 

Test performed for behaviour in Women 

Test = [age, IMC, ICC, Food Intake] 

Test 1 = [1;1;3;3]; target = sim (net, test 1) 

Output = 1.2354 

Test 2 = [12;2;2;3]; target = sim (net, test 2) 

Output = 0.8142 

Test 3 = [12;1;1;3]; target = sim (net, test 3) 

Output = 0.3132 

Test 4 = [2;1;3;2]; target = sim (net, test 4) 

Output = 0.5377 

Test 5 = [8;2;2;3]; target = sim (net, test 5) 

Output = 0.7908 
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Fig. 5. Prediction for men with different age, BMI, WHR and food intake 

 

Fig. 6. Prediction for men with different age, BMI, WHR and food intake 

The following figures shows the neural behavior prediction 
system. 

 

Fig. 7. Training of the ANN-BP 

 

Fig. 8. Performance of the RNA-BP in sampling error 

 

Fig. 9. State of training of the ANN-BP characterizing the system output 

 
Fig. 10. Trainging Regression-BP RNA 

Test performed for behaviour in Men 

Test = [age, IMC, ICC, Food Intake] 

Test 1 = [6;1;2;3]; target = sim (net, test 1) 

Output = 0.8665 Not Obese 

Test 2 = [5;1;2;3]; target = sim (net, test 2) 

Output = 0.8266 Not Obese 

Test 3 = [6;2;2;2]; target = sim (net, test 3) 

Output = 0.8942 Moderately Obese 

Test performed for behaviour in Men 

Test = [age, IMC, ICC, Food Intake] 

Test 1 = [1;1;3;3]; target = sim (net, test 1) 

Output = 0.9610 

Test 2 = [12;2;2;3]; target = sim (net, test 2) 

Output = 0.5037 

Test 3 = [2;1;3;2]; target = sim (net, test 3) 

Output = 0.9505 

Test 4 = [8;2;2;3]; target = sim (net, test 4) 

Output = 0.5489 
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Fig. 11. Pseudocode predictive system RNA-BP development 

IV. DISCUSSION 

Them results obtained with the network neuronal are of 
great contribution whereas a comparison of the exercise of the 
nutritionist without it tool and with the use of the tool increase 
is effectiveness, decreased the time of diagnostic of them data, 
reduction in the time of search in the table of nutrition to 
diagnose the obesity of the child school. This tool can be 
purchased with a system expert working group currently 
developing and shall submit to the test in 3 months. 

V. CONCLUSIONS 

The findings of the predictive system based on 
Backpropagation neural network is an effectiveness of about 
99.99% of the comparative data, generating predictions on the 
prospects of effective school nutrition, dependent variables 
mentioned above characteristic. Authors and Affiliations 
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